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Abstract: Modern data centers are playing a pivotal role in the global economic situation. Unlike
high-quality source of waste heat, it is challenging to recover the decentralized and low-quality
waste heat sourced from data centers due to numerous technological and economic hurdles. As
such, it is of the utmost importance to explore possible pathways to maximize the energy efficiency
of the data centers and to utilize their heat recovery. Absorption chiller systems are a promising
technology for the recovery of waste heat at ultra-low temperatures. In fact, the low temperature
heat discharged from data centers cannot be retrieved with conventional heat recovery systems.
Therefore, the present study investigated feasibility of waste heat recovery from data centers using
an absorption chiller system, with the ultimate goal of electrical energy production. To fulfill this
objective, a techno-economic assessment of heat recovery using absorption chiller (AC) technique
for the data centers with power consumption range of 4.5 to 13.5 MW is performed. The proposed
AC system enables saving electricity for the value of 4,340,000 kWh/year and 13,025,000 kWh/year
leading to an annual reduction of 3068 and 9208 tons CO2 equivalent of greenhouse gas (GHG)
emissions, respectively. The results of this study suggest an optimum change in the design of the
data center while reducing the payback period for the investors.

Keywords: waste heat recovery; absorption chiller; data center; sustainability; thermal pollution

1. Introduction

The incessant growth in the use of conventional fuels and their enormous greenhouse
gas emissions necessitate more attention to be brought to environmental awareness. Con-
sequently, many scholars around the world have been encouraged to spend significant
amount of work on innovative technologies to supply heating and cooling demands of
urban areas via renewable sources of energy. Global technological advancements and
development of internet of things (IoT) technologies, big data, and cloud computing have
resulted in rapid growth in the number of data centers around the world [1,2]. Owing
to the enormous energy consumption resulted from rapidly growing data centers, much
attention has been devoted to the possibility of energy recovery from such centers by their
authorities as well as energy organizations. The worldwide electricity consumption of
data centers is presented in four main categories: (i) Infrastructure uses 44.4% of electricity
consumption (mainly ventilation and cooling sectors). (ii) Servers use 38.9% of energy
supply, followed by 9.3% and 7.4% of the electricity used by (iii) Communication and (iv)
Storage sectors, respectively [3–5].

Over 416 billion kWh of electricity was reportedly consumed by virtue of data pro-
cessing in around 8 million data centers around the globe in 2019 [6]. A typical data center
produces heat values in the range of 3.2 to 6.4 MW comprising 250 sets of cabinets with
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42 to 64 server racks [7]. The new generations of data centers follow a growing trend of heat
production with recent ones producing 10–250 kW [8]. In the light of the typical design
temperature of 25 ◦C for a data room, this makes data centers as a year-around stable
source of heat, and there exists huge potential for waste heat recovery from data centers.

Waste heat recovery and utilization from data centers has been the subject of many
research studies within the past decade leading to the introduction of several practices to
recover low-grade waste heat. According to the literature, the waste heat can be categorized
to four types based on temperature levels: high-grade, medium-grade, low-grade and
ultra-low-grade waste heat in the temperature range of >600 ◦C, 200–600 ◦C, 80–200 ◦C,
and 45–80 ◦C, respectively [9,10].

The most common practices include absorption cooling, district heating, and direct
and/or indirect power generation [7,11,12]. Although several factors can affect selection of
the best method, an overview of available techniques presents district heating as the most
viable approach for waste heat recovery in data center. For example, ref. [13] investigated a
hot water (60 ◦C) supercomputer prototype showing energetic and exergetic efficiencies of
80% and 34%, respectively. Huang et al. [6] studied a 1 MW data center showing over 97% of
heat recovery, which is equivalent to the heat required of a 30,000 m2 commercial property.
Another study investigated possible strategies for cooling and waste heat recovery of
information technology (IT) servers in UK which produced over 2 million tons of CO2 [14].
They projected that the recovered heat would be sufficient to supply heat demands for
some neighborhoods in London. A 4000 ton CO2 equivalent emission reduction along
with $170,000 saving from waste heat recovery of a 3.5 MW data center was estimated.
A universal design approach was proposed by Fang et al. [15] for district heating based
on the industrial waste heat recovery. They estimated that 122 MW would suffice district
heating of a city with a population of 4.6 million in Northern China resulting in reduction
of 168,000 tons of CO2 equivalent. A steady-state model was developed in [16] which
utilized the recovered heat from a thermosyphon-assisted air conditioner.

A variety of studies have been published exploring cooling technologies for thermal
management in data centers [17–19]. A common practice to form hot and cold aisles in
data centers is to place server racks back to back and front to front in an open-aisle (OA)
air-cooled configuration [20]. This technique, however, affects the electricity consumption
dedicated to air conditioning due to temperature nonuniformity sourced from air circula-
tion between the cold and hot aisle [21]. Similar results was presented in [22], indicating
potential weakness of OA systems associated with airflow direction. Alternatively, enclosed
aisle (EA) approach was considered by numerous studies to reduce the inhomogeneity
of airflow [23,24]. Nevertheless, EA strategy may also raise a new issue with finding the
right place to discharge the trapped hot air. Consequently, other promising cooling systems
such as free cooling, liquid cooling, two-phase technologies, and building envelope have
been subject of many studies up until now. For instance, the authors of [25] modeled the
dynamic air conditioning load of a large data center in China to obtain cooling and index.
Using simulation of building load characteristics, it appeared that the values of annual
cumulative heat load was much higher than its cooling one. A novel heat recovery system
composed of data room, refrigeration unit, cooling tower, double conditions heat pump
unit, auxiliary boiler, water pump, and pipeline valve refrigeration was proposed.

The low temperature of the waste heat sourced from data centers hinders producing
a high-quality energy which requires a reliable technology to make up for this weakness.
Among the waste heat recovery technologies reported in the literature, absorption chiller
(AC) and Organic Rankine Cycle (ORC) were identified as the most promising technolo-
gies for processing waste heat from data centers. Both technologies have shown reliable
performance in recovering low-grade source of heats.

The ORC technology has been considered as a valid solution for ultra-low-grade
data center waste heat recovery. For instance, the authors of [26] investigated the techno-
economic performance of ORC as the means of waste heat recovery from data centers.
Using a developed steady-state thermodynamic model, they examined the effect of different
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types of working fluid (i.e., dry, wet, and isentropic) and the evaporator temperature on
the competence of the system. It was concluded that ORC would show the greatest
performance in extremely low temperature applications. It was shown that the addition
of superheaters in the server cooling cycle demands extra power for the operation which
ultimately caused a performance drop, albeit at the higher temperature, the performance
of ORC in waste heat recovery improves. A payback period of 4–8 years was estimated
for the use of ORC in the data center. In a similar study, the authors of [27] built a 20 kW
ORC prototype receiving the waste heat from two common rack servers operating at full
capacity and with temperature ranging from 60 ◦C to 85 ◦C. The results of the experimental
rig demonstrated thermal efficiency of 3.33% which was in a good agreement with the
range of efficiency (i.e., 2% to 8%) resulted from the thermodynamic model in the same
study. The benefits of the ORC system were not limited to absorbing waste heat from the
data center as it sent back the generated electricity to the data center. A recent study [28]
investigated heat waste recovery from a simulated condition for a typical data center server
rack using a lab-scale ORC. It was demonstrated that for the range of ultra-low waste heat
(i.e., 45 ◦C to 80 ◦C), thermal efficiencies vary between 1.9% and 4.6%. It was shown that
significant fluid temperature differences in the heat exchanger, caused exergy deterioration
to the ORC system.

AC systems, on the other hand, are not only able to handle low temperature source
of heats, but also adopt waste heats from liquid-cooled and two-phase cooled data cen-
ters which further enhance their applicability in the field. The other advantages of AC
systems are their low electricity cost, while their requirement for larger cooling tower is
considered as their main drawbacks. AC systems mainly address some serious energy
and environment issues with the conventional compression chiller (CC) systems. Despite
recent achievements in recovering waste heat from data centers, yet underlying concept
needs to be further explored broadly. Therefore, the present research investigates feasibility
of energy recovery from the heat dissipated by a number of servers to support an AC unit
which can further supply cooling requirements for other centers.

2. Methodology

With the purpose of perform the techno-economic study, an inventory of information
from a variety of AC manufacturers in the North America were established allowing to
analyze utilization and performance of various types of AC systems which are now ready
for use for many purposes. Trane and Yazaki [29,30] were selected as AC manufacturing
pioneers in the North America. The main reason for the selection of the two manufacturers
is their diversity in ultimate application of heat recovered from data centers. Trane develops
AC systems working under the low-grade hot water in a range of 70 ◦C and 110 ◦C which
makes them promising options to recover waste heat in in data centers [29]. Yazaki operates
AC units using water–lithium–bromide as the refrigerant which is capable to operate with
low quality waste heat (temperature: ~70–95 ◦C) [30]. The Yazaki AC units will shut down
if the inlet hot water temperature exceeds 95 ◦C. The outlet hot water temperature is ~55 ◦C.
It should be mentioned that the low-grade heat generated through industrial processes can
be used by AC systems and generates cooling energy. Otherwise, this low-grade heat will
be wasted and discarded through the environment. The other important point about the
AC systems is their sensitivity to the temperature of the inlet hot water as an energy source.
If the temperature of the inlet hot water is less than the desired temperature, the efficiency
and the cooling capacity of the system is reduced as well.

This work provides a substantive methodological guide for district heating using the
recovered heat from data centers. Thus, the main idea of this study is to employ an AC
unit which is energized by the low-grade heated air in the data centers (Figure 1). When
the enough heat load is supplied to AC system, the heat load on the CC unit is reduced. In
the other words, a portion of the heated air in the data center will be removed by the AC,
which reduces the total workload on the CC. Here, the heated air in the data center has
a lower-grade heat compared to the higher-grade heat of the computing elements inside
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the racks. This low-grade heat air can be effectively cooled down by the AC. Finally, any
remaining heat can be removed by the CC.
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Analytical Model

The first step in developing the thermodynamic model for the proposed system is to
apply governing equations predominantly conservation of mass and energy. The analytical
model is implemented considering CC system as the point of comparison with the proposed
AC system. Figure 1 presents the cycle under investigation for the heat flow of the proposed
data center. Note that QH1 is the heat rejected from the cycle through the condenser in the
CC and can be proportionally considered as a heat source for the AC system. In addition,
wet or dry cooling towers should be designed to transfer QH2 (i.e., the heat rejected of the
chiller coolant water by absorber and condenser) to the ambient.

According to Figure 1, the total cooling supplied by the hybrid CC system and AC
system (QC−total) can be written as (Equation (1))

QC−total = QC1 + QC2 (1)

where QC1 and QC2 are the provided cooling by the CC system and AC system, respectively.
Similarly, total electricity consumption by the proposed hybrid CC-AC system (WCC−AC)

can be written as follows (Equation (2)):

WCC−AC = We1 + We2︸︷︷︸
≈zero

(2)

where We1 and We2 are the electricity requirement for operating the CC system and AC
system, respectively. Note that the energy consumption of the AC system in this integrated
proposed system is negligible.

The provided cooling by the CC system (QC1) is a function of the Coefficient of
Performance (COP) of the system as well as the dissipated heat (QH1) from the system and
can be written as follows (Equations (3) and (4)):

QC1 = COPCC × We1 (3)
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QC1 =
COPCC

1 + COPCC
× QH1 (4)

According to the first and second law of thermodynamics, the dissipated heat and
cooling by the CC system can be expressed as (Equations (5) and (6)):

QH1 = QC1 + We1 = (1 + COPCC)× We1 (5)

QC2 = COPAC × QH1 = COPAC × (1 + COPCC)× We1 (6)

Combining Equations (3) and (5), the total cooling provided for the data center and the
total electricity consumption by the proposed hybrid system can be rewritten as (Equation
(7))

QC−total = QC1 + QC2 = COPCC × We1 + COPAC × (1 + COPCC)× We1 (7)

The total electricity consumption by the proposed hybrid CC-AC system can be
calculated using Equation (8):

WCC−AC =
QC−total

COPCC + COPAC × (1 + COPCC)
(8)

The total electricity saving of using the proposed system can be calculated using
Equations (9) and (10):

Wsaving = WCC − WCC−AC (9)

Electricity saving (%) =
WCC − WCC−AC

WCC
= 1 − COPCC

COPCC + COPAC × (1 + COPCC)
× 100 (10)

A detailed economic analysis including both efficiency and performance for AC
systems is carried out for a data center with a power consumption range of 4.5 to 13.5 MW.

In designing cooling system for modern data centers, the waste heat dissipated per
rack could be assumed between 10 and 15 kW. Note that if the rack is occupied with
supercomputers, the heat generation can be up to 60 kW from each rack [31]. Accordingly,
in the calculations, it is assumed that maximum 15 kW of waste heat is dissipated by each
server rack (Figure 2). Additionally, water is used as cooling agent with the flowrate of
0.3 to 0.6 l/s. The design temperature of outcoming water is assumed 70 °C which is
somewhat lower than the typical temperature of 85 °C. This is ascribed to the heat loss of
the intermediate heat exchanger.
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3. Results and Discussion
3.1. Energy Performance

An energy analysis is imperative to make a decision for the selection of the best design.
Therefore, Tables 1 and 2 present a detailed energy performance for both 4.5 and 13.5 MW
power consumed data centers, respectively. The cooling capacity and the performance
of the AC systems depend on many parameters such as the heat source temperature,
the flow rate, and the cooling water temperature. For example, for a 10 ton WFC-S10
Yazaki LiBr AC unit, the heat input and the pump power input are 15.2 kWth and 0.18
kWe, respectively [30,32]. Moreover, the cooling capacity is 9.8 kWth [30,32]. It should be
mentioned that kWe represents the kilowatt electrical while kWth is a representative of
kilowatt thermal. Accordingly, COPCC of 4 and COPAC of 0.63 for the CC system and AC
system, respectively are assumed when the inlet hot water temperature from data center to
AC is 70 ◦C. We also assume the total of 8760 h data center operates in one year. As a rule of
thumb, for a conventional data center energy consumption of cooling system is equivalent
to energy consumption of server racks. Electricity consumption for the CC system is equal
to the number of racks multiply by power of each rack and total working hours in a year.
Accordingly, electricity consumption by the proposed integrated system can be calculated
through Equations (9) and (10). Table 1 presents electricity consumption for a 4.5 MW and
13.5 MW data center comprising 300 and 900 server racks, respectively.

Table 1. Energy analysis for cooling a 4.5 MW and 13.5 MW data center comprising 300 and 900 racks with chillers of 575
ton and 1600 ton capacity.

Power Consumption Conventional Compression Chiller (CC) Proposed Waste Heat Recovery System Energy Saving
(kWh/Year)

4.5 MW
Cooling Electricity consumption (kWh/year)

4,340,000
Welectricity−conventional = 9,855,000 Welectricity−hybrid = 5,515,000

13.5 MW
Cooling Electricity consumption (kWh/year)

13,025,000
Welectricity−conventional = 29,565,000 Welectricity−hybrid = 16,540,000

For the 4.5 MW data center, it is estimated that 13 racks can be covered with AC
systems of 25 ton capacity. The direct dissipation occurs by means of the AC system
generator for eight of the racks, while the remaining five use the evaporator of the AC
system. As a consequence, total of 299 server racks can be eliminated from a cold-aisle
containment system (CACS) load (13 managed by each chiller) using 23 chillers of 25 ton
capacity. The application of CACS is to confine the cold aisle allowing the rest of the data
room to become a large hot-air return plenum. As a result, a drastic reduction is observed in
the number of server racks cooled by CACS. This change results in a significant reduction
in the CACS load. An alternative design for data centers can be considered as number of
racks in multiples of 13 without any further need to CACS for cooling purposes. Note that
each 25-ton AC unit is capable of saving footprint area of 2 racks.

For the 13.5 MW data center, the results indicate that a 50-ton AC chiller is sufficient
to cover 28 racks in the data room. Approximately 60% of the racks (i.e., 17 out of 28)
directly disperse the heat into the generator of the AC system. While the remaining 40%
use evaporator of the AC system for the heat removal. Thus, it is estimated that 32 chillers
of 50 ton capacity enables removal of 896 server racks from the CACS load (i.e., 28 managed
by each chiller). Similarly, a significant reduction of 900 to 4 in the number of racks cooled
by CACS unit is observed. Similarly, it is possible to design an alternate configuration of
racks in multiples of 28 which ultimately drops the any need to cooling by CACS. However,
a detailed calculation can be performed based on specific operational needs of the data
center. Each 50 ton AC unit is capable of saving footprint area of 3 racks.
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Table 2. Economic analysis for a 4.5 and 13.5 MW data center comprising 300 and 900 server racks with chillers of 575 ton
and 1600 ton capacity.

Power Consumption Conventional Compression Chiller (CC) Proposed Waste Heat Recovery System

4.5 MW

Electricity cost ($/year)

9,855,000 kWh × 0.12 ($/kWh) = $1,182,600 9,855,000 kWh × 0.12 ($/kWh) = $1,182,600

Cooling cost ($/year)

$1,182,600
(typical value for energy usage of a data center which is
proportional to the ones from server racks)

$1,182,600 × (Equation (10)) = $661,800

Total annual cost ($/year)

$2,365,200 $1,844,400

The prices of the chillers and cooling tower

575 * × $2500 = $1,437,500

13.5 MW

Electricity cost ($/year)

29,565,000 kWh × 0.12 ($/kWh) = $3,547,800 29,565,000 kWh× 0.12($/kWh) = $3,547,800

Cooling cost ($/year)

$3,547,800
(typical value for energy usage of a data center which is
proportional to the ones from server racks)

$3,547,800 × (Equation (10)) = $1,984,800

Total annual cost ($/year)

$7,095,600 $5,532,600

The prices of the chillers and cooling tower

1600 * × $2500 = $4,000,000

* Capacity of chillers and cooling towers.

3.2. Economic Performance

An economic analysis is imperative to make a decision for the selection of the best
design. Therefore, Table 2 presents a detailed economic analysis for both 4.5 and 13.5 MW
power consumed data centers, respectively. The total annual electricity cost for each
scenario comprises (1) electricity cost to run the servers and (2) energy cost to operate the
cooling infrastructure. Electricity consumption of the data center is calculated based on the
average power per racks by the number of servers in each rack. Therefore, the electricity
consumption and its associated costs for running the servers in each rack is equal for both
scenarios. On the other hand, the electricity associated with the infrastructure equipment
(i.e., cooling systems) is calculated for two different scenarios (i.e., the conventional system
and the proposed hybrid system).

A rough payback period is calculated based on the given assumptions in Table 2.
The rough payback analysis provides how long the obtained savings from the use of the
new system will take to pay back for the initial capital cost of the introduced system.
As the operating expense and maintenance cost of the AC system is not included in the
calculations, it is not possible to have a precise number for the payback period. The simple
payback period for the proposed CC-AC system is calculated through Equation (11).

Payback period (year) =
Saving Cooling Cost ($/year)

Total costs o f the AC and cooling tower
(11)

Thus, the simple payback estimation of the employment of AC in a 4.5 MW data
center is estimated 2.76 years. The payback period for the 13.5 MW data center is, how-
ever, calculated between 2.56 years indicating scaling up the data center can enhance the
profitability of the low-grade waste heat recovery system.
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The results indicate that an AC system with a range of 5 to 50 ton capacity can afford
adequate coolth energy to keep one more rack in the safe temperature level by waste heat
dissipation from 2 to 17 racks. It is also evident that the AC system provides a faster
payback period for a larger scale data center.

3.3. Environmental Performance

As stated earlier, there is growing demand for computing capacity resulting in devel-
opment of data centers with significant power loads and densities around the globe [33].
Furthermore, the new generation of Central Processing Units (CPUs) can dissipate a re-
markable amount of power in excess of 400 watts across the surface area of a credit card [34].
Safe operation of data centers, including numerous pieces of electronic equipment, requires
proper temperature management based on the thermal envelopes provided by standard-
ization entities. Full thermo- hygrometric state of the data centers environment must be
actively inspected to lessen the potential risk of waste heat discharge to the environment
or condensate the moist air when humidity raises. Therefore, management of thermal
pollution in data centers is of significant importance.

The principle objective of controlling environment in data centers is to meet the time-
varying cooling demand. According to the American Society of Heating, Refrigerating and
Air-Conditioning Engineers (ASHRAE) [35], economic considerations have been changing
the controlled environmental conditions of the data centers. Cooling data centers can cost
up to a quarter of total energy expenses. In its first thermal guidelines for data centers,
ASHRAE recommended air temperature envelope for data centers was 20–25 ◦C based on
both reliability and uptime (primary concerns) and energy costs secondary (concerns). As
a result, four classes of data center equipment; A1, A2, A3 and A4 (Table 3).

Table 3. Four classes of data centers according to ASHRAE.

Class Temperature Range (°C) Humidity Range (%)

A1 15–32 20–80

A2 10–35 20–80

A3 5–40 8–85

A4 5–45 8–90

The majority of today’s data centers falls into class A1 and A2, nonetheless, many of
modern manufacturers have been commercializing equipment compatible with class A3
and A4 operation.

As shown in Table 1, the amount of energy saving from the proposed systems
of 4.5 MW and 13.5 MW power consumed data centers are 4,340,000 kWh/year and
13,025,000 kWh/year, respectively. Considering every kWh emits averagely 7.07× 10−4 met-
ric tons CO2 [36], the proposed AC system is estimated to save 3068 t CO2/year and 9208 t
CO2/year. These amounts of CO2 are approximately equal to 9066 and 27,190 barrels of
crude oil. Furthermore, it is estimate that this GHG emission reduction is equivalent to
358 ha and 1074 ha of additional forest to adsorb this CO2 from the atmosphere.

4. Conclusions

In the existing energy conversion systems for decentralized source of heat, the majority
of primary energy is lost as waste heat. This could be an enormous source of energy
particularly in high energy consumption enterprises such as data centers. The highest
portion of the energy lost in the data centers are classified as a low-grade waste heat and
basically is the most challenging part to be recovered, especially when the temperature of
waste heat is below 100 ◦C. Absorption chiller systems are known as a well-established
technology to recover the low-grade waste heat. The advancement of IoT technologies
and its interaction with big data and could computing are extensively increasing leading
to significant development of data centers. Thus, this research investigated feasibility of



Energies 2021, 14, 2433 9 of 11

heat recovery options and analyzed the techno-economic aspect of an absorption chiller
system for the low-grade waste heat recovery from a data center. The results of this study
necessitate consideration of both technical and economic aspects at the same time. The
proposed hybrid system enables saving electricity for the value of 4.3 GWh/year and
13.0 GWh/year leading to an annual reduction of 3068 and 9208 tons CO2 equivalent
of greenhouse gas (GHG) emissions, respectively. Furthermore, the simple payback of
2.76 and 2.56 years, respectively, for the employment of proposed system in a 4.5 MW
and 13.5 MW data center is estimated. Moreover, the environmental analysis also shows
that AC system is a promising option for waste heat recovery and save notable equivalent
carbon emissions to the environment. It is concluded that enhancing the capacity of the AC
system enables waste heat dissipation of higher number of racks while shorten the payback
period. Future work could focus on the employment of higher-performance absorbers and
generators for designing new absorption cycles.
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