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Abstract—Optical wireless (OW) technology has attracted 

significant interest for indoor positioning in the past decade. An 
emerging form of this technology makes use of angle-of-arrival 
(AOA) measurements to carry out positioning via triangulation 
off of an optical beacon grid. Such AOA-based OW positioning 
systems can yield accurate position estimates—but only given 
sufficient attention to the optical receiver. The design, operation, 
and implementation of such a receiver is presented in this work. 
The optical receiver is designed to have a sufficiently small AOA 
error, being AOA = 1°, over a wide angular field-of-view (FOV), 
being 100°. The design allows the optical receiver to carry out 
positioning based off a 3 × 3 grid of optical beacons, where each 
optical beacon is uniquely identified using multiple frequency 
and colour channels. The optical beacons are widely spaced to 
fully utilize the optical receiver's wide angular FOV. The overall 
AOA-based OW positioning system exhibits a position error of 
1.7 cm, which is comparable to those obtained by more complex 
positioning systems. Thus, the presented AOA-based technologies 
can play a role in emerging indoor positioning systems. 

Index Terms—Angle-of-arrival, indoor positioning, optical 
wireless. 

I. INTRODUCTION

NDOOR positioning technologies have emerged in the 
marketplace after years of development. These indoor 

technologies are applied to complement Global Positioning 
System (GPS) technology, which functions well in the outdoor 
environment but exhibits poor performance in the indoor 
environment [1]. Indoor positioning technologies can be 
realized as optical wireless (OW) systems [2], which are also 
referred to as visible light positioning systems [3]. These OW 
positioning systems have attracted growing interest in recent 
years due to their potential for integration with lighting and 
OW communication systems. Three methods have emerged 
for OW positioning. They are based on received signal 
strength (RSS) [4-7], time-of-arrival (TOA) / time-difference-
of-arrival (TDOA) [8-10], and angle-of-arrival (AOA) [11-
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15]. The systems typically use a network of fixed optical 
beacons (i.e., optical transmitters [9]) and a mobile optical 
receiver. Each method has advantages and disadvantages.  

The first method of OW positioning, RSS, is the simplest 
offering moderate positioning accuracy ranging from metres 
for Wi-Fi systems [16] to tens of centimetres for optical 
systems [5]. An RSS-based optical receiver measures the 
incident optical power, as a single scalar quantity, for each 
observed optical beacon in the network. It then uses the 
received optical powers from multiple optical beacons to 
quantify ranges and applies trilateration to estimate the optical 
receiver's position. Unfortunately, this method is susceptible 
to increased position error when the network of optical 
beacons exhibits imbalances in the power levels or radiation 
cones [3]. Moreover, physical changes to the environment can 
affect the received optical powers, via reflections, which can 
increase the position error. 

The second method of OW positioning, TOA or TDOA, 
overcomes many of the deficiencies of RSS-based positioning 
by applying measurements of phase. A TOA or TDOA optical 
receiver measures phase of high-frequency signals from 
surrounding optical beacons, to quantify the corresponding 
ranges (i.e., distances) to the optical beacons. Trilateration is 
then applied to estimate the optical receiver's position. Such a 
method can yield small position errors, e.g., 0.5 cm [10]. 
However, its phase-based approach demands high-frequency 
electronics and precise phase synchronization for good 
performance, necessitating high implementation costs. 

The third method of OW positioning, AOA, is distinct from 
the aforementioned methods. This is because AOA-based OW 
positioning applies triangulation, by measuring angles and 
estimating the position via the associated vectors between the 
optical beacons and receiver. (In contrast, the aforementioned 
methods apply trilateration, by measuring power or phase and 
estimating the position via the associated scalar distances 
between the optical beacons and receiver.) For AOA-based 
OW positioning, the vector from each observed optical beacon 
to the optical receiver is known as the line of position (LOP). 
Each LOP defines an AOA on the optical receiver that is 
quantified by two angles: the azimuthal angle,  and the polar 
angle, . This can be done quite simply by using a lens and an 
image sensor [17]. Triangulation is then applied to estimate 
the optical receiver's position as the point of overlap of the 
LOPs from the observed optical beacons. Such a method has 
the unique advantage that its operation is largely independent 
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of the received optical power and phase—as the optical 
receiver carries out triangulation off vectors [15]. Angle-of-
arrival-based OW positioning systems have yielded excellent 
position accuracies that range over 1-5 cm [12, 14, 18]. 

It is important to note that AOA-based OW positioning has 
key challenges. In the past, its substantial computational 
demands limited its use. This challenge was avoided to some 
extent by placing the optical beacons on the mobile subjects, 
i.e., robots [18], and carrying out imaging and computations 
on a fixed optical receiver with a camera and processor, but 
this computational challenge is now less of a concern given 
the recent surge in integrated electronics and smartphones. 
However, there remain critical design challenges. 

The challenges of an AOA-based OW positioning system 
relate to its two fundamental components: an array of fixed 
optical beacons (typically being ceiling-mounted LEDs) and a 
mobile optical receiver (typically having a lens and image 
sensor.) The two components can be optimised separately to 
improve positioning accuracy, but by doing so one discovers 
two design conflicts. The first conflict pertains to the number 
of optical beacons. The optical receiver exhibits improved 
performance when it is deployed with a large number of 
optical beacons, because its least-squares positioning 
algorithm yields smaller position errors when it observes 
larger numbers of optical beacons [15]. However, the optical 
beacons are difficult to implement in large numbers, because it 
is necessary to have each optical beacon be uniquely identified 
by the optical receiver via frequency, colour, etc. The second 
conflict pertains to the spacing of optical beacons. The optical 
beacons support improved positioning performance when they 
are implemented with wide spacings, because wide spacings 
decrease the dilution of precision (DOP) and thus the position 
error [15]. However, the optical receiver can be difficult to 
implement with these wide spacings between the optical 
beacons, because it must have a correspondingly wide field-
of-view (FOV). In our previous work, we explored the design 
of the optical beacon geometry to improve position accuracy 
[15]. In this work, we address the design and implementation 
of an effective optical receiver. 

The proposed work puts forward design recommendations 
for a complete AOA-based OW positioning system with a 
position error of 1.7 cm. The work is laid out as follows. 
Section II presents the key considerations for the optical 
receiver's design. Sections III and IV present theoretical and 
experimental analyses of the optical receiver's operation. 
Section V shows implementation results. Section VI gives 
concluding remarks. 

II. OPTICAL RECEIVER DESIGN 

In this section, we look at the design of the optical receiver 
for use in an AOA-based OW positioning system. The system 
concept of an AOA-based OW positioning system containing 
an optical receiver and two optical beacons is shown in Fig. 1. 
The position of the optical receiver is denoted by a solid circle 
at the coordinates (x, y, z) of the global frame. The position of 
the ith optical beacon is denoted by a hollow circle at the 
coordinates (xi, yi, zi) of the global frame, for i = 1 and 2. The 

optical receiver measures an AOA in the direction towards the 
optical beacon, with respect to its body frame. (We consider 
the specific case in this work where the global and body 
frames are aligned with their vertical axes parallel to the z-
axis.) The AOA in the body frame is defined by both the 
azimuthal angle,  being the angle rotated about the z axis, 
and the polar angle,  being the angle down from the z axis. 
The optical receiver uses the measured AOA to define the 
LOP, each of which is shown in Fig. 1 as a dashed line. 
Triangulation is carried out with multiple optical beacons to 
estimate the optical receiver's position as the point of overlap 
of the multiple LOPs. To carry out this process and obtain an 
accurate position estimation via triangulation, an optical 
receiver must be capable of carrying out two operations: AOA 
measurement and AOA identification. 

For the optical receiver to be effective at the first operation, 
AOA measurement, the error AOA must be small. In this 
work, a AOA of 1° is adopted as a tolerance for error in the 
azimuthal and polar angles, including contributions from both 
random and systematic errors. To reduce the random and 
systematic errors, it is often possible to restrict the angles over 
which AOAs are measured. However, such restrictions to the 
optical receiver's angular FOV can reduce the number of 
measured AOAs, leading to increased position error. This is 
because the associated LOPs are used in a least-squares 
minimization process [15]. Overall, it is beneficial to have a 
small AOA error over as wide of an angular FOV as possible. 

 
Fig. 1. The system concept of an AOA-based OW positioning system with an 
optical receiver, denoted by the solid circle at (x, y, z), and two optical 
beacons, denoted by the hollow circles at (x1, y1, z1) and (x2, y2, z2). These 
positions are defined in the global frame having x, y, and z axes. The optical 
receiver measures the AOA for the ith optical beacon, which is defined by both 
the azimuthal angle, i, and polar angle, i, within its body frame, for i = 1 and 
2. The body frame is attached to the optical receiver and has xb, yb, and zb 
axes. The AOA defines the LOP as a vector, shown as a dashed line, running 
from the optical beacon to the optical receiver. 

 
For the optical receiver to be effective at the second 

operation, AOA identification, it must be capable of 
associating each measured AOA to its optical beacon. To do 
this, the optical beacons can be implemented with distinctive 
characteristics, such as colour [19] or frequency [10-11]. 
When the optical receiver is able to uniquely identify the 
AOAs, it can apply the corresponding LOPs as vectors in the 
global frame originating from the known locations of their 
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optical beacons. The optical receiver then applies triangulation 
with all of the LOPs to estimate its position. In general, it is 
beneficial to identify the optical beacons of as many AOAs as 
possible. This maximizes the number of LOPs used to 
triangulate the position and ultimately reduces position error. 

A camera architecture, having a microlens above an image 
sensor as shown in Fig. 2, is used for the design of the optical 
receiver because it can be made effective at both AOA 
measurement and AOA identification. The optical receiver's 
performance in AOA measurement is determined by both the 
image senor, which can introduce random error via pixel 
quantization, and the microlens, which can introduce 
systematic error via image distortion. The optical receiver's 
performance in AOA identification is determined mainly by 
the image sensor. The image sensor can be operated with red, 
green, and blue colour channels and differing frequency 
channels to allow the optical beacons to be identified by their 
distinct colour and frequency. 

 

 
 

Fig. 2. Schematic of the camera architecture used by the optical receiver. A 
side-profile of the architecture is shown at the top, with a microlens (having a 
glass coverslip) on top of an image sensor (having a protective layer of image 
sensor glass). A chief ray of light is shown in red propagating from a distant 
optical beacon through the architecture. The dimensions are denoted by d, t, 
and g. A top-view of the image sensor is shown at the bottom. It shows a grid 
of pixels with the chief ray illuminating the pixel at the coordinates (xIS, yIS) 
on the image sensor. The coordinates of the illuminated pixel define the 
estimated azimuthal angle, IS, and estimated polar angle, IS ≈ kIS. 

 
The image sensor that is used for the design of the optical 

receiver is the Omnivision OV7720 CMOS VGA. It has a 
pixel size of 6 × 6 µm2. However, it is used at its fastest frame-
rate, and this clusters the pixels in groups of four, yielding an 
effective pixel size of 12 × 12 µm2. The image sensor has an 
especially high frame-rate, of 187 frames-per-second, which 
supports use of multiple widely separated frequency channels. 

The microlens that is applied in the design is fabricated by 
way of polymer dispensing and curing. A droplet of UV-
curable polymer is dispensed onto a 150-µm-thick glass 
coverslip and cured by UV illumination. The process is carried 

out in a filler fluid of glycerol to create a hemispherical 
microlens with a polymer-glass contact angle of 90° and a 
diameter of 800 µm. Process details are shown elsewhere [17, 
20]. A hemispherical lens is fabricated here because it 
minimizes aperturing of light at the more extreme incident 
angles. A microlens exhibits decreased aperturing as the 
contact angle of its polymer-glass interface (and thus its 
numerical aperture) is increased [21]. The microlens is 
mounted above the protective glass of the image sensor with 
the microlens facing the image sensor, as shown in Fig. 2. 
This orientation yields decreased distortion and increased 
angular FOV, as compared to the orientation with the 
microlens facing away from the image sensor [22]. The 
labelled dimensions are d = 833 µm, t = 400 µm, and g = 40 
µm. The refractive index of the glass and microlens is n ≈ 
1.54.  

The following two sections examine the operation of the 
optical receiver's design in terms of AOA measurement and 
AOA identification. 

III. OPTICAL RECEIVER OPERATION: AOA MEASUREMENT 

The optical receiver carries out AOA measurement by locating 
a beamspot on the image sensor, from a distant optical beacon, 
and transforming the beamspot's location to an AOA, i.e., to 
an azimuthal angle, , and a polar angle, , towards the optical 
beacon. The beamspot takes the form of a circle on the image 
sensor when it is near the centre of the microlens, the size of 
which is determined mainly by spherical aberration [23]. It 
takes the form of a flared circle on the image sensor when it is 
far from the centre of the microlens, the shape of which is 
determined by comatic aberration [23]. To mitigate the effects 
of aberration, only the brightest point of light in the beamspot 
is used in this work to define the location of the beamspot. 
This point is formed by the chief ray and its neighbouring 
paraxial rays as they pass through the system in the manner 
shown in Fig. 2. The location of the point on the image sensor 
is defined by discrete Cartesian coordinates, (xIS, yIS), where 
xIS and yIS are integers in units of pixels. The coordinates then 
define the estimated azimuthal angle, IS, and estimated polar 
angle, IS, according to 
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where k ≈ 1 °/pixel is a linear scaling factor and IS = (xIS
2 + 

yIS
2)1/2 is the radial displacement of the beamspot on the image 

sensor, with respect to an origin at the centre of the microlens. 
Equation (2) displays an approximation because it is formed 
by linearization of the exact nonlinear expression relating IS 
to the polar angle, as discussed later. The value of k used in 
this linearization is obtained by characterizing measured radial 
displacements against known values of the polar angle. 

The effectiveness of AOA measurement is defined by the 
level of agreement between the estimated azimuthal and polar 
angles, IS and IS, and the true azimuthal and polar angles, 
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and . Differences between the estimated and true angles arise 
from random and systematic AOA errors, which are the focus 
of following theoretical and experimental analyses. 

A. Theoretical error analyses 

The AOA measurement operation is subject to azimuthal error 
and polar error. The azimuthal error takes the form of 
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where rdm is the random azimuthal error and sys is the 
systematic azimuthal error. The polar error takes the form of 
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where rdm is the random polar error and sys is the 
systematic polar error. The manifestations of random error, 
from statistical variations in measurements, and systematic 
error, from bias/drift in measurements, are considered here. 
Random errors: Random azimuthal and polar errors arise 
mainly from pixel quantization. Pixel quantization appears 
because the location of the single brightest point of light in the 
beamspot is defined by discrete Cartesian coordinates, (xIS, 
yIS), which denote geometric centres of the pixels and typically 
not the exact beamspot location. This quantization discretizes 
the estimated azimuthal angle, IS, and estimated polar angle, 
IS, yielding random azimuthal and polar errors. 

The random azimuthal error,rdm, is defined by linking it 
to the discrete Cartesian coordinates, (xIS, yIS). The link is 
made by taking the partial derivatives of (1) with respect to the 
Cartesian coordinates, in a sensitivity analysis. This gives 
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where C = 180°/ is a factor that converts random azimuthal 
error from radians to degrees. Equation (2) is used to form the 
second (approximate) equality. In this work, we consider the 
worst-case scenario of pixel quantization for a beamspot on 
the line yIS = xIS, with xIS = pixel/2 and yIS = pixel/2 being 
the errors in the x and y dimensions, respectively. The general 
trend of (5) suggests that the random azimuthal error, rdm, is 
inversely proportional to the estimated polar angle, IS. Such a 
trend is logical given that a small polar angle has the beamspot 
lie near the origin, xIS ≈ 0 and yIS ≈ 0, where it becomes difficult 
to apply (1) to define the estimated azimuthal angle, IS. 

The random polar error,rdm, is defined by linking it to the 
discrete Cartesian coordinates, (xIS, yIS). The link is made by 
taking the partial derivatives of (2) with respect to the 
Cartesian coordinates, in a sensitivity analysis. This gives 
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where the second (approximate) equality is again formed for a 
worst-case scenario with a beamspot on the image sensor 
along the line yIS = xIS, with xIS = pixel/2 and yIS = pixel/2. 
The general trend of (6) suggests that the random polar error is 
finite and independent of the estimated polar angle, IS. 

Systematic errors: Systematic azimuthal and polar errors arise 
from measurement bias/drift. Such errors are deterministic and 
so they can be reduced by compensation or restriction in the 
operation. The latter approach will be applied in this analysis.  

The systematic azimuthal error,sys, is straightforward to 
define for an optical receiver with an ideal microlens. It is 
 

0sys  .            (7) 
 

The systematic azimuthal error is zero for this theoretical case 
simply because the ideal microlens has cylindrical symmetry 
and thus no astigmatic aberration [23]. 

The systematic polar error,sys, is more complicated to 
define. It comes about from image distortion by the microlens, 
which manifests itself as barrel distortion on the image sensor 
[23]. Thus, for a given measurement of the beamspot's radial 
displacement, IS, there will be a difference between the 
estimated polar angle, which is found by solving (2) for IS, 
and the true polar angle, which is found by solving 
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for , where d, t, and g are the dimensions in Fig. 2. For 
sufficiently small polar angles, the trigonometric functions in 
(8) can be accurately approximated by their arguments. This 
transforms (8) into the linear form of (2), such that IS≈. 
However, such an approximation becomes invalid for larger 
polar angles, leading to systematic polar error in the form of  
 

            ISsys   .              (9) 
 

The systematic polar error,sys, is shown in Fig. 3 versus the 
true polar angle, . The figure shows image distortion, in that 
the systematic polar error is low and roughly flat for small 
polar angles, but it increases rapidly at large polar angles. 

 
 

 
Fig. 3. Theoretical systematic polar error,sys, versus true polar angle, . The 
systematic polar error is low and flat for small polar angles, but it increases 
rapidly for large polar angles. 
 

Overall, certain predictions can be made from the above 
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subject to random azimuthal error, which increases for 
decreasing polar angle, and negligible systematic azimuthal 
error. This suggests that we may need to set a lower limit on 
the polar angle to keep the azimuthal error within the AOA 
error tolerance of AOA = 1°. With regard to the polar error, we 
see that it is subject to both random and systematic errors, 
with the random polar error being finite but constant and the 
systematic polar error increasing for increasing polar angle. 
This suggests that we may need to set an upper limit on the 
polar angle to keep the polar error within the AOA error 
tolerance of AOA = 1°. These predictions will be tested in the 
following subsection on experimental error analyses. 

B. Experimental error analyses 

Experimental error analyses are carried out to test the 
theoretical predictions. The results are collected for the optical 
receiver design in Section II using an OW testbed. An optical 
beacon is set at varying azimuthal and polar angles,  and , 
and the Cartesian coordinates of the beamspot on the image 
sensor, xIS and yIS, are recorded by capturing a still image. The 
Cartesian coordinates are used in (1) and (2) to calculate the 
estimated azimuthal angle, IS, and estimated polar angle,IS, 
respectively. Differences between true and estimated angles 
are recorded as the azimuthal error, , and polar error, .  

The azimuthal error, , is shown in Figs. 4(a) and (b) 
versus azimuthal angle, , and polar angle, , respectively. In 
Fig. 4(a), the azimuthal error is seen to be predominantly 
random in nature, with a mean of roughly 0.2° and standard 
deviation of roughly 0.7°. It is essentially independent of the 
azimuthal angle, . In Fig. 4(b), the azimuthal error is also 
seen to be predominantly random in nature, with a mean of 
roughly 0.2°, although its standard deviation increases for 
decreasing polar angle,. Figures 4a and 4b show the same 
data plotted against different angular variables. These 
observations agree with the theoretical predictions in Section 
IIIA, and follow the general trend of (5), in that they show a 
random azimuthal error, rdm, that is inversely proportional to 
the estimated polar angle, IS, and a systematic azimuthal 
error,sys, that is near zero. Ultimately, the standard 
deviation of the azimuthal error can be kept within the AOA 
error tolerance of AOA = 1° if the optical receiver operates 
with polar angles at or above  = 15°. 

The polar error, , is shown in Figs. 5(a) and (b) versus 
azimuthal angle, , and polar angle, , respectively. In Fig. 
5(a), the polar error is seen to be predominantly random in 
nature, with a mean of roughly 0.1° and standard deviation of 
roughly 0.6°. It is essentially independent of the azimuthal 
angle, . In contrast, in Fig. 5(b), the polar error is seen to be 
subject to both random and systematic error. The random 
polar error is essentially constant with a standard deviation of 
0.4°, while the systematic polar error increases for increasing 
polar angle, . Figures 5a and 5b show the same data plotted 
against different angular variables. These observations agree 
with the theoretical predictions in Section IIIA, and follow the 
general trend of (6), in that they show a random polar error 
that is finite and independent of the estimated polar angle, IS, 
and a systematic polar error that increases for increasing polar 
angle (according to Fig. 3). Ultimately, the standard deviation 
of the polar error can be kept within the AOA error tolerance 

of AOA = 1° if the optical receiver operates with polar angles 
at or below  = 50°. 

 

 
(a) 

 
(b) 

Fig. 4. Experimental azimuthal error versus (a) true azimuthal angle, , and 
(b) true polar angle, . The results in (a) are for polar angles above 15°. 
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(b) 

Fig. 5. Experimental polar error versus (a) true azimuthal angle, , and (b) true 
polar angle, . Results in (a) are collected for polar angles below 15°. 

With the above restrictions in mind for the polar angle, the 
optical receiver can be operated with an AOA error of AOA = 
1° for azimuthal angles in the range –180° <  < 180° and polar 
angles in the range 15° <  < 50°. However, for the polar angle, 
the solid angle subtended by the lower limit of 15° is less than 
10% of that subtended by the upper limit of 50°. Thus, for 
ease of operation in the remainder of this work, the optical 
receiver is operated for all polar angles up to 50°, for a 
corresponding angular FOV of 2 × 50° = 100°. 

IV. OPTICAL RECEIVER OPERATION: AOA IDENTIFICATION 

The optical receiver measures AOAs and applies their LOPs to 
triangulate its position. The resulting position error can be 
made low by having the optical receiver measure as many 
AOAs as possible—but the optical beacons forming all of the 
AOAs must be uniquely identified. Techniques for AOA 
identification are explored here. 

The first technique considered for AOA identification uses 
distinct frequency channels [10-11]. This technique has the 
optical beacons emit light that is intensity-modulated at 
distinct frequencies. The optical receiver then applies a fast-
Fourier-transform (FFT) to its image, such that the beamspots 
in the image exhibit modulation at distinct frequency channels. 
The optical receiver can then associate a specific optical 
beacon (and its location) to each measured AOA—allowing it 
to triangulate its position off all the defined LOPs. 

The assignment of frequency channels in the AOA 
identification process is subject to practical limits. The lower 
frequency limit for operation with visible light is the flicker 
frequency. The flicker frequency is the lowest frequency at 
which modulation is registered by the eye. It is a function of 
modulation depth, with lower modulation depths yielding 
higher flicker frequencies [24]. Thus, AC modulation is 
applied in this work with a sufficiently large DC background 
to have the flicker frequency be 35 Hz. The upper frequency 
limit for the operation is set by the characteristics of the 
applied image sensor. The image sensor has a frame-rate of 
187 frames-per-second, yielding a maximum frequency at the 
93.5 Hz Nyquist frequency. Given the above frequency limits, 
the optical beacons are modulated at frequency channels 
between 35 and 93.5 Hz, with a 35 Hz separation between the 
channels. Care is taken to avoid operation at frequencies near 
those of power systems, 50 Hz and 60 Hz, although the 
authors have found that is more important to avoid operation 
near the Nyquist frequency and thereby minimize aliasing. 
With this in mind, this work applies two frequency channels, 
having frequencies of f1 = 40 Hz and f2 = 80 Hz. Note that 
these two frequencies can also be used with the applied image 
sensor when it operates at its lower frame rate of 75 frames-
per-second, or even other slower image sensors, although such 
implementations would need to carefully apply undersampling 
[25]. The two frequency channels that are selected allow for 
unique identification of three optical beacons, with modulation 
at f1, f2, or f1 and f2. A DC channel is not used due to its 
susceptibility to high ambient light/noise. For an optical 
receiver with an unknown orientation, triangulation requires 

three or more measured and identified AOAs. Thus, an 
additional technique for AOA identification should be 
introduced for greater reliability. 

The second technique considered for AOA identification is 
based upon colour channels [19]. It leverages the image 
sensor's ability to discern red, green, and blue, via separate 
RGB pixels, to assign colour channels to the optical beacons. 
The optical beacons are implemented as white-light LEDs 
(Cree PLCC6-CLV6A), which have separate inputs for 
internal red, green, and blue LEDs. This white-light LED can 
operate with three independent colour channels, although 
colour channel interference must be carefully considered. 

Colour channel interference can occur if the red, green, 
and blue LEDs in the optical beacons show significant overlap 
in their power spectral density. Profiles of power spectral 
density for the red, green, and blue LEDs are shown in [26]. It 
is found that red and green channels exhibit interference below 
2%, red and blue channels exhibit interference below 1%, and 
green and blue channels exhibit interference below 10%. 
These levels of colour channel interference are deemed to be 
sufficiently low for the proposed AOA identification. 

It is also necessary to consider the image sensor's role in 
colour channel interference. Colour channel interference can 
arise at the image sensor from the broadened responsivities of 
its red, green, and blue pixels. Broad responsivities will have 
each pixel preferentially measure the intensity of its assigned 
colour as well as the intensities of the other colours—albeit to 
a lesser extent. The broadened responsivities are investigated 
here by a colour interference ratio. The ratio is quantified by 
pixel signal levels of the red, green, and blue pixels on the 
image sensor for illumination by the red, green, and blue 
LEDs of the optical beacon (one at a time). The colour 
interference ratio is then defined as the red, green, and blue 
pixel signal levels, for illumination by a particular LED 
colour, normalized with respect to the pixel signal level of the 
particular LED colour. Results for the nine combinations are 
collected as a function of intensity to see if a minimum 
intensity must be prescribed to maintain a sufficiently high 
colour interference ratio. Results are shown in Fig. 6(a) for 
illumination by the red LED, Fig. 6(b) for illumination by the 
green LED, and Fig. 6(c) for illumination by the blue LED. 
The colour interference ratios of the red, green, and blue 
pixels are shown as data points in their respective colours. 
Two conclusions can be made. First, it is beneficial to operate 
with only red and blue colour channels, as these two colours 
yield the least interference between each other. The green 
channel could be applied, but it exhibits a relatively high level 
of interference with the blue channel. Second, the optical 
receiver should be implemented in a system that maintains an 
illuminating intensity above 0.3 W/m2. For operation with red 
and blue colour channels above this intensity, Figs. 6(a) and 
(c) show that the colour interference ratio is below 40%. 

Given the above analyses on AOA identification, the 
AOA-based OW positioning system is implemented with two 
frequency channels and two colour channels. The optical 
beacons have their red and blue LEDs modulated at f1, f2, or f1 
and f2. (The optical beacons have their green LED operated 
with a level of DC current that establishes a white-light 
balance to have them function as room lights.) With these 
colour and frequency combinations, it is possible to apply nine 
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unique optical beacons in a 3 × 3 grid. Table 1 provides a 
lookup table for the frequency and colour characteristics of 
these optical beacons, which are indexed by i. The 
implementation of the optical receiver in this 3 × 3 optical 
beacon grid is analysed in the following section. 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. Colour interference ratio versus intensity for the image sensor under 
illumination by the optical beacon's (a) red LED, (b) green LED, and (c) blue 
LED. The red, green, and blue data points show ratios for the red, green, and 
blue pixels, respectively. The colour interference ratios for illumination by a 
particular LED are the red, green, and blue pixel signal levels, normalized 
with respect to the pixel signal level for that particular colour. 
 
 
 
 
 
 

 
 
 
Table 1. Lookup table showing optical beacons (indexed by i) with their 
associated colours (listed in columns) and frequencies (stated in the cells).  

Beacon index, i Red colour channel Blue colour channel 
1 f1 = 40 Hz f2 = 80 Hz 
2 f2 = 80 Hz f1 = 40 Hz 
3 f2 = 80 Hz f1 = 40 Hz, f2 = 80 Hz 
4 f1 = 40 Hz, f2 = 80 Hz f2 = 80 Hz 
5 f1 = 40 Hz, f2 = 80 Hz f1 = 40 Hz, f2 = 80 Hz 
6 f1 = 40 Hz, f2 = 80 Hz f1 = 40 Hz 
7 f1 = 40 Hz f1 = 40 Hz 
8 f1 = 40 Hz f1 = 40, f2 = 80 Hz 
9 f2 = 80 Hz f2 = 80 Hz 

V. OPTICAL RECEIVER IMPLEMENTATION 

The implementation of AOA-based OW positioning must 
consider the performance specifications of the optical receiver, 
in terms of its angular FOV, and the characteristics of the 3 × 3 
optical beacon grid, in terms of its spacing and height. The 
grid that is applied has its optical beacons laid out with a 
spacing of 50 cm in a plane at a height of z = 110 cm above 
the optical receiver. Thus, the nine optical beacons are located 
at (x = 0 and ±50 cm, y = 0 and ±50 cm, z = 110 cm) in the global 
frame. The optical receiver is rastered across the horizontal x-y 
plane below the optical beacons, with positions defined by (x, 

y, z = 0 cm). These dimensions allow the optical receiver to 
keep all the optical beacons within its 100° angular FOV for 
all positions in the horizontal plane. The positioning 
performance of the optical receiver is considered here by way 
of theoretical and experimental analyses, the results of which 
are shown in Fig. 7. 
 Theoretical analyses are carried out via DOP, which defines 
position error with respect to AOA error. Details on DOP are 
given in our earlier work [15]. For this work, the distribution 
of position error, p(x, y, z = 0 cm), is simply the product of the 
DOP distribution, DOP(x, y, z = 0 cm) and the constant AOA 
error, AOA, yielding 
 

     AOAp )0,,DOP()0,,(   zyxzyx .    (10) 
 

Clearly, position errors can be reduced by using an optical 
receiver with low AOA error, although the AOA error for this 
work is fixed at AOA = 1°, or by implementing the optical 
beacon grid with suitably low values in its DOP distribution. 

To realize low DOP values, it is useful to visualize DOP as 
a geometrical weighting factor of AOA error on position error. 
The effects of AOA error can be seen by visualizing the LOPs 
as cones radiating from the optical beacons towards the optical 
receiver, rather than the ideal case with LOPs being vectors. 
Triangulation off multiple beacons then yields a volume for 
the position of the optical receiver, at the intersection of the 
cones, rather than the ideal case with the LOPs intersecting at 
a single point. The volume of the intersecting cones defines 
the optical receiver's position (as the centre of the volume) and 
positioning error (as the side-length of the volume). Such 
visualization makes it apparent that DOP can be made low by 
having the optical receiver position off optical beacons that are 
widely separated. Widely separated optical beacons have 
predominately orthogonal LOP cones, which yield a smaller 
intersecting volume and smaller position error, in comparison 
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to those of predominantly parallel LOPs. The wide FOV of the 
designed optical receiver supports such positioning off widely 
separated optical beacons. If it had a narrower FOV, the 
optical beacons would need to be set at a smaller spacing and 
greater height, which would yield more parallel LOPs. 

The theoretical DOP distribution, DOP(x, y, z = 0 cm), and 
position error distribution, p(x, y, z = 0 cm), for the proposed 
optical beacon grid are calculated in the manner of our prior 
work [15]. The results are shown in Fig. 7(a). We see here that 
the wide angular FOV of the optical receiver yields a low and 
flat position error across the plane of positioning—particularly 
in the interior of the plane. In the interior of the plane, the 
optical receiver triangulates its position off widely separated 
optical beacons, with predominantly orthogonal LOPs, and 
this leads to low and flat position errors. In contrast, at the 
corners, the optical receiver triangulates its position off of 
optical beacons that are less separated, with less orthogonal 
LOPs, and this leads to the displayed red peaks in DOP and 
position error. Overall, across the entire plane of positioning, 
the theoretical mean position error is 1.68 cm. 

Experimental analyses are carried out to test the operation 
of the optical receiver with the proposed optical beacon grid. 
The optical receiver is deployed beneath the grid, and it is 
rastered across the horizontal plane with positions defined by 
(x, y, z = 0 cm). A flowchart of the full position estimation 
process is shown via the algorithm in Fig. 8. The process uses 
a video file captured by the optical receiver to estimate the 
position and is executed offline with MATLAB. The process 
reads the video file, isolates the beamspot on the image for 
each optical beacon, and determines the brightest pixel for 
each beamspot. Locations of the brightest pixels are then used 
to calculate the estimated azimuthal angles, IS, and estimated 
polar angles, IS. An FFT of the intensity of each brightest 
pixel is used to identify the strongest frequencies for each 
optical beacon. Next, the frequencies are compared on a 
lookup table to uniquely identify each optical beacon. Finally, 
a position estimate is computed via a least-squares algorithm. 
This process is completed in under one second, but this time 
can be reduced for real-time positioning by processing with a 
microcontroller in the optical receiver. It should be noted, 
however, that real-time positioning would benefit from use of 
a Kalman filter to improve the dynamic performance [14]. 
 

 
(a) 

 

 
(b) 

 

Fig. 7. The (a) theoretical and (b) experimental positioning results. In (a), the 
theoretical results are shown as the position error, p, in cm. In (b), the 
experimental results are shown at points spaced by 25 cm, with three 
estimated positions as blue diamonds and the true positions as orange circles 
in the plane defined by (x, y, z = 0). The nine optical beacons, denoted by open 
circles with indices, are positioned at (x = 0 and ±50 cm, y = 0 and ±50 cm, z 
= 110 cm).  

The estimated positions (blue diamonds) for three 
experiments are shown with their true positions (orange 
circles) in Fig. 7(b). The experimental position error, being the 
error between the estimated and true positions, is similar in the 
x, y, and z dimensions and relatively constant across the entire 
positioning plane. The overall experimental mean position 
error across the plane is 1.70 cm, which is in good agreement 
with the theoretical mean position error of 1.68 cm. Moreover, 
this position error is comparable to those obtainable by more 
complex RF and TOA/TDOA systems [8]. 

 

 
 

Fig. 8. A flowchart illustrating the operation of the optical receiver. The 
process begins with reading the image sensor data and ends with estimating 
the optical receiver's position.  

 
We note here that it would be possible to integrate the 

proposed AOA-based OW positioning system with OW 
communication technology (potentially with a radio-frequency 
uplink) in one of two ways. The first way would have the 
optical beacons modulate high-speed data as independent 
downlinks in tandem with positioning signals having unique 
identifier frequencies. A fast photodiode would be used to 
receive the high-speed data. The second way would use a 
camera communication system similar to that in [27]. In this 
system, the downlink is established via multiple LED 
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transmitters and undersampling by the optical receiver. This 
can enable data rates on the order of 100 bit/s in tandem with 
positioning signals having unique identifier frequencies. For 
higher bit rates, spatial multiplexing with multiple optical 
beacons and thus multiple channels can be employed. Such 
multiplexing can enable data rates on the order of kbit/s. 
Ultimately, the realization of an integrated OW positioning 
and communication system is achievable. 

VI. CONCLUSION 

Within this work, we have analysed the design, operation, and 
implementation of an optical receiver for use in AOA-based 
OW positioning. The optical receiver was designed to have a 
sufficiently small AOA error, being AOA = 1°, over a wide 
angular FOV, being 100°. Such a design supported the optical 
receiver's use in positioning with a 3 × 3 grid of optical 
beacons. The grid was implemented with optical beacons 
having unique characteristics for identification, enabled by 
multiple frequency and colour channels, and wide spacings, 
enabled by the optical receiver's wide angular FOV. The 
overall AOA-based OW positioning system demonstrated a 
position error of 1.7 cm, which is comparable to that obtained 
by more complex RF and TOA/TDOA positioning systems. 
Thus, the presented AOA-based OW technologies can play an 
important role in emerging indoor positioning systems. 
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