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Abstract. Non-commutative diagrams, whereX → Y → Z is allowed andX → Z → Y is not, may equally well apply to
Malusian experiments with photons traversing polarizers, and to sequences of elementary chemical reactions. This is why
non-commutative probabilistic, logical, and dynamical structures necessarily occur in chemical or biological dynamics. We
discuss several explicit examples of such systems and propose an exactly solvable nonlinear toy model of a “brain–heart”
system. The model involves non-Kolmogorovian probability calculus and soliton kinetic equations integrable by Darboux
transformations.
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INTRODUCTION

This paper can stand on its own as showing how the dynamics of chemical reactions entail a quantum structure even
if their microscopic (and obvious) quantum nature is neglected. However, it is most fully appreciated when viewed as
part of a large and systematic effort to identify the structure of — quantum, classical or quantum-like — entities and
processes in different domains of science. The guiding insight behind our approach is that whether a particular type
of entity or process is quantum, classical or quantum-like depends on the nature (quantum, classical or quantum-like)
of the structure of the model that describes well the entity or process1, and not on the scientific domain to which
this entity or process pertains. As such it is for example possible to encounter quantum structure in the macroscopic
domain and classical structure in the micro-domain2. In this paper we shall show that simple catalytic schemes lead
to probabilities having a non-Kolmogorovian structure3. In chemistry, when one switches to a dynamical level, one
usually arrives at nonlinear kinetic equations. If, however, the governing probabilities are non-Kolmogorovian, as
we will show in this paper, one could look for links to nonlinear evolutions of non-Kolmogorovian states or, say,
to density matrices if the model is Hilbertian4. And indeed, it turns out that nonlinear von Neumann equations may

1 More specifically, we call an entity a “quantum entity" if its behavior is well described by the standard formalism of quantum mecanics,i.e.
the formalism as put forward by John von Neumann in [1]. An entity is a classical entity if its behavior is well described by one of the classical
mechanics theories. Remark that the theories used in modelling within complexity and chaos approaches are classical mechanical theories. An entity
entailing quantum mechanical aspects which cannot be completely modeled within standard quantum mechanics, we call “quantum-like".
2 In [2, 3] a macroscopic entity consisting of a configuration of vessels of water is proposed where Bell inequalities are violated. It has been
shown that the violation of Bell inequalities proves the presence of quantum structure, more specifically the presence of a non classical probability
structure [4]. Guided by the same idea classical models for quantum spin were elaborated [5, 6], and the structure encountered as such was used to
understand better the structural difference between quantum and classical [7]. In section 2 of this paper we consider a chemical reactor and prove
that its macroscopic dynamics entails quantum structure. When a classical structure appears in the micro-world one terms it a superselection rule,
and is modeled within the standard quantum mechanics formalism in an ad hoc way, more specifically by leaving out the superpositions that would
introduce nonclassical structure [8].
3 One way of showing the presence of quantum structure is by looking at the structure of the probability model that governs the change of the entity.
Classical entities and processes entail a probability model that satisfies the axioms of Kolmogorov, and hence is called Kolmogorovian, while the
probability model of quantum entities and processes does not satisfy all the axioms of Kolmogorov, and hence is called non-Kolmogorovian.
4 If a certain structure is non-classical, for example a probability model which is non-Kolmogorovian, a logical first attempt is to try to fit this non-
classical structure into the structure of standard quantum mechanics [1]. Mathematically this comes to looking for a dynamics such as Schrödinger
equation on a set of states (of the entity under consideration), where each state is represented by a vector in a complex Hilbert space. A slightly more
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be regarded as a “Lax representation” of a classs of integrable nonlinear kinetic equations[16]. This is one of the
reasons why one may work with von Neumann-type equations even though the system in question is not “quantum"
in the microscopic sense. At the level of Lax representations one can introduce various soliton techniques and find
exact solutions. The equations we work with are new in the sense of being simultanously kinetic and solitonic. The
result we obtain in this paper fortifies the scheme we worked out in [17], where we introduce a general framework
for the description of change-of-state in biological as well as non-biological entities. The framework is referred to as
CAP, for context-driven actualization of potential. Processes of change differ with respect to the degree to which they
are sensitive to, internalize, and depend upon a particular context, and whether the change of state is deterministic
or nondeterministic. The CAP framework has been fruitful for illustrating in broad terms how unusual Darwinian
evolution is, and clarifying in what sense change-of-state of living organisms (and also cultural entities) is (and is
not) Darwinian. Part of the original goal of the overarching effort was to find and zero in on exactly those areas of
biology which have not been successfully analyzed in Darwinian terms and see if formalisms developed for describing
change-of-state in other disciplines are instead applicable here. It turns out that, irrespective of the discipline, when
change-of-state of an entity depends on how that entity interacts with a context, the resulting probabilities can be
non-Kolmogorovian, and the appropriate formalisms for describing this process are either the quantum formalisms
or mathematical generalizations of them. This means that our critique within CAP on the Neo-Darwinian Synthesis,
where the process of evolution is narrowed down to the interplay of variation and selection, is structural. A process
of interplay of variation and selection as imagined within the Neo-Darwinian Synthesis will lead to an underlying
probability model which is Kolmogorovian, and in this sense cannot take into account the influence of context as
conceived within CAP. In practice it means that the narrowed down evolution process, as within the Neo-Darwinian
Synthesis, where only variation and selection play, neglects what happens in the realm of the potential states of the
considered entities. It only considers actualized entities, and their actualized interactions, and believes that all of
evolution will be steered by these actualized entities, and their actualized interactions. Within CAP also potential states
of entities, and potential interactions between these entities will play a role in the process of evolution. In this respect
CAP is a generalization of the Neo-Darwinian process, and in this respect furthers the work of scientists who saw the
importance of self-organization in biology. Kauffman [18] showed using random Boolean networks, self-organized
autocatalytic sets, and related models, that much or perhaps even most change in biological organisms cannot be
explained with recourse to Darwin. Others followed suit, and it has meanwhile become evident that neo-Darwinism,
powerful though it is, can only to a limited degree account for biological change (see also [19, 20]). The concept of
natural selection offers little in the way of explanation for biological forms and phenotypes arise in the first place.
(One can ask, for example, if natural selection is such a powerful tool for describing biological change, what can it
tell me about the fitness of the offspring I would have with one healthy mate as opposed to another.) Moreover, non-
Darwinian processes — such as autopoiesis [21], emergence [22, 23, 24], symbiosis [25], punctuated equilibrium [26]
and epigenetic mechanisms [27] — play a vital role. Moreover, the generation of variation is not completely random;
convergent pressures are already at work prior to the physical realization of organisms. First, mating is often assortative
— mates are chosen on the basis of traits they possess or lack, rather than at random — and relatives are avoided as
mates. Second, since Cairns’ initial report [28], there is increasing evidence of directed mutation, where the frequency
of beneficial mutations is much higher than chance, particularly in environments to which an organism is not well
adapted. Furthermore, the concept of fitness, a cornerstone of the neo-Darwinian enterprise, is problematic [29]. In
sum, there is more going on in evolution than random variation and natural selection. The CAP framework concentrates
on how quantum-like structure enters the realm of biological change. In the present paper we show that this happens
already at the level of the dynamics of simple chemical reactions. As one of the applications we describe a situation
where we have a composite system whose subsystem is driven by a “pacemaker”. Although the driving oscillation is
harmonic, the subsystem exhibits characteristic bursting behavior typical of biological oscillators, occcuring due to a
nonlinear pacemaker-subsystem coupling. We stress the analogy between the subsystems in question and subsystems
(“organs”) of a biological dynamical system (to focus attention we refer to the subsystems as the“brain” and the
“heart” — a sinusoidal rhythm of the “brain” is translated into bursts of the “heart”, and the carrier of information is
nonlinear kinetics of a chemical type). Another application is a simple two-qubit system whose evolution possesses
three phases separated by “birth” and “death” (before “birth” and after “death” the system consists of two subsystems

general mathematical representation of standard quantum mechanics is the one where the states of the entity are represented by density matrices
of a complex Hilbert space, and the dynamics is described by von Neumann equations. This is the representation of standard quantum mechanics
that we consider in this paper. Since we need to model non-linear behavior, we however have to consider the non-linear von Neumann equations as
studied in [14, 15]
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that are effectively noninteracting and evolve independently, and their entropies do not change; the intermediate phase
involves exchanges of energy and modifications of entropies of the subsystems).

We begin with a discussion of various non-Kolmogorovian aspects of chemical kinetics. Next, we briefly discuss the
links between kinetic equations and their Lax-von Neumann forms. The systems we begin with are those exhibiting
rhythmic properties. We introduce their formal description in terms of composite systems and derive an effective
equation describing the “heart”. This equation can be solved by soliton techniques. We derive the solution and plot the
bursts of an oscillating quantity that has a physical meaning of a center of mass of the “heart” (average position of the
oscillator). The next section contains a brief discussion of the two-qubit organism, along the lines introduced in[14, 15].
Finally, we end the discussion with explicit examples of kinetic equations associated with von Neumann dymanics.
The simplicity and efficiency of the von Neumann formalism as compared with the kinetic equations becomes then
especially clear.

NON-KOLMOGOROVIAN ASPECTS OF CHEMICAL KINETICS

Consider the following catalytic network [16]

(a) B
k→ A+B, (b) A+X

k′→ X +(products), (c) A+B
k→ A+(products), (d) Y

k′′→ B. (1)

Assume that the reaction(b) is of 0-th order inA. This may occur if, for example,[A] > [X] for all t, andX catalyzes
a decay ofA 5. Let the reaction(c) be of 0-th order inB (say, if [B] > [A] for all t) andA catalyzes a decay ofB. The
kinetic equations read

[Ȧ] = k[B]−k′[X], [Ḃ] = k′′[Y]−k[A], [Ẋ] = [Ẏ] = 0. (2)

If we define two new (in general non-positive) variablesx = [A]− (k′′/k)[Y], y = [B]− (k′/k)[X], we can rewrite the
system as a harmonic oscillatoriξ̇ = kξ whereξ = x+ iy. In order to find its “Lax representation”, let us introduce
the two matrices

H =
(

k 0
0 0

)
, ρ =

(
a ξ

ξ̄ b

)
, (3)

a≥ 0,b≥ 0,a+b> 0. The equationsiξ̇ = kξ , ȧ= ḃ= 0 are equivalent to the von Neumann equationiρ̇ = [H,ρ]. The
equation has the “Lax form” since the right-hand side is given by a commutator. Ifρ > 0 then for any projectorA we

have[A] = TrρA≥ 0. Let nowA andB project, respectively, on

(
1
1

)
and

(
1
−i

)
. Thenx = [A]− (a+b)/2 and

y = [B]− (a+b)/2, i.e.(k′/k)[X] = (k′′/k)[Y] = (a+b)/2. We thus conclude that the kinetic scheme(a)-(d) implies
the dynamics that, for certain initial conditions and appropriately adjusted kinetic constants, is von Neumannian. The
kinetic variables satisfy[A(t)] = Trρ(t)A and[B(t)] = Trρ(t)B and the projectorsA andB do not commute.

There is also a simpler argument why chemical kinetics is non-Kolmogorovian. There are numerous examples of
reactionsX→Y that cannot happen directly, but involve an intermediate productZ. The decomposition into elementary
reactions is thusX → Z→Y, and notX →Y. Formally, the situation is analogous to the Malus law with three or two
polarizers.

Finally, consider the chemical reactor shown in Fig. 1 [16, 2]. We fill the bottle with a liquid and perform
measurements of its property by means of a beaker. With each of the spigots we associate a random variable,A,
A′, B, or B′, which yields+1 if a given property (e.g. color) is found, and−1 otherwise.

The reactor consists of three chambers, the lowest two are connected by means of a fan whose rotation leads to
fluid mixing in the two bottom chambers. Measurements ofA or B do not change states of the fluid in the lowest
chambers. However, a measurement of eitherA′ or B′ mixes the fluids in the bottom chambers since the fan will rotate
due to the flow of the fluid. We assume that the conditions of the experiment allow for collecting some amount of fluid
through spigotsA′ or B′ without noticing the effect of the mixing in the earlier of the two measurements, but the second
mesurement will reveal that the fluids got mixed. Fig. 1 symbolically illustrates the structure of the measurement.

5 In chemical notation[A] denotes a nonnegative dynamical variable associated withA, usually referred to as a “concentration”.
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(a) (b)

(c) (d)

FIGURE 1. (a) The reactor before measurements. The symbols of the four spigots correspond to the four random variables. (b)
Reactor after measurement ofA (A = +1). (c) Reactor after measurement ofA′ — flow of the liquid produced mixing of the two
lowest layers, but the beaker contains the fluid characteristic of the upper layer (A′ = +1). (d) Reactor after measurements of firstA′

and thenB′ — the left beaker contains the fluid from the upper layer (A′ = +1), and the right one contains the mixture (B′ =−1).
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Having one beaker we have to decide on the order of measurements. Clearly, the measurementsA andB will always
produce+1 (the fluid is red, say), independently of the order in which the four measurements are performed. The same
result will be found during the first measurement of eitherA′ or B′. However, onceA′ has been measured, the state
of the fluid is changed and a reaction changes the property in question (say, the fluid in the bottom chambers is now
green). Therefore, the result of a subsequent measurement ofB′ will produce−1. An analogous situation is found if
one first measuresB′.

The results of possible runs of the experiment can be collected in two quadruples that depend on the order of
measurements ofA′ andB′: (A,B,A′,B′) = (+1,+1,+1,−1), (A,B,B′,A′) = (+1,+1,+1,−1). These quadruples can
be used to define the random variableC = AB+AB′+A′B−A′B′ = 1+B′+A′(1−B′) = 2. The average ofC equals
〈C〉= 2. This is consistent with the Bell inequality

|〈AB〉+ 〈A′B〉+ 〈AB′〉−〈A′B′〉| ≤ 2. (4)

But what happens if in a single measurement we measure only one of the four product random variables occuring
in (4)? Mesurements ofAB, AB′, andA′B (performed independently) always give +1, but the measurement ofA′B′

produces−1. The averages therefore read,〈AB〉= 〈AB′〉= 〈A′B〉= +1, 〈A′B′〉=−1, and

〈AB〉+ 〈A′B〉+ 〈AB′〉−〈A′B′〉= 4. (5)

If all the four random variables are measured on the same reactor than eitherAB′ or A′B equals−1 because eitherA′

or B′ equals−1, and we always findA = B = +1. If we perform experiments independently than the minus sign can
appear only ifA′ andB′ are measured on the same reactor. All these properties imply that the probability model of the
reactor is non-Kolmogorovian. It is interesting that the model is also non-Hilbertian [16].

SOLITON KINETIC EQUATIONS

The linear von Neumann equation occured in the previous section as a “Lax form” of a system of kinetic equations
associated with certain catalytic reactions. Linearity was implied by the fact that reactions were of zero order. However,
the generic case one finds in biochemical systems does not involve zero-order reactions and, hence, is nonlinear. As
one of the simple generalizations of the von Neumann equation one may consider its nonlinear version

iρ̇ = [H, f (ρ)], (6)

introduced in [30] in the context of nonlinear quantum mechanics. There are reasons to assume thatf (ρ) is an operator
function satisfying the “no-feedback, no-nonlinearity” property, formally meaning thatf (ρ) = ρ if ρ2 = ρ [15, 31].
The latter condition is fulfilled, up to rescaling of time, by any polynomial; also any function satisfyingf (0) = 0,
f (1) = 1 will do the job since by spectral theorem it will map a projecor into itself.

It is important that real and imaginary parts ofall matrix elements ofρ can be directly associated with probabilities.
The construction is simple. Consider an operatorH that possesses a discrete part of spectrum, and letH| j〉 = E j | j〉,
〈 j|k〉= δ jk, andρ jk = 〈 j|ρ|k〉= x jk + iy jk. Now, let| jk〉= (| j〉+ |k〉)/

√
2, | jk′〉= (| j〉− i|k〉)/

√
2,Pjk = | jk〉〈 jk|, P′jk =

| jk′〉〈 jk′|, Pj = | j〉〈 j|. Thenx jk = p jk − 1
2 p j − 1

2 pk, y jk = p′jk −
1
2 p j − 1

2 pk, wherepk = TrPkρ = ρkk, p jk = TrPjkρ,
p′jk = TrP′jkρ. The latter formulas imply that 0≤ pk, p jk(t), p′jk(t) ≤ 1, for anyt, and thus are some probabilities.
The probabilitiespk are time independent. Iff (ρ) is a polynomial then (6) is equivalent to a set of nonlinear kinetic
equations with polynomial nonlinearities. The system is conservative ift is real. One can add dissipation by replacing
t with a complex parameter. In particular, an imaginary time turns our equation into a kind of heat equation.

Still, we have more than just a set of nonlinear kinetic equations. The probabilities are rooted in a nonclassical
(Hilbert-space) model of probability so that we have much more control over the structure of the probabilities
in question. In particular, we can derive certain uncertainty relations between different probabilities. This is not
surprising if one thinks of the chemical reactor violating the Bell inequality where manipulations with the spigots led
to noncommuting random variables. For any three operators satisfying[A,B] = iC one can prove∆A∆B≥ 1

2|〈C〉|where

∆A =
√
〈A2〉−〈A〉2, 〈A〉 = Tr(Aρ), etc. If A = P = P2 is a one-dimensional projector then〈P〉 = p is a probability

and one finds∆P =
√

p(1− p). We say that two propositionsP1 andP2 are complementary if∆P1∆P2 ≥ ε > 0.
In order to show that the propositions, sayPj andPjk, are complementary, we compute

[Pj ,Pjk] = 1
2

(
| j〉〈k|− |k〉〈 j|

)
= iC (7)
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and〈C〉= yk j. Finally, √
p j(1− p j)

√
p jk(1− p jk)≥ 1

2|yk j|. (8)

The variableyk j measures complementarity ofPj andPjk. The complementarity varies in time, analogously to the
morphogenesis of complementarity discussed in [15]. The fact that complementarity should be time dependent was
also clear from the reactor example.

Another important property of the dynamics is that (6) is integrable in the sense of soliton theory for anyf . A
soliton technique of solving (6), based on Darboux transformations, was introduced in [14], and further developed in
[32, 33, 34]. Therefore, as opposed to standard kinetic equations that typically have to be solved numerically, we can
work with exact analytic solutions.

BIOLOGICAL OSCILLATORS, COUPLED SYSTEMS, AND RHYTHMIC
PHENOMENA

If one looks for the most striking manifestations of biochemical nonlinear evolutions one arrives at phenomena that
arerhythmic. Periodic switching, with periods ranging from fraction of a second to years, is encountered at all levels
of biological organization, and its successful modelling in terms of nonlinear kinetic equations is one of the great
achievements of computational biology (for reviews cf. [35, 36]). Of particular interest are theoretical studies of
circa-rhythms. Let us recall that circa-rhythms are “classes of rhythms that are capable of free-running in constant
conditions with a period approximating that of the environmental cycle to which they are normally synchronized”
[37]. The examples of the rhythms are the circadian (24 hours), the circalunar (28 days), or the circannual (365.25
days) ones. What makes circa-rhythms interesting from a formal point of view is the interplay between the phases
where there exists an external forcing (light–darkness periods, say), and the rhythmicity that sustains even after the
external driving is switched off (as in experiments in constant darkness). Formally, the two cases may correspond to
nonlinearities involving (or not) an explicit time dependence of some parameters.

The models are typically finite-dimensional (as dynamical systems) and involve nonlinearities of a step-function
type. The latter are convenient from the point of view of “engineering” of a nonlinear behavior. Having some
experience with nonlinear equations one can force a system to behave in a given way, at least within a given range
of parameters. To give an example, the model of circadian rhythms inNeurospora[38] involves four variables and
two types of Hill functions. The rhythmicity occurs in the model even without an external driving, but the case with
explicit time dependence of coefficients is treated as well. Similar constructions are given in [39, 40].

As one of the first applications of (6) in a biological context we thus address the problem of circa-rhythmicity.
The main idea is to consider a composite Hamiltonian system that, as a whole, is conservative but not isolated from
the external world (let us term the system anorganism; our organism will not “live” if we isolate it from the external
world!). We take simple and generic polynomial nonlinearities, and do not try to force switching by means of Hill-type
functions. The lack of isolation of the organism from the environment means that it has nontrivial correlations with the
outside world, a fact that allows for starting with an initial conditionρ(0) 6= ρ(0)2. Only in such a case the nonlinearity
inherent to the organism is nontrivial. There are two sets of degrees of freedom corresponding to two subsystems of
the organism (let us term them the “brain” and the “heart”). When we look at certain averages associated with one of
the subsystems (the heart) we find that their time evolution can be determined by an effective density matrix whose
dynamics is given again by an equation of the form (6), but now with explicitly time-dependent coefficients in the
nonlinear functionf (ρ). Therefore, the interaction between the brain and the heart effectively turns the brain into a
pacemaker that drives the heart and generates its evolution with characteristic bursting patterns.

Although the “brain” and the “heart” may be treated as metaphores and the model given below is to a large
extent a toy one, we are inclined to defend a more straightforward interpretation of our construction. One has to
keep in mind that the reactor we have described in the previous section is a highly non-Kolmogorovian system due
to various interactions between its different parts. There is no reason to believe that a real biochemical system is
less non-Kolmogorovian. The assumptions we make about the “brain” and the “heart” mean that the system is non-
Kolmogorovian and Hilbertian. The latter is perhaps even too weak a postulate, but yet this is a toy model.
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FORMAL DESCRIPTION: DYNAMICS IN A SUBSYSTEM

So let us consider a composite system consisting of two subsystems interacting with each other via a nonlinear coupling
defined by a functionf (ρ) satisfying the “no-feedback, no nonlinearity” condition. As a simple example consider

iϑ̇ = [ω(b†
1b1−b†

2b2︸ ︷︷ ︸
J

)+
(
1+X

)
a†a,ϑ ]− [Xa†a, f (ϑ)] (9)

where [bk,b
†
k] = 1 = [a,a†] and X = b1 + b†

1 + b2 + b†
2. For ϑ 2 = ϑ we find iϑ̇ = [ωJ + a†a,ϑ ] describing three

independent degrees of freedom: Harmonic oscillation with unit frequency (the heart) combined with rotation in a
plane with frequencyω (the brain). Forϑ 2 6= ϑ rotation and oscillation get nonlinearly coupled. Let us now eliminate
the rotation by switching to a rotating reference frameρ = eiωJtϑe−iωJt where the density matrix satisfies

iρ̇ = [
(
1+X(t)

)
a†a,ρ]− [X(t)a†a, f (ρ)]. (10)

DenotingY =−i(b1 +b†
2−b†

1−b2) we find

X(t) = eiωJtXe−iωJt = X cosωt +Ysinωt, Y(t) = eiωJtYe−iωJt = Ycosωt−X sinωt

and, for anyt andt ′, [X(t),X(t ′)] = [Y(t),Y(t ′)] = [X(t),Y(t ′)] = 0. SinceX, Y, anda†a commute we can introduce
their joint eigenvectors

X|x,y,n〉= x|x,y,n〉, Y|x,y,n〉= y|x,y,n〉, X(t)|x,y,n〉= x(t)|x,y,n〉, Y(t)|x,y,n〉= y(t)|x,y,n〉, (11)

a†a|x,y,n〉= n|x,y,n〉, x(t) = xcosωt +ysinωt, y(t) = ycosωt−xsinωt. (12)

Now take any time-independent normalized vector|ψ〉 =
∫

dxdyψ(x,y)|x,y〉 and make the Ansatzρ(t) = |ψ〉〈ψ| ⊗
w(t) wherew is a density matrix acting only on the oscillator degress of freedom. Denotingg(ρ) = ρ − f (ρ) =
|ψ〉〈ψ|⊗g(w) we rewrite (10) as

|ψ〉〈ψ|⊗ iẇ = |ψ〉〈ψ|⊗ [a†a,w]+X(t)|ψ〉〈ψ|⊗a†ag(w)−|ψ〉〈ψ|X(t)⊗g(w)a†a (13)

Taking matrix elements of both sides of (13) between arbitrary〈x,y| and|x′,y′〉 we obtain

ψ(x,y)ψ(x′,y′)iẇ = ψ(x,y)ψ(x′,y′)[a†a,w]+ψ(x,y)ψ(x′,y′)
(

x(t)a†ag(w)−x′(t)g(w)a†a
)
. (14)

The Ansatz is internally consistent only ifψ(x,y) =
√

δ (x−x0)δ (y−y0), and then the diagonalx= x′ = x0, y= y′ = y0
leads to

iẇ = [a†a,w]−x0(t)[a†a,g(w)] = [a†a, f̃ (w)], x0(t) = x0cosωt +y0sinωt, (15)

f̃ (w) = w−x0(t)g(w) =
(
1−x0(t)

)
w+x0(t) f (w). (16)

If f satisfies the “no feedback, no nonlinearity” conditionf (ρ) = ρ for ρ2 = ρ, the same holds for the effectivẽf .
Eq. (15) determines the effective dynamics of the subsystem, and belongs to the class of Darboux-integrable nonlinear
von Neumann equations. It can be explicitly integrated by means of the techniques introduced in [14, 32].

QUANTUM PACEMAKER AND FEEDBACK

The pacemaker is an oscillatory system whose state can be modified by an external entraining agent, azeitgeber[37].
In our example the pacemaker corresponds to the part of the composite system described by the HamiltonianωJ, i.e.
to the brain, and the zeitgeber can be associated with the world external to the organism. Our main interest in this
example is in the free-running oscillation of the pacemaker and the free-running rhythms of the heart it induces.

The next level is the coupling between the pacemaker, which defines the clock “mechanism” of the brain, and
the observable-level circa-rhythms which define the “hands” of the clock (center of mass of the heart). We assume
a nonlinear feedback between the hands and the mechanism, but the dynamics is nondissipative in the sense that the
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energy of the hands averaged over a single cycle of the oscillation is constant. Motivated by the analysis of the previous
section we concentrate on the following class of equations

iẇ(t) = f1(t)[H,w(t)]+ f2(t)[H, f
(
w(t)

)
] (17)

which define the state of the hands of the clock. The “no-feedback, no-nonlinearity” condition readsw(t) = f1(t)w(t)+
f2(t) f

(
w(t)

)
wheneverw(t)2 = w(t). Now assume we know a solutionw0(t) of (6). Then

w(t) = e−iH
∫ t
0 f1(x)dxw0

(∫ t
0 f2(x)dx

)
eiH

∫ t
0 f1(x)dx (18)

is a solution of (17) as can be verified by a direct calculation. The whole problem of solving (17) reduces to finding a
solution of (6), which can be performed by soliton techniques [14, 32].

Let us consider a simple but generic example wheref (w) = (1−s)w+sw2 and

f1(t) = 1+ ε cosωt, f2(t) =−ε cosωt (19)

The parameters allows us to compare situations where the driven dynamics is linear (s = 0) and purely nonlinear
(s= 1), and for the two cases investigate the role of theεs. Varyingswe can also investigate stability properties of the
rhythms under fluctuations of the feedback.

THE HEART: HANDS OF THE CLOCK

The hands of the clock are described by the HamiltonianH = a†a = ∑∞
n=0n|n〉〈n| of a harmonic oscillator type. The

frequency of the oscillator is equal to unity, meaning that this is a reference frequency for all the other frequencies
found in the system. Modelling the heart by an oscillator is quite natural for obvious reasons. The quantum oscillator
has in addition the appealing property of being delocalized, or extended in some formal sense. Intuitively, in our model,
the hands move at timet to the region of space of greatest concentration of probability density. The probability density
may be regarded as a measure of state of the heart. In the absence of a feedback between the hands and the pacemaker,
the hands oscillate harmonically with their own internal frequency (unless damping is added). We shall see later that
the nonlinear coupling may practically suppress the internal oscillations of the hands at certain intervals of time. What
will remain are the sudden bursts (or “heart-beats”) occuring, roughly, with the period of the pacemaker.

Quantum harmonic oscillator is an infinite dimensional dynamical system and, hence, a solution of von Neumann
equations may be characterized by an arbitrary number of parameters determining the initial state of the heart. There
exists a simple trick allowing to construct infinitely-dimensional solutions on the basis of a single finite-dimensional
one. The trick exploits equal spacing of eigenvalues ofH. With our choice of units the eigenvalues are given simply by
natural numbers. Let us divide them into sets containingN elements:{0,1, . . . ,N−1}, {N,N+1, . . . ,N+N−1}, and
so on. Each such a subset corresponds to a block in the Hamiltonian, and each block can be represented by aN×N
diagonal matrix of the form

Hk = k1+diag(0,1, . . . ,N−1) = k1+H0. (20)

As a consequence, in each block we have to solve the same matrix equation since a restrictionwk of w to thek-th
subspace satisfies

iẇk = [Hk, f (wk)] = [H0, f (wk)]. (21)

The job can be reduced to finding a sufficiently general solution of aN×N problem. In each subspace we can take a
different initial condition and a different normalization of trace. The whole infinite-dimensional solution will take the
form of a direct sum

w(t) =⊕∞
k=0pkwk(t, pk), (22)

∑∞
k=0 pk = 1. The k-th part depends onpk in a complicated way since the functionf (w) is not 1-homogeneous,

i.e. f (λw) 6= λ f (w). The inhomogeneity implies that change of normalization simultaneously rescales time; the
normalization of probability implies that a change ofpk in a k-th subspace influences all the other subspaces by

Soliton Kinetic Equations with Non-Kolmogorovian Structure: A New Tool for Biological Modeling?October 13, 20058



making their dynamics faster or slower. In this sense the solution, in spite of its simplicity, is not a simple direct sum
of independent evolutions.

In order to illustrate the possible effects we can use the solutions derived in [15] for the simplest nontrivial case
involving self-switching, i.e. forN = 3 and quadratic nonlinearity (nonlinearity that did not explicitly depend on time).
We select a subspace spanned by three subsequent vectors|k〉, |k+1〉, |k+2〉. The family of interest is parametrized
by α ∈ R controlling the “moment” and type of switching between bursts. The parameter naturally occurs at the
level of the Darboux transformation, where it characterizes an initial condition for the solution of the Lax pair. The
density matriceswk(t) = ∑2

m,n=0wmn|k+m〉〈k+n| are completely characterized by thek-independent matrix of time-
dependent coefficientswmn. The reader may check by a straightforward substitution6 that the matrix w00 w01 w02

w10 w11 w12
w20 w21 w22

 =
1

15+
√

5

 5 ξ (t) ζ (t)
ξ̄ (t) 5+

√
5 ξ (t)

ζ̄ (t) ξ̄ (t) 5

 (23)

with

ξ (t) =

(
2+3i−

√
5i

)√
3+

√
5α

√
3
(
eγt +α2e−γt

) eiω0t , ζ (t) =−
9e2γt +

(
1+4

√
5i

)
α2

3
(
e2γt +α2

) e2iω0t

is indeed a normalized (Trw = 1) solution of the von Neumann equationiẇ = [H,(1−s)w+sw2], H = diag(0,1,2).
The parameters areω0 = 1− 5+

√
5

15+
√

5
s, γ = 2

15+
√

5
s. Now let us rescale the trace. We do it in three steps. The modified

density matrixw1(t) = ei(1−s)Htw(t)e−i(1−s)Ht is a solution ofiẇ1(t) = [sH,w1(t)2]. Therefore

w2(t) = Λei(1−s)ΛHtw(Λt)e−i(1−s)ΛHt (24)

is also a solution ofiẇ2(t) = [H,sw2(t)2] andw3(t) = e−i(1−s)Htw2(t)ei(1−s)Ht solves

iẇ3(t) = [H,(1−s)w3(t)+sw3(t)2]. (25)

Performing these operations on our explicit solution we find

w3(t) =
Λ

15+
√

5

 5 ξ3(t) ζ3(t)
ξ̄3(t) 5+

√
5 ξ3(t)

ζ̄3(t) ξ̄3(t) 5

 (26)

with

ξ3(t) =

(
2+3i−

√
5i

)√
3+

√
5α

√
3
(
eγΛt +α2e−γΛt

) ei
(

ω0Λ+(1−s)(1−Λ)
)

t , ζ3(t) =−
9e2γΛt +

(
1+4

√
5i

)
α2

3
(
e2γΛt +α2

) e2i
(

ω0Λ+(1−s)(1−Λ)
)

t ,

Now
∫ t

0 f1(x)dx= t + ε

ω
sinωt,

∫ t
0 f2(x)dx=− ε

ω
sinωt. We finally obtain the solutionw(t) of

iẇ(t) =
(
1+ ε cosωt

)
[H,w(t)]− ε cosωt[H,(1−s)w(t)+sw(t)2]. (27)

Explicitly,

w(t) =
Λ

15+
√

5

 5 ξ (t) ζ (t)
ξ̄ (t) 5+

√
5 ξ (t)

ζ̄ (t) ξ̄ (t) 5

 (28)

ξ (t) =

(
2+3i−

√
5i

)√
3+

√
5α

√
3
(
e−γΛ ε

ω
sinωt +α2eγΛ ε

ω
sinωt

)e−i
(

εω0Λ+ε(1−s)(1−Λ)−ε

)
sinωt

ω eit

ζ (t) = −
9e−2γΛ ε

ω
sinωt +

(
1+4

√
5i

)
α2

3
(
e−2γΛ ε

ω
sinωt +α2

) e−2i
(

εω0Λ+ε(1−s)(1−Λ)−ε

)
sinωt

ω e2it

6 The solutions were checked by means of Mathematica 4.2.
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FIGURE 2. Bursts of average position Tr ˆqw(t) of the heart forε = 2, ω = 0.08,α = 1, s=−1.1, Λ = 1. The brain pacemaker
sinusoidal oscillation is shown as a reference.
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FIGURE 3. The same parameters as in Fig. 2 but withs=−10, i.e. for stronger brain-heart coupling.

Since TrHw(t) = TrHw(0), TrHw(t)2 = TrHw(0)2, the internal energy of the system, averaged over one periodT
of the pacemaker oscillation, is

E =
1
T

∫ t+T

t
dt′TrH f

(
w(t ′)

)
= TrHw(0), (29)

and does not depend ont. In this sense the subsystem is conservative.
If one does not integrate over the pacemaker period, one finds that the internal energy of the hands harmonically

oscillates with the pacemaker frequencyω. What is characteristic, however, the hands do not oscillate harmonically
but behave as if they were accumulating energy during the phases of quiescence in order to suddenly release it in
violent bursts.

In Figs. 2–5 we plot the dynamics of the hands ¯q(t) = Tr q̂w(t) =
∫ ∞
−∞ dqq〈q|w(t)|q〉 as functions of time for

different parameters characterizing the nonlinearity, and for different initial conditions. In Fig. 6 we analyze stability
of the bursts of the heart under changes of the brain-heart coupling. The system is very stable: Even very large changes
of the parameters do not change the qualitative structure of the bursts. Only fors sufficiently close to 0 the bursts
decay into periodic oscillations whose frequency is unrelated to the one of the brain pacemaker.

SCENES FROM THE LIFE OF A TWO-QUBIT ORGANISM

In this example there is no external driving by a pacemaker. The system consists of two subsystems that as a whole
interact via nonlinearity. The system is conservative, i.e. both its average energy and entropy are constant. We will
see that one can split the history of the system into three effective phases. First, the phase where the two subsystems
behave as if they were completely uncoupled. Then, the two parts start to exhibit certain joint activity, there are flows
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FIGURE 4. The same parameters as in Fig. 2 but withα = e−4.
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FIGURE 5. Tr q̂w(t) for ε = 2, ω = 0.9, α = e2, s= 1, Λ = 1. The sinusoidal oscillation is the pacemaker.

of energy between the subsystems, and the entropies of the subsystems change. Finally, the activity dies out and the
system becomes indistinguishable from the one that never involved any internal activity. Analogies to “birth”, “life”,
and “death” are so striking that the name “organism” becomes even more justified.

The details of the model are taken from [15]. The two-qubit system is described by the Hamiltonian

H = 2σx⊗1+1⊗σz. (30)

We start with the unnormalized density matrix

ρ(0) =
1
2


5+

√
7 0 0 0

0 5−
√

7 0 0
0 0 5+

√
15 0

0 0 0 5−
√

15

 (31)

which is written in such a basis that

H =

 1 2 0 0
2 1 0 0
0 0 −1 2
0 0 2 −1

 . (32)

The density matrix

ρ(t) = exp[−5iHt ]ρ(0)exp[5iHt ] (33)
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FIGURE 6. Stability of the heart-beats under changes of nonlinear coupling with the brain. Average position Tr ˆqw(t) for ε = 2,
ω = 0.08, α = 1, Λ = 1, and−10≤ s≤ 0. Fors sufficiently far from 0 the bursts do not qualitatively change with fluctuations of
s. Fine details of the bursts are smeared out by coarse-graining of the plot.

is a solution of (6) withf (ρ) = ρ2. Such aρ(t) describes simultaneously a dynamics of two non-interacting systems
satisfying the linear von Neumann equation

iρ̇ = 5[2σx⊗1+1⊗σz,ρ]. (34)

The environment does not trigger in this solution any switching, but only makes its evolution five times faster than in
the absence of the feedback. The Darboux transformation when applied toρ(t) produces the solution

ρ1(t) = exp[−5iHt ]ρint(t)exp[5iHt ] (35)

where

ρint(t) =
1
2


5−

√
7tanh2t 0 −13i−3

√
7−
√

15−i
√

105
8cosh2t

−7i+3
√

7−3
√

15+i
√

105
8cosh2t

0 5+
√

7tanh2t 15i+
√

7−
√

15−i
√

105
8cosh2t

√
7+
√

15
2cosh2t

13i−3
√

7−
√

15+i
√

105
8cosh2t

−15i+
√

7−
√

15+i
√

105
8cosh2t 5+

√
15tanh2t 0

7i+3
√

7−3
√

15−i
√

105
8cosh2t

√
7+
√

15
2cosh2t 0 5−

√
15tanh2t

 . (36)

The switching between the two asymptotic evolutions is triggered in the neighborhood oft = 0.
If we look at the subentities forming the organism we notice that they do not evolve independently. The easiest way

of seeing this is to compute eigenvalues of reduced density matrices. Both subsystems are two-dimensional so there
are two eigenvalues for each reduced density matrix. They read

p±(1) =
1
2
±
√

15−
√

7
20

tanh2t, qubit1 (37)

p±(2) =
1
2
±

√
26+2

√
105

40cosh2t
, qubit2. (38)
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FIGURE 7. Entropies of the two parts of the two-qubit organism as functions of time. The organism lives, approximately, for
−2 < t < 2.

The asymptotics are

ρint(−∞) =
1
2


5−

√
7 0 0 0

0 5+
√

7 0 0
0 0 5−

√
15 0

0 0 0 5+
√

15

 , (39)

ρint(+∞) =
1
2


5+

√
7 0 0 0

0 5−
√

7 0 0
0 0 5+

√
15 0

0 0 0 5−
√

15

 = ρ(0), (40)

and therefore the dynamics represents asymptotically two non-interacting subentities. It is also interesting that the+∞
asymptotics isρ1(t)≈ ρ(t). At large times the “organism” that “dies” becomes practically indistinguishable from the
one that never “lived”.

The “life” of the organism is the period of time when the two subentities exhibit certain joint activity. Computing
the von Neumann entropies of reduced density matrices of the two subentities we can introduce a quantitative measure
of this activity. The entropies of the two particles are shown in Fig. 7. The organism lives several units of time. Similar
are the scales of time when the off-diagonal matrix elements ofρint(t) become non-negligible.

Although it is clear that the “organism” behaves during the evolution as an indivisible entity, one should not confuse
this indivisiblility with the so-called nonseparability discussed in quantum information theory. The organism we
consider in the example is a two-qubit system and therefore one can check the separability ofρ1(t) by means of
the Peres-Horodecki partial transposition criterion [41, 42]: A two-qubit density matrixρ is separable if and only if
its partial transposition is positive. It turns out that partial transposition leavesρ1(t) unchanged and thus is positive for
anyt. ρ1(t) is in this sense separable (has “zero entanglement”). This formal separability does not contradict the fact
that the two-qubit organism is clearly an undivisible entity.

EXAMPLES OF KINETIC EQUATIONS ASSOCIATED WITH THEIR LAX-VON
NEUMANN FORM

Let us illustrate the properties of von Neumann kinetic equations on our explicit solution (28). In our casef̃ (w) =
(1−s)w+sw2 with s= s(t) = ε cosωt [cf. Eq. (15)]. Since our solution (28) satisfies the constraintx12 = x23, y12 = y23,
p1 = p3, we can reduce the number of equations from six to four for the probabilitiespA = x12−α, pB = x13−β ,
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FIGURE 8. Plot of pA +1/2 (upper, shifted by 1/2 for clarity of the plot) andpC (lower), for the same parameters as in Fig. 2.
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FIGURE 9. Plot of pB +1/2 (upper) andpD (lower), for the same parameters as in Fig. 2.

pC = y12−α, pD = y13−β , α =−(1− p1)/2, β =−p1, satisfying

ṗA =
1− p1

2
− pC +s

(
− 1− p1

2
p1 + p1pA−

1− p1

2
pB +

1− p1

2
pD + pBpC− pD pA

)
(41)

ṗB = 2p1−2pD +2s
(
− p1−

(p1 +1)(1−3p1)
2

+(1− p1)pA +(1− p1)pC + p2pD−2pApC

)
(42)

ṗC = −1− p1

2
+ pA +s

(
3

1− p1

2
p1−2p1pA−

1− p1

2
pB− p1pC−

1− p1

2
pD + pApB + pCpD

)
(43)

ṗD = −2p1 +2pB +2s
(

p2p1− (1− p1)pA− p2pB +(1− p1)pC + p2
A− p2

C

)
(44)

As we have explained, the time dependence ofs(t) is a result of interaction between two parts of the system. The
whole system is described by a greater number of variables, but the type of nonlinearity is qualitatively the same as
for the subsystem.

Fig. 8 and Fig. 9 show thatpA, pB, pC, pD, are greater than 0 and smaller than 1, as expected on general grounds.
These four probabilities correspond to noncommuting propositions and this is why their sum is not equal to 1 (actually,
pA + pB + pC + pD is time-dependent).

CONCLUSIONS

Formally nonclassical probabilistic and logical systems occur in domains that have nothing to do with quantum
mechanics. Also the forms of dynamics usually known under the names of von Neumann or Heisenberg equations
are typical of all the systems that posess the so called Lax representations. Therefore, one should not be surprized that
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the mathematical structures one knows from quantum mechanics can be encountered in problems that are “classical”
or “macroscopic”. In particular, the basic equations of chemistry or quantitative biology are typically nonlinear and
kinetic and one can ask if these equations possess a “Lax form” that would make them into a kind of quantum looking
dynamics? The answer is: Yes, sometimes they can be mapped into nonlinear von Neumann equations. The von
Neumann equations are solitonic and integrable and therefore the kinetic equations are also solitonic and integrable.

Obviously, not all the kinetic equations one writes down in biochemistry are integrable. So the link between
kinetic and von Neumann equations requires further studies. Among other aspects that are worth mentioning here
are the links of von Neumann-type kinetic equations to DNA. For example, even the simple linear kinetic schemes
as those discussed in the Introduction naturally lead to helical structures. The self-switching whose examples have
been discussed in the context of oscillations has then an interesting reinterpretation in terms of formation of open
and closed states of the helices (for details cf. [16]). Moreover, it is known that that DNA consists of two strands
that evolve, in certain sense, in opposite directions (leading and lagging strands). This leads to another intriguing link
with von Neumann equations since their solutions possess a natural tensor product structure and may be regarded as
composite systems whose parts evolve in mutually time-reflected ways. This problem will be discussed on explicit
examples in a forthcoming paper.
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