Ultrasound Guided Spine Needle Insertion
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ABSTRACT

An ultrasound (US) guided, CT augmented, spine needle insertion navigational system is introduced. The system consists of an electromagnetic (EM) sensor, an US machine, and a preoperative CT volume of the patient anatomy. Three-dimensional (3D) US volume is reconstructed intraoperatively from a set of two-dimensional (2D) freehand US slices, and is coregistered with the preoperative CT. This allows the preoperative CT volume to be used in the intraoperative clinical coordinate. The spatial relationship between the patient anatomy, surgical tools, and the US transducer are tracked using the EM sensor, and are displayed with respect to the CT volume. The pose of the US transducer is used to interpolate the CT volume, providing the physician with a 2D “x-ray vision” to guide the needle insertion. Many of the system software components are GPU-accelerated, allowing real-time performance of the guidance system in a clinical setting.
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1. INTRODUCTION

Several spinal interventions such as facet joint injection, vertebroplasty, and kyphoplasty involve the insertion of a surgical needle into the spinal column. These interventions are good examples of challenging surgical techniques: the small, narrow channel between vertebrae, the oblique entry angle, and close proximity to other critical tissues such as nerve blocks make precise treatment delivery difficult. Contemporary clinical practice often employs either the use of ionizing imaging modalities, such as fluoroscope or CT, or a freehand technique to guide the intraoperative needle insertion. Ionizing imaging modalities increase the health risks for both the patient and the medical practitioner while the freehand techniques often lead to faulty needle placements. Fluoroscopic or x-ray images, being the projected 2D imaging modalities, also require mental transformation and interpretation of the image by the medical practitioner.

Many studies have demonstrated the potential efficacy of CT-guided surgical procedures. CT provides excellent anatomic detail for bony structure and for needle track. This specificity is particularly useful for difficult surgical sites such as the facet joints, increasing the precision of these procedures and help confirming needle placement. Theoretical disadvantages of CT-guided procedures are the increased radiation to both the patient and the medical practitioner and the availability of costly and immobile imaging devices. Towards reducing ionizing radiation, low-dose imaging protocols and navigational systems have been employed to complement the conventional CT-guided procedures. Navigation and tracking systems visualize the actual position and orientation of the surgical instrument with respect to the CT volume, thus reduce the need for verification scans or CT fluoroscopy. For navigational system to work, however, the CT volume must be aligned with the intraoperative location of the patient anatomy. A solution is to construct an intraoperative 3D freehand US volume that can be co-registered to the preoperative CT via a volume-to-volume registration algorithm.

Recently, US-guided procedures have been demonstrated as a viable alternative to CT- or fluoro-guided procedures. Ultrasound provides real-time imaging, does not produce ionizing radiation, is widely available and
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relatively inexpensive. However, on its own, US images are hard to interpret and offer little spatial information. Small surgical instruments such as spine needle are also hard to be denoted within US images and must be imaged in-plane of the US transducer.

In this work, we combine the specificity and accuracy of CT with the ease of use, speed, and safe operation of ultrasound. We present an US-guided navigational system consisting of an EM sensor, an US machine, and a preoperative CT volume of the spine anatomy. 3D ultrasound volume is reconstructed intraoperatively and is co-registered with the CT volume. The pose of the tracked US transducer is used to interpolate the CT volume, producing a slice of 2D CT image that corresponds to the live US image. Combined with a surface rendering and a Digitally Reconstructed Radiograph (DRR) of the spine, this system provides an intuitive user interface for spinal interventions.

2. METHODS

Preoperative CT of the lumbar spine is obtained. Medical instruments, including surgical needle and the US transducer, are tracked using an EM sensor (Northern Digital, Waterloo, ONT, Canada). The US transducer is calibrated$^{13}$ against the magnetic dynamic reference body (DRB). This allows the construction of a 3D US volume from a series of freehand 2D US images.$^{14}$ The reconstructed US volume is coregistered with the preoperative CT via a GPU-accelerated, biomechanically constrained, intensity-based registration algorithm that registers each vertebra independently.$^{15}$ The GPU-accelerated implementation of the registration algorithm enables real-time performance, which is necessary in a clinical setting. The pose of the tracked US transducer is used to define the 2D texture coordinate system to “slice” through the CT volume, allowing the CT image corresponding to the live US image to be used as visual aid. A 5 DOF magnetic surgical needle (18 gauge, 200 mm, Northern Digital, Waterloo, ONT, Canada) was used in the study.

2.1 CT to US volume registration

The core of the proposed navigational system is the GPU-accelerated, CT volume to US volume registration algorithm. It is an extension of the work by Wein at al.$^{16,17}$ where the preoperative CT is transformed into a simulated US volume prior to the calculation of a similarity metric. We extended the work by Wein at al., which is a rigid registration, to a groupwise registration, allowing each vertebra to be registered independently and simultaneously. We further constrained the registration parameters of adjacent vertebrae by a biomechanical model to improve the registration result. Similar to,$^{18}$ our algorithm was implemented in GPU (CUDA, NVIDIA Inc.) which provided the performance needed for a clinical deployment.

![Diagram](image-url)

Figure 1. Work-flow of the group-wise CT to US volume registration. All the components, except for the optimizer, are implemented in GPU (CUDA, NVIDIA Inc.).
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The registration workflow is depicted in Figure 1. The preoperative CT was manually separated into sub-volumes, each of which containing a single vertebra (L1 to L5). The registration is an iterative optimization process, where the parameters to be optimized are the transformations (T1 to T5) that bring the CT segments into the US volume coordinate. Each transformation is represented by 3 rotations plus 3 translations, thus for \( n \) vertebrae the parameter space has a dimensionality of \( 6 \times n \).

During each optimization step, the transformation was applied to each CT segment. CT segments were then fused into a single volume: if there were overlapping voxels, the maximum intensity was selected for the reconstructed volume, thus preserving the bone structure. Any gap in the final volume was filled with a default value that approximated the intensity of the soft tissue in CT.

The US simulation was computed from the reconstructed CT volume. The detailed formulation was previously published\(^{15-17,19} \). An US reflection volume and a mapped CT volume were derived from the reconstructed CT volume and combined in a weight manner into a simulated US volume. The simulated US reflections model the US beam passing through the tissue as a ray, with the assumption that the CT intensities can be related to the acoustic impedance values used to calculate US transmission and reflection. For each column in the CT volume, the transmission and reflection of the beam is calculated at each voxel based on the following equations:

\[
\Delta r(x, y, d) = (d^T \nabla u(x, y)) \frac{|\nabla u(x, y)|}{(2\mu(x, y))^2} \quad (1)
\]

\[
\Delta t(x, y) = 1 - \left(\frac{|\nabla \mu(x, y)|}{2\mu(x, y)}\right)^2 \quad (2)
\]

\[
r(x, y) = I(x, y - 1)\Delta r(x, y, d) \quad (3)
\]

\[
I(x, y) = \begin{cases} 
I(x, y - 1)\Delta t(x, y), & |\Delta \mu(x, y)| < \tau \\
0, & |\Delta \mu(x, y)| \geq \tau 
\end{cases} \quad (4)
\]

where \( d \) is the direction of the US beam, \( \mu \) is the intensity of the CT image, \( \Delta r \) is the reflection coefficient, \( r \) is the simulated reflection intensity, \( \Delta t \) is the transmission coefficient, \( \tau \) is the threshold for full reflection and \( I \) is the intensity of the simulated US beam. Any gradient value greater than a preset threshold (450 Hounsfield Unit in our simulations) causes full reflection of the US beam intensity at that point, setting the incoming US beam intensity for all subsequent points on the scan line to zero. A log-compression is applied to the simulated reflection image to amplify small reflections:

\[
r(x, y) = \frac{\log(1 + ar(x, y))}{\log(1 + a)} \quad (5)
\]

The CT intensities are mapped to values closer to those corresponding to the tissues in the US data using an approximation of the curve presented in:\(^{16,17} \)

\[
p(x, y) = 1.36\mu(x, y) - 1429 \quad (6)
\]

The final step in the US simulation is the weighting of the simulated US reflection, the mapped CT, and a bias term. A least-squares optimization is used to calculate the weights such that the values in the simulation best match the corresponding intensities in the real US volume:

\[
f(x, y) = \begin{cases} 
\alpha p(x, y) + \beta r(x, y) + \gamma, & I(x, y) > 0 \\
0, & I(x, y) = 0
\end{cases} \quad (7)
\]

where \( f \) is the simulated US image and \( \alpha, \beta, \gamma \) are the weights for their respective images. The Linear Correlation of Linear Combination (\( LC^2 \)) metric\(^{16,17} \) was used to compare the similarity between the actual US volume and the simulated US volume:

\[
LC^2 = \frac{\sum(U(x, y) - f(x, y))^2}{N \times Var(U)} \quad (8)
\]

where \( N \) is the number of overlapping voxels between the US and CT volumes, and \( U \) is the actual US image intensity.
2.2 Biomechanical model for spine

In order to achieve a better convergence rate for the registration algorithm, a biomechanical model for the vertebra was incorporated\textsuperscript{15, 20} to constrain the movement between adjacent vertebrae. It models the relation between the displacement of the intervertebral structures and the reaction forces and moments:

\[ K = \begin{bmatrix}
100 & 0 & 50 & 0 & -1640 & 0 \\
0 & 110 & 0 & 150 & 0 & 580 \\
50 & 0 & 780 & 0 & -760 & 0 \\
0 & 150 & 0 & 148E5 & 0 & -8040 \\
-1640 & 0 & -760 & 0 & 152E5 & 0 \\
0 & 580 & 0 & -8040 & 0 & 153E5
\end{bmatrix} \ [Nmm \ rad^{-1}] \] (9)

where \( K \) is the stiffness matrix representing the intervertebral structures. The energy stored within the intervertebral structure is modeled as a general spring:

\[ U = \frac{1}{2} (x^T K x) \] (10)

where \( x \) is a vector representing the change in translation and rotation of the intervertebral link: it is calculated as the relative transform between two consecutive vertebrae. The energy is calculated across all vertebrae and normalized based on the energy of a maximum misalignment (±15 \( mm \) translation along each axis and ±15° rotation about each axis):

\[ E = \sum_{i \in V} U_{Li,Li+1} \left| \frac{1}{|V|} \times U_{\text{max}} \right| \] (11)

where \( E \) is the normalized energy of the system, \( V \) is the set of vertebrae to be registered, \( U_{Li,Li+1} \) represent the energy of the model calculated for adjacent vertebrae, and \( U_{\text{max}} \) is the energy of the maximum misalignment.

This normalized energy acts as a penalty to the similarity metric, giving rise to:

\[ BCLC^2 = LC^2 - \sigma E \] (12)

where \( BCLC^2 \) is what we call the Biomechanically Constrained Linear Combination of Linear Correlation,\textsuperscript{15} and \( \sigma \) is a user-defined weight to blend the biomechanical penalty with the normal \( LC^2 \) intensity-based measure.

2.3 Apparatus

All components of the registration algorithm, with the exception of the numerical optimizer, are implemented in CUDA API (NVIDIA Inc.). The optimizer, Covariance Matrix Adaption - Evolution Strategy,\textsuperscript{21} is implemented in C++. The system runs on a quad-core Intel CPU (2.4 \( GHz \)) with 4 GB of RAM and an NVIDIA 8800GTS video card.

A SonixRP ultrasound machine (Ultrasonix, Richmond, BC, Canada) was used in the study. The SonixRP is accompanied by software tools that allow the raw US images to be acquired digitally without the use of an analog frame grabber. A SP10-60 US transducer (Ultrasonix, Richmond, BC, Canada) operating at 6.6 MHz with a depth of 5.5 \( cm \) was used. An Aurora 6 DOF EM sensor (FlexCord, Northern Digital, Waterloo, ONT, Canada) was rigidly attached to the US transducer. A Chiba Aurora Needle (Northern Digital, Waterloo, ONT, Canada) served as the spine needle. A Chiba Aurora Needle is a 2-part needle composed of a 18 gauge outer cannula and a 200 \( mm \) stylet (Figure 2a). A 5 DOF sensor is integrated into the tip of the stylet which allows the needle top to be tracked as it is inserted into the tissue. No tool calibration is needed for the Chiba Aurora Needle. All EM sensors were tracked at a rate of 15 Hz.

To demonstrate the functionality of the navigational system, a spine phantom mimicking the actual anatomy was build. The phantom is comprised of two parts: a spine model based on segmented patient CT data, and the surrounding gel that prohibits the appearance of soft tissue in US images. Vertebrae L1 to L5 were manually segmented from a patient CT data using ITK-Snap. The segmented CT volume was used to reconstruct a surface model of the spine, which is then printed using a 3D shape printer (Cimetrix Solutions, Oshawa, ONT, Canada).
This approach preserves the natural curvatures of the spine between the patient data and the printed model (Figure 2b). The model was placed in a box embedded with external radioopaque landmarks and was filled with soft-tissue mimicking gel (Figure 2c). This gel is based on an agar-gelatine recipe: 1.17% agar (A9799, Sigma-Aldrich, St. Louis, MO, USA), 3.60% gelatin (G9382, Sigma-Aldrich), 1% Germall Plus (International Specialty products, Wayne, New Jersey, USA) as a preservative, 3% cellulose (S5504, Sigma-Aldrich) for speckle, and 3.2% glycerol (G6279, Sigma-Aldrich) to adjust the speed of sound to approximately 1540 m/s. Note that the recipe percentages are by mass, not volume. This gel is designed to simulate the appearance of soft tissue in US, including speckle and refraction.

A high-resolution CT volume (0.46 × 0.46 × 0.625 mm³) and an US volume (6.6 MHz with a depth of 5.5 cm) of the phantom were acquired. The external landmarks embedded on the box were manually identified in both CT and the reconstructed US volume and serve as the basis to establish the gold standard for the volume-to-volume registration algorithm.

3. RESULTS AND DISCUSSION

The validation of the CT to US registration was previously reported. This technique is able to register initial misalignments up to 20 mm with a success rate of 82%, and those of up to 10 mm with a success rate of 98.6%. In this work, the preoperative CT has a dimension of 512 × 512 × 256 voxels and the reconstructed US volume has a dimension of 291 × 223 × 284 voxels. We implemented the registration algorithm in both CPU (C++) and GPU (CUDA) and the timing results are presented below: for a single vertebra (rigid) a speed-up of 30× is obtained (18s vs. 534s) while for a 3 vertebra (group-wise) registration a speed-up of 70× is obtained (756s vs. 55,000s). We are currently extending our implementation to include all five lumbar vertebrae.

Figure 3 depicts the experimental setup of the navigational system. All relevant information about the surgical scene are presented in a single display. Since ultrasound images are acquired digitally without loss of quality, the display on the US machine is considered as secondary and not needed.

Figure 4 depicts the user interface of the navigation system. A combination of the DRR rendering and surface-based rendering are used. DRR rendering, shown on the top-left of Figure 4, provides a familiar visualization that a medical practitioner. DRR does not, however, depict geometrical features due to its projection nature. Surface rendering, shown from two orthogonal angles at the bottom of the user interface, complements DRR by providing both depth and spatial perception of bony anatomy. Notice the facet joints are clearly visible in the surface rendering.

The poses of the US transducer and surgical needle are sampled at 15 Hz. The pose of the US transducer is used to calculate intersection between the viewing plane of the live US image and the bounding box containing the CT volume. This defines a textured plane with texture-coordinate that “slices” through the CT volume,
resulting in a 2D CT image that corresponds to the live US image. This CT augmented user interface diminishes the need to interpret a noisy US image. It serves as a visual verification of the CT to US registration, and provides visual cue for needle guidance. Figure 4 depicts the 2D slice of the CT volume, 2D slice of the reconstructed US volume, and the live US image obtained in real-time from the US machine. Note they are all showing the same anatomical feature.

4. CONCLUSION AND FUTURE WORK

A US-guided, CT-augmented, navigation system for spinal intervention is presented. The novelty of this system is the incorporation of a group-wise, biomechanically constrained, GPU-accelerated CT to US volume registration, allowing the deployment of the preoperative CT volume, and thus providing both surface and DRR rendition of the anatomy that are otherwise unavailable with the conventional surgical procedures. The system can be used for many spinal interventions such as facet joint injection, pedicle screw insertion, and kyphoplasty surgery.

Future work include: the extension of the CT to US registration to all 5 lumbar spine, to improve the efficiency of the CUDA implementation for further speed-up, the visualization of the surgical instrument in the 2D CT and US images, validation of the system accuracy as a combination of the registration algorithm and EM tracker performance, and providing uncertainty visualization of surgical plan. We are also investigating the possibility to eliminate positional tracker completely by the deployment of US speckle tracking. Swine animal and clinical studies as a validation for the navigational system is also planned.
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Figure 4. User interface of the proposed US-guided, CT-augmented, navigation system. Both DRR and surface rendering of the bony anatomy are presented in orthogonal views. On the right: Slice of CT (top) and reconstructed US volumes (middle) corresponding to the live US image (bottom) are used as verification for the registration algorithm and enhances the needle guidance. The pose of the US transducer, surgical needle, and 2D images are updated at 15 Hz.


