Tissue typing with ultrasound RF time series: Phantom studies
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ABSTRACT
We report phantom studies on a new approach to ultrasound-based tissue typing. In the proposed approach, we continuously record RF echo signals backscattered from tissue, while the imaging probe and the tissue are fixed in position. The continuously recorded RF data generates a time series of echoes for each spatial sample of the RF signal. We use the spectral and fractal features of ultrasound RF time series averaged over a region of interest, along with support vector machine classifiers, for tissue typing. In this paper, the effects of two properties of tissue on RF time series are investigated: cell size and elasticity. We show that RF time series acquired from agar-gelatin based tissue mimicking phantoms, with difference only in the size of cell-mimicking glass beads, are distinguishable with statistically reliable accuracies up to 82.2%. Similar experiments using phantoms with different elastic properties did not result in consistently high classification accuracies. The results of this study confirm that the evident differences in microstructure of the cancerous versus normal tissue could play a role in the success of the proposed tissue typing method in detection of prostate cancer.
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1. INTRODUCTION
Ultrasonic tissue typing methods assume that physical characteristics of human tissue change during the formation of pathological conditions. These changes can result in observable alterations in backscattered ultrasound signals. One group of techniques to quantify the disease-specific patterns in backscattered ultrasound rely on features extracted from the calibrated average spectrum of RF signals. This technique has been applied to diagnosis of cancer lesions in liver, breast and prostate.1

In the case of prostate cancer, the most common cancer among men in North America,2 ultrasound-based tissue typing has not found widespread clinical usage. Prostate tumors lack visually distinct appearances on ultrasound images. Therefore, pathologically significant cases of cancer can be missed during ultrasound-guided biopsy, resulting in false negative or repeated biopsies. The goal of our research is to augment the ultrasound images with tissue typing information that can enable targeted biopsies. To this end, we have proposed a new approach to extract tissue typing parameters from ultrasound RF signals. Our approach is based on the observation that if a specific location in tissue undergoes continuous interactions with the ultrasound signal, the time series of echoes from that location carries “tissue typing” information. In other words, although variations in the intensity of a spatial sample of RF echo over time are partly due to noise, they depend on the tissue type as well. We have proposed seven tissue typing parameters3 extracted from the time series of samples of RF signals and used them to classify regions of prostate tissue of 16 patients in cancerous and normal classes (area under ROC curve of 0.894). We have also shown that the RF times series features form a very accurate set of parameters to distinguish different types of animal tissues.5

Although the tissue typing capabilities of RF time series are evident through our experimental studies, the origin of tissue-type related information in the sequence of ultrasound echoes is not clear. Our current research is partly aimed at identifying the specific physical parameters of tissue that affect RF time series...
features. To this end, in this paper we report phantom studies on two potentially influential tissue properties: cell size and elasticity. During the formation of prostate cancer, both of these properties are affected.

At the microscopic level, prostate tumors are composed of immature and “small cells” which lack structural organization. Previous studies have shown that the size and the microstructure of the sub-wavelength particles affect the backscattered signals and the spectral parameters extracted from single RF frames. To determine the effects of cell size on RF time series, in the current study we acquired and studied ultrasound RF time series from custom tissue mimicking phantoms with varied microscopic particle sizes.

At the macroscopic level, reasonably large tumors are palpably harder than normal tissue. This fact forms the basis for digital rectal examination and also elastography which relies on comparison of RF echoes received from tissue before and after applying an external compression. Investigators have previously studied the application of highly focused ultrasound to produce the required compression profile for elastography. We study the possible utility of RF time series for elastography without applying compression.

In the remainder of the paper, we describe the phantom building process, data collection, and classification using Support Vector Machines (SVM) (Section 2), present the classification results (Section 3), provide some discussions on the possible source of tissue typing information in RF time series (Section 4) followed by conclusions (Section 5).

## 2. METHODS

### 2.1 Phantoms

We built tissue mimicking phantoms in the form of gelatin-agar based suspensions. For elasticity phantoms, higher agar concentrations produced greater stiffness. Cellulose was added to create the tissue-like speckle patterns. For particle size phantoms, microscopic glass beads with known distributions of particle sizes were added instead of cellulose. In all cases, gelatin and agar (Sigma Aldrich, Canada, Oakville, ON) were mixed in distilled water in room temperature and while being constantly stirred, were heated to 90°C at which point cellulose (Sigma Aldrich Corp.) or glass beads (Potters Industries, Parsippany, NJ) were added. Minute quantities of bleach were added to avoid bacterial growth in the phantoms. The resulting mix was slowly cooled down to the room temperature, while being stirred. Upon arrival at the room temperature, the suspension was transferred to a plastic box and stored overnight in a cooler. The ultrasound data was collected the next day.

**Particle size phantoms:** The dry weight percentages of ingredients used in particle size phantoms are given in Table 1. Two different types of these phantoms were built which shared the same recipe, with the only difference being the size of microscopic glass beads. The two types of utilized glass beads were of average diameter of 35 μM (Potters Industries catalog number: 3000E used in P1 phantoms) and 11 μM (Potters Industries catalog number: 5000E used in P2 phantoms). For comparison, it should be noted that the prostate PC-3 cell line has a mean diameter of 26 μM. The detailed distribution of bead sizes used in P1 and P2 phantoms materials are provided in Table 2.

Our measurements and supplier data for the materials show that the physical properties of the phantoms (such as density, elasticity, and speed of sound) were similar. This was important since the phantoms were intended to be different only in terms of cell sizes. The glass beads used in P1 and P2 phantoms had very close
Table 2. The distribution of the bead sizes in glass beads used for the particle size phantoms (P1 and P2 phantoms).

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% finer than</td>
<td>18 μm</td>
<td>3 μm</td>
</tr>
<tr>
<td>50% finer than</td>
<td>35 μm</td>
<td>9 μm</td>
</tr>
<tr>
<td>90% finer than</td>
<td>65 μm</td>
<td>38 μm</td>
</tr>
<tr>
<td>Mean value</td>
<td>35 μm</td>
<td>11 μm</td>
</tr>
</tbody>
</table>

Figure 1. The stress-strain curves for the particle size phantoms.

untapped densities* (101 vs. 99 lbs/ft³). The resulting phantoms, also had very similar elastic properties. The stress-strain curves acquired using an Instron 5500R materials test system, are depicted in Figure 1. Since the speed of sound is related to density and stiffness \( c = \sqrt{K/\rho} \) where \( K \) is the bulk modulus and \( \rho \) is the density, the similar values of elasticity and density mean that the speed of sound should also be similar in the two types of phantoms. For cross-validation purposes, two copies of the P1 phantom and two of the P2 phantom were built (four particle size phantoms in total). It should be noted that the B-scan images acquired from the two types of the phantoms appeared very similar (Figure 2).

**Elasticity phantoms:** We built four different types of elasticity phantoms. The composition of the materials in these phantoms, which we call E1, E2, E3 and E4, are given in Table 3. Based on,\textsuperscript{10} E1 and E2 can respectively be used as the substrate and the hard inclusion of a elastography phantom. E3 and E4 form another suitable pair for elastography. In the current study, we built E1, E2, E3 and E4 as four separate phantoms. The stress-strain curves for these phantoms are given in Figure 3. Due to the high concentration of solid suspension components, the process of building homogenous elastography phantoms of types E1, E2, E3 and E4 had more variability and the stress-strain measurements (Figure 1) show that the final result is not as homogenous as particle size and E1 phantoms. The average slopes of ten measurements of the stress-strain curves for E1, E2, E3 and E4 were respectively: 3.3±0.5, 9.5±1.7, 6.6±1.5 and 9.9±1.9 N/mm. For

\*Untapped bulk density is the lowest attainable density for a material.

Figure 2. The typical B-scan images of P1 and P2 phantoms. The textures appeared to be visually identical.
Table 3. Dry weight percentage of the various components in the elasticity phantoms.

<table>
<thead>
<tr>
<th></th>
<th>Agar</th>
<th>Gelatin</th>
<th>Cellulose</th>
<th>Glycerol</th>
<th>Bleach</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>1.17</td>
<td>3.6</td>
<td>3</td>
<td>4</td>
<td>0.25</td>
<td>87.98</td>
</tr>
<tr>
<td>E2</td>
<td>3.53</td>
<td>3.6</td>
<td>3</td>
<td>2</td>
<td>0.25</td>
<td>87.62</td>
</tr>
<tr>
<td>E3</td>
<td>1.17</td>
<td>5.52</td>
<td>3</td>
<td>2</td>
<td>0.25</td>
<td>88.06</td>
</tr>
<tr>
<td>E4</td>
<td>3.64</td>
<td>5.52</td>
<td>3</td>
<td>1</td>
<td>0.25</td>
<td>86.59</td>
</tr>
</tbody>
</table>

Figure 3. The stress-strain curves for the elasticity phantoms.

cross-validation purposes, two copies of each phantom type were built (eight elasticity phantoms in total). It should be noted that appropriate amounts of glycerol were added to the elasticity phantoms to regulate the ultrasonic propagation speeds to 1540 m/s which matches the typical speed of sound in soft tissue.\(^\text{10}\)

2.2 RF time series

A cylindrical opening was created in the phantoms just before congealing by inserting a plastic pipe into one corner of the holding boxes. Before imaging, this pipe was removed carefully and a trans-rectal ultrasound probe (Model: BPSL9-5/55/10 Vernon, France, center frequency: 6.6 MHz, number of elements: 128, sampling rate of the RF: 20 MHz) was inserted vertically into the hole left behind and was fixed with a standing clamp (Figure 4). The data was collected using a Sonix RP (Ultrasonix Inc., Richmond, BC, Canada) ultrasound machine. To form the RF time series, we acquired 128 frames of RF data from eight different cross sections within each phantom. Therefore, the length of RF time series in our analysis of phantom data was 128. The data was acquired at 22 frames per second (fps). We also acquired data at 45 and 15 fps to study the effects of frame rate on the performance of RF time series features. A single transmit focal point was set at 1.5 cm and only data from the focal zone (1 cm on each side of the focal point) were used for feature extraction and classification experiments. The RF sampling rate was 20 MHz and the number of bits per RF sample was 16.

2.3 Tissue typing features extracted from RF time series

We extracted the RF time series features from areas of interest (ROIs) of size 1 mm in lateral direction and 3.5 mm in axial direction. This included four segments of RF lines, each of length 96 samples. Therefore, each ROI was formed by 384 RF time series (4 × 96). Each time series was of length 128.
A total of 984 ROIs of each phantom type were available which equally originated from the two versions built from each phantom type. Seven features were extracted from the ROIs for tissue typing which were similar to the ones that we proposed in.\textsuperscript{3} Therefore, we only briefly describe the features here.

**Spectral features of the RF time series (S1-S6):** Each RF time series was a discrete signal of length 128 in our dataset. After removing the mean, we used the FFT algorithm to estimate the frequency spectrum corresponding to each spatial RF sample in an ROI and then, averaged each component of the spectrum over the ROI. We normalized the average spectrum by setting the maximum of the frequency components to one. The first four features (S1, S2, S3 and S4) were the average values of the normalized spectrum in four quarters of the frequency range. In other words, they summarized the low, mid-low, mid-high, and high frequency components of the signal, respectively. We also fit a regression line to values of the spectrum (versus normalized frequency). The intercept (S5) and the slope (S6) of this line were used as two more features.

**Fractal dimension (FD) of RF time series:** It has been shown that the fractal dimension of the RF time series computed based on Higuchi’s algorithm\textsuperscript{14} contains tissue typing information.\textsuperscript{5} We computed the FD ($K_{max} = 16$) of all the time series within an ROI and averaged them to acquire one feature per ROI.

### 2.4 SVM classifier

Support vector machines belong to the family of maximum margin classifiers. Using a kernel function, SVMs map the input data to a higher dimension space where a hyperplane can separate the data into different classes. The process of training a SVM classifier is equivalent to finding this optimal hyperplane in a way that minimizes the error on the training dataset and maximizes the perpendicular distance between the decision boundary and the closest data points in classes. In the two class case, if the training dataset consists of $N$ feature vectors $\{x_1, ..., x_N\}$ with class labels $y_i \in \{1, -1\}$, then the SVM training problem is equivalent to finding $W$ and $b$ such that:\textsuperscript{15}

$$\frac{1}{2} \times W^T W + C \sum_{i=1}^{i=N} \xi_i$$

(1)
is minimized subject to:
\[ y_i(W^T \phi(x_i) + b) \geq 1 - \xi_i \tag{2} \]
where \( \xi_i \geq 0 \) are the so-called slack variables that allow for misclassification of noisy and difficult data points, and the parameter \( C > 0 \) controls the trade-off between the slack variable penalty and the margin.\(^\dagger\)
Function \( \phi(x) \) maps the data to a higher dimensional space. This new space is defined by its kernel function:
\[ K(x_i, x_j) = \phi(x_i)^T \phi(x_j). \]
The above problem can be formulated as a quadratic optimization process. The details of the solution and its implementation can be found in.\(^\ddagger\)
For the choice of kernel type, we examined linear, sigmoid, polynomial and Gaussian Radial Basis Function (RBF) kernels. We chose the RBF kernel, defined as:
\[ K(x_i, x_j) = e^{-\gamma \|x_i - x_j\|^2} \tag{3} \]
This was firstly due to the fact that an RBF kernel has only one parameter (\( \gamma > 0 \)) to adjust. This meant that the entire process of adjusting the SVM classifier to a specific problem was reduced to finding the appropriate values for two parameters: \( C \) and \( \gamma \). Also, we found SVM classifiers based on RBF kernel more accurate in case of our problem. The same two reasons (simplicity of finding the appropriate structure and higher accuracy) were the justification behind choosing the SVM classifier over artificial neural networks (which was used in our previous work\(^3\)). Also, the Bayesian classifiers were ruled out due to the non-Gaussian distribution of feature values which complicated the process of defining a priori distributions.

We used the publicly available C++ implementation of the SVM algorithms known as LIBSVM.\(^\ddagger\) For parameter selection (\( C \) and \( \gamma \)), we exhaustively searched the parameter space \( C \in \{2^{-10}, 2^{-9}, ..., 2^{10}\} \) and \( \gamma \in \{2^{-10}, 2^{-9}, ..., 2^{10}\} \). For each set of parameters, 10-fold cross-validation was performed to determine the best SVM parameters separately for each pair of compared phantoms (\( E1 \) vs. \( E2 \), \( E3 \) vs. \( E4 \), and \( P1 \) vs. \( P2 \)).

2.5 Classification experiments

We performed pairwise classification experiments with the available phantom types. We had one pair of particle size phantoms (\( P1 \) vs. \( P2 \)) and two different pairs of elasticity phantoms (\( E1 \) vs. \( E2 \)) and (\( E3 \) vs. \( E4 \))\(^\dagger\). For each pair, we performed six different experiments. We provide the details of these experiments here. For simplicity, we provide this description for the general phantom pairs \( X1 \) and \( X2 \). It should be noted that from each phantom type, two physical copies were available (\( X1,X1' \) for \( X1 \) type and \( X2,X2' \) for \( X2 \) type).

Experiment 1 - Intra-phantom 1: train on \( X1 \) vs. \( X2 \), test on \( X1 \) vs. \( X2 \): In this experiment, the classifier was trained to separate RF time series ROIs from \( X1 \) and \( X2 \) phantoms. The classifier was trained on a portion of the data from \( X1 \) and \( X2 \) phantoms and tested on a different portion of the data from those phantoms. Eight cross sections of RF time series data were available from each phantom. The experiments were performed with a leave-one-out approach. In other words, the classifier was trained on data from seven cross sections of the \( X1 \) data vs. seven cross sections of the \( X2 \) data and tested on one cross section of \( X1 \) vs. \( X2 \). The process was repeated for all eight cross sections.

Experiment 2 - Intra-phantom 2: train on \( X1' \) vs. \( X2' \), test on \( X1' \) vs. \( X2' \): This was similar to experiment 1, however, data from \( X1' \) and \( X2' \) phantoms was used.

Experiment 3 - Inter-phantom 1: train on \( X1 \) vs. \( X2 \), test on \( X1' \) vs. \( X2' \): In this experiment, the classifier was trained on data from \( X1 \) and \( X2 \) phantoms and was tested on separating the ROIs of \( X1' \) from \( X2' \) phantoms. All ROIs from \( X1 \) and \( X2 \) were used for training and all ROIs from \( X1' \) and \( X2' \) were used for testing.

Experiment 4 - Inter-phantom 2: train on \( X1' \) vs. \( X2' \), test on \( X1 \) vs. \( X2 \): This was similar to experiment 3, only the training and testing sets were switched.

\(^\dagger\)\( E1 \) and \( E2 \) had equal physical properties except for elasticity. The same was true about \( E3 \) and \( E4 \). Since the experiments were intended to detect the possible elasticity-dependent variations in RF time series, we used \( E1 - E2 \) and \( E3 - E4 \) as the only pairs used in the pairwise classification experiments on elasticity phantoms.
Table 4. Classification results on particle size phantoms at 22 fps. Analysis of variance (ANOVA) test confirmed that the classification of ROIs in both intra-phantom and inter-phantom experiments was significantly more accurate than the classification in negative control experiment ($p < 0.001$).

<table>
<thead>
<tr>
<th></th>
<th>Accuracy (std)</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra-phantom (experiments 1 and 2)</td>
<td>80.5% (6.2)</td>
<td>79.8% (5.9)</td>
<td>81.1% (6.6)</td>
</tr>
<tr>
<td>Inter-phantom (experiments 3 and 4)</td>
<td>79% (3.1)</td>
<td>77.5% (3.1)</td>
<td>82.6% (3.5)</td>
</tr>
<tr>
<td>Negative control (experiments 5 and 6)</td>
<td>58% (7.1)</td>
<td>62.5% (6.1)</td>
<td>60.3% (6.9)</td>
</tr>
</tbody>
</table>

Experiment 5 - Negative control 1: In this experiment, the classifier was trained to separate $X_1$ ROIs from $X_1'$ ROIs. Half of the data from each of these phantoms were used for training and the other half was used for testing.

Experiment 6 - Negative control 2: In this experiment, the classifier was trained to separate $X_2$ ROIs from $X_2'$ ROIs. Half of the data from each of these phantoms were used for training and the other half was used for testing.

Experiments 1 and 2 were intra-phantom experiments where the training and testing were carried out on the same physical copy of each phantom type. Experiments 3 and 4 were inter-phantom experiments, meaning that training was performed on one copy of $X_1$ and $X_2$ phantoms and testing was performed on the other copies. Experiments 5 and 6 were carried out as negative control tests.

3. RESULTS

3.1 Particle size phantoms

For particle size phantoms, the results of experiments 1 and 2 when a SVM classifier was used, are presented in Table 4 averaged together as the intra-phantom trials. The average accuracy, sensitivity and specificity (with 5000E defined as the positive detection), were 80.5%, 79.8% and 81.1%, respectively.

The results of experiments 3 and 4, when a SVM classifier was used, are presented in Table 4 averaged together as the inter-phantom trials. The accuracy slightly dropped to 79% compared to the intra-phantom experiments. This was expected due to the fact that the training and testing data in inter-phantom trials were from physically different versions of $P_1$ and $P_2$ phantoms.

As Table 4 shows, the average accuracy of the negative control tests where the two classes of ROIs originated from the same phantom types, was 58%. In other words, physically different phantoms which had similar cell sizes were very poorly distinguishable from each other based on the proposed tissue typing approach. Since the phantoms were custom made, small structural differences between the phantoms of the same type were inevitable.

The results showed that RF time series acquired from tissue mimicking phantoms with difference only in the size of cell-mimicking particles were distinguishable with statistically reliable accuracy of 80.5%. The low accuracy of the classification acquired on the negative control experiments involving phantoms with identical cell sizes showed that the method is in fact sensitive to the cell size.

The effect of frame rate: RF time series are generated by repeated scattering of ultrasound beams. The frame rate of the ultrasound machine determines the frequency at which this interaction occurs. We repeated the inter-phantom classification experiments on particle size phantoms with features extracted from RF time series acquired at 45 fps and 15 fps. The inter-phantom classification experiments on particle size phantoms with features extracted from RF time series acquired at 15 fps, 22 fps and 45 fps resulted in accuracies of 74.2±4.5%, 79±3.1%, and 82.2±3.2%, respectively.
Table 5. Classification results on elasticity phantoms.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy (STD)</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>E1 versus E2</td>
<td></td>
</tr>
<tr>
<td>Intra-phantom</td>
<td>75.9% (14.9)</td>
<td>78.0% (17.2)</td>
<td>73.8% (19.2)</td>
</tr>
<tr>
<td>Inter-phantom</td>
<td>68.9% (5.9)</td>
<td>76.5% (11.7)</td>
<td>61.3% (12.9)</td>
</tr>
<tr>
<td>Negative control</td>
<td>64.5% (8.8)</td>
<td>66% (10.1)</td>
<td>62.3% (9.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E3 versus E4</td>
<td></td>
</tr>
<tr>
<td>Intra-phantom</td>
<td>92.2% (14.9)</td>
<td>89.8% (15.8)</td>
<td>94.4% (15.7)</td>
</tr>
<tr>
<td>Inter-phantom</td>
<td>74.9% (13.9)</td>
<td>74.4% (22.2)</td>
<td>75.5% (10.8)</td>
</tr>
<tr>
<td>Negative control</td>
<td>68.3% (18.1)</td>
<td>70.4% (15.4)</td>
<td>66.5% (11.3)</td>
</tr>
</tbody>
</table>

3.2 Elasticity phantoms

Inter-phantom and intra-phantom classification trials were performed on $E_1$-$E_2$ and $E_3$-$E_4$ phantom pairs, separately. Two versions of each type were available ($E_1$, $E_1'$, $E_2$, $E_2'$, $E_3$, $E_3'$, $E_4$, $E_4'$) and experiments 1-6 were separately performed for $E_1$ vs. $E_2$ and $E_3$ vs. $E_4$. The results are presented in Table 5. In case of $E_1$ vs. $E_2$ classification, the accuracy was 75.6% in the intra-phantom experiments which dropped to 68.9% in inter-phantom experiment. It is notable that the classification results were low in comparison to the previous experiments, and were also inconsistent over different trials (large STDs presented in Table 5).

For $E_3$ vs. $E_4$ classification, the intra-phantom trials resulted in a high average accuracy (second half of Table 5). However, a sharp reduction of the accuracy in the inter-phantom classification was witnessed (74.9%). Also, for both cases, the classification results over different trials were very inconsistent (with standard deviations up to 22%).

The difference between the Young’s modulus of $E_1$ and $E_2$ phantoms was larger than the difference between the Young’s modulus of $E_3$ and $E_4$ phantoms (see Figure 3). Contrary to this fact, it appeared that the classification method was more successful in case of $E_3$ vs. $E_4$ problem. More importantly, the negative control classification experiments resulted in relatively high accuracies (64.5% and 68.3% for $E_1$-$E_2$ and $E_3$-$E_4$ experiments, respectively. See Table 5). This further supports the notion of inconsistent results in the case of elasticity phantoms.

4. DISCUSSIONS

Our studies reported in this paper and elsewhere\textsuperscript{17–19} show that the RF time series are strongly affected by the tissue microstructure. Although the electronic noise of the ultrasound system can also affect the variations of RF time series, our studies have shown that the correlation of the RF time series features with the tissue type is strong and can be used for tissue typing. The evidence was obtained in an \textit{ex-vivo} clinical study that involved 35 patients who underwent the prostatectomy surgery over a period of one year. We were able to detect the prostate cancer tumors and acquire an area under ROC curve of 0.87 in leave-one-out classification experiments.\textsuperscript{18} In other words, for detecting the tumors in the data acquired from a specific patient, the classifier was trained on the data acquired only from the \textit{other} patients. This result was validated based on the whole-mount histopathologic analysis of the prostate specimens. In these studies, the seven tissue typing features presented in the current paper were used along with SVM for classification of regions of interest of size $3.5 \text{ mm}^2$. We conclude that despite the effects of the probe-related variations, the sensitivity of the RF time series to the tissue-type dependent variations is strong and a supervised classifier such as SVM or neural networks can be successfully trained using the proposed features for tissue typing.

Our methodology to demonstrate the utility of RF time series for tissue typing has been experimental. Nevertheless, a potential explanation for the existence of the tissue typing information in RF time series is presented here. Since ultrasound causes a mechanical force in the direction of wave propagation, the existence of the tissue-type dependent information in the RF time series could be attributed to the microstructural vibrations under the low frequency mechanical excitation caused by the sequence of applied ultrasound beams.
There are published measurements on the magnitude of mechanical vibrations of scattering particles under the emission of ultrasound.\textsuperscript{20} In live tissue, physiological movements caused by spontaneous cell motions\textsuperscript{21} and capillary level blood circulation (both of which depend on the function of the tissue) further pronounce variations in the sequence of RF echoes.

We have shown that an increase in the level of energy delivered by ultrasound to tissue, increases the tissue typing performance of features extracted from the RF time series.\textsuperscript{18} Using a Sonix RP ultrasound machine and the BPSL9-5/55/10 trans-rectal probe operating at its highest power settings, an area under the receiver operating characteristic (ROC) curve of 0.87 was achieved in \textit{ex-vivo} studies involving 35 patients. A 2 $\text{dB}$ reduction in the output acoustic power resulted in a drop of the area under the ROC curve from 0.87 to 0.84 ($p < 0.01$). A 6 $\text{dB}$ reduction in the acoustic power output resulted in a more significant drop of the area under ROC curve to 0.76 ($p < 0.001$). According to the results of this study, the tissue-dependent information in RF time series has a direct relationship with the amount of energy applied to the tissue. This supports our hypothesis suggesting that the tissue typing information in RF time series originate from microstructural vibrations in biological tissue caused by the acoustic force from ultrasound beams. The differences between RF time series received from different tissue types fade at lower levels of energy which supports the idea of a mechanical mechanism as the possible cause of the tissue type related variations in echoes.

5. CONCLUSION AND FUTURE WORK

We have shown that the sequence of echoes received from tissue, while the probe and the tissue are fixed in position, bear tissue-type dependent variations.\textsuperscript{5,18} This sequence of echoes is called RF time series. In this paper, we reported phantom studies aimed at identification of physical properties of tissue that affect the ultrasound RF time series. Our analysis was based on seven features extracted from time series of RF ultrasound echoes used along with SVM classification. The results showed that RF time series acquired from tissue mimicking phantoms with difference only in the size of cell-mimicking particles are distinguishable with statistically reliable accuracy of 82.2\% (at the frame rate of 45 $\text{fps}$). The classification accuracy meaningfully increased with increase in the frame rate. We also studied the tissue typing capabilities of the RF time series on phantoms with differences in elastic properties. Classification of elasticity phantoms show more variability. We conclude that the features extracted from time series of RF signals are strongly affected by the microstructural properties of the phantoms. This was confirmed based on the high accuracy and consistency of the results acquired on particle size phantoms. On the other hand, the low accuracy of classification experiments on elastography phantoms show that our proposed features are not highly sensitive to the macroscopic elasticity of the tissue.

Previously, we have shown that RF time series provide a reliable source of tissue typing features for \textit{ex-vivo} detection of prostate cancer.\textsuperscript{4} The results of this study confirm that the evident differences in microstructure of cancerous versus normal tissue could play a role in the success of the proposed tissue typing method. The next planned stage of our study is to acquire ultrasound RF time series data from patients undergoing prostate biopsy to confirm the \textit{in-vivo} utility and sensitivity of the proposed method.
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