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[1] Tidal oscillations dominate the flow field in many submarine canyons. Observations
have shown that semidiurnal tidal energy in submarine canyons is significantly amplified
with respect to adjacent shelves. This amplification is thought to be caused by focusing
of propagating internal tides incident from the open ocean, or local in‐canyon generation
on critical canyon floor slopes. These mechanisms require freely propagating internal
tides, with superinertial frequencies. We present results from a moored array in a canyon at
44°N, where the observed velocities reached over 0.8 m s−1. The canyon flow field was
highly unusual because it was dominated by the subinertial diurnal tide. This occurred
despite the fact that the barotropic tide was predominantly semidiurnal. The diurnal tide
was dramatically amplified in the canyon, its velocities increasing toward the seafloor and
canyon head. The diurnal oscillations also exhibited marked modulation in time by the
background barotropic forcing. Length scales suggest that the diurnal tide should be
resonant in the canyon. An analytical framework is used to explain the mechanisms behind
the strong diurnal currents observed by the moored array. In the model, along‐shelf
barotropic flow sets up a double Kelvin wave response in the canyon, generating
along‐canyon velocities which are subsequently amplified by resonance. The pattern of
the model predictions is in excellent agreement with the observed velocity pattern.
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1. Introduction

1.1. Canyons and the General Circulation

[2] Submarine canyons are ubiquitous features on the
continental shelf. They occupy on average about 20% of the
North and Central American coastline, but in places up to
half of the shelf edge is incised with these features [Hickey,
1995]. Moored current meters have shown that the flow
field within canyons is typically dominated by along‐axis
flow at near tidal frequencies [Shepard et al., 1979]. Diverse
observations have also demonstrated that tidal energy is
amplified in canyons relative to the surrounding shelf [Shepard
et al., 1979; Hotchkiss and Wunsch, 1982; Petruncio et al.,
1998; Kunze et al., 2002; Lee et al., 2009]. Intense tidal
motions within canyons result in enhanced bottom mixing
[Carter and Gregg, 2002; Lee et al., 2009], which in turn has
significant implications for shelf‐ocean exchange [McPhee‐
Shaw, 2006; Allen and Durrieu de Madron, 2009] and local
ecosystems [Thomsen and van Weering, 1998; Monteiro
et al., 2005]. The dissipation is also a sink in the global

tidal energy budget [Munk, 1997], and the resulting mixing is
a driver of the meridional overturning circulation [Wunsch
and Ferrari, 2004].
[3] In stratified shelf systems, tidal flow over abrupt shelf

break topography frequently generates internal waves at
the tidal period [Wunsch, 1975]. These baroclinic motions
contribute to the observed tidal amplification in canyons
[Petruncio et al., 2002]. Internal tides are affected by rota-
tion, and the wave energy travels in beams or characteristics
at an angle �g to the horizontal, perpendicular to the wave
crests. This angle is determined by the frequency of the
internal waves, the vertical density structure and the latitude

tan �g

� � ¼ !2 � f 2

N2 � !2

� �1=2
ð1Þ

where w is the internal wave frequency; f is the Coriolis
frequency, and N is the buoyancy frequency [Gill, 1982].
[4] A limit on the lower end of the permitted frequency

range of free waves is given by inertial oscillations at T =
2p/∣f ∣. Thus in general w > ∣f ∣ for free internal waves. A
wave propagating poleward cannot pass the latitude where
w = ∣f ∣, and will be reflected there. Forced motions such as
tides might produce internal waves with w < ∣f ∣ to satisfy
boundary conditions, however these waves will be bottom
trapped and will decay exponentially away from the sea-
floor. Further, these trapped waves will not propagate,
although they will be periodic in time [Gill, 1982; Pond and
Pickard, 1983].
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[5] When interacting with a flat bottom, the surface, or the
base of the pycnocline, freely propagating internal waves are
reflected with an angle equal to the angle of incidence,
relative to the local gravity vector [Cacchione et al., 2002].
In the case of a bottom sloping at an angle g, the waves may
either be reflected (g/�g > 1) or transmitted (g/�g < 1). In the
special case where g/�g = 1, the so called critical angle, the
energy of the internal wave is trapped near the bottom,
leading to maximum bottom velocities and shear stresses
[Cacchione andDrake, 1986;Cacchione et al., 2002;McPhee‐
Shaw et al., 2004;Wunsch, 1969].
[6] Submarine canyons often exhibit a v‐shaped topog-

raphy [Shepard et al., 1979]. That is, the width of the
canyon decreases with depth. The canyon width also typi-
cally decreases toward the head. The reduction in volume
causes a geometric funneling and linear amplification of
energy traveling toward the canyon head. This funneling
effect offers a partial explanation for tidal amplification
within canyons. Geometric focusing of internal tidal energy
is a separate, complementary mechanism for the observed
amplification. Freely propagating internal wave energy is
focused to the bottom of canyons by successive supercritical
reflections from the steep canyon side walls [Gordon and
Marshall, 1976]. Similarly, internal wave energy encroach-
ing on the shelf from the open ocean will be focused by
successive reflections toward the canyon head [Hotchkiss and
Wunsch, 1982]. Note that this mechanism requires freely
propagating internal waves, which poleward of 30°, pre-
cludes the diurnal internal tide by (1).
[7] The available observations [Hotchkiss and Wunsch,

1982; Huthnance, 1989; Petruncio et al., 1998; Kunze et al.,
2002; Wang et al., 2008; Lee et al., 2009] show an increase
in tidal energy toward the bottom, and head of the respective
canyons. The observed amplification usually exceeded that
expected from linear geometrical funneling, invoking the
internal tide focusing mechanism. The observations also
unanimously demonstrate a dominance of the M2 tide within
canyons. This presumably relates to their latitude (>30°), and
the exclusion of free waves at the diurnal frequency. Labo-
ratory [Baines, 1983] and numerical [Petruncio et al., 2002]

experiments have attempted to explore the parameter space of
variables controlling the degree of tidal amplification. The
broad conclusion that can be drawn is that the degree of
amplification is sensitive to the canyon bottom slope. Greater
areas of critical bottom slope result in more intense tides
[Petruncio et al., 2002]. However, the early laboratory study
neglected rotation and had simple geometry [Baines, 1983].
The numerical experiment [Petruncio et al., 2002] was also
limited to simple geometries, and had only partial success in
reproducing the observations [Kunze et al., 2002]. Pérenne
et al. [2001] and Boyer et al. [2004] investigated oscillatory
flows over submarine canyons using laboratory and numeri-
cal models, with a simple geometry and realistic stratification.
The focus in those studies was on the mean flow in a canyon
that was both shorter and shallower than the canyon we are
interested in here and the nature of the time‐evolving tidal
flow for long canyons remains unclear from the Boyer et al.
[2004] results. The understanding of tidal amplification in
submarine canyons is as yet incomplete.
[8] In this paper we describe mooring observations of

canyon tidal amplification that demonstrate a highly unusual
dominance of the K1 frequency, despite the high latitude
(44°N). As far as we are aware, this is a previously unob-
served phenomena. In order to understand the dynamical
mechanisms behind the observed amplification, we develop
and apply an analytical modeling framework.

1.2. The Gully Region

[9] The Gully is located on the Scotian Shelf of Canada,
east of Sable Island. It is a broad deep canyon, reaching
2000 m deep and 15 km wide near its mouth, and narrowing
significantly along its sinuous axis toward the head (see
Figure 1). The Gully’s steep walls are reflective for tidal
frequencies, and the floor maybe transmissive, critical or
reflective depending on the stratification. Numerical results
suggest that water rotates in a cyclonic gyre within the Gully
[Han and Loder, 2003], which is occasionally perturbed by
the influence of Gulf Stream Rings [Strain and Yeats, 2005].
The surface tide is dominated by theM2 and K1 components,
with a typical range of over 1 m.

Figure 1. (a) The bathymetry of the Scotian Shelf of eastern Canada. The inset box to the east of Sable
Island denotes the position of the Gully. (b) A high‐resolution bathymetry of the boxed region inset in
Figure 1a showing the sinuous Sable Gully. Black dots denote mooring positions. Contours are at 200,
500, 1000, and 2000 m.
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[10] Elevated levels of nutrients [Strain and Yeats, 2005]
and organic carbon have been observed near the head of the
Gully, perhaps explaining the unusually high density of
demersal fish, cetaceans and seals found in the Gully region
[Gordon and Fenton, 2002]. High concentrations of organic
carbon at the head, and along the axis of the Gully, also
suggest that the canyon may act as a conduit for the pro-
duction and export of organic matter to the deep ocean
[Gordon and Fenton, 2002]. The benthos also exhibit high
diversity in the Gully, purportedly due to the range of avail-
able habitats on the canyon walls [Strain and Yeats, 2005].
The richness of the ecosystem lead to the Gully being
declared a Marine Protected Area (MPA) in 2004. The
physical mechanism responsible for the vertical nutrient
transport required to sustain the enhanced productivity in the
Gully remains in question. Canyon upwelling is not a can-
didate, because the large scale mean circulation makes the
Gully a downwelling canyon.
[11] Internal tides have, however, been known to influ-

ence the nutrient dynamics of the Scotian Shelf [Sandstrom
and Elliot, 1984]. Sandstrom and Elliot [2002] showed that
semidiurnal tidal energy was elevated at least threefold in
the Gully compared to the surrounding shelf. Within the
Gully itself, tidal amplification was concentrated on the
eastern edge, where higher rates of turbulent mixing were

observed. These rates of energy dissipation were calculated to
be greater than that of a 30 m s−1 wind, and thus internal tide
dissipation is the dominant mixing process during favorable
stratification in spring and summer. The high rates of mixing
induced by baroclinic tidal dissipation on the eastern edge of
the Gully correlates with elevated nutrient concentrations
[Strain and Yeats, 2005]. Here we present current meter
observations from a moored array that contributes to a mod-
ified picture of tidal activity and vertical mixing in the Gully.

2. Data and Methods

[12] An array of four moorings was maintained in the
Gully between April 2006 and August 2007. Each mooring
was instrumented with Aanderaa RCM8 current meters,
Sea‐Bird SBE 37 MicroCAT CTDs, and upward looking
300 kHz RDI ADCPs near the surface (B. Greenan et al.,
Physical, chemical and biological variability of the Sable
Gully 2006–07, report in preparation, 2011). Figure 1 shows
the locations of the moorings, and Figure 2 includes schema
of the instrument positions. In the present paper we use the
CTD, RCM, and ADCP data, at hourly intervals, over the
period 18 June 2006 at 05:00 to 15 June 2007 at 16:00.
[13] During the deployment the moorings on the axis of

the canyon (SG2, near the canyon head; and S11, on the axis

Figure 2. Bathymetric cross sections of the Gully at (a) 5 km from the head, inline with the mooring
SG2; (b) 20 km from the head, inline with the moorings near the canyon center; and (c) at the canyon
mouth, defined by the 500 m isobath. An estimate of the cross‐sectional area below the 500 m isobath
is given for each section. (d) A bathymetric profile along the axis of the Gully. The positions of the moor-
ings are shown, and instruments utilized are represented as follows: RCMs (circles), CTDs (crosses), and
ADCPs (inverted triangles).
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near the canyon center) suffered significant knockdown. The
pressure recorded by the MicroCAT CTD nominally at
440 m on mooring SG11, revealed vertical displacements of
up to 550 db (Figure 3). The moorings were designed for
expected currents of 20–30 cm s−1, but the actual currents
far exceeded the design specification. Standard mooring
models and bulk estimates of knockdown for the observed
currents are consistent with the observed pressure changes
(see auxiliary material).1 Vertical shifts in the position of
instruments poses a problem to the interpretation and anal-
ysis of the CTD and current meter data. Since the moorings
SG10 and SG12 on the flanks of the Gully did not experi-
ence significant knockdown, the data there were unaffected.
Note that the mooring SG12 on the western flank was within
a feeder canyon.
[14] In order to produce a depth coherent data set, the

following procedure was used to interpolate the data from
the axis moorings to predetermined standard depths. The
CTD measurements were used for temperature and salinity
data, while the RCM8 and ADCP data on each mooring
were used in combination to produce current velocities at
the standard depths. The depth of every CTD was known
precisely at each time from the recorded pressure. The depths
of the RCMs and ADCPs at each time were calculated from
the known depth of the closest CTD, and the known distance
between instruments on the mooring, using geometry. This
calculation assumed that the mooring remained taut, that is,
that the distances separating instruments did not change with
mooring knockdown. Once the depths of every instrument
on a mooring had been determined, a linear interpolation
was used to calculate the data on standard depths, positioned
between the relevant instruments.

[15] Due to the differing nominal depths of CTDs and
RCMs on each mooring, different standard depths were used
for CTD and current velocity data. Further, because of dif-
fering instrument distribution, and the magnitude of knock-
down, it was also required to use different standard depths for
the two different moorings, SG2 and SG11. The standard
depths for each mooring, and measurement type are given in
Table 1. Data were interpolated to single standard depths for
the full duration of the records (Table 1). These records,
together with the records from moorings SG12 and SG10
shall be referred to as the full length records from here on. In
order to retrieve information about the vertical variations in
current velocity, a quiescent period of the records with min-
imal knockdown (18 June 2006 at 05:00:00 to 13 August
2006 at 06:00:00) was used to interpolate the current data to
multiple standard depths (see Table 1). These will be referred
to as the quiescent records.
[16] The measured sea level at Halifax and historical CTD

data was obtained upon request from Integrated Science
Data Management (ISDM) of the Department of Fisheries
and Oceans, Canada. The historical CTD data incorporates
all Temperature‐Salinity profiles collected within 30 Nm of
the Gully (43.91°N, 58.98°W) since 1970 and archived by
ISDM. Further CTD data was collected during the mooring
recovery cruise of the CCGSHudson inAugust 2007 (Greenan
et al., report in preparation, 2011). Hourly wind speed data
for Sable Island concurrent with the mooring program were
obtained from Environment Canada (http://www.climate.
weatheroffice.ec.gc.ca).
[17] Several analysis procedures were applied to the avail-

able data. Power spectra for various time series were produced
by applying a Hanning window and using the periodogram
method [Emery and Thomson, 2001]. Confidence spectra for
each of these were obtained by assuming a red noise back-
ground spectrum multiplied by the 95 percentile of the chi‐
square distribution [Torrence and Compo, 1998]. Harmonic
analysis of the complex current velocities was conducted
using the ttide package [Pawlowicz et al., 2002]. The tidal
analysis provides the semimajor and semiminor axis, ellipse
orientation and Greenwich phase, with confidence intervals,
for the exact tidal constituent frequencies.
[18] In order to compute a measure of stratification, the

potential density between vertically adjacent CTDs was
subtracted to produce first differenced density time series at
each of the moorings. Continuous Wavelet Transformations
(CWT) [Torrence and Compo, 1998] were performed on
complex current velocities, sea level at Halifax, wind speeds

Figure 3. Pressure from the CTD positioned at about
440 m depth on the axis mooring 15 km from the mouth,
over almost 1 year. The inset shows a zoom for the first
10 days of December 2006. The large‐pressure variations,
reaching up to 510 db, indicate mooring knockdown. There
is a clear periodicity of about 2 weeks in the vertical displa-
cements, reflecting the spring‐neap cycle.

Table 1. The Standard Depths (in m) to Which Data Was
Interpolateda

Mooring

SG2 SG11

RCM CTD RCM CTD

Full Record 750 500 800 400
Quiescent Record 350 265

500 375
700 560
900 1075

1520

aData was interpolated to a single standard depth (which differed by
mooring and for current velocity/CTD) for the full time series. For a
quiescent portion of the time series in July 2006, data was interpolated to
multiple standard depths.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011JC006990.
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from Sable Island and first differenced density data. The
Morlet wavelet was used as the basis function. In order to
examine the temporal variability of power in the diurnal band,
a scale average of wavelet power was produced for scales
between 23 and 25 hours. For the Morlet basis function,
wavelet scale is closely analogous to the Fourier period. The
scale average is the weighted sum of wavelet power between
the two scales and is equivalent to the average variance in the
given band [Torrence and Compo, 1998].

3. Results

3.1. Mooring Observations in the Gully

[19] The vertical knockdown of moorings on the axis of
the canyon already noted (Figure 3), provides some insight
to the nature of processes operating in the Gully. In time,
the magnitude of the maximum vertical displacements
varied nearly sinusoidally with a period of around 2 weeks,
suggestive of possible modulation by the spring‐neap cycle.
A magnification of the same pressure record for a 10 day
period in December 2006 (Figure 3) reveals that individual
displacements occurred with a periodicity of hours. For
example, there were three clear peaks between 3 and
5 December. At monthly timescales there was an additional
modulation of maximum displacements in time. The first
half of the record between July and December was charac-
terized by typical displacements of 100 db, while after

peaking in December, displacements in the second half
of the record had much larger maxima. Similar temporal
modulation was evident in the current velocity and density
records, to which we now turn.
[20] To objectively identify the dominant frequencies in

the data records, power spectra were computed for all the
full length complex current velocity and potential density
time series, as well as for the sea level at Halifax (Figure 4).
The Halifax sea level spectrum (Figure 4c), has its principal
peak at the M2 frequency. Secondary peaks occur at the S2,
M4 and K1 frequencies, in order of declining power. The
ratio of the diurnal to semidiurnal amplitudes K1/M2 = 0.19.
The sea level record indicates the dominance of the M2

constituent of the barotropic tide in the region [de Margerie
and Lank, 1986].
[21] The current velocity spectra from the Gully (Figure 4a)

reveal a considerably different picture. The dominant spectral
peaks are diurnal, at the K1 and O1 frequencies. The semi-
diurnal frequencies M2, S2, and the M4 higher harmonic have
significantly lower amplitudes than their diurnal counterparts.
This is illustrated by the ratio of the amplitudes K1/M2 = 3.12.
The sum frequenciesM2 +K1 =MK3 andM2 +O1 =MO3, are
statistically significant. The presence of these sum frequen-
cies indicates a nonlinear interaction amongst the diurnal and
semidiurnal tides, not evident in the sea level record. The
potential density spectra (Figure 4b) are similar to the
velocity spectra, except that the M4 constituent does not

Figure 4. Fourier power spectra of (a) complex current velocities from the flank mooring RCMs and the
full length interpolated velocities from the axis moorings, (b) the potential density computed from the all
available CTDs, and (c) sea level from Halifax. The dashed lines give the 95% confidence spectra. Sig-
nificant peaks at the tidal constituent frequencies are labeled in Figure 4a.
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appear as a significant peak. The correspondence between
the density and velocity spectra, the appearance of the sum
frequencies, and the shift to dominance of the diurnal con-
stituents in the Gully records suggests that baroclinic
motions are potentially important.
[22] To accurately characterize the nature of the tides in

the full length velocity time series, harmonic analysis was
applied to determine the ellipse information for the M2 and
K1 frequencies (Figure 5). The semimajor axes of the M2

ellipses at moorings near the head (SG2) and at the center
(SG11) were well aligned with the axis of the canyon. The
M2 amplitude increased from the center (5.6 cm s−1) toward
the head (11.9 cm s−1), where it was the largest. The mooring
SG12 on the western canyon flank had a much lower M2

amplitude than either mooring on the axis. The M2 ampli-
tude at SG10 on the eastern flank (8.9 cm s−1) was larger
than at the adjacent SG12 and SG11. This region of the
eastern flank was where Sandstrom and Elliot [1984] repor-
ted energetic M2 internal tides and solitons.
[23] The K1 ellipses had a small magnitude on the flanks

at SG12 and SG10, with the eastern flank again being the
more energetic of the two. The K1 semimajor axes in the
canyon at moorings SG11 and SG2 were significantly larger
than those on the flanks, and well aligned with the canyon
axis. These K1 ellipses were nearly rectilinear in the along‐
canyon direction, indicating minimal across‐canyon flow
at the K1 frequency. The amplitude of the K1 semimajor axis
increased significantly from SG11 at the center (12.0 cm s−1)
toward SG2 at the head of the canyon (30.5 cm s−1), where
it was the largest.
[24] In order to gain some insight into the vertical structure

of the tidal currents, harmonic analysis was again applied to
the quiescent velocity records that included multiple stan-
dard depths. The ellipse information between the full length
and quiescent records was in good agreement. Since the
largest tidal currents (K1) occurred on the axis of the canyon
we focus our attention there. Vertical profiles of the
amplitude of the semimajor axis of the tidal constituents at
moorings SG2 and SG11 were derived from the quiescent
records (Figure 6a). K1 velocities were everywhere higher

than those for M2. At the central mooring SG11, the K1

amplitude increased with depth from 7.3 cm s−1 at 265 m
to 21.2 cm s−1 at 1520 m. The K1 velocities near the head
(SG2) were far higher than the central (SG11) velocities,
and generally increased with depth, reaching a maximum of
35.0 cm s−1 at 700 m.
[25] The Greenwich phase gives the local response in

relation to the tidal forcing at the reference longitude of the
Greenwich Meridian. Larger phase angles correspond to a
later arrival of the wave crests [Pawlowicz, 2002]. At both
mooring SG2 and SG11, the phase of K1 decreased with
depth (Figure 6b). At the latter mooring, the phase change
was 60° over the 1250 m shown. The observed phase
change with depth is a further indication that the K1 tide has
a baroclinic component, since a purely barotropic tide would
have equal phase at all depths. In the horizontal, the phase
difference at K1 between the moorings on the axis is close to
zero. The moorings are separated by a distance of over
15 km, and the absence of a phase difference between them
indicates a large horizontal wavelength (�15 km), or a
standing wave pattern for K1.
[26] The information gleaned from the harmonic analysis

allowed the construction of a picture of the spatial variability
of the major tidal constituents in the Gully. However it is
clear from the earlier considerations of mooring knockdown
that there is also significant temporal modulation of current
velocities. In order to examine the temporal modulation of
current velocity a continuous wavelet transformation (CWT)
was performed on the full length velocity records. From
these transformations, a scale average of wavelet power
in the 23–25 h band was produced in order to consider the
temporal modulation of diurnal current power. A principal
component analysis of the diurnal current power time series
of 8 RCMs, from the four moorings, results in only one
significant principal component, that explains over 95% of
the variance. Principal components two and above were not
significant according to the Kaiser test [Hsieh, 2009]. The
associated eigenvector was positive everywhere in space.
The production of only one significant principal compo-
nent with a uniformly positive eigenvector means that the

Figure 5. (left) M2 and (right) K1 tidal ellipses derived from harmonic analysis of the full length velocity
records. The respective depths were 750 (head), 800 (center), 550 (western flank), and 316 m (eastern
flank). The 200, 500, and 1000 m isobaths are contoured in gray.
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modulation of diurnal current power was coherent in space.
That is, the strength of the diurnal current velocity increased
and decreased together at the four mooring locations. This
then suggests that a single, region wide forcing mechanism
was responsible for modulating the diurnal current speeds
in the Gully.
[27] Several plausible mechanisms could alter the strength

of the observed diurnal current, including wind speed, strat-
ification (since baroclinic effects are anticipated) and the
strength of barotropic tide. The first differenced potential
densities between vertically adjacent standard depths are used
as a proxy for the stratification, and the sea level at Halifax
is considered a measure of the strength of the background
barotropic tide. To the Halifax sea level we apply the CWT
and scale averaging to produce a time series of diurnal
barotropic power.
[28] A correlation matrix between diurnal current power,

wind speed, stratification, and diurnal barotropic power was
produced (Table 2). Only the barotropic power is signifi-
cantly correlated with the diurnal current power. The mod-
ulation of diurnal current velocities is therefore principally
controlled by the strength of the background barotropic tide.
[29] This relationship is elucidated by the observation that

the diurnal barotropic power (solid line, Figure 7) and the
diurnal current power (dashed line) varied together closely
at the central mooring SG11. There was a distinct biweekly
period set by the spring‐neap cycle. Over monthly periods,
the barotopic forcing and current velocity response also

corresponded closely, as can be seen by smoothing the time
series with a 27.5 day running mean (Figure 7, top). The
large magnitude velocity response to barotropic forcing in
the Gully indicates that resonance may have been occurring.

3.2. Models of Tidally Forced Flow in a Canyon

3.2.1. Basic Model Configuration
[30] The mooring observations from within the Gully

revealed that diurnal tidal currents were far stronger in the
centre of the canyon, where they were rectilinear and directed
along the canyon axis. Numerical tidal models of the Scotian
Shelf [e.g., deMargerie and Lank, 1986;Gordon and Fenton,
2002] show that the K1 tidal ellipses are generally orientated

Figure 6. Vertical profiles of (a) major axis speed and (b) Greenwich phase, derived from harmonic
analysis. Profiles are shown only for the moorings on the canyon axis, 15 (circles) and 30 km (triangles)
from the mouth. Profiles for the K1 tide are shown in black, and profiles for the M2 tide are shown in gray.

Table 2. Correlation Between Low‐Frequency Diurnal Current
Power and Barotropic Forcing, Stratification, and Wind Speeda

RCM K1 Hsl K1 D Density Wind Speed

1.000 0.902 −0.197 0.172
0.902 1.000 −0.370 0.192
−0.193 −0.370 1.000 0.040
0.172 0.192 0.040 1.000

aThe correlation matrix is between scale averaged diurnal power from the
central RCM velocities (RCM K1), scale averaged diurnal power from
Halifax sea level (Hsl K1), the first differenced density between two
vertically adjacent CTDs (D Density) and wind speed from Sable Island
(Wind Speed). All fields, originally at hourly resolution, were smoothed
with a 27.5 day running mean before the correlations were computed.
Statistically significant (5%) correlations are shown in bold.
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along the shelf, with typical velocities of 5–10 cm s−1. The
model of de Margerie and Lank [1986] showed elevated
K1 and O1 velocites on the flanks of The Gully. Within the
canyon, the numerical models do not produce the strong,
along‐canyon (and therefore across shelf) velocities that
are observed. The purpose of this section is to develop
a dynamical framework that is capable of explaining the
along‐canyon diurnal flow in the Gully, with the observed
pattern of amplification toward the axis and the head. We do
this by developing two separate, yet complementary ana-
lytical models. The first (section 3.2.2) establishes the
influence of a uniform trench like topography on the bar-
oclinic response to overhead barotropic flow. The second
model (section 3.2.3) aims to capture the sensitivity of the
along‐canyon velocity structure to geometric changes in that
direction (i.e., to the narrowing and shoaling of the canyon
toward the head). In both cases, as a simple first approxi-
mation that permits analytical consideration, the vertical
structure will be represented as a 1.5 layer system.
[31] In reality, the potential density section (Figure 8)

shows that potential density increases rapidly with depth in
the upper 200 m. Between 200 and 2000 m, the density
increase is nearly linear, and far smaller in magnitude,
resulting in a near constant buoyancy frequency. We do not
represent this continuous stratification, but use a typical value
of the buoyancy frequency to inform the selection of the
reduced gravity, g′, in our 1.5 layer system. This is done by
requiring the Rossby radius to remain consistent through both
representations. In the continuously stratified case, R = c/f,
where c is the wave speed. Using vertical density profiles it is
possible to calculate the speed, c, of a mode one wave over a
flat bottom, and the corresponding Rossby radius. The
average of the black profiles in Figure 8 yields R = 14 km.

One standard deviation on either side of the mean profile
results in the range, 22 > R > 2.5 km. In the 1.5 layer system
the Rossby radius, R =

ffiffiffiffiffiffi
g′h

p
/f. The choice here is for the

lower‐layer thickness, h = 1600 m, so that the interface lies
100 m above the depth of the shelf surrounding the canyon
(see section 1.2). To have R = 14 km the appropriate value
of g′ is about 1.2 × 10−3 m s−2 in our 1.5 layer system.
However the specific values adopted for g′, and the corre-
sponding R values are model dependent and are given by
section below.
[32] The linear, rotating, inviscid, Boussinesq, shallow

water momentum equations for the baroclinic flow in the
lower layer are [Gill, 1982]

@u

@t
� fv ¼ �g′

@�

@x
;

@v

@t
þ fu ¼ �g′

@�

@y
ð2Þ

here u is the across‐channel velocity, f is the Coriolis fre-
quency, v is the along‐canyon velocity, and h is the elevation
of the interface between the two layers. Here we have made
the further approximation of a 1.5 layer system by letting the
depth of the upper layer go to infinity and assuming the
baroclinic velocities there to be zero. In the following sections
an appropriate form of the conservation of mass is adopted,
and the two models are developed.
3.2.2. Double Kelvin Wave Model of Flow Over an
Infinite Trench
[33] Here we are interested in the lower‐layer baroclinic

response to a background barotropic forcing, in the presence
of topography. Topographic variations in y are neglected,

Figure 7. (bottom) Scale‐averaged power for the diurnal
(23–25 h) band from Continous Wavelet Transformations.
The dashed line represents diurnal power from the complex
velocities from the central mooring at 750 m. The solid
black line represents diurnal power from Halifax sea level.
(top) The same power time series that have been smoothed
with a 27.5 day running mean. Only data frommid‐September
2006 onward were used due to missing values in the sea
level record.

Figure 8. Vertical profiles of (a) potential density and
(b) buoyancy frequency from the Gully region. The black
points denote data collected during mooring recovery opera-
tions in the Gully during August 2007. N2 profiles have been
smoothed. The gray points denote historical data, within a
30 Nm radius of the central mooring, collected since 1970
and retrieved from the ISDM archive. All months between
March and December are represented in the historical data,
but the majority of stations were occupied in July–October
and few stations were occupied in November–December.
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and the flow assumed to be uniform in that direction. The
conservation of mass in the lower layer is

@�

@t
þ @ huð Þ

@x
¼ 0 ð3Þ

where h is the thickness of the lower layer. Variations of
canyon geometry across shelf are not considered here for
simplicity, but are dealt with later. Thus, the model is
appropriate for considering uniform along‐shelf flow that
encounters an infinitely long trench. With these assumptions
we arrive at the simplified expression for forced flow over
topography [Allen and Thomson, 1993]

g′h
d2u

dx2
þ 2g′

dh

dx

du

dx
� f 2 � !2
� �

u ¼ �g′
d2h

dx2
u0 þ uð Þ ð4Þ

here w is the forcing frequency, and u0 is the velocity of the
across‐trench background barotropic forcing. Time depen-
dence has been removed by assuming that the forcing and
the baroclinic response, (u0, u) / eiwt. The key aspect of the
dynamics of this system is that the cross‐trench barotropic
flow u0, forces an along‐trench baroclinic response, v in the
lower layer. This uniform along‐trench perturbation velocity
is stronger than the cross‐trench perturbation velocity and
from (2)

v ¼ � f

i!
u ð5Þ

[34] The perturbation velocity u is related back to the total
velocities and interface displacement by [Allen and Thomson,
1993]

U ¼ u0 þ uð Þei!t

V ¼ v0 � f

i!
u

� �
ei!t

� ¼ � 1

i!
h
du

dx
þ dh

dx
u0 þ u½ �

� �
ei!t

ð6Þ

[35] The simplest case of a rectangular trench of width W
and depthDH, centered on x = 0 (Figures 9a and 9c) may be
solved analytically. Separate solutions can be found within
the trench, and far from the trench, where dh/dx = 0, and the
expression for the perturbation velocity simplifies to

g′h
d2u

dx2
� f 2 � !2
� �

u ¼ 0 ð7Þ

[36] The condition within the trench is that the flow is
symmetrical, requiring ∂u/∂x = 0 at x = 0. The solution is

u ¼ C cosh x=R ′!ð Þ ð8Þ

[37] The term Rw′ = (g′ (H0 + DH)( f 2 − w2)−1)1/2 is the
deformation radius for oscillating flow within the trench,
where H0 is the depth of the bottom layer over the shelf.
[38] On the shelf, far from the trench the solution is

u ¼ Ae� xj j=R! ð9Þ

where the condition that the perturbation velocity must remain
bounded as x → ∞ has been applied. Here Rw = (g′H0 ( f

2 −
w2)−1)1/2 is the deformation radius for oscillating flow on the
shelf, away from the trench. At the edge of the trench, x =
W/2, these two solutions must match, providing the values
of the constants A and C. The conditions governing the
solutions at the edge of the trench are that the interface
displacement, h must be continuous, to ensure finite veloc-
ities, and the total cross‐trench mass flux must also be
continuous.
[39] The solution for a rectangular trench with a widthW =

2.5R, where the lower‐layer depth, h =H0 = 200m, is defined
over the shelf yielding R = 1.5 km, g′ = 1 × 10−4 m s−2, a
trench depthDH = 0.5H0 and a forcing frequency w/f = 0.6 is
similar but opposite to the top hat ridge solution [Allen and
Thomson, 1993]. However note that the along‐canyon
velocity is shown here, while Allen and Thomson [1993]
showed the cross‐canyon velocity (Figure 9a). The magni-
tude of the maximum velocities within the trench are about
half those for the corresponding ridge. The positive phase of
the barotropic forcing drives a baroclinic response v, that is
positive inside the trench, and an oppositely directed
response outside of the trench. It is worth noting that (5)
implies that the across‐trench perturbation velocity u is
out of phase with the barotropic forcing u0. This means that
within the trench the total across‐trench velocityU is reduced
by the baroclinic response, while outside of the trench it is
enhanced. This solution applies only for subinertial fre-
quencies. Superinertial barotropic flow over the trench will
also generate a response, although it takes on the form of an
oscillatory standing wave. The along‐trench flow will also be
reduced relative to the forcing for superinertial frequencies
according to (5), since in this case w > f.
[40] For a more realistic triangular trench profile, with a

slope s = DH/(W/2), the solution is obtained numerically by
using a ‘shooting method’ [Allen and Thomson, 1993]. The
velocity outside of the trench is again negative, but con-
siderably smaller than in the rectangular case (Figure 9b).
The important feature to note is that the along‐canyon per-
turbation velocity increases toward the center of the trench
with the triangular profile. Solutions are also shown for the
two trench profiles using parameters similar to those observed
in The Gully (Figures 9c and 9d). Specifically, W = R =
14 km, where the lower‐layer depth h =H0 +DH = 1600 m is
defined over the trench, g′ = 1.2 × 10−3 m s−2, the trench
depth DH = 15H0 and w/f = 0.73.
[41] The maximum along‐canyon velocity in the center of

the triangular trench depends on the width of the trench
relative to the Rossby radius, W/R, the trench depth relative
to the lower‐layer depth on the shelf,DH/H0 and the forcing
frequency relative to the Coriolis frequency, w/f (Figure 10).
Narrower trenches have more rapid along‐trench velocities
(10a). Thus as noted above, the total across‐trench velocity,
U, decreases with narrowing trench width, as expected. The
perturbation velocity also increases as the forcing frequency
approaches the local inertial frequency (Figure 10a and
10b). Increasing trench depth (Figure 10b) has an intriguing
effect. Deeper trenches have more rapid along‐trench per-
turbation velocities. As the barotropic flow crosses the edge
of the trench, the depth increases, generating cyclonic rel-
ative vorticity. On exiting the trench, the flow is compressed
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and accelerates, generating anticyclonic vorticity. The net
response is therefore a standing double Kelvin wave over
the trench which is uniform along the homogeneous topog-
raphy in y.

3.2.3. Canyon Seiche Model
[42] The 1.5 layer model in the previous section estab-

lished that across‐canyon barotropic flow would drive an
along‐canyon baroclinic velocity of the same order. How-

Figure 9. Perturbation velocities in the along‐trench direction from the 1.5 layer model. (a) Analytic solu-
tion for a rectangular trench withW = 2.5R,H0 = 2DH, and a reduced gravity g′ = 1 × 10−4 m s−2; (b) numeric
solution for a triangular trench profile with the same parameters as in Figure 9a; (c) analytic solution for a
rectangular trench with parameters similar to the Gully,W = R,H0 = 0.07DH and g′ = 1.2 × 10−3 m s−2; and
(d) numeric solution for a triangular trench with the same parameters as in Figure 9c. The profiles of the
rectangular and triangular trench are shown on top. Figures 9a and 9c are the corresponding trench solutions
to the top hat and triangular ridges of Allen and Thomson [1993], except that the along‐trench velocities are
shown here.

Figure 10. Parameter spaces for the 1.5 layermodel of a triangular trench. (a) Perturbation velocity as a func-
tion of trench width W/R, for various values of w/f between 0.2 and 0.99. The trench depth is DH/H0 = 3.
(b) Perturbation velocity as a function of trench depth, DH/H0, for various values of w/f. The trench width
is W = 2.5R. All perturbation velocities are given at the center of the trench.
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ever, the model was for an infinite trench, and did not con-
sider variations in the along‐canyon direction. We address
this now by considering along‐axis flow in a 1.5 layer channel
of length L in the y direction, with a closed boundary at the
head (y = 0). The completely closed boundary condition at
the head conflicts with our statement that the density inter-
face lies 100 m above the canyon rim (section 3.2.1). We
address the effect of differing boundary conditions at the
head later. For the case where the narrow channel approxi-
mation holds, it can be assumed that the across‐canyon
velocities are negligible [Gill, 1982], so that

fv ¼ g′
@�

@x
;

@v

@t
¼ �g′

@�

@y
ð10Þ

The along‐canyon flow will be in geostrophic balance with a
cross‐canyon interface tilt. We assume the velocity is uni-
form across the canyon. For a channel with a variable width
W, and lower‐layer depth H, the conservation of mass in the
along‐canyon direction (y) is given by [Gill 1982, p. 113]

W yð Þ @�′
@t

þ @Av

@y
¼ 0 ð11Þ

where the cross‐sectional area at any point along the channel
is given as A = WH, and h′ is the on axis interface dis-
placement. Substitution of the y momentum equation (10)
into (11) gives

W
@2�

@t2
¼ g′

@

@y
A
@�

@y

� �
ð12Þ

This equation describes the flow along a channel with a
closed head and a variable geometry in y. For the simplest
geometric case of constant W and H and by applying a zero
impedance condition at the open mouth, an analytic solution
can be found for (12) [Gill, 1982]. In this analytic case, the
wavelengths and associated frequencies of permitted oscil-
lations in the channel are limited to the discrete set

kL ¼ nþ 1

2

� �
� ð13Þ

and

!L

c
¼ nþ 1

2

� �
� for n ¼ 0; 1; 2 . . . ð14Þ

These are the familiar resonant frequencies for the channel,
and the lowest mode, n = 0, describes the channel seiche
with a wavelength 4L. The wave speed c2 = g′H. The forcing
frequency w = 7.27 × 10−5 s−1 is diurnal, and the reduced
gravity g’ = 1.65 × 10−3 m s−2 (and thus c) was selected so
to as to make the channel resonant. The corresponding
Rossby radius is 16 km. The velocity solution (Figure 11a,
circles) shows that the along‐canyon velocity is highest at
the mouth, and reduces rapidly to zero as the solid vertical
wall at the head of the canyon is approached. By contrast,
the interface displacement is greatest at the head of the
channel, and zero at the mouth, consistent with the zero
impedance condition (Figure 11a, crosses). It can also be seen
that a numerical solution to the equations (Figure 11a, solid
lines), exactly matches the analytical solution in this example.
[43] In the more general case of variable geometry, the

quarter wavelength channel seiche also occurs, but the nature
of the along‐canyon velocity and interface displacement
differ depending on the exact geometric changes. The details
of the along‐canyon distribution of v and h can be determined
numerically for any geometry from (12).
[44] We select to first consider the case of a flat bottomed

canyon, that narrows toward the head. The width at the head
is chosen so thatWhead = 1/10Wmouth. For resonance with the
narrowing geometry, g′ = 8.4 × 10−4 m s−2. The along‐
canyon velocities (Figure 11b) in this case are generally
lower, due to the lower g′ required to make the channel
resonant. However note that the magnitude of the velocities
shown here are for an arbitrarily selected isopycnal dis-
placement of 300 m at the canyon head. We are primarily
concerned with the pattern of the velocity, which is unaf-
fected by the selection of interface displacement. In partic-
ular, for the narrowing canyon case, the maximum velocity
occurs closer to the head (26 km; Figure 11b) than in the
constant width case (35 km; Figure 11a).
[45] Another possible geometrical change is a shoaling of

depth toward the head of the canyon. To investigate the

Figure 11. Interface height (dashed) and along‐canyon velocity (solid) for the gravest mode of reso-
nance in a canyon with constant along‐axis depth shown for (a) a canyon of constant width (the circles
and crosses show the analytical solution) and (b) a canyon that narrows to a width Whead = 1/10Wmouth. In
both Figures 11a and 11b the canyon length is L = 35 km and interface displacement is h = 300 m at the
head; reduced gravity is g′ = 1.65 × 10−3 m s−2 in Figure 11a; and reduced gravity is g′ = 8.40 × 10−4 m s−2

for resonance in Figure 11b. The open ocean is at y = 35 km, where the boundary condition h = 0 m, and
the canyon head is at y = 0 km, where the boundary condition is v = 0 m s−1.
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influence of shoaling depth on the along‐ canyon velocity
field, we consider the case where Hhead = 1/2Hmouth. First,
the case of a constant width canyon, with a shoaling bottom
is considered (Figure 12a). Here for the channel to be res-
onant, we determine a value of g′ numerically, since no
analytical solution exists for the sloping bottom case. We
do this by requiring the boundary condition, v = 0, be met
at the head of the canyon, and this is achieved for g′ = 1.95 ×
10−3 m s−2. The shape of the velocity profile is changed
from the flat‐bottomed case (Figure 11a). At midcanyon,
20 km from the head, the velocities are higher when the
canyon has a shoaling bottom. If the effect of bottom shoaling,
and narrowing are considered together, the velocity profile is
considerablymodified (Figure 12b). Here g′ = 1.0 × 10−3 m s−2

for resonance, again a value determined numerically. The
no flow condition through the solid wall at the head still
requires the velocity to be zero there. However, the maximum
velocity occurs 19 km from the canyon head, and decreases
toward the mouth. These numerical results demonstrate that
along‐canyon changes in geometry have the ability to sig-
nificantly alter the velocity profile of a resonant wave within
the canyon.

4. Discussion

[46] The observation that the K1 tide dominates the Gully
is highly unusual. Previous studies of canyons at similar
latitudes have unanimously shown the highest tidal velocities
occur at the M2 frequency [Hotchkiss and Wunsch, 1982;
Petruncio et al., 1998; Kunze et al., 2002;Wang et al., 2008;
Lee et al., 2009]. The explanation of enhanced M2 tidal
velocities has concentrated on geometric focusing of the
free M2 internal tide by supercritical canyon topography
[Hotchkiss and Wunsch, 1982] and local in‐canyon gen-
eration on critical bottom slopes [Petruncio et al., 2002].
However, these mechanisms are both unable to explain the
amplification of the bottom‐trapped K1 tide in the Gully.
[47] The proceeding sections developed two models for

describing the nature of oscillatory flow in a canyon. We
now draw these models together, and attempt to explain the
observed velocity structure in the Gully. Diurnal barotropic

tidal flows on the Scotian shelf are generally orientated
along the shelf [de Margerie and Lank, 1986; Gordon and
Fenton, 2002]. Following section 3.2.2, we anticipate that
in the presence of stratification, an along‐shelf barotropic
tide will force a cross‐shelf baroclinic velocity in the lower
layer of a canyon. The strength of the baroclinic response
depends on given geometrical features of the canyon.
[48] In the Gully, the canyon width (<15 km) is approx-

imately the same as or less than the observed mean Rossby
Radius (14 km; see 3.2.1). The ratio of lower‐layer depth
over the canyon, to the lower‐layer depth over the shelf,
DH/H0, varies along the length of The Gully (see section 1.2;
Figure 8), but generally DH/H0 > 5. At the latitude of
the Gully (44°N), the diurnal forcing frequency is subinertial
(w = 7.27 × 10−5 s−1), yet it is approaching that of the local
inertial frequency (f = 1.01 × 10−4 s−1). The across‐canyon
geometrical profile of the Gully is nearly triangular, sug-
gesting that the model developed in section 3.2.2 can
appropriately be applied. The baroclinic response in v at the
center of the canyon for the set of geometrical parameters
representing the Gully is found to be on the same order as
the barotropic forcing for these near diurnal frequencies
(Figure 9d). Superinertial tides such as M2, will also excite a
baroclinic response in The Gully, although its magnitude
will be less than the barotropic forcing.
[49] The nature of the velocity profile in the along‐canyon

direction again depends on the canyon geometry, the forcing
frequency, and the strength of the stratification. The Gully
represents a special case in this regard. The diurnal frequency
is very near to resonant for the observed stratification. For
quarter wavelength resonance in a flat bottomed channel,
the required constraints on the channel length and stratifica-
tion are given by equation (14). For wL/c = 0.5p requires
R = 16 km, close to the observed mean value. Indeed, it
has been proposed that much of the Scotian shelf is resonant
with respect to the diurnal tide [Gordon and Fenton, 2002].
A resonant wave in a canyon conforms to the frame-
work established in section 3.2.3. An idealized canyon with
a narrowing (Whead = 1/10Wmouth) and shoaling (Hhead = 1/
2Hmouth) geometry corresponding to theGully (see section 1.2),
has an along‐canyon velocity profile as given by Figure 12b.

Figure 12. Interface height (dashed) and along‐canyon velocity (solid) for the gravest mode of reso-
nance in a canyon with a shoaling depth for (a) a canyon of constant width and (b) a canyon that narrows
to a width Whead = 1/10Wmouth. In both cases the canyon shoals to Hhead = 1/2Hmouth, the canyon length is
L = 35 km and interface displacement is h = 300 m at the head; reduced gravity is g′ = 1.95 × 10−3 m s−2

in Figure 12a; and reduced gravity is g′ = 1.0 × 10−3 m s−2 for resonance in Figure 12b. The open ocean
is at y = 35 km, where the boundary condition h = 0 m, and the canyon head is at y = 0 km, where the
boundary condition is v = 0 m s−1.
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The velocity maximum 19 km from the head is approximately
1.6 times greater than the velocity at the mouth. The role of
the resonance is then to successively amplify the effects of the
geometric funneling on the along‐canyon baroclinic flow.
This resonance for near diurnal frequencies in The Gully is
responsible for the dominance of the K1 and O1 currents that
we observed (section 3.1), despite the fact that the barotropic
forcing is greater at the M2 frequency.
[50] How do these simple model projections of the

velocity profile in the Gully compare to the observations?
The observed currents (section 3.1) were nearly rectilinear
in the along‐canyon direction. This is consistent with the
prediction in section 3.2.2 that the baroclinic response acts
to reduce the total across‐canyon velocity U. The narrow‐
channel approximation adopted in section 3.2.3 follows
directly. In the vertical, the observed currents within the
Gully intensified with depth. This is expected since pole-
ward of 30°, where the local inertial frequency exceeds 7.29 ×
10−5 s−1, forced motions at the diurnal frequency and below
are bottom trapped [Gill, 1982]. This fact supports our use
of a 1.5 layer model to examine the baroclinic velocities in
the lower layer only.
[51] Spatially, the observations suggested a pattern of

minimal velocities at the edges of the canyon, with the
maximum along‐canyon velocity near the axis (Figure 5).
The double Kelvin wave model using a triangular geometry
(Figure 9d) predicts this increase in the v velocity to a max-
imum at the center of the canyon. At the canyon rim, the
predicted velocity is also small, as in the observations. Thus,
theKelvin wavemodel accurately predicts the spatial velocity
pattern in the across‐canyon direction.
[52] In the along‐canyon direction, the mooring observa-

tions showed an approximate doubling in velocities from the
central mooring SG11, to the mooring around 5 km from the

head of the canyon (Figures 5 and 6). The canyon seiche
model (section 3.2.3) dealt with the along‐canyon velocity
profile. The model prediction for a shoaling and narrowing
canyon (Figure 12b), was for an 1.5 × increase in current
speed from the mouth of the canyon to the maximum around
19 km for the head, after which it decayed to zero. The
assumption of a vertical wall at the head of the canyon,
which forces the model velocity to zero may be unneces-
sarily limiting.
[53] While something resembling a vertical wall does

occur in the Gully (Figure 2d, at 0 km), it does not reach to
the surface. In all likelihood, some of the fluid resonating
within the canyon spills over onto the surrounding shelf. We
can more fully incorporate this process by changing the
model boundary condition at the head of the canyon. The
choice of the velocity open boundary condition at the can-
yon head is subjective. As an example we consider the case
where 10% of the volume entering the canyon at the mouth
is spilt onto the shelf through a 100 m thick, 2 km wide layer
at the canyon head. The volume entering the canyon is taken
to be the K1 velocity 0.12 m s−1, multiplied by the cross‐
sectional area (9.6 × 106m 3) atmooring SG11 (see section 3.1).
The resulting estimate of the velocity boundary condition at
the canyon head is 0.57 m s−1, and we use this to numeri-
cally determine g′ = 1.65 × 10−3 m s−2 in order for resonance
at the diurnal frequency, when stipulating an isopynal dis-
placement of 300 m at the head. The model velocity profile
under the new boundary condition shows amonotonic increase
in velocity toward the head (Figure 13). The velocity 5 km
from the canyon head (0.28 m s−1) is almost twice that 20 km
from the head (0.16 m s−1). This then matches the observed
doubling of velocities between the moorings SG11 and SG2,
in the Gully (section 3.1). The magnitude of the velocity
profile shown here is dependent on our subjective choice of
the velocity boundary condition at the canyon head, but the
pattern of monotonic velocity increase toward the head is
robust for any reasonable choice.
[54] For our informed choice of boundary conditions, the

model produces velocity magnitudes within 0.04 m s−1 of the
observed K1 velocities. There is excellent qualitative agree-
ment between the predicted along‐canyon velocity profile
and the observations. The enhanced nutrient availability and
gross primary production at the head of the Gully has been
suggested to support the high concentrations of demersal
fish and cetaceans observed in The Gully MPA. The increase
in tidal seiche velocities toward the canyon head, as simulated
here, provides a mixing mechanism to explain the elevated
nutrient [Strain and Yeats, 2005] and organic carbon [Gordon
and Fenton, 2002] concentrations observed.
[55] The models presented here are extreme simplifica-

tions and cannot be expected to capture all the dynamics
occurring in the Gully. The models assumed a smoothly
oscillating barotropic forcing, that had only an alongshore
component. The true details of the barotropic tide on the
Scotian Shelf are poorly known, but likely to be more
complex. We have argued above that the bottom trapped
nature of the diurnal oscillations validates the choice of a
1.5 layer model. However, the actual stratification is con-
tinuous (Figure 8) and able to support higher modes. The
model topographies are also extremely idealized. In the real
Gully, a complex interaction between the topography and
the continuous stratification generates a diversity of internal

Figure 13. Interface height (dashed) and along‐canyon
velocity (solid) for the gravest mode of resonance in a canyon
with a shoaling depth and open boundary condition at the
head. The canyon narrows to a width Whead = 1/10Wmouth.
The canyon shoals to Hhead = 1/2Hmouth, the canyon length
is L = 35 km, interface displacement is h = 300 m at the head,
and reduced gravity is g′ = 1.65 × 10−3 m s−2. The open ocean
is at y = 35 km, where the boundary condition h = 0 m, and
the canyon head is at y = 0 km, where the boundary condition
is v = 0.57 m s−1.
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waves and solitons [Sandstrom and Elliot, 1984]. The 1.5
layer, linear models cannot represent these processes. Since
the models are also inviscid, they do not represent the dis-
sipation and mixing resulting from internal waves. Despite
these evident limitations, the excellent agreement between
the predicted and observed velocity structure in the Gully
suggests that we have succeeded in representing the most
important processes in our simple dynamical framework.
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