Solution convergence of flow over steep topography in a numerical model of canyon upwelling
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[1] The convergence as resolution is increased is examined for a numerical model simulation of upwelling over a continental shelf canyon. A series of idealized one- and two-dimensional models are used to plot the dependence of bottom Ekman layer velocity structure and transport on model resolution. Using these results as a guide, a bottom Ekman layer-resolving three-dimensional numerical model is constructed. This model is used to simulate a laboratory model of canyon upwelling. Alongshore velocity, volume of fluid upwelled through the canyon onto the shelf, and change in depth of the canyon water are examined at three grid resolutions. Numerical model particle trajectories are compared with a laboratory model of canyon upwelling to validate the model. The results suggest that current computational cluster power is sufficient to accurately simulate all aspects of upwelling in a steep canyon with the exception of flow separation from the canyon wall.


1. Introduction

[2] The interaction of flows with steep topography is important to a wide range of ocean processes, including continental shelf fluid exchange [Allen, 2004], tidal energy conversion [Laurent et al., 2003], and deep ocean mixing [Kunze and Smith, 2004]. Canyons on the edge of the continental shelf are a good test case for the study of these kinds of flow. First, canyons enhance shelf exchanges during upwelling or downwelling events, which has impacts on shelf biology and deep ocean water properties [Allen et al., 2001; Allen, 2004; Bosley et al., 2004; Ladd et al., 2005; Williams et al., 2006], making the problem of interest. Second, the importance of canyons in shelf exchange processes means that there have been several field studies done on a variety of coastal canyon systems which give a reasonable picture of the dynamics of the system [Hickey, 1997; Sobarzo et al., 2001; Wang et al., 2003; Palanques et al., 2005]. Third, coastal canyon systems are easily represented in a laboratory tank model [Pérenne et al., 2001a; Allen et al., 2003; Boyer et al., 2006], giving us an idealized theoretical test bed to compare with model simulations.

[3] The elements needed to represent a canyon system are a continental shelf cut by a canyon, density stratification, and an alongshore geostrophic current. Coastal upwelling or downwelling events in the ocean are triggered when the wind and Coriolis forces conspire to push fluid toward or away from the land. This sets up a barotropic pressure gradient that drives a geostrophic current that runs parallel to the coastline. Friction then creates a bottom Ekman layer that transports fluid onshore or offshore, relaxing the barotropic pressure gradient [Thorpe, 1987]. However, fluid that is transported up or down the steep continental shelf slope advects the vertical density gradient and creates a baroclinic pressure gradient which eventually arrests the bottom Ekman flow [MacCready and Rhines, 1993].

[4] Canyons serve to enhance these events in two ways: first, they act like a ramp and advect fluid less vertically than the shelf, delaying the shutdown of the boundary layer; second, the walls of the canyon prevent alongshore flow within the canyon, breaking geostrophic balance and exposing the interior of the canyon to the barotropic pressure gradient [Freeland and Demen, 1982; Klinck, 1996]. Canyons can further be divided into “long” canyons, in which the breaking of geostrophy within the canyon is largely accomplished by convergence and divergence of the topographic contours, and “short” canyons, in which it is the result of advection [Allen, 2000; Waterhouse et al., 2009].

[5] Laboratory models that include all these effects can be created using a cylindrical rotating tank containing a cylindrically symmetrical topography representing the continental shelf and canyon and filled with a vertically stratified fluid [Pérenne et al., 1997]. Alongshore currents can be created by varying the tank rotation rate [Pérenne et al., 2001a]. Several studies have been performed using this type of setup and have been compared with numerical models [Boyer et al., 2000; Pérenne et al., 2001b; Allen et al., 2003; Boyer et al., 2004; Jaramillo, 2005; Haidvogel, 2005]. The results, in general, show good agreement between tank and numerical models for canyons with shallow slopes and poor agreement for canyons with steep slopes.
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2.1. Laboratory Model

The laboratory model consists of a 1 m diameter cylindrical Plexiglas tank placed upon a rotating table. The tank contains a radially varying topography intended to simulate a continental shelf (Figure 1). A 22° section of this shelf is designed to be removable to accommodate a variety of canyon inserts.

A vertical density gradient is created in the tank by varying the salinity of the water used to fill the tank using the two-bucket method of Oster [1965] [see also Hill, 2002]. This method uses two buckets, one filled with fresh water and the other filled with salt water, and the two are connected by a small tube with a valve that is initially closed. Fluid from the freshwater bucket is slowly drained into the laboratory tank while the valve between the buckets is opened, allowing salt water into the freshwater bucket where a mechanical stirrer ensures that the bucket is well mixed; thus, the fluid entering the tank increases in salinity linearly with time. The initial salinity of the saltwater tank was chosen so that the buoyancy frequency \( N \) at the model shelf break would be 2.2 s\(^{-1}\).

The tank is filled while rotating with Coriolis parameter \( f = 0.4 \) s\(^{-1}\) and once filled is left to spin up for 3 h to allow the fluid to equilibrate into solid body rotation. Upwelling events are simulated in the tank by varying the rotation rate of the table to create an alongshore flow. During an experiment the tank’s rotation rate is increased from \( f = 0.4 \) s\(^{-1}\) to \( f = 0.52 \) s\(^{-1}\) with a constant angular acceleration over a period of 27.3 s, a duration chosen to simulate a day-long upwelling event. Data were collected immediately after the rotational acceleration ended.

2.2. Numerical Model

We use the MITgcm, a primitive equation \( z \) coordinate model, to construct a numerical model of the laboratory tank. Since the flow in the tank is laminar, we set the model viscosity and diffusion coefficients to the molecular values for water: \( \nu = 10^{-6} \) m\(^2\) s\(^{-1}\) for viscosity and \( \kappa = 1.5 \times 10^{-3} \) m\(^2\) s\(^{-1}\) for salinity diffusion. Temperature is set to be constant, and the model is initialized with a vertical salinity gradient similar to that which would be produced via the Oster [1965] two-bucket method, modified by 3 h of vertical diffusion (Figure 2). A linear equation of state is used for density calculations.

The model is configured to run in nonhydrostatic mode in order to capture internal wave dynamics. However, comparison of the nonhydrostatic runs presented here with equivalent hydrostatic runs shows essentially identical results in all model fields, save for the vertical velocity. Maxima in the hydrostatic vertical velocity field tend to lie directly above or below minima, while the nonhydrostatic field has a more complex spatial pattern. However, the vertical velocity differences occur in regions where the vertical velocity is small and thus have little effect on the simulation. Nevertheless, we use the nonhydrostatic dynamics to ensure that our simulation is as realistic as possible.

The model is run in cylindrical coordinates to take advantage of the cylindrical symmetry of the tank. Measurements of the laboratory tank are used to create the numerical model topography, the accuracy of which is
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Figure 1. Model topography viewed (top) in cross section along the canyon axis and (bottom) from above. The tank is 1 m in diameter and filled to depths of 9.1 cm over the abyss, 2.1 cm at the shelf break, and 3 mm at the outside wall. The base of the shelf slope has a radius of 20.5 cm, and the shelf break has a radius of 27.5 cm. The central cylinder added to the numerical model to ensure numerical stability is indicated by dashed lines and is 10 cm in radius. The dotted line indicates the height of the canyon walls.

6 These continuing problems in accurately representing the flow field in these models are the motivation for the following work. Here we concentrate on a \( z \) level model, the Massachusetts Institute of Technology general circulation model (MITgcm) [Marshall et al., 1997], using it to simulate a laboratory tank experiment of an upwelling event over a continental shelf canyon. By running the model in a variety of configurations we attempt to estimate the grid spacing necessary to resolve the numerical solution and identify which dynamical features are hardest to resolve. Then we use data from the laboratory experiment to examine how well our numerical solution represents reality. Our results suggest that the accuracy of numerical models of flow over steep topography may be limited by the impact of small-scale nonlinear processes such as flow separation.

2 Two Models

In this study we discuss two models: a laboratory model of an upwelling continental shelf canyon system and a numerical model simulation of the laboratory model. The laboratory model data we refer to are the result of previous work by Allen et al. [2003], Mirshak and Allen [2005], Bowie [2006], Waterhouse [2006], and Waterhouse et al. [2009].
enhanced through the use of MITgcm’s partial grid cell representation of topography [Adcroft et al., 1997]. The tank topography is modified in the numerical model by the addition of a 10 cm radius cylinder in the center of the tank, in order to avoid Courant-Friedrichs-Lewy criterion violations where the cylindrical grid spacing is small. Friction with the wall of this cylinder is disabled to minimize its influence on the model flow. A variety of different grid spacings were used in this study to examine the convergence of the numerical simulation.

[14] To simulate the change in rotation rate in the tank experiments that drives the tank flow, an azimuthal body force is applied to the tank for 27.3 s. The Coriolis parameter is maintained at \( f = 0.52 \, \text{s}^{-1} \) throughout the model run; analytical calculations indicate that this constant Coriolis parameter results in negligible errors.

3. Resolving the Ekman Layer

[15] If one ignores nonlinear effects, such as flow separation within the canyon, the smallest scale that must be resolved in the tank is the viscous bottom Ekman layer thickness. This thickness is set by the Ekman depth,

\[
\delta = \sqrt{\frac{2\nu}{f}},
\]

which equals 1.96 mm for our values of \( \nu \) and \( f \). Thus, one might expect that a vertical resolution of the order of 2 mm would be necessary to resolve the velocities in the Ekman layer.

[16] However, the velocity structure of the Ekman layer is of secondary importance compared to the amount of fluid transported. Ekman transport is the primary mechanism by which fluid moves from areas of high pressure to low pressure, reducing surface height gradients and spinning down the geostrophic flow. If the Ekman transport is incorrect, the spin-down rate of the geostrophic flow will be also be incorrect, and this will affect the strength of the pressure gradients which drive upwelling on the shelf and in the canyon. Furthermore, the Ekman transport also affects the advection of density gradients up the continental shelf slope. This in turn will alter the rate at which the Ekman transport is shut down by the baroclinic pressure gradient created as dense water advects up the slope [MacCready and Rhines, 1993]. In sections 3.1 and 3.2 we use a set of simple one- and two-dimensional models to estimate the model resolution needed to resolve bottom Ekman transports.

3.1. One-Dimensional Model

[17] Consider an infinite \( f \) plane with a steady geostrophic flow \( U \) in the \( x \) direction, with a no-slip condition at the boundary.

The equations governing the evolution of this system are

\[
\frac{\partial u}{\partial t} = f v - \frac{1}{\rho_0} \frac{\partial P}{\partial x} + \nu \frac{\partial^2 u}{\partial x^2},
\]

\[
\frac{\partial v}{\partial t} = -f u - \frac{1}{\rho} \frac{\partial P}{\partial y} + \nu \frac{\partial^2 v}{\partial y^2},
\]

where \( u \) and \( v \) are the velocities in the \( x \) and \( y \) directions, respectively; \( P \) is the pressure; and \( \rho \) is the density of the fluid. The initial conditions for this system are then \( u = U \) and \( \rho = \rho_0 \) and \( P = P_0 \). For the transport to be within 2\% of the theoretical value a vertical resolution of \( \delta \) is required; for the transport to be within 2\%, \( \sim 0.2\delta \) is required.

3.2. Two-Dimensional Model

[20] The experimental tank topography is far more complicated than an infinite flat plane, with several changes in slope from the central abyss to the shallow continental shelf. The continental shelf’s 4.5° slope allows for more complicated dynamics such as upslope advection of the vertical density gradient and flow interactions with the edges of the
shelf and the tank. To simulate these effects, we turn to the MITgcm.

For now, we ignore the effect of the canyon and simply look at the Ekman layer in a tank with an unbroken shelf. This allows us to run the MITgcm in a two-dimensional mode under the assumption that the flow is cylindrically symmetric. This simplification lets us perform many model runs and compare the Ekman layer representation as the model resolution changes. We make a set of runs with a radial resolution varying from 1.25 to 6.25 mm and a vertical resolution varying from 0.4 to 2.0 mm, with an additional ultrahigh-resolution run done at 0.625 mm horizontal and 0.2 mm vertical resolution in order to judge the convergence of the lower-resolution models.

First, we integrate the radial velocity at the end of the ultrahigh-resolution run \( (t = 30 \text{ s}) \) from the bottom of the tank to the surface to generate the \( r-z \) stream function. The \( r-z \) stream function shows two distinct overturning cells, one in the abyss and one on the shelf, separated by the steep continental slope (Figure 4a). No bottom layer flow is apparent between these cells as the steepness of the 45° slope quickly results in baroclinic pressure gradients that shut down the Ekman transport.

Comparison of the 6.25 mm horizontal \( \times 2.0 \) mm vertical resolution model stream function with the ultrahigh-resolution stream function (Figure 4b) shows several differences. In agreement with the one-dimensional model results, the 2 mm vertical resolution model overestimates the Ekman transport over the flat abyssal plane relative to the higher-resolution model. However, over the sloped continental shelf the situation is reversed, with the low-resolution model having less Ekman transport than the high-resolution model. One obvious reason for this is the staircase-like representation of the smooth continental shelf in the lower-resolution model, which obstructs flow within the Ekman layer. The effects of these sudden depth transitions are mitigated in MITgcm via the inclusion of a partial grid cell representation of bottom topography, but this is not enough to completely alleviate the problem.

A clearer view of how the Ekman transport is affected by resolution and topographic slope can be found by examining how the net Ekman transport varies over the radius of the tank (Figure 5). To calculate the cross-geostrophic Ekman transport, we assume that all flow directed radially outward within 1 cm of the bottom is in the Ekman layer and sum all positive radial transports over the entire model run. We do this for five of the two-dimensional model runs: one with low vertical and low horizontal resolution (6.25 mm horizontal \( \times 2 \) mm vertical), one with high vertical and high horizontal resolution (6.25 mm horizontal \( \times 3 \) mm vertical), and one with ultrahigh vertical and high horizontal resolution.
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*Figure 3.* One-dimensional Ekman layer model. (a) Steady state solution of one-dimensional Ekman layer model cross-mean flow velocity in \( \text{mm s}^{-1} \) with \( \Delta z = 2 \text{ mm} \) (bars) compared to the analytical solution (line). Transport is represented by the area of the bars or the area inside the curve. (b) Model cross-mean flow transport at a variety of vertical resolutions, normalized by the theoretical transport. Vertical resolution is given in units of the Ekman depth.
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*Figure 4.* Two-dimensional radial-depth stream functions for models run at (a) 0.5 mm horizontal \( \times 0.2 \) mm vertical and (b) 6 mm \( \times 3 \) mm grid spacings.
resolution (1.25 mm horizontal \times 0.4 mm vertical), two mixed resolution runs (6.25 mm \times 0.4 mm and 1.25 mm \times 2 mm), and the ultrahigh-resolution run (0.625 mm \times 0.2 mm).

[25] The resulting transports show two maxima, one in the abyss and one over the shelf, and a minima over the steep continental slope. In the abyss the transport shows little sensitivity to horizontal resolution but shows the same overestimation of transport at low vertical resolution that the one-dimensional model did. At 0.4 mm vertical resolution (0.2δ) the transport is almost identical to the ultrahigh-resolution run, and the model representation appears to have converged. Over the slope all but the very lowest resolution run appear to have converged, indicating that steep topographic slopes need little resolution to be well resolved, despite the presence of a sizable transport. Even in the low-resolution run the transports only differ from the ultrahigh-resolution run near the shelf break and appear to be more related to the shelf break Ekman transports which pull water up from the abyss.

[26] The shelf transports show the strongest sensitivity to resolution, with the low-resolution runs underestimating the transport by \sim 15\%. Increasing either the horizontal or the vertical resolution improves the transports roughly equally. However, the 2 mm vertical resolution models both display a small radial oscillation in the transport strength due to tiny vertical recirculation cells that occur where the flow meets a step in the ill-resolved topography. This suggests that the vertical resolution is still slightly more important to achieving a realistic representation of the transport. The high vertical and high horizontal resolution run shows good overall agreement with the ultrahigh-resolution transport, although the transport is still slightly underestimated.

[27] Clearly, the shelf Ekman layer is the most difficult part of the flow to resolve, and so we focus on this to help pick a suitable resolution for a full three-dimensional model. We run the two-dimensional model at a variety of horizontal and vertical resolutions and measure the total Ekman transport over the shelf at \( r = 0.3625 \) m, a point chosen to be near the middle of the shelf and to be at the minimum of the low-resolution transport oscillations, in order to maximize the transport errors. Comparing these values as a percentage of the ultrahigh-resolution (0.625 mm \times 0.2 mm) transport allows us to plot out a two-dimensional space representing how shelf transport varies with resolution (Figure 6). From this it is clear that both horizontal and vertical resolution are equally important in resolving the shelf Ekman layer flow.

4. Representation of Upwelling in a Continental Shelf Canyon

[28] Having examined the grid spacing needed to resolve two-dimensional radial Ekman transport over a model continental shelf, we move to a full three-dimensional simulation...
of a continental shelf canyon upwelling system. To minimize our computational requirements, we employ a stretched grid in the azimuthal direction in order to concentrate model resolution over the canyon (Figure 7). Grid resolution is unevenly distributed, with more grid cells downstream of the canyon to better represent the canyon’s wake. The spacing of the stretched grid was chosen so that grid cells would be approximately square over the canyon. Three main runs are performed with grid sizes of 64 azimuthal × 81 radial × 32 depth (5 mm horizontal grid spacing × 2.8 mm vertical grid spacing), 128 × 134 × 91 (3 mm × 1 mm), and 256 × 268 × 182 (1.5 mm × 0.5 mm). Referring to Figure 6, these resolutions resulted in Ekman transports of ∼85%, ∼92.5%, and ∼97% of the ultrahigh-resolution run. We choose a variety of physical quantities that are meaningful in the simulation of canyon upwelling and examine their representation in each model run for evidence of convergence of the solution.

First, we look at the alongshore velocity on the opposite side of the domain from the canyon. Far away from the area of flow disturbed by the canyon, the alongshore velocity structure is fairly similar at all three model resolutions with a radially increasing velocity in the abyss, a velocity maximum in a small jet just offshore of the shelf break, and a broad region of roughly constant velocity over the shelf (Figure 8). Viscous boundary layers are apparent close to the topography. As the model resolution increases, the maximum speed within the jet slightly increases while the velocity over the shelf decreases. These changes are consistent with the two-dimensional model results that show Ekman transport increasing with resolution. More upslope Ekman transport over the shelf results in greater reduction of surface pressure gradients, which in turn reduces the alongshore barotropic geostrophic velocity. At the same time, the downslope return flow above the Ekman layer results in a depression of isopycnals at the edge of the shelf break, driving a baroclinic pressure gradient that creates the offshore jet; increased Ekman transport thus results in a stronger offshore jet.

Between the 5 × 2.8 mm model (Figure 8a) and the 3 × 1 mm run (Figure 8b), the strength of the offshore jet increases by 2%, while the velocity over the shelf decreases by 3%–10%. Between the 3 × 1 mm (Figure 8b) and 1.5 × 0.5 mm (Figure 8c) runs, the changes are much smaller, with a <1% change in the jet velocity and a reduction of 1%–4% over the shelf. Furthermore, the velocity structure over the shelf in the 5 × 2.8 mm model appears to be significantly influenced by the low-resolution step changes in the shelf topography. This effect is much smaller at 3 × 1 mm reso-

**Figure 7.** Stretched grid used in the 3-D MITgcm model runs showing the concentration of resolution over the canyon region. The grid shown here only has a resolution of 12.5 mm, for clarity. The grid cells were evenly subdivided to produce the higher resolutions used in the model runs.

**Figure 8.** Azimuthal velocity in cm s⁻¹ on the opposite side of the tank from the canyon at (a) 5 mm horizontal × 2.8 mm vertical, (b) 3 mm × 1 mm, and (c) 1.5 mm × 0.5 mm grid resolutions.
solution and is not apparent at all in the 1.5 × 0.5 mm run. Overall, it appears that the velocity structure over the abyss and continental slope regions is well resolved in all the models and is likely within 5% of being resolved over the shelf, consistent with the results from the two-dimensional model. This is unsurprising as far away from the canyon the low-resolution laminar flow should behave much like the two-dimensional model results.

Next, we turn to measures of the upwelling within the canyon and examine the depth change of water upwelled within the canyon over the 30 s of the model run. Assuming that diffusion of density is negligible implies that density changes over the model run are solely due to advection of the initial model density structure. Since the initial density is stably stratified and varies only with depth, every density is associated with a single initial depth. By subtracting the depth of each point by the initial depth associated with the density at that point, we get the depth change of the water at that model point.

All models show a general pattern of strong upwelling within the canyon with a maximum at the canyon head, smaller upwelling in the Ekman layer over the shelf, and a slight downwelling elsewhere (Figure 9). In the 5 × 2.8 mm model (Figure 9a), the maximum depth change at the canyon head is approximately 9 mm, while in the higher-resolution runs (Figures 9b and 9c) the maximum upwelling is approximately 11 mm. In addition, the higher-resolution runs show a larger region of downwelling over the shelf than the 5 × 2.8 mm model. In contrast to these differences, the 3 × 1 mm and 1.5 × 0.5 mm resolution model upwelling fields appear nearly identical, suggesting that the canyon upwelling solution is fully converged.

For a second measure of the canyon upwelling, we look at the total volume of water upwelled through the top of the canyon over the model run. We calculate this by summing the vertical and radial volume fluxes through the top of the canyon, defined as the surface of the topography if there was no canyon. The fluxes are summed only for radii >27.9 cm (the shelf break radius) so as to only include upwelling out the top of the canyon. Fluxes are sampled once per second and are assumed to be constant over that second. We perform this calculation on the three main model runs and additionally include the results from a run performed at 2 × 0.67 mm resolution (Table 1). The total fluid volume upwelled increases by approximately 19% between the 5 × 2.8 mm and 3 × 1 mm runs but in contrast is nearly identical between the three highest-resolution runs, with a variation of <1% in the volume of fluid upwelled. Again, this suggests that the 1.5 × 0.5 mm model’s canyon upwelling solution is fully converged.

The structure of the vertical velocity across the canyon shows the structure of standing internal waves generated by the flow over the canyon and serves as a test of the convergence of the MITgcm’s nonhydrostatic dynamics (Figure 10). A series of areas of alternating upward and downward motion are apparent as the flow moves over the canyon. The 5 × 2.8 mm run tends to overestimate the magnitude of these velocities (Figure 10a) relative to the higher-resolution runs. The magnitudes and overall patterns of the vertical velocity in the 3 × 1 mm and 1.5 × 0.5 mm runs are very similar, but many small-scale differences are still apparent, especially where the flow enters the canyon on the upstream side. Nevertheless, the overall changes between the 3 × 1 mm and 1.5 × 0.5 mm runs are small and suggest that the 3 × 1 mm model solution has nearly converged.

Next, we examine the density field at the end of the model runs. The model density is interesting for a few reasons.
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Figure 10. Vertical velocity in mm s\(^{-1}\) across the canyon mouth at a radius of 30 cm at the end of the model run at (a) 5 mm horizontal \(\times\) 2.8 mm vertical, (b) 3 mm \(\times\) 1 mm, and (c) 1.5 mm \(\times\) 0.5 mm grid resolutions. Figures 10a–10c are plotted looking toward the head of the canyon at 30 cm radius; mean alongshore flow is from left to right.

Layers near the top of the canyon thinning on the upstream side and growing thicker on the downstream side as the flow pushed fluid downstream. A similar effect occurs in the model simulations (Figures 11b–11e), where we consider the “wedge” to be the fluid bounded by the 21 \(\sigma\) and 24 \(\sigma\) surfaces.

Models of \(s\) coordinates are generally considered more suitable for simulating flows over topographic features than \(z\) coordinate models. Allen et al. [2003] performed a study similar to the present one using the \(s\) coordinate Rutgers University model (SCRUM) [Song and Haidvogel, 1994] and found systematic problems with SCRUM’s representation of the laboratory model. To compare our current results with this previous research, we performed a simulation with SCRUM using our current model’s topography and forcing. All other aspects of the model were configured as given by Allen et al. [2003]. The SCRUM model run was configured with 16 \(s\) levels, which results in a vertical resolution of \(\sim 4\) mm within the canyon, making the SCRUM resolution slightly coarser than the resolution of the 5 \(\times\) 2.8 mm MITgcm simulation.

In both the SCRUM simulation (Figure 11b) and the 5 \(\times\) 2.8 mm MITgcm simulation (Figure 11c) the density wedge is not well defined, with neither model doing a particularly good job representing the density wedge. This suggests that terrain coordinate models are not necessarily better than \(z\) coordinate models in representing this type of flow over steep topography. As we increase the model resolution (Figures 11d and 11e), the thickness difference between the upstream and downstream sides of the wedge consistently increases, and a well-defined wedge structure emerges. The change in the downstream wedge thickness between the 3 \(\times\) 1 mm and 1.5 \(\times\) 0.5 mm runs is small, but the upstream thickness changes significantly between the runs. This thickness, however, is likely limited by the vertical resolution of the two models.

Finally, we compare the representation of potential vorticity (PV) in the model as resolution changes. PV conservation represents a strong constraint on geostrophic flows and furthermore depends upon gradients in both velocity and density. For these reasons, PV should be more sensitive to changes in the flow structure than the velocity or density fields themselves. Because the model topography is much steeper than topography in the ocean, the horizontal vorticity in the model is of comparable magnitude to the vertical vorticity, and thus, we must use the full Ertel potential vorticity in our comparison:

\[
P_V = \frac{(2\Omega + \nabla \times \mathbf{u})}{\rho} \cdot \nabla \rho.
\]

To examine the representation of PV in the model, we calculate the difference between the initial and final PV in the model and then subtract from this the PV change due to the models’ azimuthal body force. This results in the PV changes due to advection and molecular diffusion (Figure 12). A three-layer structure is apparent in the background PV changes, with increased PV in the canyon, decreased PV just over the shelf, and increased PV near the surface. The initial PV structure of the model is horizontally uniform and negative, consisting of near-zero PV near the surface and bottom...
(due to the diffusion of the surface and bottom density gradients during the experiment setup) with a PV minimum near the shelf break. The PV changes in the canyon and near the surface can be explained as vertical advection of this background gradient as higher PV is advected upward in the canyon and downward near the surface. The middle band of decreased PV is the result of friction with the shelf topography.

Significant small-scale changes exist between the PV representations at all model resolutions. These changes mostly represent frictional effects and so can be thought of as a map of the influence of the boundary layer on the flow. At 5 × 2.8 mm resolution the PV change has little small-scale structure, though there are some isolated hot spots of PV increase due to viscous effects near the walls of the canyon. At 3 × 1 mm resolution the PV change shows more viscous forcing, with regions of increased PV developing on the upstream and downstream flanks of the upper canyon. Additionally, a dipole structure of PV decrease lying over PV increase develops at the upstream edge of the canyon.

Figure 11. Density structure (a) across the canyon mouth of Astoria Canyon during an upwelling event (based on Figure 3 from Hickey [1997]) and simulated by the (b) SCRUM model run and the MITgcm model runs at (c) 5 mm horizontal × 2.8 mm vertical, (d) 3 mm × 1 mm, and (e) 1.5 mm × 0.5 mm grid resolutions. The 26.6 \( \sigma_t \) and 26.8 \( \sigma_t \) surfaces in Figure 11a and the 21 \( \sigma_t \) and 24 \( \sigma_t \) surfaces in Figures 11b–11e are highlighted to emphasize the “density wedge” structure that forms in an upwelling canyon. Figures 11a–11e are plotted looking toward the head of the canyon at 30 cm radius; mean alongshore flow is from left to right.
This dipole is the PV signature of the density wedge structure and results from viscosity acting on vorticity forced by density surface squashing and stretching in the density wedge. At 1.5 × 0.5 mm resolution the overall pattern remains the same, but regions with fine PV structure, such as near the canyon walls, show more definition and stronger gradients. The PV dipole at the upstream edge of the canyon is larger in magnitude and spatial extent, nearly reaching the downstream canyon wall. Clearly, the model’s simulation of PV has not converged at 3 × 1 mm resolution; it may have converged by 1.5 × 0.5 mm resolution, but it is impossible to tell this from the model runs we have performed. Thus, small-scale details of the simulation of advection and viscosity still may not be adequately represented.

5. Comparison With Lab Experiment

Over sections 3 and 4 of this paper we have examined the convergence of the model solution; however, we have not examined the accuracy of the solution that the model is converging to. To do this, we compare the horizontal flow field of the model with the flow field generated by a laboratory tank experiment performed by Bowie [2006].

Bowie utilized neutral density wax particles to track the flow field of an upwelling flow in the laboratory tank. The particles were illuminated by horizontal sheets of colored light that allowed estimation of the pellets’ vertical locations: blue illuminated particles were between 14.5 and 17 mm depth, green particles were 17–18.6 mm, yellow particles were 18.6–19.5 mm, white particles were 19.5–22.8 mm, and red particles were 22.8–25.5 mm. A video camera mounted above the tank was then used to record the trajectories of particles moving in and around the canyon. The density gradient was slightly weaker in Bowie’s laboratory experiments compared to our previous model runs (N = 2.0 s⁻¹ at the shelf break), but all other physical parameters were the same. We performed a model run at 1.5 × 0.5 mm resolution (the highest resolution in section 4) that duplicated Bowie’s setup and recorded the model velocity field at 0.5 s increments. Numerical particles were then placed in the saved model velocity fields, and their trajectories were tracked from 28 to 30 s after the start of the model run, using a fourth-order Runge-Kutta algorithm.

Comparing the particle tracks from the laboratory experiment with the model experiment (Figure 13) shows that the model does a reasonable job of reproducing the laboratory tank’s flow field. In the abyssal area away from the shelf, particle tracks are smooth circular arcs indicating solid body rotation. Flow entering the canyon from the shelf turns left and flows up the canyon. Near the head of the canyon, the flow is directly up the canyon axis onto the shelf, with stronger flow on the downstream side. Some flow from the canyon onto the downstream shelf is also apparent.

However, there are two features of the model particle tracks that do not agree with the laboratory experiment. First, the model tracks show many more midlevel particles than are apparent in the laboratory tracks. This is due to oversaturation of the camera CCD during the laboratory experiment, resulting in many particles being misidentified as white [Bowie, 2006]. Second, the laboratory experiment shows particles on the upstream flank of the canyon mouth moving offshore into the abyss across isobaths before turning back onshore in a wide arc and flowing up the canyon. This offshore flow is a robust feature of the laboratory experiments and also appears in field data from Astoria Canyon [Hickey, 1997]. In contrast, the model particles tend to flow directly off the upstream flank of the shelf and then make a hard turn when they reach the downstream canyon wall. Thus, while the model solution is identical to the laboratory experiment in
In most respects, it fails to simulate the flow on the upstream canyon flank realistically.

### 6. Discussion

[46] We believe the failure of the model to simulate the flow on the upstream flank of the canyon is due to inadequate representation of flow separation. Temperature data from Astoria Canyon [Hickey, 1997] suggest that water drops slightly into the canyon as it leaves the shelf (Figure 11a, shown by the depth of the 26.6 $\sigma_t$ isopycnal). This drop results in stretching of the water column as it leaves the shelf, which would tend to induce a counterclockwise, positive relative vorticity. Positive relative vorticity would create an offshore flow near the canyon wall and would increase the onshore flow within the canyon. In contrast, the model flow hardly drops at all as it crosses the canyon (Figure 11e, the 21 $\sigma_t$ isopycnal). This suggests that the model flow is separating from the upstream flank of the canyon too early.

[47] We can estimate the amount of stretching needed to produce the observed flow by estimating the vorticity of the flow from Figure 13a. Particles move $\sim$5 mm offshore over the 2 s displayed in Figure 13 as they leave the upstream flank of the canyon and move a similar distance back onshore as they near the canyon axis; thus, we take the radial velocity change in this flow to be $0.25 - (-0.25) = 0.5$ cm s$^{-1}$. The distance from the upstream canyon edge to the canyon axis is $\sim$3 cm. Thus, the vorticity $\zeta$ of the flow is

$$\zeta = \frac{\partial v}{\partial x} = 0.17$ s$^{-1}$. (5)

[48] Using the potential vorticity of a homogeneous layer of thickness $h$, $(\zeta + f)/h$, we can estimate the amount of vortex stretching needed to generate this much vorticity. Before leaving the upstream flank of the canyon the flow has a vorticity of 0, so

$$\frac{f}{h} = \frac{\zeta + f}{h_f}. (6)$$

Figure 13. Particle tracks from 28 to 30 s from (a, b) laboratory experiments and (c, d) MITgcm model output. Figures 13a and 13c show particles below the shelf break depth, and Figures 13b and 13d show particles above the shelf break depth (1.7 cm). Contours represent model topography, with the thicker contour indicating model shelf break depth. Particles are shown every 0.3 s and become slightly larger with time.
where \( h_x \) is the initial thickness of the layer and \( h_y \) is the thickness of the layer after stretching. Then we write

\[
\frac{h_y}{h_x} = \frac{\zeta}{\zeta + 1} = 1.32.
\]

Examining Figure 11a, a 30% stretching is consistent with the stretching observed in Astoria Canyon.

One significant dynamical difference between our laboratory canyon and an ocean canyon is turbulence. True coastal canyon systems are far from laminar, with large turbulent flows that result in eddy diffusivities that vary in space and time and are of comparable magnitude for both viscosity and material properties of the fluid. Laboratory vertical and horizontal viscosities, once scaled to the size of the real ocean, are the same order of magnitude as measured ocean values, but salinity diffusivity will be 3 orders of magnitude higher. Bottom boundary layer depths are \( \sim 20 \) m in the coastal ocean and thus are the same relative size as the Ekman layer in the laboratory tank, but the bottom turbulence will rise and fall in intensity with the currents and the tides, resulting in a time-varying bottom layer depth. Despite this deficiency, our lab results compare favorably with field observations, suggesting that these turbulent effects are small.

7. Conclusions

This paper examined the convergence of a numerical model simulation of an idealized laboratory model of an upwelling continental shelf canyon system with increasing resolution. A series of increasingly complex models were used to examine the conditions necessary to resolve flow features. A simple 1-D model of bottom Ekman layer transport indicates that achieving a transport within 1% of the true transport value requires a vertical resolution of \( \sim 0.2 \delta \), where \( \delta \) is the Ekman layer thickness.

A cylindrically symmetric, 2-D, \( z \) level model shows that both horizontal and vertical resolution are important to resolution of the Ekman layer over sloped topography, while only vertical resolution is important over flat topography. This indicates that two concerns are important: achieving sufficient vertical resolution to resolve the velocity structure of the Ekman layer and sufficient horizontal resolution to achieve a smooth representation of the shelf slope, without abrupt steps in the topography. The partial cell parametrization present in the MITgcm helps the representation of topography but does not allow for improvements in the Ekman layer velocity structure and thus does not resolve problems with simulating Ekman layer transports.

Three full 3-D MITgcm runs were performed with horizontal and vertical resolutions of \( 5 \times 2.8 \) mm, \( 3 \times 1 \) mm, and \( 1.5 \times 0.5 \) mm. Significant changes in the model velocity, total canyon upwelling, and density advection occur between the \( 5 \times 2.8 \) mm and \( 3 \times 1 \) mm resolution runs, but there is little change in these fields between the \( 3 \times 1 \) mm and \( 1.5 \times 0.5 \) mm runs. Representation of potential vorticity, on the other hand, shows significant differences between the \( 3 \times 1 \) mm and \( 1.5 \times 0.5 \) mm runs and does not appear to have converged. Comparison of the \( 1.5 \times 0.5 \) mm resolution model with an identically configured laboratory experiment shows that we are able to simulate most features of the laboratory tank flow field. However, the model underestimates the amount of offshore flow on the upstream flank of the canyon. This problem is likely due to the flow separating from the canyon wall too early. For problems that are not dependent on the details of the flow field on the upstream flank of the canyon, such as advection over the shelf or total upwelling through the canyon, modern computational clusters appear to have sufficient power to adequately represent an upwelling continental shelf canyon.
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