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ABSTRACT

The spatial and temporal variability of precipitating stratocumulus layers is examined using aircraft obser-
vations, satellite retrievals of cloud optical depth, and one-dimensional models that include coalescence and. a
simple representation of layer turbulence. The aircraft observations show large horizontal variations in cloud
thickness and precipitation, with local rain rates 4—5 times larger than the replacement moisture flux, and
evidence for precipitation scavenging of small cloud droplets. The satellite observations show that, despite this
local water loss, the distribution of cloud optical thickness remains nearly constant over the course of a day,
indicating that on larger scales precipitation removal and cloud-top entrainment are in approximate balance with
the vapor flux. The authors apply analytic and numerical models of steady-state precipitation to the observed
microphysical conditions, and find that the models can match the drop size distributions observed during both
heavy and light stratocumulus rainfall, but are especially sensitive to the processes governing the growth rate of

the smallest drizzle drops.

1. Introduction

Precipitation in stratocumulus clouds is a principal
sink for condensation nuclei and liquid water, and plays
an important part in energy transport within the bound-
ary layer. There is current interest in the role of precip-
itation in thinning the cloud layer and decreasing cloud
fraction (Albrecht 1989), in setting the equilibrium
boundary layer concentration of cloud condensation
nuclei (Baker and Charlson 1989), and in aiding the
decoupling of the well-mixed layer through evapora-
tive cooling below cloud (Brost et al. 1982a; Nicholls
and Leighton 1986; Paluch and Lenschow 1991).

Previous aircraft observations of stratocumulus pre-
cipitation have shown an approximate balance between
a 1 mm/day rain rate and the vapor flux through cloud
base (Nicholls and Leighton 1986; Brost et al. 1982b),
with a roughly linear variation between cloud thickness
and the drizzle flux (Nicholls and Leighton 1986). In
contrast, a one-dimensional equilibrium model of co-
alescing, sedimenting raindrops exhibits quite different
behavior, suggesting that the rain rate might increase
as the fifth power of cloud thickness (Nicholls 1987).
Recently, Baker (1993) has developed an analytic ver-
sion of Nicholls’s model that predicts the equilibrium
raindrop size distribution given the height within the
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cloud, the autocorrelation of the vertical velocity, and
the rate at which the smallest cloud droplets produce
embryonic raindrops (the autoconversion rate).

In this paper we use aircraft and satellite data to mea-
sure the water budget and the microphysical character
of three precipitating cloud layers. The observations
come from the First ISSCP (International Satellite
Cloud Climatology Program) Regional Experiment
(FIRE) (Albrecht et al. 1988; Kloesel et al. 1988) and
include cloud physics measurements from the National
Center for Atmospheric Research (NCAR) Electra and
the British Meteorological Office C130 aircraft and
half-hourly geostationary satellite retrievals of cloud
optical depth. We map the spatial and temporal vari-
ability of precipitation and cloud thickness for these
three cases and link the observed rain rates to the mi-
crophysical and turbulent character of the layers. These
observations are compared to the predictions of Baker’s
analytic model and to a one-dimensional numerical
model based on Nicholls’s equilibrium calculation.

Our objectives are to

¢ characterize the vertical and horizontal micro-
physical structure of the three precipitating clouds

¢ estimate the ability of the stratocumulus layers to
initiate coalescence through autoconversion, given rep-
resentative small droplet distributions

¢ examine the sensitivity of both the numeric and
analytic models to variations in cloud thickness and the
small droplet number distribution typical of these
clouds

In section 2 we present cloud profiles and precipi-
tation measurements for vertical and horizontal Electra
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FiG. 1. Marine stratocumulus clouds off the coast of Southern Cal-
ifornia during FIRE. The image shows the visible reflectance at 22:18
UCT (15:18 PDT) on 30 June 1987, as measured by the Advanced
Very High Resolution Radiometer (AVHRR) aboard NOAA-9. The
straight line indicates the approximate position of Electra flight leg
L7, which began =25 minutes after the satellite overpass (see Table
1), as well as a C130 flight track near this time. Triangles denote the
start of the flight leg, filled circles indicate the location of precipita-
tion maxima observed by the aircraft. (a) Reflectivity along the Elec-
tra flight leg, (b) reflectivity along the C130 flight leg, (c) full image.

and C130 penetrations, and the Electra-derived layer
water budgets. In section 3 we discuss half-hourly mea-
surements of cloud optical depth in a Lagrangian ref-
erence frame advecting with the 1000-hPa flow, while
section 4 contains a discussion of the analytic and nu-
meric one-dirnensional cloud models applied to FIRE
conditions. In section 5 we examine the sensitivity of
the modeled precipitation flux to changes in cloud

thickness and the coalescence kernel, and section 6 .

contains a discussion of these results.

2. Aircraft observations
a. Flight plans and conditions

Data from FIRE include in-situ measurements from
three aircraft in marine stratocumulus clouds off the
coast of California. We will examine NCAR Electra
aircraft data for three (of 13) FIRE days. On these days
precipitation was a significant component of the bound-
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ary layer water budget: 30 June 1987 (Electra flight 2),
14 July 1987 (Electra flight 8), and 16 July 1987 (Elec-
tra flight 9). We will also show cloud microphysical
observations from C130 soundings located near the
Electra flight legs.

Figures 1, 2, and 3 show satellite visible-channel re-
flectance measurements for the three cases, overlayed
with the Electra in-cloud flight legs closest in time to
the satellite image. The filled triangles mark the starting
point of each flight track. The layers are almost com-
pletely cloudy throughout the observing period; for
these images the fraction of pixels with directional re-
flectivities greater than 0.2 in a 256 X 256 km box
surrounding the flight leg is 94%, 99%, and 99% for
30 June, 14 July, and 16 July, respectively.

On each of the days the Electra flew in-cloud and
below-cloud L-shaped patterns (or an extended in-
cloud butterfly and brief linear transects on 14 and 16
July, respectively) of 50-150 km between fixed posi-
tions. The L-patterns were oriented along and across
the wind, with soundings at the leg ends. Table 1 lists
the times, heights, and abbreviations for the flight legs
used in this paper. Figure 4 shows the locations for each
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FiG. 2. Visible reflectance measured by the Geostationary Oper-
ational Environmental Satellite (GOES) -6 Visible Infrared Spin
Scan Radiometer (VISSR) at 18:45 UCT (11:45 PDT) on 14 July
1987, and Electra flight leg LO. The image was taken when the flight
leg was about half complete. (a) Satellite reflectivities along the flight
leg, (b) full image.
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FiG. 3. As in Fig. 2. The image was taken at 18:15 UCT (11:15
PDT) on 16 July 1987. Point Arguello, near Santa Barbara, is visible
in the upper right-hand comer. The filled squares show the actual
start and finish of the flight leg. (a) Satellite reflectivities along Elec-
tra flight leg L2, which began at 18:19 UCT, (b) full image.

of the legs in Table 1, as well as the starting and stop-
ping points for six soundings to be discussed in sec-
tion 2b.

Although navigational uncertainties prohibit a
pixel-by-pixel comparison between the in situ and
satellite measurements, the projections of the satel-
lite reflectivities along the flight paths (panels b and
c in the Figs. 1-3) show significant variations on 20—
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FIG. 4. Location of Electra level legs (lines) plus the start and
stop points for the 3 Electra (A) and 3 C130 (OJ) soundings listed
in Table 1.

50-km scales in the vicinity of the Electra. These
reflectivity variations have roughly the same spatial
scale as the precipitation variations within the layers;
the filled circles on Electra leg L7 in Fig. 1 give the
locations of a series of in-cloud precipitation maxima
for that leg. The different cloud character in the 30
June regions flown by the Electra and C130 is also
apparent in Fig. 7; observer reports show no precip-
itation for the C130 30 June flight legs with droplet
concentrations roughly three times greater than those
observed by the Electra.

On 14 July the image and the flight track show higher
brightness values than for the other days, with reflec-
tivities > 0.6 for most pixels. Additional mesoscale
variations in cloud brightness are visible on 16 July,
with a transition to thinner cloud west of 122°W lon-

TABLE 1. Altitude z (m) and times (UCT) for Electra flight legs (1.0—L7) and Electra and C130 soundings (ES and CS).

30 June 14 July 16 July
Leg z (m) Start Stop Leg z (m) Start Stop Leg z (m) Start Stop
ES S 19:10 19:14 ES S 18:11 18:15 CS S 16:25 16:32
Lo 50 19:18 19:38 Lo 699 18:18 19:13 ES N 16:45 16:54
L1 314 19:40 19:59 (& S 19:43 19:47 Lo 50 16:55 17:01
Cs S 19:44 19:49 L1 50 19:50 20:11 L1 625 17:17 17:24
L2 788 20:01 20:20 L2 173 20:12 20:29 L2 631 18:19 18:29
L3 843 20:21 20:32 L3 324 20:29 20:49 L3 492 18:31 18:40
L4 50 21:31 21:51 L4 487 20:51 21:08 L4 92 18:44 18:53
L5 315 21:52 22:12 LS 729 21:08 21:26 LS5 101 18:55 19:00
L6 624 22:13 22:34 L6 206 19:22 19:30
L7 789 22:43 23:06 L7 104 19:30 19:40
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gitude. The filled squares on this image also show the
starting and stopping points for leg L.2. The sampling
strategy on this day emphasized vertical over horizontal
resolution, limiting the in-cloud penetrations to less
than 50 km; we have extended the leg projection along
the line of flight to give a better view of the cloud
reflectivity variations in the vicinity of the aircraft. The
California coast is visible in the northeast corner of
Fig. 3.

FiG. 5. Soundings of potential temperature 8, vapor mixing
ratio w, (left side), and wind speed and direction (right side)
for the three Electra soundings listed in Table 1: (a) 30 June,
(b) 14 July, (c) 16 July.

b. Cloud soundings

Figure 5 shows soundings of potential temperature,

" mixing ratio, wind speed, and direction for the three

Electra soundings listed in Table 1. The 4, w, plots for
30 June and 14 July (panels 5a and 5b) and profiles of
8. (not shown) indicate well-mixed boundary layers
beneath dry inversions with light winds (<5 ms™")
and little shear. Other soundings from 14 July show a
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slightly stable layer at cloud base typical of daytime
decoupling between the cloud and subcloud layers. The
16 July layer is characterized by low winds (1-2
m s~') and a positive moisture jump at cloud top. This
overlying moist layer was seen repeatedly on this day;
lack of entrainment drying due to this unusual inversion
permitted a thick cloud to form despite small surface
moisture fluxes.

In addition to these bulk thermodynamic variables,
we present measurements of the drop size distribution
from the Electra Particle Measuring Systems (PMS)
forward scattering spectrometer and optical array
probes (FSSP and 260X), and the C130 FSSP. Probe
characteristics and uncertainty estimates are discussed
in appendix A. For this experiment, the Electra instru-
ments cover a nonoverlapping radius range. We will
refer to the FSSP droplet radius » (measured in 14 bins
of width Ar = 1.5 ym with centers at 1.75 ym < r,
< 21.25 pm) and the 260X raindrop radius R (mea-
sured in 57 bins with width AR = 5 um and centers at
27.5 pym < R; < 307.5 pm). The C130 FSSP measured
droplets in 15 bins with bin centers at 1.75 ym < r;
=< 22.75 pm; C130 precipitation data are not available
for these days. The cloud soundings in Fig. 6 show the
following moments of the FSSP size distribution
n(r;)Ar:

Droplet number: N, (cm™3)

14
N, =3 n(i)Ar

i=1

Droplet volume mean radius: r,,; (um)

14
r301=<r3>=(2n(i)r?Ar)/Nr’ (l)

i=1

where p,, is the density of liquid water and (r*) denotes
the kth moment of the number distribution:

Droplet liquid water content g,: (g m™)

4
qr = 5 7prlvrrs}'ol- (2)

We will also use two vertically integrated measures
of the droplet size distribution: the liquid water path
LWP (g m~?) and visible wavelength optical depth 7
(see, e.g., Nakajima et al. 1991):

'Ziop

LWP = g.dz (gm?) (3)

Zbot

3 [g, 3

TN —

2p w ¥ Zbot r,

Ztop
N — 4

2Pw Zbot Tyol

dz, (4)
where z,,, and z,,, (m) are the height of cloud top and

cloud base, and we have approximated the effective
radius (r, = (r*)/(r?)) by ryy.

ET AL. 2333

Six vertical soundings of g,, N,, and r,,; are shown
in Fig. 6; the values have been binned in 2-hPa intervals
and averaged. In addition to g, we show JLWC, the
cloud liquid water measured with the Johnson-Wil-
liams (Cloud Technologies) hot wire probe. Also
shown on the graph are estimates of local cloud top and
cloud base (marked by ¢ and used to calculate the
cloud thickness 4 in Table 2). On 14 and 16 July, both
liquid water probes in the C130 and Electra showed
stepped adiabatic liquid water profiles, which we be-
lieve are due to variations in cloud-base height over the
20-km horizontal traverse of the sounding. For these
cases, we use an upper and a lower adiabat to estimate
separate cloud bases marked by a ¢ and a [. It is
generally easy to distinguish the actual cloud base from
the lower level ‘‘scud’’ seen in Fig. 6d.

We have also determined the range and median of
all cloud bases and cloud tops determined by full or
partial Electra soundings for the three days. These are
marked by the bold vertical Y~z and circle in Figs.
6a,c,e. Although cloud-base heights rise as the layer
thins through the course of each flight, we observe vari-
ations as large as 170 m in cloud-base height between
adjacent soundii: 3s (or, as we note above, 100-m vari-
ations within the same sounding). A vertical cloud
thickness is difficult to estimate due to this horizontal
variability, but subtracting cloud-top and cloud-base
height pairs taken from each complete sounding gives
a median cloud ‘‘thickness’’ of 220 m for 30 June, 333
m for 14 July, and 352 m for 16 July, with a thickness
range of +50% about these medians.

We will need both the measured and adiabatic drop-
let size and liquid water path to determine initial con-
ditions and parameter ranges for the precipitation mod-
els discussed in section 4. The straight, dashed line on
the left side of each panel in Fig. 6 shows the adiabatic
liquid water content given by

&)

where ¢ = 2.3 X 107 g m™ m™ is appropriate for the
range of cloud-base temperatures and pressures found
in FIRE.

Inserting (5) into (3) gives the values of adiabatic
liquid water path listed in Table 2:

Gadia = €2 (g m—3),

LWP,, ~ 1.15 X 107 A (gm™), (6)

where £ (m) is the cloud thickness between the two <
marks on the sounding.

In the right half of each panel in Fig. 6 we show N,,
measured by the FSSP, as well as two estimates of the
volume mean radius. The solid line is a plot of r,,, using
the aircraft-measured N, and liquid water content (g,
from the corrected FSSP for the Electra, or JLWC, with
its consistently higher liquid water concentrations from
the C130). The dotted line is a plot of 1o 4ai, Created
using N, from the FSSP and g.4:, from (5). In a precip-
itating cloud, in which the droplet concentration is re-
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FiG. 6. Cloud liquid water profiles for three pairs of Electra and C130 soundings. FSSP-integrated liquid water content (g,, left, solid
line), adiabatic liquid water content (left, straight dashed line), and the Johnson—Williams liquid water content (JLWC, left, points). The
right side of each panel shows the FSSP volume-mean radius (r,., right, solid line), the adiabatic volume-mean radius (dashed line, right),
and the FSSP number concentration (N,, right, points). The circles and heavy vertical lines on the Electra soundings give the median and
range of cloud-base and cloud-top altitudes for the flight’s Electra soundings, while the ¢ symbols show the cloud-top and cloud-base
heights z, and the O denotes a second cloud-base height (see Table 2). (a) 30 June sounding ES, (b) 30 June sounding CS, (c) 14 July
sounding ES, (d) 14 July sounding CS, (e) 16 July sounding ES, (f) 16 July sounding CS.
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TaBLE 2. Cloud thickness k (between z,), measured LWP,.,,,
adiabatic LWP,y;,, measured 7., adiabatic 7,4,, and cloud-base
height difference (zo — zo) for the Electra and C130 soundings of
Fig. 6. C130 LWP,.,s and 7,,.,; use JLWC, Electra uses FSSP g,.

h  LWPy, LWP, 20 — 2o

Sounding m) (gm? (gm? Tmeas Tosia (M)
a) 30 June Electra 234 40 63 65 176 -
b) 30 June C130 302 84 105 17 17.5 -
c) 14 July Electra 373 146 160 18 21 126
d) 14 July C130 285 56 93 13 15 54
e) 16 July Electra 508 90 297 17 35 —
f) 16 July C130 382 168 167 25 24 72

duced through scavenging, ryo .4 provides an upper
limit for the volume mean radius. We integrate (4) to
form measured and adiabatic optical depths (7 pe.s and
Tadia) USING the 7, and ryg ¢, in Fig. 6. Table 2 lists
Tmeas AN T,4;, for each sounding.

The results shown in Table 2 and Fig. 6 indicate that
16 July was the thickest cloud layer, but liquid water
measurements from the two aircraft give conflicting es-
timates of liquid water path, which range from near
adiabatic to ~30% of adiabatic for the two C130 in-
struments. The adiabatic volume mean radius is slightly
larger than 12 pm at cloud top. The 14 July layer, al-
though not as thick, is nearly adiabatic, with a maxi-
mum value of 7., .4, of 12 pm close to cloud top, but
with r,, less than 12 ym throughout the C130 sound-
ing. The 30 June cloud stands in contrast to both 14
and 16 July. The sounding shows an Electra-measured
liquid water path less than 60% of that observed on 14
July, and ryo .4ia €Xceeding 12 pm throughout the upper
half of the cloud. On both 14 and 16 July the soundings
show cloud-base variations of 20%-30% of the cloud
thickness and liquid water path.

An upper bound on N, is provided by the cloud con-
densation nuclei (CCN) measurements made by the
Electra on 30 June and 14 July (Hudson and Frisbie
1991). The 30 June cloud, with low (N, =~ 45 cm™3)
droplet concentrations is in clean marine air, with CCN
concentrations of ~75 cm™ at 50 m (leg L0), and
mean CCN concentrations at 980 hPa of 50 cm™>. In
contrast, the 16 July case, with a maximum N, of
120 cm? (Fig. 6e), is more polluted. Hudson and Fris-
bie report CCN concentrations of 230 cm > at 1003 hPa
(leg LA4) with a range for all surface legs of 150-
350 cm™. The higher N, concentrations observed by
the C130 on 30 June (Fig. 6a) (N, =~ 150 cm™) also
appear to be suppressing drizzle in that region. The
observers report no precipitation during the C130 30
June flight, although cloud thickness was approxi-
mately equal to that observed in the low CCN Electra
region, with its larger droplets and substantial precipi-
tation. The different reflectivities in the Electra and
C130 regions of Fig. 1 are further evidence for differ-
ences in cloud character and air mass in the northern
and southern portions of the 30 June scene.

AUSTIN ET AL.

2335

With the exception of the C130 16 July JLWC liquid
water measurement (Fig. 6f), the aircraft-measured
liquid water contents are subadiabatic. Although both
FSSPs show adiabatic liquid water profiles in thin
clouds during FIRE, liquid water measurements in
thick clouds are difficult to make (Gerber et al., 1993,
appendix A), and on these days it is impossible to sep-
arate the diabatic impact of precipitation from possible
sampling problems. We will assume in section 4 that
precipitation is initiated in near-adiabatic clouds, and
choose values of g,, 7., and N, that are close to their
adiabatic values at midlevel on 14 July.

¢. Precipitation fluxes

We use the Electra 260X to measure the raindrop
number concentration and the precipitation flux, de-
fined by

Raindrop number: Ni (cm™)

57

Ne =Y n(i)AR

i=1
and
Precipitation flux: F,.;, (mm/day)
57

Fprecip = 4/37p,, 3, wr(R)R}n(i) AR,

i=1

(7)

where wy(R;) is the raindrop terminal velocity for bin
i. Fall speeds of 10-25-pym drops range from 0.01—
0.05 cm s}, roughly an order of magnitude smaller
than the mean updraft velocity of 0.2 m s ~'. We expect
turbulence to dominate sedimentation in the vertical
transport of these droplets (80% of the in-cloud vertical
velocities are larger than these terminal fall speeds) and
exclude from (7) droplets in the 1-25-um (FSSP) size
range.

1) IN-CLOUD LEGS

Microphysical measurements of Fi..ip, Nk, and the
FSSP-derived cloud parameters are shown for horizon-
tal flight legs located 100-150 m below cloud top in
Figs. 7, 8, and 9. On 30 June and 14 July drizzle con-
centrations are large, and across regions of 25-50 km
Forecip €xceed 4-5 mm/day. At these rain rates, in the
absence of a vapor flux through the cloud base, a 400-
m-thick, adiabatic stratocumulus layer will lose 50% of
its liquid water in less than 25 minutes. On 16 July the
in-cloud legs were substantially shorter, and were in-
terrupted by an inversion run, so that L1 and L2 are
separated by roughly 1 hour. The precipitation flux
measured during these brief penetrations is less than 2
mm/day, with N, roughly half that observed on 30 June
and 14 July.

The FSSP-measured r,,, and number concentration
N, are shown in panel (b) in each of the Figs. 7-9.
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Precipitation scavenging appears to be removing drop-
let liquid water in all of these clouds. For example, the
droplet number concentration plot in Fig. 7b shows a
10-km region of high droplet concentrations, large lig-
uid water content, and low precipitation flux. The peak
concentration of N, = 80 cm™ is close to the CCN
concentration of 120 cm™ measured by Hudson as the
Electra descended to the surface following Leg L7
(Hudson and Frisbie 1991). Averaging over the por-
tions of L7 with Fyeip > 2 mm/day (20% of the sam-
ples) gives a mean droplet concentration in the precip-
itating cloud of N, = 31 cm™. The average r,, in the
precipitating and nonprecipitating regions are approx-
imately equal: 7., = 10.4 ym (with Fpep > 2 mm/
day) compared to 7y = 10.0 pm (with Fpeip < 0.5
mm/day) (27% of the samples).

On 14 July (Fig. 8) the relationship between heavy
precipitation, larger values of r,,, and lower values of
N, and ¢, is more pronounced. Droplet concentrations
are lower, and droplets are larger, in the precipitating
regions. For the ~18% of the samples with Fp,.c;, > 2
mm/day, mean values for (N,, r,,) are (50.6 cm™3,
10.4 ym), while in the 15% of the samples with Fpcqip
< 0.5 mm/day, we find (N,, 7o) = (83.1 cm™3, 8.8
pm). The larger droplets are consistent with cloud
thickness variations similar to those seen in Fig. 6c. If
we assume that the regions of highest number concen-
tration for leg LO (N, > 110 cm™) are adiabatic, then
their mean liquid water content of 0.3 g m™® would
indicate a cloud base 130 m below the aircraft. Low-
ering that cloud base by 100 m would increase the mean
ryq at the flight level from 8.6 ym to 10.4 pm [assuming
N, = 110 cm™ in (1)]. If this increase in liquid water
path and droplet size triggered precipitation, we would
expect droplet scavenging to leave regions of larger
v, lower N,, and lower ¢,, as seen in leg LO. The
observation of larger droplet sizes in thinner cloud is
also consistent with multichannel satellite retrievals of
particle size and optical depth during FIRE, which

show an inverse relation between optical depth and ef-

fective radius in two precipitating clouds (Nakajima et
al. 1991).

The 16 July layer is distinguished from 30 June and
14 July by its moist inversion and by the much lower
g, values seen in legs L1 and L2. These 16 July in-
cloud legs (Fig. 9) show peak droplet concentrations
of N, ~ 110 cm™>, roughly a third of the 300 cm™
CCN concentration measured by Hudson in a below-
cloud sounding immediately following leg L1. The
droplet concentration over most of legs I.1 and L2 are
much lower than this (<40 cm™?), but unlike 30 June
and 14 July, the mean droplet radii are also quite small,
with 4 < ryy < 7 pm during the first half of L2.

Precipitation was also encountered below cloud on
each of the days, with horizontal spacing that matches
that of the in-cloud precipitation and the satellite re-
flectivity maxima (Figs. 1 and 2). For number concen-
trations below 0.05 cm ™~ the sampling uncertainties for
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FIG. 7. Aircraft measurements of precipitation microphysics on 30
June. (a) Twenty-second averages of the precipitation flux Ficip
(solid line) and drop number concentration N for raindrops larger
than 20 um (dotted line) during in-cloud leg L7. (b) Cloud droplet
(FSSP) volume mean radius r,; (solid line) and number concentration
N, for the same leg. (c)} FSSP liquid water content g,. (d) and (e)
Sixty-second averages of F,.., and Ng for midlayer flight legs L5
and L4, respectively. Drop number concentrations less than
0.05 cm™ provide only qualitative indications of the presence of
raindrops with R > 20 um.

60-second averages are too large to accurately estimate
Fyrecip» but do provide an indication of the presence of
drizzle.

2) WATER FLUXES

We compare these precipitation fluxes with the hor-
izontally averaged vapor fluxes in Fig. 10 for the level
legs listed in Table 1. Approximate cloud bases and
tops are indicated by the dotted lines; the highest flight
level shown in each diagram is typically 100 m below
cloud top. The dark squares indicate bulk flux estimates
using radiometric measurements of the sea surface tem-
perature (6,) taken at 50 meters, using the downward-
looking PRT6 radiometer. Assuming saturation at the
sea surface [with surface pressure pg. and saturation
vapor mixing ratio g,o(Psw,> 6o)] and using the mea-
sured horizontal wind speed and vapor mixing ratio Vso
and ¢q,50 at 50 m give for the vapor flux F,
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FiG. 8. As in Fig. 7 but for 14 July 1987. (a) Here, Fprip and Ng
for extended in-cloud leg LO, (b) N, and r,,, for L0, (c) g, for LO, (d)
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show the location of the averaged raindrop spectra shown in Fig. 17.

Fo= PoCpVso(gs0 — quso), (8)

where p, is the air density and Cp = 1 X 1072 is the
surface transfer coefficient (Boers and Betts 1988).

Two values for the aircraft-measured vapor flux av-
erages are shown in Fig. 10, 2 km high-pass filtered
(circles) and unfiltered (triangles). We find on both 30
June and 14 July that variations at scales larger than 2
km make the major contribution to the vapor flux above
the surface layer, something also observed by Paluch
and Lenschow (1991) on nonprecipitating FIRE days.
The flux values near cloud base are uncertain due to
both wetting of the Lyman-a and measurement prob-
lems with the pressure gust probe (see appendix A),
but the surface flux and the cloud-base precipitation
flux are each ~1 mm/day for the three days, with (as
we have seen) large horizontal variability in the in-
cloud precipitation flux on 30 June and 14 July. Pre-
cipitation is reaching the surface on 14 and 16 July, but
the magnitude of the flux is uncertain due to the low
raindrop concentrations measured during the 300-m
and 50-m flight legs.

The analysis above neglects the entrainment flux, a
potentially important water source or sink. It should act
to dry both the 30 June and 14 July layers, and provide
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water to the 16 July cloud. A typical equilibrium en-
trainment velocity of 1 cms™' (see, e.g., Nicholls
1984) acting on the observed 14 July cloud-top mois-
ture decrease of 5 g m™> represents a layer moisture
loss equal to the 1 mm/day average cloud-base precip-
itation flux. We do not have measurements of entrain-
ment velocities for these cases, but the likely presence
of entrainment, coupled with the persistence of these
clouds, suggests that rainfall cannot be a significant
sink for total water in the 30 June and 14 July boundary
layers.

Figure 11 gives the vertically averaged precipitation
rate from all Electra soundings for the three days as a
function of cloud thickness. Figure 11c also shows, for
comparison, the sounding averages reported for six
days of North Sea stratocumulus observations by Nich-
olls (1984). Sampling uncertainty is larger for these
vertical averages than for the horizontal measurements,
both because the available samples are typically less
than 20 seconds long and because the averages are
taken over vertically and horizontally varying precipi-
tation profiles. It is not surprising, given these caveats,
that individual soundings show little correlation be-
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FIG. 9. As in Fig. 7 but for 16 July 1987. (a) Here, Freci, and Ng
for two in-cloud legs L1 and L2 separated by 60 minutes, (b) N, and
Ty for L1 and L2, (c) g, for L1 and L2, (d) Fecip and Ng, for midlayer
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tween cloud thickness and rain rate, although it is clear
that the 30 June cloud, despite a mean cloud thickness
of ~200 m, is able to produce drizzle drops in roughly
the same concentrations as the 350-m thick 14 July
cloud.

3. Satellite observations

We can extend the temporal and spatial range of the
cloud measurements through the use of satellite reflec-
tance observations. Figures 1-3 showed VISSR and
AVHRR-measured reflectances for the cloud region
surrounding the aircraft. We use the National Meteoro-
logical Center 1000-hPa windfields to compute the ad-
vected trajectory of 256 X 256 km cloud boxes (see
Pincus et al. 1992 for details) and retrieve IR and vis-
ible band VISSR images for these advected regions at
half-hourly intervals, with start and stop times brack-
eting the aircraft observation period. We use ISCCP
calibrations (Desormeaux et al. 1993) to convert sat-
ellite instrument counts to outgoing radiance, then infer
the cloud optical depth from a radiance lookup table
calculated for a range of solar zenith and satellite view
angles (see, e.g., Minnis et al. 1992). The uncertainty
in the optical depth estimates is about 15%—20% (Ros-
sow et al. 1989). On 16 July the trajectory is close to
the coast and the flow onshore. We have ignored those
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sections of each 16 July image over land (between 25%
and 35% of the image area) so that the number of pixels
along this trajectory decreases with time.

Figure 12 shows the temporal evolution of the first,
second, and third quartiles of the optical depth distri-
butions, where the respective quartiles are those optical
depths larger than 25%, 50%, and 75% of the optical
depths on each image. The image series are for 30 June
(centered on the Electra flight track), 14 July, and 16
July, with the times of various events from Table 1
indicated on the upper axis. The satellite observations
can give some indication of how well the small number
of available aircraft soundings represent regional cloud
conditions, within the uncertainties in both the optical
depth and in situ liquid water measurements. We see,
for example, that the median optical depth estimated
by the satellite at 11:45 PST on 30 June is higher than
the Table 2 value of Tqe.s-= 6.5 made during the con-
temporaneous Electra sounding ES. The 16 July Electra
soundings (Fig. 6e and Fig. 9) showed subadiabatic
cloud liquid water profiles with 7,.,s = 17, consistent
with the satellite-derived median optical depths. In con-
trast, the optical depth inferred from the C130 JLWC
measurements on this day (7 eas = Tagia =~ 25) is greater
than that inferred from 83% of the pixels observed by
the satellite at the time of the sounding. The 14 July
soundings appear to be taken in thinner than average
clouds; the 7., values in Table 2 fall in the lowest
30% of the optical depth distribution retrieved from the
satellite measurements.
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FiG. 11. Average rain rate (mm/day) as a function of cloud thick-
ness for all complete vertical soundings. The average soundings from
five North Atlantic flights (marked ‘‘n’”) (Nicholls 1984) are overlaid
on the 16 July plot (c) for comparison.
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FiG. 13. Points represent 60-second average FSSP spectrum from
14 July leg LO (18:26 UCT). Solid line represents fit to the distri-
bution using the gamma distribution of (12) with Ny = 75 cm™, r,
= 10.5 pym, varr = 0.11, v = 0.3. Long dashed line shows gamma
distribution with r,o; = 10 um, varr = 0.08, v = 0.7, N, = 75 cm™>.
Dotted line shows gamma distribution with r,,, = 11 um, varr = 0.13,
v=0.1N,=75cm™>,

We can estimate the impact of changes in cloud
thickness on the optical depth by substituting (5) into
(4):

T =~ 2.4 X 107*N}3B*3p"3, 9)
where 0 < § =< 1, a measure of subadiabaticity, is the
ratio of the actual to the adiabatic liquid water content
(B assumed constant through the cloud layer), and A
and N, are measured in units of m and cm™, respec-
tively. If we evaluate this equation for the conditions
during the Electra sounding on 14 July (8 ~ 1 and N,
= 100 cm™?), we find that the median optical thickness
at the time of the Electra sounding ES (7 =~ 26) cor-
responds to a cloud thickness of & ~ 415 m, within the
range of the observed cloud-base variability. We con-
clude that much of the 14 July cloud was thicker than
the 333-m median value inferred from all aircraft
soundings in section 2.

We measure optical depth changes in Fig. 12: the
slightly curved dashed lines in the figure indicate the
rate of change in optical depth calculated using (9),
assuming N, constant at the values given in the caption,
and a constant net loss of liquid water equivalent to a
1 mm/day rain rate. Although precipitation rates ex-
ceeding 2 mm/day had a significant local impact on
droplet number and cloud liquid water, and drizzle was
observed in cloud soundings throughout these three
days, the median optical depths stay relatively constant
over the mesoscale-sized regions. In addition, the cloud

=3
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‘fraction (estimated with a variable reflectance thresh-
old, but not shown ) remains above 95% over the course
of each day, in contrast to the predictions of Albrecht
(1989), who suggested a more sensitive dependence of
cloud fraction on precipitation amount.

All three days show their greatest optical depth fluc-
tuations at roughly 11:15 and 15:15 PST, with approx-
imately constant values before each fluctuation. It is
difficult to say without a larger sample whether the
near-identical timing of these transitions and steady pe-
riods is coincidental. The afternoon decrease appears
in other nonprecipitating FIRE clouds, and corresponds
in time to the solar-heating-induced afternoon cloud
minimum seen in sateilite and rawinsonde observations
(see, e.g., Betts 1990). The morning fluctuations
(which are not accompanied by changes in cloud frac-
tion or cloud-top temperature ) are largest for the bright-
est pixels. We would expect these thicker clouds to
have the highest precipitation and entrainment rates as
well as the strongest solar absorption.

4. Models of raindrop growth: Autoconversion and
accretion

The aircraft and satellite observations of sections 2
and 3 present precipitation patterns that indicate large
local depletion of cloud liquid water, although these
large local changes are not reflected in the regional es-
timates of optical depth. The observations also indicate
that the 30 June cloud, formed in clean marine air, can
generate precipitation fluxes as large as the 14 July
layer, although the median thicknesses of the two layers
give adiabatic liquid water paths that differ by more
than a factor of 2. In this section we consider the sen-
sitivity of rain rate to the cloud droplet distribution and
cloud thickness, using equilibrium calculations with
models that include the effects of turbulence, coales-
cence, sedimentation, and condensation.

In section 4a we focus on the production of small
drizzle drops through the collision of condensation-
produced cloud droplets, and show that typical marine
stratocumulus droplet distributions, with their low lig-
uid water concentrations and small volume mean radii,
evolve through coalescence much more slowly than
representative distributions from precipitating cumulus
clouds. In section 4b we consider how measurable pre-
cipitation can be produced given the low autoconver-
sion rates typical for stratocumulus. In that section we
review Baker’s analytic model and introduce a one-
dimensional equilibrium model patterned on Nicholls’s
work.

a. Autoconversion

A 200-m thick adiabatic cloud with a constant drop-
let concentration of 50 cm™ will have drop size distri-
butions with volume mean droplet radii between 5 and
12 pm. Autoconversion is the process by which these
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products of condensation growth collide and produce
larger raindrops; the raindrops can then accrete cloud
droplets and form precipitation.

We can directly estimate the autoconversion rate by
calculating the rate of mass transfer past an arbitrary
droplet size for a particular cloud droplet distribution
using the stochastic collection equation (e.g., Berry and
Reinhardt 1974a):

on(x)
o

x/2
f n(x yn(x")K(x., x")dx'
0

J
Here the number concentration in the mass range x —
x + dx is n(x)dx (cm™?), and collisions that produce
raindrops of mass x occur between droplets of mass x’
and x, = x — x'. The collection kernel K depends on
the collision efficiency E (in the range 0 — 1) and the
differential fall velocity AV (x,x') = V(x) — V(x'):

K(x,x') = nr’E(x,x")AV(x,x"), (11)

n(x)n(x")K(x, x")dx'. (10)

where we have used 4/3np,r* = x.

We have tested the sensitivity of the results discussed
in this section and section 4b(2) to three choices of
hydrodynamic kernel, using the collection efficiencies
of Hocking and Jonas (1970) and Davis and Sartor
(1967) [used by Reinhardt (1972)], a combination of
the kernels of de Almedia (1977) and Hall (1980), and
Jonas and Mason (1974) (used by Nicholls 1987).
Variations in the coalescence kernel change the auto-
conversion rates and equilibrium precipitation fluxes
reported below by ~10%-20%.

We use droplet mass distributions of the form

n(x) = Noxi'(1 + v) )T (v + 1)(%)
f

X exp[—(l + u)xi] . (12)
f

Here N, (m™) is the total number concentration, and
the first moment of the mass distribution x, (with cor-
responding radius r,,) is

x={(x)= Jm an(x)dx; ry<xp?. (13)

0

For these distributions the parameter v is related to
the relative variance in the mass and the radius, varx
and varr, by (Berry and Reinhardt 1974a)

_ {x?) = (x)?)
(x)?

varx = 1/(1 + v) = 7.14 varr.

(14)

Figure 13 shows a fit to the Electra FSSP observa-
tions using (12). It is a 60-second average FSSP spec-
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trum taken on 14 July leg LO in a region of moderate
precipitation. The solid line is a fit through the data with
v chosen to match the distribution mass variance of
varx = 0.77, varr = (.11, the volume mean radius r,,
= 10.5 pum, and total number concentration of N,
=75 cm™>. Liquid water content for this choice of pa-
rameters is g, = 0.36 gm™>. Also shown are two other
curves typical of distribution parameters observed in
the middle of these clouds. We have examined 100 30-
second-averaged midcloud droplet spectra for precipi-
tating regions of the 30 June and 14 July clouds and
found r,,, between 10 um and 12 pm with relative ra-
dius variances varr between 0.04 and 0.12 (v between
2.2 and 0.2). In examples throughout this section we
will use three distributions that approximately represent
adiabatic spectra in the middle of the 30 June and 14
July clouds: the fit to Fig. 13 (which we will call T'),
I, = (rg = 105 ym, Ny = 100cm™, g, = 048
gm>),and I'; = (ryg = 11.5 pm, Ny = 75¢cm™2, g,
= 0.48 gm™).

Using (10) and the algorithm of Berry and Reinhardt
(1974a) we can calculate the autoconversion rate A,
defined here as the time rate of change of the distri-
bution mass below 20 microns:

dq,

A(kgm‘3s“)=—-?d-;-=+

dqr
dt

d X0
= — ;tj; xn(x)dx, (15)

where we have used ¢, and g to represent the liquid
water content in the cloud droplets and raindrops, re-
spectively, and written the mass of 20 ym raindrops as
xo. The numerical scheme is able to integrate (10) with
a mass loss of ~0.1% over 4 hours, using a 2-second
time step and a constant collection kernel. Analytic so-
lutions to (10) have been found for both the constant
kernel and a kernel proportional to the sum of the drop—
droplet masses (Scott 1968 ). Comparison between the
numerical and analytic solutions for these two kernels
show concentration errors of less than 1% for 200-um
raindrops after 60 minutes of integration.

The choice of 20 pm for the autoconversion bound-
ary is somewhat arbitrary and can be moved to slightly
smaller sizes (18—19 pm) without qualitatively chang-
ing the results presented below. In section 4b we dis-
cuss a model in which the droplet population below the
autoconversion boundary will be specified using a fit
to observations. Removing this boundary, or moving it
to significantly smaller sizes, requires an accurate treat-
ment of the processes determining the breadth of the
number distribution, and introduces the complicating
effects of the aerosol distribution, entrainment, and
evaporation. There is currently no agreement on the
relative role played by each of these processes in de-
termining the droplet distribution shape (see, e.g., Coo-
per 1989). Rather than attempt to predict both the drop-
let distribution in the FSSP size range and the distri-
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FiG. 14. Autoconversion rate A as a function of g, (bottom axis) and Ny (assuming r,,, = 11 um, top
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= 0.09. The right axis shows the particle production rate Q given A, assuming a drop radius R, = 20 pm.

bution of larger raindrops, we will focus on the way in
which a given small droplet distribution produces an
equilibrium precipitation spectrum in section 4b. We
integrate (10) using 60 logarithmically spaced bins be-
tween 2- and 1800-pm radius, with bin centers at 16,
18, 20.2, and 22.6 um in categories 19—22, so that we
specify droplet concentrations for 7 < 19 pm and let
these droplets supply new precipitation particles
through both coalescence and condensation growth to
bins 21 and above.

Our definition of autoconversion differs from that
introduced by Berry and Reinhardt (Berry and Rein-
hardt 1973; Berry and Reinhardt 1974b; Richard and
Chaumerliac 1989). They began with an initial distri-
bution specified by (12) and let it evolve by coales-
cence. Using cight different distributions with values
of r.g = (10, 12, 14, 16) ym, v = (0, 3),and g, = 1
g m~>, they measured the time T, required for the
mass-weighted mean R, to reach 50 um, where R, is
defined as

R} = fw xzn(x)dx/fw xn(x)dx. (16)
0

0

Typically this requires T, between 6 arnd 25 minutes.
At the end of this time the original distribution has

evolved into a bimodal spectrum with a new drizzle
mode (which they called *‘S2’’) containing liquid wa-
ter content L,. The autoconversion rate is then given
by

A =L,/T,. (17)

It is scaled to other liquid water contents g, by the ob-
servation, based on a set of 30 model runs, that ¢q,T,
~ constant.

Marine droplet size distributions, with r,,; = 10-12
pm and ¢, =~ 0.4 g m~>, can have values of T, exceed-
ing 90 minutes, with most of the spectral evolution oc-
curring after 75—80 minutes have elapsed. Under these
conditions, L,/ T, is dominated by the collection due-to
the new population of 30-50-um raindrops in the
evolved spectrum, and is related to, but overestimates,
the ‘‘instantaneous’’ rate at which the initial gamma
distribution can generate raindrops larger than 20 um.
We find in our integrations that the mass transfer rate
over the first 5—-10 minutes of spectral evolution is
nearly constant; we use that value for the autoconver-
sion A.

We compare the two approaches in Fig. 14. We show
our autoconversion rate (long dashed line) as a func-
tion of g,, for ryq = (9, 10, 11) pum and two relative
variances. All lines have a slope of 2 (A « N?), in
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agreement with the autoconversion rate estimated by
continuous collection for a population of N, (cm™3)

droplets of mass M and radius r collecting similar cloud
droplets with constant efficiency E.:

dM
A=N, ar = Enr*N?MAV. (18)
As expected, our autoconversion rates are qualita-

tively similar to, but lower than, those of Berry and
Reinhardt (by a factor of 2 for r,,; = 11 um, v = 0.3)
and are also more sensitive to the distribution variance.
Figure 14 also shows a parameterization from Liou and
Ou (1989) (following Chen and Cotton 1987) (solid
lines). The Liou and Ou parameterization uses (18)
with a collection efficiency of E, = 0.55, N = N,, and
AV taken as the fall speed for cloud droplets smaller
than 20 pm. With these parameter values (18) gives
autoconversion rates that are about 2.5 orders of mag-
nitude greater than Berry and Reinhardt, and 3.2 orders
of magnitude greater than (15) for 10-um drops with
v = 0.7. Substituting the de Almedia/Hall kernel for
the Jonas and Hocking kemnel increases our autocon-
version rate slightly (by ~10-30%).

The rapid autoconversion predicted by (18) is due
to the choice of E, = 0.55, which is appropriate for a
drop size distribution in which precipitation has already
formed. Figure 15 shows the collection efficiency for
three different droplet sizes as a function of collector
size (Jonas and Hocking kernel). For collector drops
below 25 pm, the mean collection efficiency falls rap-
idly below 0.10 and is typically below 0.05 for the "
distributions used here.

b. Accretion growth: Impact of sedimentation and
turbulent transport

Nicholls (1987) proposed that turbulence played a
crucial role in stratocumulus precipitation, keeping
small drizzle drops in circulation long enough to grow
by coalescence. His model used a nonlocal turbulence
closure [the *‘integral equation’’ closure of Pasquil and
Smith (1983)] to move air parcels between vertical
levels, with the probability that a parcel would make a
transition from level i to level j determined by an ob-
served vertical velocity distribution. This one-dimen-
sional framework allows detailed, time dependent, mi-
crophysical calculations to be carried out relatively
quickly (Nicholls used 49 size classes). Unlike a
higher-order closure scheme, this nonlocal closure
moves individual cloud parcels between vertical levels,
so that a parcel-specific supersaturation can be diag-
nosed for droplet condensation growth, and the impact
of sedimentation and coalescence on the parcel can be
calculated during the movement between levels. The
model turbulent velocity field is specified throughout
the calculation, however, so microphysical changes are
unable to influence layer dynamics.
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Below we adopt Nicholls’s approach, substituting
for the integral equation closure a similar, nonlocal
scheme due to Stull (1984). In Stull’s closure, the
“‘transilient”” matrix c;(At) represents the portion of
air mixed into the level at height z; from the level at
height z; during a time step of length Az, and plays the
role of the transition matrix in Nicholls’s model. Cal-
culating turbulent transport using Nicholls’s transition
matrix requires the iterative use of all raindrop concen-
tration profiles for 10 previous time steps. Stull’s tech-
nique is more highly parameterized but much easier to
implement, with absolute mass conservation and
boundary conditions that are easily specified. The con-
nection between the transilient matrix and an observed
velocity profile is more tenuous, but the transilient
model requires an order of magnitude less computer
time than the integral equation closure to converge to
steady-state precipitation profiles. The derivation of the
transilient matrix for the model described below is dis-
cussed in appendix B.

Recently, Baker (1993) proposed an analytic version
of Nicholls’s model. She replaced the nonlocal turbu-
lence closure with a stochastic diffusion equation for a
turbulent plume of sedimenting raindrops, specified a
production rate for the smallest raindrops, and let the
diffusing drops grow by accretion with a time constant
determined from ¢, and their size-dependent fall speed.
The resulting equilibrium precipitation rate can be rep-
resented in closed form, which is extremely attractive
for precipitation parameterizations in large-scale mod-
els. In section 4b(1) we describe the analytic model
and calculate equilibrium raindrop distributions for
conditions approximating those of section 2. In section
4b(2) we compare the analytic solutions to explicit co-
alescence calculations using the transilient model.
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1) THE IMPACT OF TURBULENCE: THE ANALYTIC
EQUILIBRIUM CALCULATION

The analytic model traces the time evolution of a
plume of precipitation particles of radius R(¢) as they
fall and accrete cloud droplets. Their fall speed V(R)
is modified by the turbulent vertical velocity w’, which
is assumed to have a Lagranglan autocorrelatxon func-
tion of the form

w @Ow (') =olexp(—|t—1t'|/7,), (19)

where the overbar represents a spatial average, o2 is
the variance of the vertical velocity (0.2 < o, < 0.4
m s ™' for these three days), and 7,, is the Lagrangian
timescale. The Lagrangian timescale can be estimated
by 7,, = L/g,,, where L (m) is the turbulence integral
length scale (Baker 1993). We find 400 < 7,, < 1000
s for our three FIRE cases.

We will write the probability of finding a raindrop
that originated from a layer at height z’ and finds itself
at height z at time ¢ as F(z, z’, t)dz'. Here F obeys the
conservation equation:

6F(zz 1) aF(Z,Z',t)

ot

The accretion growth of these falling raindrops can
be approximated by a continuous collection equation
similar to (18). Assuming that the precipitation parti-
cles of radius R fall through a stationary population of
small droplets at speed V = JR, and that the collection
efficiency is a constant E,, Baker approximates the
raindrop growth by

(w=V(R(?))) =0. (20)

4p,,
pairquEc ’

t
R =R, exp(—) , where 7T,= 21D
Te

where p,; is the dry air density. Taking J = 8630 s~
(Johnson 1982), E. = 0.6, and g, = 0.48 g m™> (our
distribution I';) gives 7. = 26.8 min. Thus, raindrop
growth from 20 pym to 150 pm requires roughly 54
minutes compared with the 14—18 minutes required for
a 50 ym drop to sediment out of a 300-m thick cloud.

With these assumptions, (20) can be solved for a
point source at z”:

F(z,72';0)=6(z—2').

The magnitude of the raindrop source is given by the
autoconversion rate A. We will transform A as in Fig.
16, assuming that all of the liquid water mass goes into
raindrops with R, = 20 ym, and write:

. S
(47R3p/13)

(22)

Q:

With this assumption the arrival rate S'(z, z'; t)dz’
(m~?s~1) (i.e., the rate at which raindrops from the
spreading plurne that originated at height z’ arrive at
height z) is
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§'(z,7',t)dz' = F(z,z7', t)dz'Q. (23)

We can take the Fourier transform of (20), ensemble
average over all realizations of the stochastic variable
w, and invert to find S’. Integrating this over the thick-
ness h of the cloud layer gives the total average arrival
rate (Baker 1993):

h
S(z; 1) =~f 8§'(z,z"; t)dz'
Q

fofe-
z— Az(t)—h

—erf| — . (24)
[ V2a,(1) ])

where the overbar denotes the ensemble average, Az(t)
= [y V(R(¢"))dt' = [ JR(¢')dt' is the distance fallen
by the plume center, and o,(t) = f(t; 7, 0,,) is the
standard deviation of the plume, which is given ap-
proximately by Taylor’s theorem [see (B4)].

The solid lines in Fig. 16 show the time evolution of
S(z, t) given a 500-m-thick cloud layer with constant
A and turbulence parameters inferred from vertical ve-
locity spectra for the 14 July cloud: o, = 0.4 ms™*
and 7,, = 450 s~'. The precipitation particles, initially
at radius Ry, are accreting as they fall, with a growth
rate given by (21). We have assumed ¢, = 0.48 g m ™3,
E. = 0.6, and 7. = 26.8 minutes. The sensitivity of the
precipitation distribution to choices of E. and & will be
discussed in section 5. We show the rate of change of
plume concentration at 12.5 minutes (when the rain-
drops arriving at height z have grown by accretion to
R = 32 um) and at 50 minutes (R = 129 pym). Figure
16 shows that at a height of 500 m there are on average
~ 20 m~? raindrops arriving each second. They origi-
nated from the layer between 500 and 1000 m, 12.5
minutes previously, and have grown to 32 um as they
have diffused toward z = 500 m.

Providing the source rate Q remains constant, we can
determine the equilibrium raindrop distribution at height
z by transforming S to the distribution 7 (m™ pm™"):

n(z, RYdR = S(z, 1)dt =

z- Az(t)]
V2a.(1)

QOr. ( [ Z—- AZ(’*)]
R) = f
e ZR ) ‘/_‘7 (%)
z — Az(ty) —

e -

). e
where 1, = 7. In(R/R,).

Equation (25) predicts the equilibrium raindrop size
distribution as a function of height within the cloud,
cloud thickness, droplet liquid water content, droplet
autoconversion rate, and the turbulence parameters o,
and 7,. Baker (1993) finds that the precipitation flux
predicted by (25) varies by an order of magnitude as

‘/Eaz(t*)
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(7y, 0,) vary in the range 0.3 < 0, < 0.6 ms™*, and

300 < T,, < 900 s. Below we will fix (7,,, 5,,) to their
14 July values and focus on the sensitivity of the pre-
cipitation rate to changes in cloud microphysics.

The dotted lines on Fig. 16 (values on the top axis)
give contours of 7(z, R) for R = 32 and 129 ym. We
might expect 7 to overestimate the rain rate because
modeled raindrops continue to grow by accretion as
they diffuse above the 1000-m “cloud top’’ in Fig. 16,
effectively seeding the upper cloud with small concen-
trations of raindrops.

Choosing autoconversion rates in the range sug-
gested by Fig. 14, a cloud thickness of 4 = 400 m
and g, = 0.48 g m>, and using the turbulence levels
(0, =04ms™!, 7, = 450 s), we obtain the mid-
cloud values for n shown in Fig. 17. The open tri-
angles and circles give Electra-measured distribu-
tions for two 300-second (~18 km) averages cen-
tered on the same symbols in Fig. 8, with Fyecip =
1.2 mm/day and 5.5 mm/day, respectively. The
260X measurements are known to underestimate the
size concentrations in the 20-30-um size classes
(Baumgardner and Spowart 1990), and the sampling
uncertainty at larger sizes, where concentrations fall
below 10 m~? is also apparent.

The autoconversion rates used in Fig. 17 for heavy
and light precipitation (A = 7 X 10~ kgm™ s~! and
A = 10"°kg m™ s ') are appropriate for adiabatic spec-
tra in the upper half of the 14 July cloud. They corre-
spond, for example, to g, = 048 kg m™> s, r,q = 12.5
pm, and r,; = 11.5 pm (see Fig. 14), and demonstrate
that (25) produces a close fit to midcloud precipitation
spectra for a plausible choice of (h, 7,,, 0., q,,A). These
autoconversion rates are not, however, values that we
would infer from the FSSP measurements taken at mid-
cloud in these precipitating regions. The subadiabatic
liquid water content in the region of heavy drizzle is g,
= 0.2 g m>, and the autoconversion rate for the small
droplet size distribution (circles in Fig. 17) is almost
two orders of magnitude below that required to produce
a 5.5 mm/day rain rate. Thus, although (25) captures
the shape of the coalescence-produced drop size distri-
bution, the steady-state assumption used to obtain (25)
from the diffusing plume is unlikely to remain valid if
scavenging depletes the small droplet population. We
anticipate that this scavenging-induced decrease in the
autoconversion rate may cause intermittent precipita-
tion; we are investigating this possibility using none-
quilibrium coalescence calculations with the numerical
model described below.
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FiG. 17. Comparison of analytic model and Electra 260x obser-
vations. Boxes are 300-second (=18 km) average beginning 18:43:26
UCT, 14 July leg LO (see Fig. 8). Diamonds are 300-second average
for 14 July leg LO beginning 18:33:26 UCT. The two lines show the
analytic model (25) with A = 7 X 107° kg m™® 5™} (dotted) and A
=10"° kgm™3 s™! (solid) and # = 400 m, z = 200 m, o,, = 0.4

ms~', 7, = 450 s, 7, = 23.3 min

2) TRANSILIENT MODEL

We can use the time-dependent transilient matrix
model to test the existence of the steady-state assumed
in the derivation of (25), while replacing the autocon-
version and continuous collection parameterizations by
an explicit solution to the stochastic collection equa-
tion. To proceed numerically, we partition the radius
range into 60 logarithmically spaced bins with radii
between 2 and 1800 pm. The smallest 20 of these bins,
with radii between 2 and 18 pm, are specified by a
distribution of the form of (12). No mass loss is per-
mitted from these bins, but they contribute through both
the autoconversion and accretion portions of the gain—
loss integral (10) to the growth of the larger raindrop
categories. At 20.1 ym and beyond, the concentrations
in the remaining 40 categories are permitted to change
under the influence of turbulence, coalescence, sedi-
mentation, and condensation. Using 7(z;) to denote the
vector of concentrations in the 60 size categories at
height z;, we have for the time rate of change of con-
centration

a! - ( at )turb ¥ ( at cond ¥ at coal ¥ 6’ sed.
(26)

We solve (26) using split-time differencing: first
calculating the gain or loss in bin k at time step n — 1
by turbulent transport (with a 75-second time step),
and then calculating the impact of condensation, coa-
lescence, and sedimentation at each level of this new
concentration profile (using a 2-second time step). The
turbulence parameterization uses the transilient matrix
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¢; to calculate the effect of mixing between timesn — 1
and n of all parcels bringing raindrops in size category
k from level z; to level z;:

n:(z) = [e(ADINE ()]s

where the brackets indicate a matrix multiplication and
At is the time step.

In appendix B we derive c;, given an autocorre-
lation function of the form (19), which allows us to
directly compare the results of the analytic model
(25) with our numerical model. As a test of (27), we
can numerically model the plume of falling, accret-
ing droplets shown in Fig. 16. We place a source of
rate A = 107 kg m™3 s ™! with R, = 20 um at mid-
layer and construct the matrix c;, as in appendix B,
with g, = 0.4 ms~! and 7, = 450 s. The droplets
are allowed to grow according to (21); the results of
applying (27) to the initial profile shown in Fig. 16
are given by the open triangles (for r = 12.5 min)
and open diamonds (# = 50 min) in the figure. The
transilient matrix produces stronger initial diffusion
than the analytic model (see Fig. B1) and overesti-
mates the plume spreading rate at short times, but
approaches the analytic result of (24) at later times.

The impact of coalescence is determined by solving
(10) as described in section 4a, while the impact of
precipitation is determined by first-order upstream dif-

ferencing:
LAY
or ) . "oz’

where w%, the terminal velocity for mass category k, is
given by Beard (1976). Note that the terminal velocity
varies only with droplet category, and so is constant in
(28), and that vertical gradients of 7; are small. Re-
placing the upstream differencing with the more ex-
pensive hybrid scheme of Hall (1980) has no effect on
the solution.

We include condensation by solving the droplet
growth equation, neglecting curvature and solution ef-
fects and assuming that the supersaturation is at its
equilibrium value for an updraft (or downdraft) of ve-
locity W:

(27)

(28)

dR Seq
—— == L . 2
dt F,+ F, (29)

Given values for the (assumed constant) coefficients
F, and F, and the equilibrium supersaturation S.q, we
can write the contribution of condensation to the con-
centration change as :

on(R, t, 0 | DR
(P52) == ax | B wro | 00
cond

where we have used the continuous form of 7 for il-
lustration.
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FiG. 18. Cloud-base precipitation flux Fiep, (mm/day) vs cioud
thickness for the analytic and numerical models, with cloud liquid
water concentration ¢, = 0.48 g m™2. Solid lines show the numerical
model with the Hocking and Jonas kernel, long dashed lines show
the numerical model with a constant collection efficiency, and short
dashed lines show the analytic solution. (A) Numerical model, Hock-
ing and Jonas kernel, r,y = 10.5 (no condensation). (B) Analytic
solution, E, = 0.5. (C) Analytic solution, E, = 0.6. (D) Numerical
model, E, = 0.5. (E) Numerical model, Hocking and Jonas kernel,
rva = 10.5 pm, with condensation. (F) Analytic solution, E, = 0.7.
(G) Numerical model, E. = 0.6. (H) Numerical model, Hocking and
Jonas kemnel, r,,; = 11 gm, with condensation. (I) Numerical model,
E. = 0.7. The right axis gives h,q,, the equivalent thickness of an
adiabatic cloud (see text).

We solve (30) using the semi-Lagrangian advection
scheme of Bott et al. (1990). We infer S, for these
clouds by (e.g., Cooper 1989)

cW

Seq = =55
N

(31)

where N, and (r) are the number concentration and
mean radius for the constant small droplet population
in bins 1-20.

The vertical velocity W due to turbulent transport
during the time step is inferred from the heights of z;
and z; and the time step At (W = (z; — z;)/At). It is
set to a maximum value of |W| = 0.5 m s for |W|
> 0.5 m s, which spans 95% of the velocities ob-
served in these layers. Because all transitions are rep-
resented in the transilient matrix, placing this kind of a
constraint on W reduces the condensation growth ex-
perienced by parcels making large vertical transitions
(from, for instance, layer bottom to layer top).

We will consider the coefficients in (29) and (31)
to be constant throughout these shallow stratocumulus
layers. For temperatures of ~280 K and pressures of
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~950 hPa, we have 1/(F, + F;) = 1 X 107 ° m?s 7!,
¢ ~ 1.6 m* s. This implies that for a typical precipi-
tating cloud, with N =~ 100 cm™ and r,,, =~ 10.5 pm,
the equilibrium supersaturation S., used in (31) will
not exceed +0.15%, and will usually be significantly
less. In mixed parcels with lower droplet concentrations
the super- (and sub-) saturation could frequently be 2—
3 times greater than this value. We consider (29) to be
a lower bound on the impact of condensation (and
evaporation) on raindrop production.

5. Sensitivity to cloud thickness and the coalescence
kernel

In Fig. 18 we compare the sensitivities of the pre-
cipitation flux at cloud base predicted by the analytic
and numerical models to cloud thickness, the collection
efficiency, and the small droplet distribution, and in
Fig. 19 we show the corresponding raindrop size dis-
tributions at midcloud in a 400-m-thick cloud. There
are three groups of three lines: the dotted lines B—C—
F (analytic) show the integrated precipitation flux us-
ing (25) with collection efficiencies in (21) of E,
= (0.5, 0.6, 0.7), using cloud water content q, = 0.48
g m~* and an autoconversion rate of A = 3.8 X 107°
kg m~3 s~!. Although the numerical model can calcu-
late the evolution of precipitation given an arbitrary
liquid water profile, we assume g, constant with height
in this example to permit a direct comparison with the
analytic solution. The right axis uses (6) to show the
thickness k.4, needed by an adiabatic cloud to produce
the same liquid water path as a cloud of depth 4 and
constant g, = 0.48 gm™: 1.15 X 103hZ;, = 0.48h
(g m™?). The dashed lines D—G-I give the numerical
results for the same constant collection efficiencies and
droplet size distribution (constant with height) I'; with
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FIG. 19. Precipitation spectra at z = 200 m in a 400-m thick cloud
for the conditions of Fig. 18. Line labels are the same as in Fig. 18,
the circles and triangles show the 60-second average precipitation
spectra of Fig. 17.
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v = 0.3. The autoconversion rate from (15) for this
distribution is ~9.5 X 107 kg m3 s,

The curve pairs D-B, G-C, and I-F present the
difference between the stochastic collection calculation
and continuous collection, given equal collection effi-
ciencies. As expected, the stochastic collection scheme
produces higher rain rates than continuous collection at
all cloud thicknesses, with the difference increasing
rapidly with cloud depth and collection efficiency. This
greater precipitation production occurs despite the fact
that the autoconversion rate used in the numerical
model is ~3.5 times lower than that used in the analytic
solution (9.5 X 107" vs 3.8 X 10 kg m™> s™'). The
midcloud raindrop spectra for curves G and C are in-
cluded in Fig. 19. The analytic solution, which has a
lower rain rate than the numerical solution at midcloud,
actually has higher concentrations of raindrops with R
> 100 pm for the same collection efficiency. This is
due to the analytic solution’s cloud top “‘reentry’’ of
large drops mentioned in the discussion of Fig. 16.

The average collection efficiency for the hydrody-
namic kernel, weighted by a fully developed precipi-
tation spectrum, is approximately E, = 0.5. We might
expect that replacing the constant kernel E, = 0.5
(curve D) in Fig. 18 by the hydrodynamic kernel in the
numeric model would produce similar precipitation
fluxes. Instead the precipitation rate at the base of a
400-m-thick cloud falls to 0.9 mm/day (curve A). This
© is due to the low collection efficiencies for raindrops
with radii < 23 pm (E, < 0.05). Increasing the au-
toconversion rate has little impact on the precipitation
flux (not shown) because the additional small rain-
drops sediment out of the cloud before they can co-
alesce. When the effects of condensation are included
(solid curve E), the equilibrium precipitation increases
to 3 mm/day, as 20 pum raindrops are able to grow to
sizes with larger collection efficiencies. Comparing
curves E and G in Fig. 19 shows that the additional
raindrop supply provided by condensation increases the
number of raindrops with R > 100 um to a level equiv-
alent to the analytic solution with E, = 0.6 (curve C).

The numerical model is also significantly more sen-
sitive to changes in autoconversion when condensation
is included. The solid curves labeled H in Figs. 18 and
19 show the impact of replacing the I, distribution with
I=(ra=115um N, =75cm™>, q, =048 gm™,
v = 0.3). The new autoconversion rate is A = 4.3
X 107 kg m~* s ! (4.5 times larger), and the precip-
itation flux increases from 3 to 5.8 mm/day for a 400-
m-thick cloud. Without condensation, the precipitation
flux drops to 1.44 mm/day. Comparing the spectra for
curves E (r,, = 10.5 pum) and H (7, = 11.5 um) shows
that the larger supply of small droplets results in a con-
stant relative increase in the raindrop concentration at
all sizes.

The role of condensation growth in helping to initiate
coalescence in cumulus updrafts is well known (Leigh-
ton and Rogers 1974; Jonas and Mason 1974). Nicholls
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(1987), however, found little sensitivity to condensa-
tion (and no need to invoke condensation to produce
drizzle drops) in his precipitation model. As we men-
tioned in section 4a, we have used the Jonas and Mason
(1974) kernel used by Nicholls in sensitivity tests. Our
results differ from his in that we find that significant
coalescence cannot occur without assistance from con-
densation growth.

6. Discussion

We have presented aircraft and satellite observations
of stratocumulus clouds that show relatively complex
spatial and temporal variations in precipitation and
cloud optical depth. On the one hand, the cloud layers
are characterized by large horizontal variations in
cloud-base and cloud-top heights, and by localized
regions of precipitation large enough to cause cloud
water depletion. However, these precipitation events do
not seem to determine the regional distribution of cloud
thickness or cloud fraction, which remains high over
the course of each day. The satellite retrievals for 30
June, for example, show a decrease in median optical
depth of less then five between sunrise and sunset, al-
though aircraft observations indicated large precipita-
tion rates at midcloud during this day. During the pe-
riod from local noon to 1700, the optical depth changes
by less than 2. On 14 July, in thicker cloud, the regional
median optical depth remains between 16 and 20
throughout most of the afternoon, and by sunset still
exceeds 13, implying a cloud thickness in excess of 250
m.
The observations also show that clouds with mark-
edly different liquid water paths and droplet size dis-
tributions can have similar precipitation rates. Com-
parison of the microphysical measurements along level
legs and in vertical soundings for 30 June and 14 July
show that the two clouds differ by more than a factor
of 2 in droplet number concentration and by 60% in
cloud liquid water path, but produce roughly equal pre-
cipitation fluxes. They have in common the fact that
rvo €xceeds 10 um through most of both layers. A coun-
terexample is 16 July, but low aircraft-measured liquid
water content suggest that the aircraft may have been
below the region of active precipitation in the 16 July
cloud.

Calculated autoconversion rates provide evidence
that precipitation in stratocumulus clouds s’iould be
sensitive to the size of the cloud droplets. Tt : 30 June
layer produces rain with cloud droplets ran ring from
10 to 13 pm and coalescence with these targ: ts occurs
in a region of the hydrodynamic kernel in which the
collision efficiency varies rapidly with drople* size.
Changes of 10% in the mean radius or distribution rel-
ative variance, if they occur throughout the cloud, can
increase the creation rate of embryonic raindrops by an
order of magnitude. Both the analytic and numerical
calculations presented here suggest that, given collec-
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tion efficiencies that permit growth of these 20-pum
drops to 30 um or larger, the precipitation flux will be
sensitive to variations in the autoconversion rate typical
of a 1-2 um change in cloud droplet volume mean
radius.

Our numerical results indicate that, over a period of
1-2 hours, a steady-state balance between coalescence,
turbulence, and sedimentation can be established, pro-
vided that enough new droplets are produced to main-
tain a constant autoconversion rate. The raindrop dis-
tributions generated by the numerical model, including
condensation growth and coalescence with a hydro-
dynamic kernel, are similar to analytic equilibrium dis-
tributions for a continuously collecting, diffusing
plume of drizzle drops. We have explored a very lim-
ited range of parameter values for these models, vary-
ing only the collection kernel, the autoconversion rate,
and cloud thickness, with a fixed Gaussian distribution
of vertical velocities. Within this range of parameters,
the equilibrium droplet spectra of the analytic and nu-
merical models resemble observations of raindrop-size
distributions observed at midcloud. The success of the
analytic model in matching these distributions, given
its simple autoconversion and collection parameteriza-
tions, suggests that a one-dimensional equilibrium cal-
culation may capture an important part of the physics
of stratocumulus rainfall.

In this initial study we have excluded a number of
effects that could influence precipitation initiation. For
example, giant CCN could play an important role in
triggering coalescence in these layer clouds (Beard and
Ochs 1993), although the turbulence-extended droplet
lifetimes appear to be long enough to produce coales-
cence without extremely large aerosols. We are cur-
rently modifying the one-dimensional numerical model
to include a vertically varying droplet size distribution,
the impact of radiation on droplet growth, and a time-
dependent response to precipitation scavenging.

Additional ground-based, satellite, and aircraft ob-
servations of both equilibrium and time-dependent pre-
cipitation are needed to more tightly link the cloud mi-
crophysical character to the rain rate, to determine the
impact of precipitation on regional cloud radiative
properties, and to constrain the precipitation parame-
terizations needed for large-scale models. Some of
these measurements have already been made: the At-
lantic Stratocumulus Transition Experiment (ASTEX)
has provided a dataset that should help address many
of the questions raised by this analysis of FIRE precip-
itation.
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APPENDIX A
Instrumentation
a. Particle counting and sizing errors

We use droplet and raindrop concentration measure-
ments as a function of radius n(r) (m~> x~') made by
two PMS microphysical probes operating at 10 Hz: an
FSSP set on these flights to size particles with radii
between 1 yum < r < 23.5 ym in 1.5-um wide bins and
a PMS 260X, which spans a radius range of 20 um < R
< 310 pm in 5-pm wide bins (with the two missing
bins noted below ). The inhomogeneous beam and sam-
ple volume corrections of Baumgardner and Spowart
(1990) were applied to the FSSP measurements, and
bin-dependent sample volume corrections (D. Baum-
gardner 1990, personal communication) were applied
to the 260X measurements.

1) FSSP MEASUREMENTS OF LARGE LIQUID WATER
CONTENTS

The JLWC and FSSP liquid water content soundings
presented in Fig. 6 differ much of the time by more
than 50% and show subadiabatic liquid water contents
for most soundings. Recently, Gerber et al. (1993) did
an in-cloud comparison (1992 ASTEX Experiment,
University of Washington C-131 aircraft) of an FSSP
and a new optical sensor (the PVM-100A), which
measures integrated cloud liquid water by forward light
scattering. In a 345-m thick cloud that exhibited little
evidence of entrainment and no precipitation the PVM
probe measured liquid water contents >90% of adi-
abatic throughout the cloud, while the FSSP measured
adiabatic liquid water contents in the lower half of the
cloud and liquid water contents in the upper half of the
cloud that were ~60% of adiabatic. The FSSP liquid
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water measurements presented here have been brought
closer to adiabatic values using the time response and
laser inhomogeneity corrections of Baumgardner and

Spowart (1990). These corrections increase FSSP- -

measured liquid water contents by 20%—30% in most
cases. The corrected Electra FSSP consistently mea-
sures higher water contents than the Electra Johnson—
Williams probe, the reverse of situation for the two
C130 instruments. More comparisons are clearly
needed, and all FSSP measurements presented of the
upper portions of these thick, precipitating clouds
should be regarded as tentative.

The Electra FSSP bin 15 (22 < r < 23.5 pm) and
the 260X bin 1 (20 < r < 25 um) are both missing for
these FIRE flights. If we fill the gap between 22-25
pm with interpolated values for the spectra in Fig. 17,
the FSSP volume mean radius is increased by <0.3%
and the precipitation flux is increased by <0.1%.

2) 260X COUNTING AND SIZING UNCERTAINTIES

In Fig. Al we show two 60-second samples through
regions of the 14 July cloud with low [Fig. Al(a)] and
high [Fig. A1(b)] precipitation rates. The solid lines
show the raw counts, uncorrected for the sample vol-
ume, from the FSSP and 260X probes as a function of
bin radius. The dashed lines show, following (Nicholls
1984) three estimates of the cumulative precipitation
flux forecip (R) defined by

fprecip(Rn) = 4/3mp,, En: wr(R:)R;n(i) AR.

i=1

(A1)

The middle line indicates the actual estimate, while
the upper and lower lines show the effect of consis-
tently oversizing or undersizing the precipitation par-
ticles by a single bin. At typical stratocumulus precip-
itation rates of 1.4 mm/day [Fig. Al(a)] there are 1818
raindrops sampled by the 260X. The FSSP-measured
droplets contribute a background precipitation flux (ne-
glecting turbulence) of ~0.3 mm/day. The definition
of Fprecip in (7) neglects this contribution, and the pre-
cipitation fluxes will be calculated using only the 260X
values.

At higher rain rates, Fig. A1(b) shows that the dis-
tribution shape is relatively unchanged with the mean
radius for drizzle drops increasing from R = 46 ym to
R = 48 pym. The number of raw counts and the con-
centration has increased by a factor of 8, with counts
in the 50 yum < R < 150 pm range between 10 and
650. Under- or oversizing introduces flux errors of
roughly 20%--30% at these larger precipitation levels.

We will use 60-second horizontal averages when the
drizzle concentration is consistently smaller than
0.05 cm™ to insure that there are at least 10 counts in
each of the 50 um < R < 150 pm channels. We will
increase our horizontal resolution by using 20-second
averages at higher concentrations, when the shorter av-
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FiG. Al. Solid line shows probe counts without sample volume
correction for the FSSP and 260X for a 60-second sample time during
light (a) and heavy (b) precipitation in the 14 July cloud. Dotted line
shows cumulative precipitation flux fiyecip(R).

eraging time does not change the calculated mean rain
rate.

b. Vapor flux measurements

We measured vapor fluxes with the fast-response (20
Hz) Lyman-a hygrometer, calibrated against a dew-
point hygrometer for each flight leg and the differential
pressure vertical velocity probe for 20 Hz velocity mea-
surements. The velocity measurement undergoes spu-
rious fluctuations (Paluch and Lenschow 1991), par-
ticularly during transitions between precipitation and
clear air. These segments were deleted from the mean
flux calculation. There is also evidence (Paluch and
Lenschow 1991) that the vertical velocity measurement
may be overestimating the vapor flux by 10%-30%.

APPENDIX B
Computation of the transilient coefficients C;;

We follow Stull (1984 ) and assume that the coeffi-
cients c; of the transilient matrix of (27) will scale as
W/D?, where W and D are the velocity and distance
scales for interchange between the heights z; and z;.
We set D equal to {, the distance between the desti-
nation layer at height z; and the source layer z;. The
wavenumber associated with { is k = 27/{, and the
velocity variance between Ink and Ink + A Ink is ap-
proximately given by

w? = kE(k)d Ink ~ kE(k),

Alnk

(B1)
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where E(k) is the power spectral density and we have
chosen A Ink = 1 (Tennekes and Lumley 1972).

To compute E(k) we use the autocorrelation given
by (19) and assume that the Lagrangian and Eulerian
timescales are roughly equal (see, e.g., Hunt 1981).
With this assumption, (19) becomes

R(r) = o}, exp(—|r|/rs)

E(k) = ;ZF_J‘“’ R(r) cos(kr)dr = 2 (

TwTw
0 w\1l+c272k?

WID? =~ (kE(k))"®10? = c(At);

1 4037,C )
- E (CZ + 47r20ﬁ7'§,> ’

where r is the Eulerian distance and rg
Eulerian length scale.

The expression for c(At); in (2) gives the fraction
mixed to layer i from a layer a distance { away (i.e., it
provides terms for one horizontal row of the transilient
array ). If the turbulence is homogeneous, all rows are
identical and the matrix can be assembled by stacking
rows to a depth matching the model domain, with each
row offset so that the point £ = 0 lies on the diagonal.

To complete the transilient matrix we need to apply
boundary conditions and choose a time step At and a
cutoff scale {., which limits the size of the eddies that
do the mixing (Stull 1984). We typically choose a do-
main of 100 levels with Az = 10 m and {. = 100 m,
and enforce conservation as Stull suggests, ‘‘folding’’
those values of the matrix that lie outside the domain
onto the diagonal for each row. This essentially pro-
hibits mixing above cloud top or below the bottom
layer.

To set the time step we use Stull’s Eq. (20):

[e(nén)] = [c(6D)]".

(B2)

~

0,7, 1S an

(B3)

Stull suggests that ¢ scales with the viscous-subscale
time range, roughly 0.06 s for these clouds. Our ap-
proach is to specify nét = 75 s, and then choose 7 in
(B3) so that the evolution of the standard deviation
(o) of concentration for a spreading plume calculated
using (27) matches the result from Taylor’s theorem:

Oy = Two[2(t/T, — 1 + exp(—t/T,))]'"2. (B4)

Figure B1 shows two such calculations. The trian-
gles show plume spreading with o, = 04 ms™', 7,
=20 s, and n = 64, while the squares show o, = 0.4
ms™', 7, = 300 s, and n = 2304. The lines in each
case show o, computed from (B4). At larger 7,,, the
plume growth is more rapid than predicted by (B4),
but there exists a choice of n, increasing with increas-
ing 7,,, for each of the examples used in this paper that
produces an asymptotic approach to the spreading rate
predicted by Taylor’s theorem.
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Fic. B1. Comparison of plume growth for analytic and transilient
models. Dotted line shows (B4) with o,, = 0.4 ms'and 7, = 20 s.
Triangles show plume evolution from (27) with ¢; constructed using
(B3) with identical 7., o,, n = 64. Solid line shows (B4) with o,,
=0.4 m s and 7, = 300 s. Squares show (27) with this o, 7, n
=2304.
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