Ozone ensemble forecasts: 2. A Kalman filter predictor bias correction
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The Kalman filter (KF) is a recursive algorithm to estimate a signal from noisy measurements. In this study it is tested in predictor mode, to postprocess ozone forecasts to remove systematic errors. The recent past forecasts and observations are used by the KF to estimate the future bias. This bias correction is calculated separately for, and applied to, 12 different air quality (AQ) forecasts for the period 11–15 August 2004, over five monitoring stations in the Lower Fraser Valley, British Columbia, Canada, a population center in a complex coastal mountain setting. The 12 AQ forecasts are obtained by driving an AQ Model (CMAQ) with two mesoscale meteorological models (each run at two resolutions) and for three emission scenarios (Delle Monache et al., 2006). From the 12 KF AQ forecasts an ensemble mean is calculated (EK). This ensemble mean is also KF bias corrected, resulting in a high-quality estimate (KEK) of the short-term (1- to 2-day) ozone forecast. The Kalman filter predictor bias-corrected ensemble forecasts have better forecast skill than the raw forecasts for the locations and days used here. The corrected forecasts are improved for correlation, gross error, root mean square error, and unpaired peak prediction accuracy. KEK is the best and EK is the second best forecast overall when compared with the other 12 forecasts. The reason for the success of EK and KEK is that both the systematic and unsystematic errors are reduced, the first by Kalman filtering and the second by ensemble averaging.


1. Introduction

The first part of this study [Delle Monache et al., 2006, hereinafter referred to as DM1] presented a new Ozone Ensemble Forecast System (OEFS), composed of 12 forecasts created using four different meteorological inputs and three different emission scenarios. The meteorological fields were obtained by running two mesoscale numerical weather prediction (NWP) models over two nested domains with 12 and 4 km horizontal grid spacing. The emission scenarios were a control run, a run with 50% more NOx emissions, and a run with 50% less. The 12 combinations of the meteorological and emission fields were used to drive the U.S. Environmental Protection Agency (EPA) Models-3/Community Multiscale Air Quality Model (CMAQ) Chemistry Transport Model (CTM) [Byun and Ching, 1999].

This OEFS has been tested for the period 11–15 August 2004 using data from five stations across the Lower Fraser Valley (LFV), British Columbia (BC), Canada, a region where the ozone modeling is particular challenging because the complex coastal mountain setting. The main finding of DM1 is that, for the locations and days used to test this new OEFS, the ensemble mean is the most skilful forecast when compared with the other 12 forecasts. The reason for the success of EK and KEK is that both the systematic and unsystematic errors are reduced, the first by Kalman filtering and the second by ensemble averaging.

The results in DM1 show that all the forecasts have systematic errors (e.g., nighttime over prediction). This is a problem common to all CTMs [Russell and Dennis, 2000]. In this paper the Kalman filter predictor (KFP) postprocessing bias correction method [Bazic, 1994] has been applied to each ozone forecast (the 12 ensemble members and the ensemble mean) to improve the individual forecast skill for all sites where ozone observations are available. The KFP correction is an automatic postprocessing method that uses the recent past observations and forecasts to estimate the model bias in the future forecast, where bias here is defined as the “difference of the central location of the forecasts and the observations” [Jolliffe and Stephenson, 2003]. This estimate can then be used to correct the raw model prediction. It is a recursive, adaptive method that takes into
account the time variation of forecast error at a specific location.

[5] Details of the Kalman algorithm are given in section 2. Section 3 describes the experiment and methodology. In section 4, the performance of the raw (i.e., not corrected), the KFP bias-corrected forecasts, the ensemble mean of the KFP bias-corrected forecasts (EK, is a linear average of the KFP bias-corrected ensemble member predicted hourly concentrations), and the KFP bias-corrected EK (KEK) are compared using the same data set and statistical parameters as in DM1. Moreover, EK and KEK performances are compared with two other bias-correction methods; namely, the additive and multiplicative methods (section 5). In section 6 those results are discussed and conclusions are drawn.

2. Kalman Filter Predictor Bias Correction

[5] The Kalman filter (KF) is a recursive algorithm to estimate a signal from noisy measurements. It has been mainly used in data assimilation schemes to improve the accuracy of the initial conditions for both NWP [e.g., Burgers et al., 1998; Hamill and Snyder, 2000; Houtekamer and Mitchell, 2001; Houtekamer et al., 2005] and air quality (AQ) forecasts [e.g., van Loon et al., 2000; Segers et al., 2005]. The KF has also been used for NWP model forecasts as a predictor bias correction method during postprocessing of short-term weather forecasts [Homleid, 1995; Roeger et al., 2003], an approach that is extended here for AQ forecasts (i.e., ozone).

[7] In a postprocessing predictor bias correction method, the information (i.e., recent past forecasts and observations) is used to revise the estimate of the current raw forecast. Previous bias values are used as input to KF. The filter estimates the systematic component of the forecast errors, or bias, which is often present in AQ forecasts as shown in DM1 and as reported in the literature [e.g., Russell and Dennis, 2000]. Once the future bias has been estimated, it can be removed from the forecast to produce an improved forecast. Such a corrected forecast should be statistically more accurate in a least-squares sense.

[8] The KF models the true (unknown) forecast bias \( x_t \) at time \( t \), by the previous true bias plus a white noise \( \eta_t \) term [Bozic, 1994]:

\[
x_{t|t-\Delta t} = x_{t-\Delta t|t-2\Delta t} + \eta_{t-\Delta t}
\]

where \( \eta_{t-\Delta t} \) is assumed uncorrelated in time, and is normally distributed with zero-mean and variance \( \sigma_{\eta_t}^2, \Delta t \) is a time lag (see Figure 1), and \( t - \Delta t \) means that the value of the variable at time \( t \) depends on values at time \( t - \Delta t \). Because of unresolved terrain features, numerical noise, lack of accuracy in the physical parameterizations, and errors in the observations themselves, the KF approach further assumes that the forecast error \( y_t \) (forecast minus observation at time \( t \) ) is corrupted from truth by a random error term \( \varepsilon_t \):

\[
y_t = x_t + \varepsilon_t = x_{t-\Delta t} + \eta_{t-\Delta t} + \varepsilon_t
\]

where \( \varepsilon_t \) is assumed uncorrelated in time and normally distributed with zero-mean and variance \( \sigma_{\varepsilon_t}^2 \). Thus \( y_t \) includes both the systematic bias plus random errors.

[9] Kalman [1960] showed that the optimal recursive predictor of \( x_t \) (derived by minimizing the expected mean square error) can be written as a combination of the previous bias estimate and the previous forecast error:

\[
\hat{x}_{t|t-\Delta t} = \hat{x}_{t|t-2\Delta t} + \beta_{t|t-\Delta t}(y_t - \hat{x}_{t|t-2\Delta t})
\]

where the hat (\( ^\wedge \) ) indicates the estimate.

[10] The weighting factor \( \beta \), called Kalman gain, can be calculated from:

\[
\beta_{t|t-\Delta t} = \frac{P_{t-\Delta t|t-2\Delta t} + \sigma_{\eta_t}^2}{P_{t-\Delta t|t-2\Delta t} + \sigma_{\eta_t}^2 + \sigma_{\varepsilon_t}^2}
\]
where \( p \) is the expected mean square error, which can be computed as follows:

\[
P_{\text{it} - \Delta t} = \left( p_{\text{it} - 2\Delta t} + \sigma_i^2 \right) \left( 1 - \beta_{\text{it} - \Delta t} \right)
\]

(5)

[11] It can be shown [Dempster et al., 1977] that the time series

\[
z_t = y_t - \eta_t = y_t + \varepsilon_t - \varepsilon_t
\]

has variance

\[
\sigma_z^2 = \sigma^2 + 2\sigma^2
\]

(7)

Assuming \( r = \sigma^2 / \sigma_z^2 \), (7) become:

\[
\sigma_z^2 = r\sigma^2 + 2\sigma^2 = (2 + r)\sigma^2
\]

(8)

[12] \( \sigma_z^2 \) (which is a time-varying quantity) can be estimated with the Kalman algorithm itself (i.e., by substituting \( \hat{x} \) with \( \sigma_z^2 \) in equation (3)) in combination with (8). Further details on the filter implementation are given in Appendix A.

[13] Since here a time lag of \( \Delta t = 24 \) hours is used, today’s forecast bias is estimated using yesterday’s bias, which in turn was estimated using the day-before-yesterday’s bias, and so on. Figure 1 shows the flow diagram of the KF algorithm. The difference between today’s forecast error (\( y_t \)) and the portion of today’s bias that was estimated yesterday \( (x_{\text{it} - \Delta t}) \), is weighted by the Kalman gain to give the correction that was “learned” from previous errors. This correction is applied to yesterday’s estimate of today’s bias \( (x_{\text{it} - \Delta t}) \) to produce today’s estimate of the bias for tomorrow \( (x_{\text{it} - \Delta t}) \). Thus real-time AQ forecasts are possible by taking the raw forecast from a model such as CMAQ, and correcting it with the bias forecast from KF.

[14] The KF algorithm will quickly and optimally converge (after few time step (\( \Delta t \)) iterations) for any reasonable initial estimate of \( p_0 \) and \( \beta_0 \). However, the filter performance is sensitive to the ratio \( \sigma^2 / \sigma_z^2 \). If the ratio is too high, the filter will put excessive confidence on the past forecasts, and will therefore fail to remove any error. On the other hand, if the ratio is too low, the filter will be unable to respond to changes in bias. Thus there exists an optimal ratio for the ratio that is given by the climatology of the forecast region, which can be estimated by evaluating the filter performance in different situations with different meteorology and different AQ scenarios (not only for AQ episodes).

[15] The data set presented in this study is not extended enough to compute an optimal ratio value that can also be used for a wide range of AQ scenarios (i.e., nonepisodic). A ratio value of 0.01 is used in this study. This is the value from previous studies where the KF was used to bias-correct weather forecasts in the steep mountains of BC, Canada [Roeger et al., 2003], and close to the optimal value of 0.06 found by Homleif [1995]. With the availability of a longer data set (a full month or season), including both ozone forecasts and observations with a broader variability than just the AQ episode presented here, a different optimal value may result.

[16] A period of 2 days (9–10 August 2004) is used here in order to train the Kalman gain coefficients. Kalman corrections are then applied to the data for the subsequent 5 days (11–15 August 2004), during which time the KF continues training itself. Also, the filter algorithm is run on data for each hour of the day, using only values from previous days at the same hour of the day (corresponding to a \( \Delta t = 24 \) hours time delay in Figure 1). In this way, a given hour is corrected using only the past forecasts and observations at that same hour. This is to take into account the time-varying behavior the bias may have at different times of the day (e.g., different ozone reactions during daytime versus nighttime). Thus we compute and save different Kalman coefficients and variances for each hour of the day.

[17] When observations are missing for an hour, the filter uses the last known bias for that same hour from an earlier day. In some cases, however, the true bias changes considerably in such a time period, causing the algorithm to use incorrect, old values. This creates spikes in the Kalman coefficients that can be smoothed by applying the following low-pass filter twice:

\[
x_t = \frac{1}{2} x_t + \frac{1}{4} [x_{t-1} + x_{t+1}]
\]

(9)

Since the bias correction is additive, the Kalman-filtered ozone concentrations were given a lower bound of 0 ppbv, in order to avoid negative forecast values.

[18] In summary, the Kalman filter predictor corrector approach is (1) linear, (2) adaptive, (3) recursive, and (4) optimal. Namely, it predicts the future bias as equal to the old bias plus uncertainty, but corrected by a linear function of the difference between the previous prediction and the verifying bias. Contrast this to a neural network approach, which is nonlinear [e.g., Cannon and Lord, 2000].

[19] Contrary to a neural network approach that requires a long training period and then behaves in a static manner, the KF approach adapts its coefficients during each time step. Advantages are a much shorter training period, and an ability to adapt to changing synoptic conditions, changing seasons, and even changing weather forecast models or AQ models. A disadvantage is that it is less likely to predict extreme bias events; namely, it is unable to anticipate a large bias when all biases for the past few days have been smaller.

[20] It is recursive because values of the KF coefficients at any one time step depend on the values at the previous time step. It is optimal in a least-square sense. Finally it is easy to implement and fast running on the computer, requiring storage of a handful of the KF coefficients for each AQ site for each forecast hour.

3. Method

3.1. Experiments

[21] Because each AQ ensemble member is a forecast based on a different meteorological model, different grid resolution, or different initial chemistry, it is anticipated that each forecast will have a different bias. Some of these biases could be quite large. Also, this bias could vary
depending on the hour of the day. To correct the individual AQ forecasts, we apply a separate Kalman filter for each ensemble member, for each hour. Individual Kalman-corrected AQ forecasts are denoted by \( K \).

Next, if we ensemble (E) average all of the Kalman-corrected (K) forecasts for any hour, then the result is denoted by \( EK \). This ensemble average could have a small residual bias, because the bias corrections that were applied to the individual members were only estimates of future biases (as is the case for true AQ forecasts, not for ex-post-facto calculations of actual biases). Hence, as a final fine tuning, one can Kalman filter (K) the ensemble average (EK), with the result denoted by \( KEK \).

Experiments are performed here for the same suite of case study days, NWP models, and initial chemistry, as are described in DM1, but this study tests and compares the performance of the raw, K, EK, and KEK forecasts. During the 5-day period of 11–15 August 2004 used in this case study, there were typical conditions that lead to high ground-level ozone concentrations in the LVF. Those conditions are associated with a northward progressing low-level thermal trough from Washington State, associated with a stationary upper-level ridge situated across southern British Columbia, as described by McKendry [1994].

The five AQ measurements sites for this study are in the complex terrain of the LVF, which is widest at its west terminus at the Georgia Strait. In the LVF sea breeze circulations, valley and slope flows exist, and with the addition of the photochemistry, ozone modeling becomes quite challenging in this area [McKendry and Lundgren, 2000].

Roughly two million people in greater Vancouver live in this valley, causing significant anthropogenic emissions of NOx that can mix with the volatile organic emissions from both anthropogenic sources and the surroundings evergreen forest. The Vancouver International Airport (CYVR) ozone monitoring site is at this western edge. The north and south walls of the valley are the steep Coast Range and Cascade Mountains. The valley width decreases considerably toward east, where the ozone site at the town of Hope is located in a very narrow, deep valley. See DM1 for a map and site details. KP postprocessing is particularly valuable at complex locations such as these, where both the NWP model and the AQ model can have difficulty.

### 3.2. Verification Statistics

The skill of the 14 forecasts (12 ensemble members plus EK and KEK) have been measured using the same statistical parameters as defined in DM1: (1) Pearson product-moment coefficient of linear correlation (herein “correlation”):

\[
\text{correlation(station)} = \frac{\sum_{t=1}^{N_{\text{hour}}} \left[ \left( C_p(t, \text{station}) - \bar{C}_o(\text{station}) \right) \left( C_p(t, \text{station}) - \bar{C}_p(\text{station}) \right) \right]}{\sqrt{\sum_{t=1}^{N_{\text{hour}}} \left( C_p(t, \text{station}) - \bar{C}_o(\text{station}) \right)^2 \sum_{t=1}^{N_{\text{hour}}} \left( C_p(t, \text{station}) - \bar{C}_p(\text{station}) \right)^2}}
\]

(10)

(2) gross error (for hourly observed values of \( O_3 > 30 \) ppbv):

\[
gross \text{error(station)} = \frac{1}{N_{\text{hour}}} \sum_{t=1}^{N_{\text{hour}}} \left[ C_p(t, \text{station}) - C_o(t, \text{station}) \right]
\]

(11)

(3) root mean square error (RMSE):

\[
\text{RMSE(station)} = \sqrt{\frac{1}{N_{\text{hour}}} \sum_{t=1}^{N_{\text{hour}}} \left[ C_p(t, \text{station}) - C_o(t, \text{station}) \right]^2}
\]

(12)

and (4) unpaired peak prediction accuracy (UPPA):

\[
\text{UPPA(station)} = \frac{1}{N_{\text{day}}} \sum_{\text{day}=1}^{N_{\text{day}}} \frac{\left| C_p(\text{day, station})_{\text{max}} - C_o(\text{day, station})_{\text{max}} \right|}{C_o(\text{day, station})_{\text{max}}}
\]

(13)

where \( N_{\text{hour}} \) is the number of 1-hour average concentrations over the 5-day period, \( N_{\text{day}} \) is the number of days, \( C_o(t, \text{station}) \) is the 1-hour average observed concentration at a monitoring station for hour \( t \), \( C_p(t, \text{station}) \) is the 1-hour average predicted concentration at a monitoring station for hour \( t \), \( C_o(\text{station}) \) is the average of 1-hour average observed concentrations at a monitoring station over the 5-day period, \( C_p(\text{station}) \) is the average of 1-hour average predicted concentrations at a monitoring station over the 5-day period, \( C_o(\text{day, station})_{\text{max}} \) is the maximum 1-hour average observed concentration at a monitoring station over 1 day, and \( C_p(\text{day, station})_{\text{max}} \) is the maximum 1-hour average predicted concentration at a monitoring station over 1 day. Predicted values also include EK and KEK.

The gross error and UPPA are included in the U.S. EPA guidelines [*U. S. Environmental Protection Agency (U. S. EPA), 1991*] to analyze historical ozone episodes using photochemical grid models. The EPA acceptable performance upper limit values are 35% for gross error, and ±20% for unpaired peak prediction accuracy. UPPA is computed here as an average (over the 5 days available) of the absolute value of the normalized difference between the predicted and observed maximum at each station (equation (13)). Thus UPPA is nonnegative; hence only the ±20% acceptance performance upper limit is used in the next sections.

The reasons for utilizing this set of statistics are as follows. We choose correlation to obtain an indirect indication of the phase differences between the predicted and measured ozone time series at a specific location. The closer the correlation is to one, the better is the correspondence of timing of ozone maxima and minima between the two signals.

RMSE (measured in ppbv) gives important information about the skill in predicting the magnitude of ozone concentration, even though alone it does not draw a complete picture of a forecast value. It is very useful...
also for understanding the filter behavior, because it can be decomposed into systematic and unsystematic components as discussed in detail in section 4.3.

[30] The gross error statistic has been considered in this analysis because it is included in the U.S. EPA guidelines [U. S. EPA, 1991]. Also, being computed for hourly observed values of O\textsubscript{3} > 30 ppbv, it gives useful information about the forecast skill for higher concentration values, which are important for health-related issues. It gives information about the error magnitude (as RMSE), but as a portion of the observed ozone concentration (i.e., is measured in %).

[31] UPPA (%) is also used because it measures the ability of the forecasts to predict the ozone peak maximum on a given day. Traditionally, peak concentrations have been the main concern for the public health. However, in recent years over midlatitudes of the Northern Hemisphere, a rising trend for background ozone concentrations has been observed, while peak values have been steadily decreasing [Vingarzan, 2004].

4. Results

[32] Figure 2 shows a typical example of the KFP bias correction behavior. In Figure 2 (top), the time series include the observations (circles), the ensemble mean of the raw forecasts (solid line), EK (dashed line), and KEK (dotted line), for the 7-day period of 9–15 August 2004, at Abbotsford. The first 2 days on the left side of the vertical dashed line represent the training period, when the coefficients start to be computed, but no correction is applied to the forecast.

[33] Even though the CMAQ model has been spun-up the 4 days before the start of training (i.e., in the period 5–8 August 2004), first day (9 August) still shows evidence that the forecast did not yet recover from the cold start. Therefore a longer CMAQ spin-up period would improve the filter performance as well.

[34] Nevertheless, KFP preserves the good performance of the raw ensemble mean for the peak concentration, except for the first day. The underestimated peak the first day is not adequately corrected by the KFP because the bias was much smaller for the previous (training) day. The overnight over prediction (that is indeed common to all the forecasts and the raw ensemble mean) is improved, with KEK closer to the observations than EK.

[35] Figure 2 (bottom) shows the behavior of the Fractional Relative Improvement (FRI), defined as follows:

\[
FRI = \frac{|\text{RawFcsts} - \text{KEK}|}{|\text{RawFcsts} - \text{Obs}|}
\] (14)
where RawFcsts is the ensemble mean of the raw forecasts, and Obs is the observation. FRI is computed in Figure 2 each day at 4:00 am (PDT), when the nighttime over prediction is more evident. The fact that FRI, after the training period, almost steadily increases toward its optimal value (FRI = 1; i.e., when KEK = Obs) means that the filter, day after day, keeps learning about the over prediction at that hour, and progressively improves its performance. This also confirms what said in section 2, that the filter quickly and optimally converge after few time step iterations. It also means that, with a slightly longer training period, the results presented here could be improved, particularly for statistical parameters such as gross error and RMSE. The following subsections present and discuss the results by looking at correlation, gross error, RMSE, and UPPA.

4.1. Correlation

Figure 3 shows the correlation results for the KFP bias-corrected 12 ensemble members and the ensemble mean for the 5-day period of 11–15 August 2004, at five stations (Vancouver International Airport (CYVR), Langley, Abbotsford, Chilliwack, and Hope). Values are within the interval [−1, 1], with correlation = 1 being the best possible value.
4 km) have a slightly worse performance. KEK rankings are the best when compared to any other forecast.

4.2. Gross Error

[36] The KFP bias-corrected forecasts have better (lower) gross error values than the raw forecasts, except at CYVR for forecasts 01 and 06 (Figure 4), with improvements roughly between 10 and 20%. KEK is always better than EK, which in turn is always better than the raw ensemble mean. The gross error computation (equation (11)) has a lower ozone concentration limit (observed 30 ppbv). Those improved gross error values after the KF correction means that the KFP bias correction is improving not only the forecast nighttime overprediction, but also efficiently remove bias throughout the time series, regardless the time of the day.

[40] Table 1 summarizes the rankings computed by looking at the gross error. KEK is clearly the best, while EK is the best when compared to the single deterministic forecasts. Here, as well as for the correlation (Table 1), the KFP forecast shows the same problem as the raw ones at CYVR, but not at Hope. The overall poor skill of the raw forecasts at CYVR and Hope are due to the fact that both stations are located in areas where all the individual ensemble members have difficulties, as explained in section 4.2 of DM1. The KFP is able to considerably improve the raw ensemble mean at Hope (where it was 4th), with EK being 2nd and KEK 1st. Moreover, both EK and KEK gross error are always well within the EPA acceptance limit (+35%).

4.3. RMSE

[41] The RMSE results are shown in Figure 5. With this parameter there is an improvement after the KFP bias correction for all the forecasts, with values improved (decreased) up to 20–25%. The raw ensemble mean RMSE is considerably improved at each location, with further improvements (decreases) between 17 and 21% with EK, and between 29 and 36% with KEK. Table 1 shows the RMSE rankings. KEK is always the best except at CYVR where it is 3rd. EK is 3rd at Langley and Chilliwack, and second at Abbotsford, therefore it is the second best forecast when compared with the other 13.

[42] RMSE can be separated in different components. One decomposition was proposed by Willmott [1981]. First, an estimate of concentration $C^*(t, \text{station})$ is defined as follows:

$$C^*(t, \text{station}) = a + bC_o(t, \text{station}) \quad (15)$$

where $a$ and $b$ are the least-square regression coefficients of $C_p(t, \text{station})$ and $C_o(t, \text{station})$ (the predicted and observed ozone concentrations, respectively, as defined in section 3.2). Then the following two quantities can be defined:

$$\text{RMSE}_a(\text{station}) = \frac{1}{N_{\text{hour}}} \sum_{t=1}^{N_{\text{hour}}} [C^*(t, \text{station}) - C_o(t, \text{station})]^2 \quad (16)$$

$$\text{RMSE}_b(\text{station}) = \frac{1}{N_{\text{hour}}} \sum_{t=1}^{N_{\text{hour}}} [C^*(t, \text{station}) - C_p(t, \text{station})]^2 \quad (17)$$
Figure 4. Similar to Figure 3 but for gross error values (%). The solid line is the EPA acceptance value (+35%). Values are within the interval \([0, +\infty)\), with a perfect forecast having gross error = 0.

Figure 5. Similar to Figure 3 but for root mean square error (RMSE) values (ppbv). Values are within the interval \([0, +\infty)\), with a perfect forecast when RMSE = 0.
where \( \text{RMSE}_{s}(\text{station}) \) is the RMSE systematic component, while \( \text{RMSE}_{u}(\text{station}) \) is the unsystematic one. \( \text{RMSE}_{s} \) indicates the portion of error that depends on errors in the model, while \( \text{RMSE}_{u} \) depends on random errors, on errors resulting by a model skill deficiency in predicting a specific situation, and on initial condition errors. The following is an interesting relationship between RMSE and its components:

\[
\text{RMSE}^2 = \text{RMSE}_{s}^2 + \text{RMSE}_{u}^2
\]

The KF is expected to correct some of the systematic components of the errors (i.e., \( \text{RMSE}_{s} \)), while the unsystematic component (\( \text{RMSE}_{u} \)) on average (over the different forecasts) should be affected little by the filter correction. In fact, if \( \text{RMSE}_{u} \) reflects errors introduced by model imperfections and initial condition errors, then it cannot be removed except by fundamental model improvements or improvements in initial conditions.

Figure 6 shows the results for \( \text{RMSE}_{s} \). The filter is correcting some of the forecast systematic errors, as expected, meaning that the algorithm is properly designed. There is an improvement even when the filter is applied twice (with KEK), meaning that successive applications of the filter correction will decrease further the systematic errors of all the forecasts.

The 12-km runs (forecasts 01–06) have their highest systematic error at Hope. All these forecasts poorly reproduce the real topography at this location, and this leads to systematic misrepresentations of ozone temporal and spatial distribution. Conversely, the 4-km runs have their highest systematic error at CYVR (in particular for MC2 driven runs, forecasts 07–09), where their ability to capture complex terrain more accurately than the 12-km runs is not an advantage, since at CYVR the terrain is flat.

The results for \( \text{RMSE}_{u} \) are shown in Figure 7. The filter does not decrease the unsystematic errors, and often increases them for this AQ episode. CYVR shows among the highest \( \text{RMSE}_{u} \) values (particularly for MC2 driven runs, forecasts 01–03 and 07–09), indicating an intrinsic lack of predictive skill at this location. Martilli and Steyn [2004] discuss the effects of the superimposed valley, slope, and thermal flows over the LFV. Often the pollution plume is transported during night over the Georgia Strait waters, as a result of the combination of several transport processes. This makes it very challenging for the models to accurately predict the spatial and temporal evolution of ozone concentration near water locations, such as CYVR, where the overstrait pool of pollutants can be readverted over land during daytime sea breeze.

For the ensemble mean, \( \text{RMSE}_{u} \) keeps growing after successive filter applications, the opposite of what is observed for \( \text{RMSE}_{s} \). This means that there is a finite upper limit on the number of useful corrections that can be obtained by successive KF applications. Here, for the ensemble mean, RMSE decreased until the fourth iteration, and considerably grew afterward (not shown).

4.4. UPPA

Figure 8 shows the results for UPPA. There are improvements (values closer to zero) in the majority of
Figure 7. Similar to Figure 5 but for root mean square error (RMSE) unsystematic component values (ppbv). Values are within the interval $[0, +\infty)$, with a perfect forecast when RMSE = 0.

Figure 8. Similar to Figure 3 but for unpaired peak prediction accuracy (UPPA) values. The solid lines are the EPA acceptance values (+20%). Values are within the interval $[0, +\infty)$, with a perfect peak forecast when UPPA = 0.
cases; however, in one, three, six, five and three cases out of 14 at CYVR, Langley, Abbotsford, Chilliwack and Hope, respectively, there is no improvement or the KF forecasts are slightly worse. The improvements of the UPPA KFP forecasts with respect to the raw forecasts are modest if compared with the improvements shown with the previous statistical parameters. EK is always better than the raw ensemble mean, except at Chilliwack, where it is slightly worse. The same can be said for KEK when compared to EK, with the larger improvements for both EK and KEK at Hope. EK and KEK have UPPA values within the EPA acceptance limit (+ 20%) at Langley, Abbotsford and Chilliwack, while it is close to this limit at Hope and above 30% at CYVR.

UPPA is the only parameter where the ensemble mean does not have the best overall ranking, even after the forecasts are KFP bias corrected. Both EK and KEK have an average performance for UPPA, when compared with the other forecasts (Table 1).

5. Comparison With Other Bias Correction Methods

Figure 9 shows the ensemble mean RMSE values for the five stations (CYVR, Langley, Abbotsford, Chilliwack and Hope), for the 5-day period 11–15 August 2004. On the abscissa are KEK, EK, the additive bias correction (AC), the multiplicative bias correction (MC), and the raw ensemble mean for comparison purposes.

The additive bias-corrected concentration is computed as follows:

$$C_{AC}(t, station) = C_p(t, station) - \frac{1}{N_{hour}} \sum_{t=1}^{N_{hour}} [C_p(t, station) - C_0(t, station)]$$

whereas the multiplicative bias-corrected concentration is given by

$$C_{MC}(t, station) = \frac{\sum_{t=1}^{N_{hour}} C_0(t, station)}{\sum_{t=1}^{N_{hour}} C_p(t, station)}$$

Both AC and MC use observations throughout the experiment period, so the ozone time series corrected with these methods cannot be considered forecasts, since they cannot be computed in a predictor mode. Contrast this with both KEK and EK that are predictor postprocessing procedures of the forecasts, which use only observations available.
before the time for which the forecast verify. In this sense, this is a stringent test for the KFP bias correction.

Nevertheless, at every station (except CYVR) KEK is the best, while EK in general is better than MC, but has higher (worse) RMSE values than AC (except at Hope). Finally, at CYVR, KEK is third while EK is better only than the raw ensemble mean.

### 6. Discussion and Conclusions

In summary, the Kalman filter predictor (KFP) bias-corrected forecasts and their ensemble mean have better forecast skill than the raw forecasts, for the locations and days used here to test their performance. The corrected forecasts are improved for correlation, gross error, root mean square error (RMSE), and unpaired peak prediction accuracy (UPPA), the latter being the statistical parameter showing the least pronounced improvement after the KFP bias correction. In general, the ensemble mean forecast benefits from the improvement of each single Kalman-corrected ensemble member. In fact, the ensemble mean of the KFP bias-corrected forecasts (EK) and the KFP bias-corrected EK (KEK) are the second best and the best forecasts overall when compared with the other 12 individual forecasts members and their raw ensemble mean. The results in section 4.3 showed also that only a limited number of successive KF application to the same forecast would result in an improvement.

Those results indicate that the filter is improving the forecast timing of maxima and minima concentrations with respect to the observations, because the correlation is closer to one. From the improved (decreased) RMSE and gross error values, we infer that the KF is improving the forecast accuracy in reproducing the magnitude of ozone concentrations. Better (closer to zero) UPPA and gross error values indicate that the filter is improving the forecast ability to capture rare (but important for health-related issues) events, such as the occurrence of ozone concentration peaks. Moreover, the KF reduced systematic errors such as can be induced by model error, as for example the poor representation of topographic complexity. Ensemble averaging tended to remove the unsystematic errors, as showed in DM1. This is why the combination of Kalman filtering and ensemble averaging results in the best forecasts; i.e., EK and KEK.

EK and KEK performances have been compared also with the performances of two other bias correction (not in predictor mode) techniques, the additive bias correction (AC), the multiplicative bias correction (MC). At every station (except CYVR) KEK is the best, while EK is better than MC, but has higher (worse) RMSE values than AC (except at Hope). Finally, at CYVR, KEK is third while EK is better only than the raw ensemble mean.

A concise way to summarize the results from section 4 is given in Figures 10–14. A Taylor’s diagram [Taylor, 2001] is used to create a multistatistics plot of correlation, centered RMSE (CRMSE: RMSE computed after the overall bias is removed), and standard deviation. CRMSE is the distance on the diagram between the point representing the forecast and the one representing the observations. For each forecast (smaller arrows) and for EK and KEK.
KEK (bigger arrows, with different arrowhead), the arrow tail gives the standard deviation and the correlation of a raw forecast, while the arrowhead represents the same values for the KFP bias-corrected version of the same forecast. If the arrow points toward to the observation (tiny circle) it means that the KFP is correcting the forecast statistically in the right direction. The arrows representing EK and KEK are consecutive; i.e., the EK arrowhead is also the KEK arrow tail, because EK is the raw version of KEK. The three concentric lines centered over the point representing the observation indicate the CRMSE for the raw ensemble mean (dotted line), EK (thick dashed line), and KEK (thick continuous line).

At CYVR (Figure 10) the majority of arrows point away from the observation (including the arrows with different arrowhead for EK and KEK), indicating that the KFP in those cases degraded the raw forecasts. This is caused by the dominance of unsystematic errors at this location (as discussed in section 4.3), that prevent the filter to being able to do a successful correction.

At Langley (Figure 11) the forecasts tend to be improved, as indicated by the arrows pointing closer to the observation. EK is better than the raw ensemble mean (which in turn is better than all the individual deterministic forecasts), since the thick dashed line passing through its arrowhead is closer to the observations than the dotted line passing through the tail. KEK is the best being the closest to the observations (thick continuous line).

The same conclusions can be drawn for Abbotsford (Figure 12), with even larger improvements after the correction. At this location, the forecast standard deviations after the correction are much more similar to the observation standard deviations (but the same can be said also at the other stations).

Figure 13 shows the same diagram for Chilliwack. The forecasts are improved, since the arrows point toward the observations. At this location, EK is fourth best, while KEK is still the best.

The results for Hope are shown in Figure 14. All the forecasts are improved, with EK and KEK being the third and fifth best, respectively. In this case (as well as for Chilliwack) the benefit of applying the KFP bias correction is even higher than at the other locations, demonstrating that the KF correction is particularly efficient if the raw forecast shows high systematic errors, as discussed in section 4.3. This is evident since the arrows are on average longer than at the other locations. At Hope, forecasts 07 and 08 are the first and second best forecasts (by comparison with Figure 19 in DM1), while they were among the worst at other locations, particularly at CYVR, Langley at Abbotsford.
The KFP bias correction approach for the locations and days used in this study successfully remove the forecast bias. The filter is able to recognize systematic errors in the forecast, as for example the nighttime overprediction of ozone concentration induced by a poor representation of the nighttime boundary layer, or the errors at Chilliwack and Hope induced by the systematic misrepresentation of topographic complexity in the model. As a consequence of the improved nighttime over-prediction, the ozone distribution low-concentration tail is better represented after the KF correction, resulting in forecasts having a variance that resembles more closely the observed variance, as discussed above.

The experiments performed in this study suggest that better forecasts can be made with a longer KF training period (such as 5 days), and with a longer CMAQ model spin-up. Moreover, with the availability of a longer data set (a full month or season), including ozone forecasts and observations with a broader variability of low- and high-ozone events, an optimal value for the sigma ratio (as discussed in section 2) could be found.

KEK, which combines the beneficial effects of ensemble averaging and KFP postprocessing, is overall the most skilful forecast for the locations and days tested here, where the ozone modeling is particular challenging because the complex coastal mountain setting. For this reason the approach used here to improve ozone forecasts it might be equally successful when implemented in other regions with similar or less complex topographical settings.

Finally, ensemble weather forecasts often provide information on the reliability of the forecast: if the ensemble members have a large spread (defined as the standard deviation of the ensemble members about the ensemble mean), this implies less confidence in the forecast. Perhaps a similar spread-skill relationship exists for air quality forecasts. However, in DM1, neither a correlation nor a relationship between the raw ensemble spread and the raw forecast error has been found. Similarly, a spread-skill relationship has not been found for the Kalman-filtered AQ forecasts in this study.

Appendix A

Here a step-by-step description of the filter implementation is given. First, $\sigma^2$ is estimated via the Kalman filter algorithm as follows (by applying equation (5)):

$$p^2_{t-\Delta t} = \left(\sigma_{\Delta t}^2 + \sigma^2_{\sigma^2} \right) \left(1 - \beta^2_{\Delta t} \right)$$

where $p^2$ is the expected mean square error in the $\sigma^2$ estimate, $\sigma^2$ is the variance of $\sigma^2$, and $\beta^2$ is the Kalman filter gain.
gain when the filter is used to estimate $\sigma_r^2$. Next, the new Kalman gain can be computed, similarly to equation (4):

$$
\beta_{r,t+1|t} = \frac{P_{r,t}^2}{\beta_{r,t}^2 + \sigma_{r,t}^2}
$$

where $\sigma_r^2$ is the variance of $\sigma_r^2$. Finally, $\sigma_r^2$ can be estimated by combining equations (3) and (8):

$$
\sigma_r^2 = \sigma_{r,t}^2 + \frac{(y_r - \hat{y}_r)^2}{2 + r} - \sigma_{r,t+1|t}^2
$$

$\sigma_r^2$ and $\sigma_{r,t}^2$ are assumed constant, with values of 1 and 0.0005, respectively, as determined from previous works [e.g., Roeger et al., 2003].
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