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Abstract

Mobile gaming is a rapidly growing and incredibly profitable sector; having grown seven-fold over the past 10 years, it now grosses over $100 billion annually. This growth was due in large part to a shift in monetization strategies: rather than charging players an upfront cost (“pay-to-play”), games often request optional microtransactions throughout gameplay (“free-to-play”). We focus on a common scenario in which games include wait times—gating either items or game progression—that players can pay to skip. Game designers typically say that they optimize for player happiness rather than revenue; however, prices for skips are typically set at levels that few players are willing to pay, leading to low purchase rates. Under a traditional analysis, it would seem that game designers fail at their stated goal if few players buy what they are selling. We argue that an alternate model can better explain this dynamic: players value tasks more highly as they are perceived to be more difficult. While skips can increase players’ utilities by providing instant gratification, pricing skips too cheaply can lower players’ utilities by decreasing the perceived amount of work needed to complete a task. We show that high revenue, high player utility, and low purchase rates can all coexist under this model, particularly under a realistic distribution of players having few buyers but a few big-spending “whales.” We also investigate how a game designer should optimize prices under our model.
Lay Summary

Mobile gaming has become an incredibly profitable sector due to a shift in monetization strategies: rather than charging players to play, games often request optional microtransactions throughout gameplay. We focus on a common scenario in which games include wait times—gating items or progression—that players can pay to skip. Game designers claim to optimize prices for player happiness rather than revenue; however, prices are typically set such that few players are willing to pay. A traditional analysis would suggest that game designers fail at their stated goal if few players buy what they are selling. We argue that players find happiness in having things others do not. While skips can increase player happiness by providing instant gratification, pricing skips too cheaply can lower player happiness by the rarity of items or progression. We show that high revenue, high player happiness, and low purchase rates can all coexist under this model.
Preface

The text in this thesis is used with permission from Lundy et al. (2024) of which I am an author. Portions of the main text are also modified from previously written material from Lundy et al. (2024). I created all the figures, which are taken from Lundy et al. (2024). Further, I performed all experiments.
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Chapter 1

Introduction

The gaming industry is larger than Hollywood and the music industry combined; currently valued at $245.10 billion USD, it is expected to reach $376.08 billion by 2028 [25]. While console and PC games have historically dominated the gaming category, mobile games have achieved seven-fold revenue growth since 2012 [37] and accounted for a majority of gaming industry revenues in 2023 [25]. Reflecting this shifting marketplace, Microsoft recently announced plans to acquire Activision Blizzard for $68.7 billion USD [34]. Just two months after release, *Diablo Immortal*, Blizzard’s franchise mobile title, surpassed $100 million USD; overall, mobile games account for 40% ($1.08 billion USD) of Activision’s revenue [1, 41].

A key factor in the rise of mobile games is a shift in pricing models. Over 90% of mobile games are free to download (“free-to-play”) and monetized by offering optional “microtransactional” payments throughout game-play [35, 47, 50]. While free-to-play is not a novel strategy (e.g., many platforms like Spotify offer free tiers), mobile games monetize a qualitatively different set of behaviours. For example, mobile games often allow users to spend money on virtual cosmetic items, extra lives that enable longer play sessions, or items that make the game easier. We are interested in understanding what player behavior causes these strategies and, in this thesis, we focus on skips.

Games that monetize using skips have a gameplay loop requiring “grinding”: completing tedious tasks, such as waiting for a timer to tick down. Players are offered the ability to skip the grind for a price. This style of monetization is so
successful that an entire genre of games consisting solely of sequential timers and skips generated over $3 billion worldwide in 2021 [36, 43].

While the success of skip-based monetization may be surprising, it is odder still how skips are priced. It is common to see talks at game design conferences discussing the perils of short-sighted monetization strategies [17, 29, 39, 45], or the importance of ensuring that players feel that purchases were “worth it” [11, 32, 45]. Successful game designers understand this well; when talking about fixing stagnating revenues in Clash of Clans, the chief game lead at the time, Eino Joas [2020] said, “retention always trumps monetization.” Despite this, virtual goods such as skips are typically priced so high in practice that very few people are willing to buy them. On average, only 3.5% of players spend any money in-game and the majority of converted players, or ‘minnows,’ spend only $1 to $5 a month and contribute to less than 15% of the revenue [2, 4]. The majority of revenue comes from ‘whales,’ who spend more than $25 per month on average and account for less than 15% of buyers [49]. Under traditional economic models, high average utilities and prices few buyers can afford are incompatible. It might, therefore, seem either that designers are failing to make most players happy or that they truly care more about revenue than player utility.

We show that existing game designs can indeed yield high player utility—along with high revenue—under an alternative model of player value. In this model, each individual player values skips because they dislike waiting. However, skips can decrease all players’ values for virtual goods the more they are used. We believe that players value signaling that they achieved a high rank by grinding for it and cheap skips degrade this value by making progress purchasable. Modeling how the purchasing of skips degrades value requires modeling both how knowledgeable players are about other players’ purchasing habits and how they incorporate this knowledge into their valuations. We make these modeling decisions based on the design dimensions of the game: the more immersive or social a game is the more sensitive players’ values for playing are to different signals of grinding. We use this model to explain existing pricing strategies, but also show that, under some simplifying assumptions, game designers can leverage tools from traditional mechanism design to optimize prices.

We now describe what follows in the remainder of this thesis. Chapter 3
considers related work studying utility models grounded in difficulty, cost, or scarcity; offering evidence about ways in which mobile game players vary; and studying the monetization of mobile games. Chapter 2 formally introduces our model of player utility where players have value functions that increase with the rarity of skip usage. We model three types of mobile game players, differing in their responsiveness to other players’ behaviors: fully-sensitive, price-sensitive, and insensitive. With our model in hand we offer two main results. First, in Chapter 4, we demonstrate that, when players’ value functions are price-sensitive, our model can explain the counter-intuitive pricing observed in practice, giving conditions under which high prices yield both good utility and good revenue. Furthermore, we show that these conditions are satisfied under player distributions with few buyers but a sufficient number of “whales.” We illustrate these theoretical results in several examples and show that they also hold empirically in the more complicated fully-sensitive setting. Second, in Chapter 5, we prove that when players’ value functions are insensitive, a simple pricing scheme approximates optimal revenue. We also show that this same pricing scheme approximates optimal revenue even when value functions are price-sensitive. We then test the simple pricing scheme with simulations, showing that in a variety of different settings, this scheme is competitive with other, natural pricing schemes. Finally, we conclude our work in Chapter 6.
Chapter 2

Our Model

The most straightforward rationale for players valuing game playing is that the game mechanic itself is enjoyable: it is fun to blast meteors out of the sky; to explore an open world; to solve puzzles; etc. Many mobile games have mechanics that defy such an explanation. Instead, in order to complete a level or unlock an item, players must simply wait for a timer to tick down. It is hard to believe that there is anything fun about this kind of game mechanic (e.g., most people dislike waiting for a bus or a checkout clerk). Furthermore, players would not value the opportunity to skip timers if waiting were what made the game enjoyable.

Our model rests on a sharply different assumption: that players value achieving tasks because of the perceived difficulty of completing them. This means that as achievements become scarcer in the player population, their value increases. FarmVille crops that take days to grow have high value because they are hard to obtain; a Town Hall Level 12 in Clash of Clans is desirable because obtaining one requires 2 years and 2 days of waiting through timers [9]. This is similar to existing models of conspicuous consumption except that the cost is denominated in time rather than money.

While there is value in difficult gameplay, there is also frustration. We assume that a player’s demand for skips comes from a time discount in the reward for completing the task, which we model as their type $\gamma \in [0, 1]$. We allow for players to differ in their impatience: they draw their types privately and i.i.d. from some prior continuous distribution $F_\gamma$. Furthermore, value in difficult gameplay can be
shaped by the way other players in the player base accomplish their own tasks: players trying to signal their commitment to grinding care about how they compare to others. Skip prices can therefore affect the conspicuous value of a task, as lower skip prices decrease the fraction of players who accomplished a task by waiting. There is typically no way to tell if another player completed a task by waiting or by skipping. Thus, the perceived value of a task falls with the cost of skipping it, even if the number of players who accomplish it is held constant.

How players’ values for signalling grinding are impacted by skip prices depends heavily on how games are designed. We divide mobile games into three broad categories—mid-core, casual, and hypercasual—and argue that each gives rise to a different level of sensitivity to other players’ behavior. First, mid-core games (e.g., Clash of Clans, Game of War) incorporate in-game communities as a way to foster conspicuous value and immersion. For instance, a crucial part of game-playing in Clash of Clans is joining ‘clans’ with other players. Players can see the progress of other members in their clan and easily deduce if a clan member’s rank was gained by purchasing or waiting. We say that players in these games are fully-sensitive and assume they know the full type distribution. We assume that fully-sensitive players determine their value based on both the price of a skip as well as the type distribution of other players.

Definition 2.0.1. A fully-sensitive player with type \( \gamma \) drawn from type distribution \( F_\gamma \), at the beginning of a task has projected value \( \gamma v(F_\gamma, p) \) for finishing the task without skipping, when the skip price is \( p \).

We insist that these value functions maintain some nice properties with respect to price. First, the limit case of zero-cost skips is nonsensical (they would always be chosen), so we assume that \( v(F_\gamma, 0) = 0 \). We also assume that value is monotonically increasing and concave in \( p \). These two conditions mean that as the price increases, the probability of sale for skips weakly decreases and the value of the accomplishment weakly increases. To avoid the uninteresting cases where players obtain non-positive utility at all skip prices we assume that the \( v'(F_\gamma, 0) \) is greater than 1. Finally, we assume that there exists a point \( p_{\text{end}} > 0 \) where \( v(F_\gamma, p_{\text{end}}) = p_{\text{end}} \) at which point the value function becomes a constant \( p_{\text{end}} \). Otherwise, the designer can give players arbitrarily high utility by setting prices arbitrarily high. Figure 2.1
Figure 2.1: The purple, and green lines are examples of value functions satisfying all of our assumptions for fully-sensitive and price-sensitive players. The blue line is an example satisfying our assumptions for insensitive players.

Illustrates two value functions that satisfy the properties above, with the shaded region indicating values for $v(F_\gamma, p)$ that yield negative utility at price $p$.

Casual games (e.g., AdVenture Capitalist), on the other hand, are generally simple, easy to learn, and easy to play. The play style of casual games reflects their simplicity: most play for a short time while in a line at a supermarket or waiting for a friend [52]. Designers of casual games generally do not incorporate in-game social communities and often obscure information about other players’ purchasing habits such as whether they paid to accomplish tasks. Still, players can be very invested in casual games, spending large amounts of time and money to progress [2, 43]. We assume these players do not know the type distribution induced by the given game but instead have a prior over what the type distribution might be. In this case, the true type distribution cannot affect player value, so a price-sensitive player’s value function depends only on price.

Definition 2.0.2. A price-sensitive player with type $\gamma$ at the beginning of a task has projected value $\gamma v(p)$ for finishing the task without skipping, when the skip price is $p$.

We assume the same properties about the relationship between value and price hold
as just described.

Lastly, we look at players of hypercasual games (e.g., Cow Clicker, Cookie Clicker, Clicker Heroes). Such players play many hypercasual games and are not invested in any particular game [52]. We therefore consider it unlikely that players of hypercasual games are knowledgeable about the distribution of players for any given game. Furthermore, hypercasual players predominantly play to relieve stress, pass time between daily activities, or while multitasking, making it unlikely that they are reasoning about how price impacts their enjoyment [13]. While skip prices may still need to be set high enough that the game does not feel pointless, beyond this threshold players value functions are insensitive to skip prices.

**Definition 2.0.3.** An insensitive player with type $\gamma$ at the beginning of a task has projected value $v_c(p) = \gamma v$ when the skip price $p > c$ for some constant $c$, and 0 otherwise, for finishing the task without skipping. We assume $c$ is the same for all players.

For ease of exposition, the rest of this section will define player utilities with respect to price-sensitive values. The corresponding definitions for fully-sensitive and insensitive values are very similar and deferred to Section A.1.

**Definition 2.0.4.** At the beginning of a task, the marginal value a player with type $\gamma$ has for a skip at price $p$ is $v_m(p) = (1 - \gamma)v(p)$. The utility a player receives if they purchase a skip at price $p$ is $u(v(p), p) = v(p) - p$. We assume players are utility maximizers. Therefore, the utility a player receives in a task is $u_{\text{max}}(v(p), p, \gamma) = \max(\gamma v(p), v(p) - p)$.

**Repeated Tasks**

A key concern for game designers is how to balance long-term revenue with players’ short-term utilities. Our model in which players are insensitive to skip price is sufficiently analytically tractable to enable a study of the dynamics of pricing over time. We now introduce the further modeling assumptions and notation that we will need to study repeated tasks in that model.

Mobile games allow players to play as many tasks as they want. We assume that players’ types remain constant from one task to the next. We further assume
that players are myopic: they only consider the value of the task at hand rather than accounting for future value they might obtain by completing subsequent tasks. This matches experimental results on human behaviour showing that people often bracket their choices, optimizing piecemeal, rather than considering them jointly [53]. Mobile games often exacerbate this effect, obscuring the amount of time needed to complete subsequent tasks. For example, Clicker Heroes only shows the timers for current tasks, hiding all future wait timers.

We allow skip prices to vary across tasks but restrict the designer to anonymous prices.

**Definition 2.0.5.** At the beginning of each task $k$, the designer sets a take-it-or-leave-it price $p_k$. This results in an infinite sequence of prices $\{p_k\}_{k \in \mathbb{N}}$.

One might imagine that game designers try to extract as much revenue from their players as possible. However, their task is not so simple. The mobile game marketplace is highly saturated with offerings in every conceivable permutation of aesthetic elements; e.g., *Cow Clicker*, *Cookie Clicker*, *Planet Clicker*, *Room Clicker*, *Battery Clicker*, and *Candy Clicker* are all real games! In such a marketplace, players who are retained in one round may not be retained in the next; designers have to worry about losing players to these outside options at every round of the game. We characterize the appeal of these outside options as a retention threshold resampled from a static distribution at the beginning of every task. This utility check means a game is always at a risk of losing its least satisfied players.

**Definition 2.0.6.** At the end of each task $k \in [1, \infty)$, all players realize a retention threshold $r_k \sim F_r$, where $\text{supp}(F_r) = [0, \infty)$. A player quits the game immediately if $u_{\max}(v(p_k), p_k, \gamma) < r_k$, where $u_{\max}(v(p_k), p_k, \gamma) = \max(\gamma v(p_k), v(p_k) - p_k)$.

Our technical results in this thesis leverage a common distributional condition from the economics literature called a monotone hazard rate (MHR) and two simple facts about the preservation of MHR under distributional transformations, whose proofs appear in the appendix.

**Definition 2.0.7.** A distribution $F(x)$ satisfies the MHR condition if the inverse hazard rate, $\frac{1-F(x)}{f(x)}$, is monotone non-increasing.
Proposition 2.0.8. If a distribution $F(x)$ satisfies MHR, then the distribution truncated to any interval $[a,b]$ also satisfies MHR.

Proposition 2.0.9. If a distribution $F(x)$ satisfies MHR, then a distribution whose input $x$ is scaled by some constant $c > 0$ also satisfies MHR.
Chapter 3

Related Work

A long line of literature—both in game theory and beyond—explores the idea that an object’s value to an agent can be impacted by the difficulty or cost of obtaining it. For example, this idea is implicit in the idea of conspicuous consumption [3, 51], which posits that agents value goods in part because they can be used to signal wealth. In such models, higher prices and scarcity are primary drivers of value. Conspicuous consumption in mobile gaming is a well-documented phenomenon [5, 30, 33]. Directly related to our work, Geng and Chen [15] investigated the freemium business model, finding that conspicuous consumption is a main driver of premium content pricing. In other cases, players can be motivated to signal their skill or commitment to a game rather than their wealth [6]. Further work has shown how social factors can exacerbate conspicuous consumption [40]. Realizing this, mobile games often incorporate social networks to reinforce the conspicuous value of the virtual goods they offer [8, 14, 18]. Goetz and Lu [16] use data from online games to show that being matched with other players who have acquired virtual items makes a given player more likely to purchase them.

Of course, a player’s perception of value also depends on intrinsic factors, such as their degree of impatience. In this vein, Hanner and Zarnekow [19] showed how player purchasing behaviour can be predicted based on past purchases. Additionally, these intrinsic factors can lead to very different player behaviour. Game designers often report that in real-world player populations, the majority of revenue comes from a select group (around 2-3%) of “whale” players [2, 49, 55].
A key theme of this thesis is that optimal pricing in mobile games must carefully trade off the value players assign to rewards that are difficult to obtain and the impatience that they experience as a result. The relationship between these two factors has been studied in various other contexts. Evans [12], Hsiao and Chen [23], Keogh and Richardson [28] study how these factors affect the motivations behind purchases in mobile games. Recent work by Sepulveda et al. [46] looks at how optimizing game difficulty can impact player satisfaction.

Player happiness is a first-order consideration in the monetization of mobile games: games that rely on microtransactions need players to keep coming back to play more and pay more. The link between retention and revenue has been well studied in both academia and the game industry, with many approaches for increasing retention being empirically validated and widely deployed Nojima [38], Pecorella [42]. For example, Xue et al. [54] and Huang et al. [24] study how to adjust the difficulty of a game or opponents to keep players from leaving.

Paying to skip difficult game elements is a common practice that drives considerable revenue in mobile games [43]. This style of difficulty-reducing monetization has started to gain attention in the optimization literature. Sheng et al. [48] study the revenue and retention implications of offering items that make the game easier, focusing on games that provide these items in exchange for watching an ad. Further afield, Jiao et al. [26] study the impact of selling skill-boosting items in multiplayer, competitive games.

Other recent papers study additional challenges related to game monetization that overlap less with our own work. Examples include optimizing pricing for loot boxes, which are lotteries over virtual items [7], and characterizing tradeoffs between perpetual and subscription-based licensing [10].
Chapter 4

Optimal Pricing for Sensitive Players

We begin with studying price-sensitive players and show that they naturally give rise to the phenomenon of utility-optimal and revenue-optimal pricing coinciding at high prices. In particular, we show this when the game exhibits a whale distribution: (1) a large majority of the population never buys anything; and (2) a small fraction of players generates a large majority of overall revenue. Then, we empirically demonstrate distributions where the results with price-sensitive players carry over to fully-sensitive players and others where their pricing behavior is different. For the entirety of this section we focus on the setting with a single unrepeated task.

4.1 Price-Sensitive Players

The technical work of this section unfolds in three parts. First, we show a condition on the type distribution under which it is utility optimal to set skip prices arbitrarily high and that it is satisfied by distributions with feature (1). Second, we give a characterization of how the value function can drive the revenue-optimal price higher and demonstrate the impact of distributions with feature (2). Finally, we leverage these two conditions to construct distributions where the revenue optimal payment still yields high utility. In this section, for analytic convenience, we only consider value functions that are differentiable everywhere.
We first need a description of the total utility generated by skips in a task.

**Proposition 4.1.1.** The expected utility (of all players) from a single task is

\[
E_\gamma \left[ u_{\text{max}}(\cdot) \right] = F_\gamma \left( 1 - \frac{p}{v(p)} \right) (v(p) - p) + \left( 1 - F_\gamma \left( 1 - \frac{p}{v(p)} \right) \right) E_\gamma \left[ \gamma \mid \gamma > 1 - \frac{p}{v(p)} \right] v(p).
\]

We denote the utility-optimal price as

\[
p_{\text{util}} = \arg\max_p E_\gamma \left[ u_{\text{max}}(\cdot) \right],
\]

and the resulting utility it achieves as \( \mathcal{U}_{\text{max}} \).

**Proof.** The first term accounts the utility contribution for players that purchase a skip. The utility of a buyer is \( v(p) - p \) and the probability of sale is the probability their marginal value is greater than the price: \( \Pr_\gamma [(1 - \gamma) v(p) \geq p] \) and rearranging for \( \gamma \) gives us \( \Pr_\gamma [\gamma \leq 1 - \frac{p}{v(p)}] = F_\gamma \left( 1 - \frac{p}{v(p)} \right) \). The second term is utility contribution from non-buyers. That is, the expected discounted value that non-buyers receive, \( E_\gamma [\gamma \mid \gamma > 1 - \frac{p}{v(p)}] v(p) \), multiplied by the probability they do not purchase a skip, \( 1 - F_\gamma \left( 1 - \frac{p}{v(p)} \right) \).

We begin by giving a condition implying that the utility-maximizing price is arbitrarily close to \( p_{\text{end}} \). The following condition is of interest on its own, as it characterizes some cases when offering skip microtransactions becomes detrimental to expected player happiness.

**Theorem 4.1.2.** If

\[
F_\gamma \left( \frac{v'(0) - 1}{v'(0)} \right) \leq \frac{v'(p_{\text{end}})}{1 - v'(p_{\text{end}})} E_\gamma [\gamma],
\]

then \( \forall \varepsilon > 0, E_\gamma [u_{\text{max}}(v(p_{\text{end}}), p_{\text{end}}, \gamma)] \geq \mathcal{U}_{\text{max}} - \varepsilon \).

**Proof.** Define \( p^* \) to be \( \arg\max_{p_0 \in [0, p_{\text{end}} - \varepsilon]} E_\gamma [u_{\text{max}}(v(p), p, \gamma)] \). Let \( m^* \) be the slope of the secant line between \( v(0) \) and \( v(p^*) \) we can now write the value at \( p^* \) as
\[ v(p^*) = m_1^* p^*. \] From Proposition 4.1.1, the utility obtained at a point \( p^* < p_{\text{end}} \) is:

\[
m_1^* p^* \left( 1 - F_\gamma \left( \frac{m_1^* p^* - p^*}{m_1^* p^*} \right) \right) E_\gamma \left[ \gamma \left| \gamma \geq \frac{m_1^* p^* - p^*}{m_1^* p^*} \right. \right] + p^* (m_1^* - 1) F_\gamma \left( \frac{m_1^* p^* - p^*}{m_1^* p^*} \right).
\]

Similarly, we define \( m_1^* \) as the slope of secant line between the point \( v(p^*) \) and \( v(p_{\text{end}}) \). We can write \( v(p_{\text{end}}) = m_1^*(p_{\text{end}} - p^*) + m_1^* p^* \). Utilizing the fact that \( v(p_x) = p_x \) this simplifies to \( v(p_{\text{end}}) = \frac{p^*(m_1^* - m_1^*)}{1 - m_1^*} \). This gives utility of,

\[
p^* \left( \frac{m_1^* - m_1^*}{1 - m_1^*} \right) E_\gamma \left[ \gamma \right].
\]

Now, we can write the inequality for our condition:

\[
p^* (m_1^* - 1) F_\gamma \left( \frac{m_1^* - 1}{m_1^*} \right) + m_1^* p^* \left( 1 - F_\gamma \left( \frac{m_1^* - 1}{m_1^*} \right) \right) E_\gamma \left[ \gamma \left| \gamma \geq \frac{m_1^* - 1}{m_1^*} \right. \right] \leq \frac{p^* (m_1^* - m_1^*)}{1 - m_1^*} E_\gamma \left[ \gamma \right]
\]

\[
F_\gamma \left( \frac{m_1^* - 1}{m_1^*} \right) + \frac{m_1^* - 1}{m_1^*} \int_{\frac{m_1^* - 1}{m_1^*}}^1 z f_\gamma(z) \, dz \leq \frac{m_1^* - m_1^*}{(1 - m_1^*) (m_1^* - 1)} E_\gamma \left[ \gamma \right].
\]

We now move the conditional expectation (i.e., the first term on the LHS) over to
The last step follows from the fact that $m^*_x > m^*_x$.

The last step follows from the fact that $m^*_s < 1$. Thus, we have:

$$F_Y \left( \frac{m^*_s - m^*_s}{m^*_s} \right) \leq \frac{m^*_s}{m^*_s} \int_0^1 zf(z) \, dz + \frac{m^*_s}{m^*_s} \int_{m^*_s}^{m^*_s} zf(z) \, dz$$

Finally, by concavity we must have both $v'(0) \geq m^*_s$ and $v'(p_{end}) \leq m^*_x$ therefore it is sufficient to have,

$$F_Y \left( \frac{v'(0) - 1}{v'(0)} \right) \leq \frac{v'(p_{end})}{1 - v'(p_{end})} E_Y[\gamma]$$

If this condition holds the utility optimal price can be at most $\varepsilon$ away from $p_{end}$. Furthermore, the slope of the value function (and therefore the slope of the utility function) above the utility optimal point can be at most 1. This is because utility is strictly increasing while $v'(p) > 1$. Therefore, $E_Y[u_{\max}(v(p_{end}), p_{end}, \gamma)] \geq \mathcal{U}_{\max} - \varepsilon$
The proof for this theorem follows from rearranging the definition of optimal utility and can be found in the appendix. It is useful to interpret this condition through the lens of feature (1) of whale distributions. The left hand side of the condition represents the highest possible probability of sale across all non-zero prices. Meanwhile, the right hand side contains the expectation of \( \gamma \) which grows as the population becomes more patient. Whale distributions, given a fixed value function, make this condition easier to satisfy; as the number of non-paying players increases, the probability of sale on the left hand side decreases and the expected value on the right hand side increases. In Figure 4.1, we can see that moving weight towards the patient portion of the population can shift the utility-optimal price up towards \( p_{\text{end}} \). The intuition behind this result is quite simple: when there are enough patient players in the population, more total utility is gained by raising the price to make them happy than by providing cheap skips as an easy out for impatient players.

\( (a) \) Probability density functions of an exponential distribution, with rate parameter \( \lambda \in \{1, 3, 10\} \). As \( \lambda \) increases so does the relative density of patient people.

\( (b) \) Utility optimal prices (\( \blacklozenge \), \( \blacktriangledown \), \( \blacktriangledown \)) seen increasing with the relative density of patient players, plotted on \( v(p) = 1 - (p - 1)^{\frac{1}{4}} \).

**Figure 4.1:** Utility optimal price as the proportion of patient people increases

We now have a condition on the type distribution that would imply that the utility-optimal game design sets a price with zero probability of sale. The next step is to characterize distributions for which the revenue-optimal price monetizes only a small fraction of players. First, we describe the revenue generated by skips in a single task with respect to the distribution over impatience. It is useful to keep in
mind that a player with high $\gamma$ is a patient player, therefore the distribution over $1 - \gamma$ is a distribution over “impatience.”

**Proposition 4.1.3.** The revenue generated from offering a skip price $p$ from a single task is
\[
\mathcal{R}(v(p), p, \gamma) = p \left( 1 - F_{1-\gamma} \left( \frac{p}{v(p)} \right) \right).
\]

**Proof.** For some price $p$ the probability of sale is $\Pr_{\gamma}\left[(1-\gamma)v(p) \geq p\right] = \Pr_{\gamma}(1-\gamma) \geq \frac{p}{v(p)}$. Thus, the expected revenue is $p \left( 1 - F_{1-\gamma} \left( \frac{p}{v(p)} \right) \right)$. □

**Lemma 4.1.4.** The revenue-optimal price $p_{rev} \geq p^*$ if for all $p \leq p^*$,
\[
\frac{1 - F_{1-\gamma} \left( \frac{p}{v(p)} \right)}{f_{1-\gamma} \left( \frac{p}{v(p)} \right)} \geq \frac{p}{v(p)} \left( 1 - \frac{pv'(p)}{v(p)} \right).
\]

Furthermore, if $F_{1-\gamma}$ satisfies MHR then the optimal price is the point where this is satisfied with equality.

**Proof.** We first take the derivative of revenue with respect to the price,
\[
\frac{d}{dp} \mathcal{R}(v(p), p, \gamma) = 1 - F_{1-\gamma} \left( \frac{p}{v(p)} \right) + pf_{1-\gamma} \left( \frac{p}{v(p)} \right) \frac{pv'(p) - v(p)}{v^2(p)}
\]

We need this derivative to be positive along the entirety of the interval $[0, p^*]$,
\[
\frac{1 - F_{1-\gamma} \left( \frac{p}{v(p)} \right)}{f_{1-\gamma} \left( \frac{p}{v(p)} \right)} \geq \frac{p}{v(p)} \frac{v(p) - pv'(p)}{v(p)^2}
\]
\[
\geq \frac{p}{v(p)} \left( 1 - \frac{pv'(p)}{v(p)} \right). \tag{4.1}
\]

The second statement follows from the fact that
\[
\frac{1 - F_{1-\gamma} \left( \frac{p_{opt}}{v(p_{opt})} \right)}{f_{1-\gamma} \left( \frac{p_{opt}}{v(p_{opt})} \right)} = 0,
\]

and the term on the right hand side in (4.1) is both monotone increasing and approaches 0 as $p$ approaches 0. Given that the term on the left hand side in (4.1)
has MHR and therefore is also monotone, this maximization problem has a single unique solution.

Here, we interpret what this says for type distributions and their revenue-optimal payments. This lemma’s first condition is a lower bound on the inverse hazard rate of the impatience distribution. The larger the domain over which this holds, the larger lower bound we have for the revenue-optimal payment. As the density of the most impatient players increases, the domain where this condition is satisfied can only grow. One might worry that having the high density of patient non-buyers necessary for Theorem 4.1.2 could violate Lemma 4.1.4. However, the density of players who would never buy are not considered directly by this condition; for large enough $\gamma$, $1 - \gamma \neq p/v(p)$ for any price, so their density never appears in the inverse hazard rate. Figure 4.2 shows an example supporting this intuition: ignoring the empty circles for the moment, heavier tails drive up the revenue-optimal price while keeping the utility-optimal price high. While these distributions were hand-crafted for illustrative purposes, the same phenomena occur in more natural heavy-tailed distributions.

The second part of the lemma gives us an analogue to virtual values. Traditionally, virtual values are defined with respect to a constant value function. Suppose we define a constant value function as $v = v(p^*)$ where $p^*$ is some fixed point, the resulting virtual values will be greater for any point $p^{**} > p^*$ than defined with respect to $v(p^{**})$. To see this, note that the virtual value for a constant value function would be identical except for the term $(1 - p/v(p))$ which is always less than one while the value function is increasing. This demonstrates the upward pressure an increasing value function has on pricing. In Figure 4.2, we see that in action: for a flat value function (the dotted purple lines) the revenue optimal strategy sets lower prices.

Putting together the conditions from Theorem 4.1.2 and Lemma 4.1.4, we characterize a price that provides both high utility and high revenue.

**Corollary 4.1.5.** Let $p_{rev}$ be the revenue optimal price and $m_{rev}$ be the slope of the value function at $v(p_{rev})$. If the condition in Theorem 4.1.2 holds, then setting the
Probability density functions of an exponential distribution with rate parameter $\lambda = 10$ and density has been made a constant $f_{1-\gamma}(\tau)$ after $\tau$, with $\tau \in \{1, 0.35, 0.25\}$, and re-normalized.

Figure 4.2: Revenue optimal price as the proportion of impatient people increase

**revenue-optimal price** $p_{\text{rev}}$ achieves utility

$$\mathbb{E}_\gamma \left[ u_{\text{max}}(v(p_{\text{rev}}), p_{\text{rev}}, \gamma) \right] \geq \mathcal{U}_{\text{max}} - m_{\text{rev}}(p_{\text{end}} - p_{\text{rev}}).$$

**Proof.** Given the condition in Theorem 4.1.2, the utility-optimal price is $p_{\text{end}}$. We can upper bound the amount of utility loss by the distance between the two prices and the slope of the value function at the lower price.

This simple fact demonstrates that we can ensure near-optimal utility by setting prices high enough to reach a near-flat region of the value function. As mentioned in the beginning of the section, while high revenue-optimal and utility-optimal prices seem at odds with traditional mechanism design, many game designers are often encouraged to increase their prices for microtransactions and find increases in both overall retention and revenue [31].
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4.2 Fully-Sensitive Players

The results of the previous section depend on both the value function and the type distribution. It is not obvious if these results hold when the value function itself depends on the type distribution. We now show empirically that for value functions that are linear in the probability of sale we can still get high utility and revenue optimal prices but sometimes optimal prices can be pushed down if the value function grows too slowly with price.

We first define a class of linear fully-sensitive value functions. For a fixed type distribution $F_\gamma$ its corresponding $c$-linear value function is the function that is 0 when $p = 0$ otherwise is the function that solves $c(1 - F_\gamma(1 - p/v(F_\gamma, p))) = v(F_\gamma, p)$. This ensures that values grow linearly as the probability of sale decreases but that the value’s relationship with price is now dependent on the underlying type distribution. For all the distributions we consider, these value functions satisfy the desired properties listed in Chapter 2.

Figure 4.3 shows how the utility-optimal price is affected by increasing the density of impatient players. For a while, our intuition from the price-sensitive model holds (Figure 4.3b); create enough patient players and the utility-optimal price goes to the max. However, if there are too many patient players in the population, this trend flips and the utility-optimal price starts to drop (Figure 4.3d). As distributions become more and more concentrated on patient players, the induced value functions plateau earlier. In turn, the utility in this region for non-buyers remains relatively constant, while buyers’ utility drops linearly with $p$. This makes sense since even a small price means few players will buy skips, and raising the price minimally affects the probability of sale. One way to view this result is that distributions can only become so patient before the induced value functions look insensitive to prices.

In Figure 4.4, we see a familiar trend: heavier tails usually mean higher revenue-optimal prices. However, it becomes more difficult to drive prices to the extremes in cases where the utility-optimal price is also high. This is because as the function gets flatter the upward pressure exerted on the price, as seen in Figure 4.2, is lessened.

This section shows that when value functions are sensitive to changes in price across the domain, the designer’s job is relatively simple. The utility-optimal price
Probability density functions of an exponential distribution with rate parameter $\lambda \in \{1, 5\}$ as $\lambda$ increases so does the proportion of patient people.

Utility optimal prices ($\triangleleft$, $\triangledown$) seen increasing with the density of patient players and plotted on $v(p)$'s generated from distributions in (a).

Probability density functions of an exponential distribution with $\lambda \in \{5, 15\}$ as $\lambda$ increases so does the proportion of patient people.

Utility optimal prices ($\triangleright$, $\triangledown$) seen decreasing with the density of patient players and plotted on $v(p)$'s generated from distributions in (a).

Figure 4.3: Utility optimal prices on value functions are dependent on probability of sale

often dominates the revenue-optimal price, and so setting a high price and lowering it over time provides little risk in losing players. In fact, this is a strategy that game designers are sometimes advised to implement [31]. However, when value functions have large regions of insensitivity, as seen in Figure 4.2, it is not obvious how to trade off buyer utility and revenue beyond observing that one should not place the price in a high sensitivity region. This trade-off is the focus of the next section.
(a) Probability density functions of an exponential distribution with rate parameter $\lambda = 8$ and density made a constant $f_{1-\gamma}(\tau)$ after $\tau$, with $\tau \in \{1, 0.5, 0.4\}$, and re-normalized.

(b) Revenue optimal prices (●, ●, ●) seen increasing with the density of impatient players plotted on $v(p)$’s generated from distributions in (a) while the utility optimal price (▼) is held high.

**Figure 4.4:** Revenue optimal prices when values are dependent on probability of sale.
Chapter 5

Optimal Pricing for Insensitive Players

We now tackle optimizing revenue for players insensitive to skip prices. We also note that we can transform fully- and price-sensitive value functions into an insensitive value function, allowing the results in this section to provide a good approximation when these sensitive value functions have large regions of low sensitivity. By definition, insensitive players have a minimum price below which their value is 0. However, this point does not affect the analysis, so we assume it is at 0 for the remainder of the section and let $v := v_c(p)$. For more discussion see Section A.2.

In this section, we leverage the analytic tractability afforded when players are insensitive to investigate the harder problem of repeated task pricing. Our main result is a simple pricing scheme that gives a constant approximation to the revenue of the optimal pricing scheme. This approximation ratio holds even if the designer is allowed to set multiple prices based on how much of the task players complete. Not only is our simple pricing scheme interesting theoretically, it is also practically relevant: we often see pricing schemes in which a single price is offered regardless of how much time has elapsed, even in mid-core (Clash of Clans) and casual games (AdVenture Capitalist). We end the section by testing our results in richer environments through simulations.
5.1 An Upper Bound on Optimal Revenue

Characterizing the optimal sequence of prices is difficult, especially when one must worry about the type distribution changing over time due to retention. However, the revenue generated when players’ types are known to the designer is not only easy to characterize but upper bounds the revenue when types are unknown. Within this known types setting, the optimal strategy sets \( p_i = (1 - \gamma) v \) for each player \( i \) which is guaranteed to sell and static across tasks. We use the term unknown types for the setting where the designer has only a prior over players’ types and must price each round anonymously. We assume designers exponentially discount future rewards characterized by \( \beta \).

Proposition 5.1.1. The revenue generated from offering a static skip price \( p_i \) to a player \( i \) with known type \( \gamma_i \) and game designer discount \( \beta \) is

\[
R(v, p_i, \gamma_i) = \begin{cases} 
  \frac{p_i}{1 - \beta F_r(v - p_i)} & p_i \leq (1 - \gamma) v, \\
  0 & \text{otherwise}.
\end{cases}
\]

Proof. When types are known, the only source of uncertainty to the designer is a player’s retention threshold; the marginal value a player has for a skip, \( v_m = (1 - \gamma) v \), is fully known to the designer. As a game designer can guarantee a sale, they will always set a price such that skipping is at least weakly preferred to waiting. Furthermore, as \( \gamma \)'s do not change from task to task and \( r \)'s are redrawn i.i.d. each task, task 2 looks identical to task 1 should the player remain in the game. Therefore, the designer should choose a single static price to charge each player across tasks and we can write a player’s projected utility for staying in a task as \( u = v - p \).

Across multiple rounds, a player is in the game at task \( k \) if \( u \geq r_i \) for all previous rounds \( i \leq k \). Summing over all rounds with designer discount \( \beta \) gives the expected revenue generated by that player:

\[
R(v, p, \gamma) = \begin{cases} 
  p \sum_{i=0}^{\infty} \beta^i F_r(v - p)^i = \frac{p}{1 - \beta F_r(v - p)}, & \text{if } p \leq v_m; \\
  0, & \text{otherwise}.
\end{cases}
\]
We now make an assumption on the retention distribution that is similar to regularity (many common distributions satisfy it e.g., uniform, exponential, Pareto).

**Definition 5.1.2.** We say a retention distribution \( F_r(x) \) is retention regular if \( x - \frac{1 - \beta F_r(v - x)}{\beta f_r(v - x)} \) is monotone non-decreasing.

**Proposition 5.1.3.** The optimal price for a player \( i \) given known types, under retention regularity of the retention distribution, is

\[
p_i = \min \left( (1 - \gamma)v, \frac{1 - \beta F_r(v - p)}{\beta f_r(v - p)} \right),
\]

where \( p \) is the unique solution to the equation \( q = \frac{1 - \beta F_r(v - q)}{\beta f_r(v - q)} \).

**Proof.** Retention regularity guarantees that there exists a unique maximizing solution. To find it, we take the derivative of the revenue expression above,

\[
\frac{d}{dp} \mathcal{R}(v, p, \gamma) = \frac{1 - \beta F_r(v - p) - \beta p f_r(v - p)}{(1 - \beta F_r(v - p))^2} = 0
\]

\[
p = \frac{1 - \beta F_r(v - p)}{\beta f_r(v - p)}.
\]

However, this calculation alone does not always find the optimal price: following such a prescription may set a price greater than a player’s marginal value. As the designer has access to players’ types, the seller can compare the price computed above with respect to the retention distribution and an agent’s marginal value, setting the price to whichever is smaller.

Notice that retention adds a constant upper bound on the price we should charge. For players with high enough marginal value, charging a price that is too high may leave them with low utility, risking revenue from future tasks. Conversely, if a player has low marginal value for a skip, full surplus extraction may still leave them with high enough utility to be retained. We build on these observations for our simple pricing scheme later in this section.
Of course, designers are not restricted to offering only one skip per task, for example they could charge less if the player waits for half the task. We can show that in a given round such a pricing scheme can generate more revenue.

**Theorem 5.1.4.** There exists type distributions $F_\gamma$ such that the revenue achieved by selling multiple skips is strictly greater than the optimal single-skip revenue.

**Proof.** We prove this with a construction. Imagine a task is segmented into two blocks, the marginal value for skipping just the last block is $(1 - \gamma)v$ and the value for skipping both blocks is $(1 - \gamma^2)v$. Let the value for the task be $v = 1$, $p^{(0)}$ be the price for skipping both blocks and $p^{(1)}$ the price for skipping only the last block. We define a discrete type distribution with $\Pr[\gamma = 0.25] = 0.5$ and $\Pr[\gamma = 0.75] = 0.5$. The pricing problem becomes a bit trickier with multiple blocks; we need to know how much projected utility a player would receive for buying a skip at each block to avoid cannibalization. If a player buys a skip immediately, they would receive utility $(1 - \gamma^2) - p^{(0)}$, and for waiting and then buying they would get $\gamma((1 - \gamma) - p^{(1)})$. We set prices $p^{(0)} = \frac{13}{16}$ and $p^{(1)} = \frac{1}{4}$. The low type buys a skip in the second round, and the high type prefers buying in the first round:

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$(1 - \gamma^2) - p^{(0)}$</th>
<th>$\gamma((1 - \gamma) - p^{(1)})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.125</td>
<td>0.125</td>
</tr>
<tr>
<td>0.75</td>
<td>-0.375</td>
<td>0</td>
</tr>
</tbody>
</table>

Therefore, we achieve revenue $R = 0.5(0.8125) + 0.5(0.25) \approx 0.53$. On the other hand, single skip may choose to offer a price at either of the two types’ marginal values in the first round. This means they can choose either $p^{(0)} = 0.9375$ or a price of $p^{(0)} = 0.4375$ which achieve revenue $R = 0.46875$ and $R = 0.4375$ respectively. 

While even finding a closed form for such a pricing scheme is difficult, they are also upper bounded by the known types setting.

We note that without any distributional assumption on the marginal value distribution there is an unbounded revenue gap between known and unknown types, so we have no simple tool for bounding the performance of these complex pricing schemes.
Theorem 5.1.5. For any constant $c$, there exists a retention distribution $F_r$ and marginal value distribution $F_m$ such that a game designer with known types achieves $c$ times more revenue than the revenue optimal price for unknown types.

Proof. Let the value for the task be $e^c$. We then define our retention distribution to take two possible values, $f_r(0) = 0.5, f_r(e^c + 1) = 0.5$. Notice that such a characterization places retention completely outside of the power of the game designer. Therefore, we have reduced our problem such that we need only consider the marginal value distribution to sell skips. We assume that the discount factors are distributed such that the marginal value distribution forms the equal-revenue distribution,

$$F_m(x) = 1 - \frac{1}{x}.$$  

In the equal-revenue distribution setting any posted price generates revenue of 1 but its expected value is only upper bounded by its support. With known types, the designer can set a price that obtains full surplus extraction equal to $E_{x \sim F_m} [x] = \ln e^c = c$. However, without knowledge of a player’s type the designer must set one fixed price ex-ante and for any fixed price the expected revenue of selling to an equal revenue player is 1. Therefore, the best a game can achieve without knowledge of the discount factor is a $1/c$ fraction of the optimal known types revenue. 

This theorem relies on reducing our setting to a well known setting in the literature known as the equal-revenue distribution [21, 22]. A natural question is whether there is a restricted class of distributions in which pricing schemes with unknown types can still perform competitively. Distributions with a monotone hazard rate (MHR) are one such example.

5.2 Simple Skip Pricing

The technical content unfolds in two steps: (1) we bound the gap in revenue at a given round between the known types setting and a simple pricing scheme using a result from the literature on distributions with a monotone hazard rate (MHR); and (2) we show our pricing scheme maintains at least as many players as the known
types setting and always preserves MHR. Combining these two facts guarantees a simple pricing scheme can $1/e$-approximate the optimal revenue.

We begin by defining how retention impacts the marginal value distribution across tasks in the unknown types setting. Note that at the start of the game, the distribution over players’ marginal values is $F_m(p) = \Pr[(1 - \gamma)v \leq p]$.

**Definition 5.2.1.** A marginal value distribution $F_m^{(k)}$ at task $k > 0$ if a retention threshold of $r_{k-1}$ was drawn at the end of task $k - 1$ is defined as: $F_m^{(k)}(x) := F_m^{(k-1)}(x \mid u_{\text{max}}(v(p), p_{k-1}, \gamma) \geq r_{k-1})$, where $F_m^{(0)}(x) := F_m(x)$.

We can now describe the revenue generated in the unknown types setting as follows:

**Proposition 5.2.2.** The revenue generated with unknown types, from a vector of skip prices $p$ and game designer discount $\beta$ is $R(v, p, \gamma) = \sum_{i=0}^{\infty} \beta^i p_i F_m(i)(p_i)$

*Proof.* With unknown types, the optimal pricing scheme does not set a constant price across rounds. However, should the player remain in the game task $k$ looks identical to task $k - 1$. From Definition 5.2.1 we have that the distribution of players that are remaining in some task $k$ is defined by $F_m^{(k)}(x)$.

Thus, summing over all rounds with designer discount $\beta$ gives the expected revenue generated by all players: $R(v, p, \gamma) = \sum_{i=0}^{\infty} \beta^i p_i F_m(i)(p_i)$.

We formalize the observation of “threshold” pricing from the known types setting for the unknown types setting.

**Definition 5.2.3 (Myerson Threshold (MT) Pricing).** First, the designer computes

$$p_r = \frac{1 - \beta F_r(v - p)}{\beta f_r(v - p)}.$$

Then at each task $k$, they compute the Myerson optimal posted price with respect to the marginal value distribution at that task:

$$p_{myer}^{(k)} = \frac{1 - F_m^{(k)}(x)}{f_m^{(k)}(x)}.$$

Finally, for task $k$, the designer charges $p_k = \min(p_r, p_{myer}^{(k)})$. 28
Note that the $p_r$ computation is the same as in Proposition 5.1.3. We can think of this as the retention distribution setting a constant upper bound on the price across all tasks.

We leverage the following result to lower-bound the revenue obtained by the Myerson optimal price.

**Lemma 5.2.4.** [21, Theorem 4.37] For any marginal value distribution $F_m^{(k)}$ satisfying the MHR property, the expected value is at most $e$ times the expected revenue generated in one round by setting the optimal posted price.

Finally, we show that as long as the marginal value distribution satisfies MHR at the first task, threshold pricing achieves a $1/e$-approximation of the optimal revenue.

**Theorem 5.2.5.** For every retention distribution $F_r$ satisfying retention regularity and marginal value distribution $F_m$ satisfying MHR, Myerson Threshold (MT) pricing generates a $1/e$ fraction of the revenue in the known types setting.

**Proof.** This proof has two main steps. We first show that for any marginal value distribution $F_m$, MT pricing achieves a $1/e$ approximation of the revenue of the known types setting in the first task and retains at least the same set of players. We then show that MHR is preserved on the marginal value distributions at each task and therefore, inductively we achieve a $1/e$ fraction of the total revenue. Key to our proof strategy is that in the known types setting, the retention probability of any player that is charged their marginal value is the same had they not bought a skip: $v - v_m = \gamma v$.

First, we look at the case where $p_{myer}^1 \leq p_r$, i.e., when the Myerson optimal price at task 1 is lower than the retention threshold price. Following our prescription, MT pricing sets $p = p_{myer}^1$. A trivial upper bound on the revenue of the known types setting at task 1 is $E_{\gamma \sim F_\gamma}[v_m]$ and by Lemma 5.2.4 we know that the Myerson optimal price achieves a $1/e$ portion of this revenue. Furthermore, the utility obtained by each player with type $\gamma$ in the known type setting is $\max(\gamma v, v - p_r)$ and under MT pricing they receive $\max(\gamma v, v - p_{myer})$. Given $p_{myer}^1 \leq p_r$ we have that $\forall \gamma$, $\max(\gamma v, v - p_{myer}) \geq \max(\gamma v, v - p_r)$. Therefore, every player who is retained in the known types setting is also retained by setting the Myerson optimal price.

The other case is when $p_r \leq p_{myer}^1$. In this case, MT pricing gives all players the same utility as they would receive in the known types case and so trivially their
retention probabilities are the same. What is left to show is that setting a price of \( p_r \) gets at least a \( \frac{1}{e} \) approximation of the revenue. Observe that an upper bound on the revenue of the known types setting is \( p_r \) as that is the largest price it ever sets. All we need is that the probability of sale of charging \( p_r \) is at least \( \frac{1}{e} \). Here, we leverage another result from the literature that says the Myerson optimal price always achieves probability of sale at least \( \frac{1}{e} \) on MHR distributions (Lemma 4.1 in [20]). Therefore, since \( p_r \leq p_1^{\text{myer}} \) it must have probability of sale at least \( \frac{1}{e} \) and revenue at at least \( p_r/e \).

Our inductive step simply needs to show that MHR is maintained for all subsequent marginal value distributions \( F_m^{(k+1)} \). Observe that for any fixed price \( p_k \) at task \( k \), \( u_{\text{max}}(v(p_k), p_k, \gamma) = \max(\gamma v(p_k), v(p_k) - p_k) \) is weakly increasing in \( \gamma \). Therefore, for any realization of \( r_k \) there is some \( \gamma^* \) such that all players with \( \gamma < \gamma^* \) leave the game and all players with types \( \gamma \geq \gamma^* \) are retained. This means that \( F_m^{(k+1)} \) is simply \( F_m^{(k)} \) right truncated at the point \( (1 - \gamma^*)v \) and by Proposition 2.0.8 MHR will be preserved.

Note that for any discount factor, marginal values decrease as the task goes on. Since in the known-type case the designer can guarantee a sale, they will always sell in the first round. This means the upper bound used in the proof of Theorem 5.2.5 applies equally to the multiple prices setting.

**Corollary 5.2.6.** For every retention distribution \( F_r \) satisfying retention regularity and marginal value distribution \( F_m \) satisfying MHR, Myerson Threshold (MT) pricing generates a \( \frac{1}{e} \) fraction of the revenue of any complex pricing scheme.

**Proof.** This corollary follows from the fact that the optimal known type mechanism is the same in the problem with a single skip price and where multiple prices can be set. To see this note that for any discount factor, marginal values decrease as the task goes on. Since in the known type case the designer can guarantee a sale they will always sell in the first round. This means the upper bound used in the proof of Theorem 5.2.5 applies equally to the multiple prices setting. \( \square \)
5.3 Simulations

In this section, we simulate populations of players to study what features of the problem make MT pricing perform well. We also test the robustness of MT pricing by adding new ingredients that break away from some of our previous assumptions. Namely, we allow the population to grow from newly acquired players and players to be heterogeneous with respect to retention draws. We note that even when adding these new ingredients, MT pricing gets at least a $1/e$ fraction of the optimal known types’ revenue. Therefore, we compare MT pricing’s performance to other simple pricing schemes to learn what features of the problem makes each option perform well.

5.3.1 Experimental Setup

For all settings, the value of completing the tasks was set to 1. We also choose $p^* = 0$. We use an initial population size of $N = 10,000,000$. For player type distributions we used exponential distributions with $\lambda = 1, 2, 3$ as well as a uniform distribution on $[0, 1]$. For retention distributions we used exponential with $\lambda = 1, 3, 5$ and Pareto distributions with $\alpha = 3, 5$. For game designer discount factors we used $\beta = 0.97, 0.99, 0.999$. For virality we used growth rates of 1% and 5%. We first tested tested all possible combinations of these configurations both with and without independent retention draws, however we dropped the value of $\lambda = 2$ for the player distribution when used in conjunction with the Pareto retention distribution to increase the space of other parameters we could explore. We chose these parameters both because they reflect the whale distributions from Chapter 4 as well as to give us good coverage over the type of retention thresholds we might get.

5.3.2 Comparison to Myerson and Retention Threshold Pricing

We begin by comparing two alternative pricing strategies: at each round, charge only the Myerson optimal price or the retention threshold price. The results (see Figure 5.1) suggest that the lower price often achieves the higher revenue. Setting a retention threshold price achieves higher revenue in over 20% of the instances and most of these instances are when Myerson takes a risk in setting a high price and loses too many players.
This matches the advice we see from the gaming community. Rather than losing too many players trying to make a quick buck, MT pricing keeps enough players around to monetize in the next task. In fact, the revenue generated from MT pricing is within 1% of the revenue from the max of the two other pricing schemes in 82% of cases and strictly outperforms the next best option in 12% of cases.

5.3.3 Viral Population Growth

We also examine the impact of new players joining the game on MT pricing’s performance with a “viral” model of population growth. In this model, there is a constant probability that each player will recruit a friend in each round. Each recruited player is drawn from the same type distribution i.i.d. as the original cohort of players. The gap in performance between MT pricing and the alternatives is small in most settings. This should not be surprising; MT charges the minimum of Myerson and the retention threshold and in many cases this results in exactly the same strategy as one of them, including retaining the same individuals.
5.3.4 Independently Drawn Retention

We now test MT pricing when players sample their own retention threshold independently; each player \(i\) draws \(r_{k,i}\) i.i.d. from the retention distribution \(F_r\). A player stays in the game if \(u_{\max}(v, p_k, \gamma_i) \geq r_{k,i}\). A fruitful elaboration to our model of retention would be somewhere between fully correlated and independent retention draws. This would model both players unique preferences but also the presence of popular competitors in the same niche genres. Once again, the strategy that sets the lower price often generates higher average revenue. However, Myerson pricing now consistently loses players when it gambles on a high price, eliminating any extra gains it could have achieved.

5.3.5 Lowering Payments

The main finding of our simulations thus far is that lower prices are usually better. One might wonder if the MT pricing algorithm could be improved by charging \(p_k = \min \left( p_r, cp_k^{\text{myer}} \right)\) where \(c\) is a constant less than one. We re-examine a subset of previous settings that showed evidence of lower prices being performant and find that decreasing the scaling factor can be relatively safe for large enough values of \(c\). However, for values lower than \(1/2\), the variance in the performance not only increases but average performance decreases.
Chapter 6

Conclusion and Model

Elaborations

Mobile games give rise to various phenomena that are difficult or impossible to explain with standard economic models. This paper aims to explain one such phenomenon: the paradoxical relationship between utility and revenue when selling skips. We believe that we have only scratched the surface of a rich economic domain; there are many other phenomena arising in mobile games (and beyond) upon which our behavioural model could shed light. We highlight two monetization strategies that stand out: battle passes and forced breaks.

Battle passes

With the success of skips, grind-based monetization has bled into all categories of gaming. Battle passes are a noteworthy example; most of the top grossing console games have battle passes. They are essentially play-time timers that reward the players at regular intervals with cosmetic items that have no affect on gameplay. Similarly to mobile games, players can pay money to skip past these timers.

While the inner workings of a battle pass fit squarely within our model, interestingly, most battle passes require players to pay an entrance fee to participate in the grind. This cost is usually much lower then the cost to purchase cosmetics outright. For example, in 2020 the price of a battle pass in Clash of Clans was $4.99 USD, around 25 times cheaper than other progression content [27]. Cheap entrance fees
are low risk ways of monetizing low value players as they still need to grind to complete tasks and earn rewards; an item’s value is still anchored by the skip price for that task. This adds another dimension to the problem where the game designer must determine how much to charge to enter knowing that if a player buys they will potentially provide more revenue and are retained longer by purchasing skips [27].

**Forced Breaks**

Forced breaks is a mechanic where players are given a finite number of ‘lives.’ Each attempt to complete a level costs one life. If a player fails to complete the level, a life is lost. Should a player run out of lives the game introduces a forced break, requiring players to wait for their lives to regenerate and attempt a level again. While waiting for lives to regenerate, players have the option to purchase additional lives, allowing them to continue playing immediately. This system can be seen as a form of time gating similar to the timer elements we have explored.

Forced breaks, therefore, present another dimension in managing retention and value in the game by preventing player burnout, encouraging them to take breaks and return later. Regular breaks can increase anticipation and create a routine, where players look forward to returning to the game. This habitual engagement can lead to increased long-term retention. This matches studies where those who had been deprived of a good such as chocolate rated the chocolate as significantly more pleasurable than those who had been able to eat it freely [44].

In conclusion, our research has opened the door to a deeper understanding of the economics of mobile gaming. The potential applications of our model are vast and varied, offering numerous opportunities for future research to further unravel the complexities of player behavior and game monetization.
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Appendix A

Supporting Materials

A.1 Utility Definitions for Fully-Sensitive and Insensitive Players

A.1.1 Fully-Sensitive Players

Definition A.1.1. At the beginning of a task, the marginal value a fully-sensitive player with type $\gamma$ has for a skip at price $p$ is $v_m(F_\gamma, p) = (1 - \gamma)v(F_\gamma, p)$. The utility a fully-sensitive player receives if they purchase a skip at price $p$ is $u(v(F_\gamma, p), p) = v(F_\gamma, p) - p$. We assume players are utility maximizers. Therefore, the utility a fully-sensitive player receives in a task is $u_{\text{max}}(v(F_\gamma, p), p, \gamma) = \max(\gamma v(F_\gamma, p), v(F_\gamma, p) - p)$.

Definition A.1.2. At the end of each task $k \in [1, \infty)$, all players realize a retention threshold $r_k \sim F_r$, where $\text{supp}(F_r) = [0, \infty)$. A fully-sensitive player quits the game immediately if $u_{\text{max}}^{(k)}(v(F_\gamma, p_k), p_k, \gamma) < r_k$, where $u_{\text{max}}^{(k)}(v(F_\gamma, p_k), p_k, \gamma) = \max(\gamma v(F_\gamma, p_k), v(F_\gamma, p_k) - p_k)$.

A.1.2 Insensitive Players

Definition A.1.3. At the beginning of a task, the marginal value an insensitive player with type $\gamma$ has for a skip at price $p$ is $v_m(p) = (1 - \gamma)v_c(p)$. The utility an insensitive player receives if they purchase a skip at price $p$ is $u(v_c(p), p) = v_c(p) - p$. We
assume players are utility maximizers. Therefore, the utility an insensitive player receives in a task is 
\[ u_{\text{max}}(v_c(p), p, \gamma) = \max(\gamma v_c(p), v_c(p) - p). \]

**Definition A.1.4.** At the end of each task \( k \in [1, \infty) \), all players realize a retention threshold \( r_k \sim F_r \), where \( \text{supp}(F_r) = [0, \infty) \). An insensitive player quits the game immediately if 
\[ u_{\text{max}}^{(k)}(v_c(p_k), p_k, \gamma) < r_k, \]
where 
\[ u_{\text{max}}^{(k)}(v_c(p_k), p_k, \gamma) = \max(\gamma v_c(p_k), v_c(p_k) - p_k). \]

### A.2 Transformation and Properties of an Insensitive Value Function

We now give a way to choose a constant value function that well approximates a value function as long as it plateaus enough. While the specifics of how this constant value function is chosen are not used in our analysis, we give an example that maintains some nice properties. Fix the value of the task at the point \( p^* \) where \( v'(p^*) = 1 \) and constrain the designer to set prices \( p \geq p^* \). The constraint is there to avoid the failure case of placing the price on the steep region of the curve, a region which is not well modeled by a flat value function and often gives low utility. This transformation is done for analytic convenience but it also has a few nice properties: the utility optimal price is guaranteed to be above the truncation point and the utility obtained by buyers under the true value function will be at least as high as the utility on the flat function. These facts combine to ensure that such a procedure can only be pessimistic about buyers' utility and will always have retention at least as high when mapped back to the true value functions. Furthermore, the revenue of the optimal price on the constant value function is at least a \( v_{\text{start}}/v_{\text{end}} \) fraction of the revenue on the true value function where \( v_{\text{end}} \) is the value at the end of the low-sensitivity region and \( v_{\text{start}} \) the value at the beginning of the low-sensitivity region. Therefore, as long as this region is quite flat little is lost by comparing to the optimal point on the constant value function.

#### A.2.1 Transformation Properties

Here we show why the properties of the transformation listed above are true. We introduce some notation that will be useful: Define \( v_{\text{end}} \) as the value where \( v \) takes
its maximum value (i.e., where \( v(p) = p \)) and \( v_{\text{start}} \) as the value where \( v'(p^*) = 1 \). Define the constant value function \( v_c(p) = v_{\text{start}} \). 

**The utility optimal point is always above the truncation point**

This follows from the fact that the truncation point is at \( v'(p^*) = 1 \) and the concavity of \( v(p) \). By concavity, for all \( x < p^* \) we must have \( v'(x) \geq 1 \). This means utility is increasing for every player whether they purchase or not and so trivially the utility optimal price is higher.

**The utility obtained by buyers under the true value function will be at least as high as the expected utility on the flat function**

The transformation replaces the true value function with a constant at the lowest price we might charge. Due to monotonicity of the true value function, we have that for any price we might charge \( v(p) \geq v_c(p) \). Therefore, \( v(p) - p \geq v_c(p) - p \) for any price \( p \).

**The gap in optimal revenue between the constant value function and the true value function.**

First note that the upper bound on the probability of sale is the same for both \( v(p) \) and \( v_c(p) \); the two functions are equal at the point where \( v'(p^*) = 1 \) and probability of sale decreases above this point for both value functions. Further, the revenue of the true value function at any price \( p \) is upper bounded by

\[
\min \left( F_\gamma \left( 1 - \frac{p}{v_{\text{end}}} \right), F_\gamma \left( 1 - \frac{p^*}{v_{\text{start}}} \right) \right) p.
\]

This is because

\[
\min \left( F_\gamma \left( 1 - \frac{p}{v_{\text{end}}} \right), F_\gamma \left( 1 - \frac{p^*}{v_{\text{start}}} \right) \right) > F_\gamma \left( 1 - \frac{p}{v(p)} \right).
\]

Therefore, for any price \( p \) on the original value function we can set a price of

\[
\max \left( p^*, \frac{v_{\text{start}}}{v_{\text{end}}} p \right)
\]
on the constant value function and achieve at least a $v_{\text{start}}/v_{\text{end}}$ fraction of the revenue per round while providing players with the same utility and therefore, the same retention. Finally, since there exists a price on the constant value function that provides a $v_{\text{start}}/v_{\text{end}}$ approximation to the optimal revenue on the true value function, the optimal price on the constant value function must provide at least a $v_{\text{start}}/v_{\text{end}}$ approximation to the optimal revenue on the true value function.

**Dropping the constraint does not impact analysis**

When face with a minimum payment constraint the Myerson optimal payment on an MHR distribution is simply the max of the constraint and the Myerson optimal payment. Similarly the known types designer cannot sell to any of the players whose marginal utility is below $v - p^*$ and must choose a retention threshold $p_r \geq p^*$. It is easy to see the main theorem follows by the same steps as before by simply comparing the relative performance of known types and MT pricing on the remaining portion of the population which could ever be sold to.