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Abstract

The fidelity of mobile app prototypes affects the feedback received from participants testing the prototype. The relationship between fidelity and feedback relies on context, and it can be hard to choose the right fidelity when implementing a prototype. Exploring the differences in feedback between two prototypes of different fidelities is a step toward allowing this decision to be made in a more informed and less context dependent manner. In this study, we tested two prototypes of a multi-sided booking app: a high-fidelity fully functional mobile app developed using Flutter and an equivalent low-fidelity paper prototype presented on phone-size pieces of paper. In our between-group pilot experiment, we recruited 12 participants to carry out predefined tasks, and each group tested one of the prototypes. We collected quantitative data using the System Usability Scale survey, and we collected qualitative data using semi-structured interviews. The analysis of collected data showed that the effect of fidelity on quantitative rating of usability is minimal. However, it showed differences in the qualitative feedback between the two groups of participants. For instance, the low-fidelity groups commented on text-based content and their suggestions were about introducing new ideas to expand the current design; in contrast, the high-fidelity group commented on colour and image-based content, and their suggestions were about enhancing the current design.
Lay Summary

This is a pilot study to explore the influence of prototyping medium on feedback received from participants when testing a mobile booking app. We used two prototypes that were tested by two groups of participants: A low-fidelity paper prototype and a high-fidelity fully functional mobile app. Both prototypes represent the same app, which is an app for renting outdoor adaptive wheelchairs. The prototypes are identical in functionality but are different in their format or fidelity. We collected different types of data while testing the prototypes with participants, then we analyzed the data to present our results. Analysis showed that usability ratings from a standard survey were similar for both groups, but when participants were given the opportunity to provide open-ended feedback, each group commented on different aspects than the other group and the nature of suggestions was different for each group.
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Chapter 1: Introduction

A prototype is an essential part of the design process. A prototype is a representation of the final product that enables designers to communicate and evaluate design choices with stakeholders. Prototypes are manifestations of design ideas, and due to their incomplete nature, they reveal certain aspects of design ideas and focus on certain qualities that are under exploration by the designer [1]. Hence, prototypes are not used for proving ideas, but to discover problems and to generate new ideas. Fidelity is one of the most important aspects that define a prototype, and it is used to characterize in what level of detail the concept of the final product is illustrated; in other words, whether the prototype needs to be complete and realistic (so-called “high fidelity“) or low-cost and quick to implement ("low fidelity“) [2]. More rigorously, researchers have identified five dimensions of fidelity that characterize a prototype of a human-computer interaction: level of visual refinement, breadth of functionality, depth of functionality, richness of interactivity, and richness of data model [3]. Each of these dimensions can be manipulated independently, which enables the design of mixed-fidelity prototypes by choosing a different level of fidelity for each dimension.

The importance of the fidelity question arises from the early steps that designers take to create a prototype. Choosing the right fidelity for a given task is context-dependent and often far from straightforward [2]. In this study, we are trying to answer the fidelity question for a certain context, but most importantly we are trying to reproduce a connection reported in the literature (for similar but not identical user interfaces) between the fidelity of a prototype of a mobile app and the feedback received from testers. We wanted to investigate how the fidelity of a prototype would affect the responses received from testers. Hence, the process of choosing the right fidelity initially could be more informed and less dependent on context.

In this study, we tested a paper prototype and a mobile app with a fully functional user interface across two groups of participants, where each group tested one of the prototypes. The app is a multi-sided booking app for renting outdoor wheelchairs which was developed using Flutter for Android and iOS. Following the testing, participants answered a quantitative usability survey, and
then we conducted a semi-structured interview with each participant, asking about their interaction with the proposed app. We analyze the quantitative data statistically, and we analyze the qualitative data using content analysis methods to answer our research questions.

In the next chapter, we explore current literature concerned with the fidelity question for apps. Then we define the scope of the study and state our research questions. In Chapter 3, we examine the proposed application and the technologies used to develop the high-fidelity mobile app, and present the paper prototype. In Chapter 4, we note the details of the experiment: the participants, the tasks used in the testing sessions, the procedure of conducting the sessions, and the methods of data collection. In Chapter 5, we illustrate the results of the analyzed data and discuss our findings and the study's limitations.
Chapter 2: Related work

It is widely accepted that differences in prototype fidelity influence feedback. Prototypes are commonly designed to target one of the two ends of the spectrum in most or all dimensions; consequently, they can be roughly labeled as “low-fidelity” or “high-fidelity.” Both types have their value and place in the design space [2], [4], [5]. Studying the effect of fidelity on user feedback is not new, and several studies have explored this effect from different perspectives.

2.1 Low-fidelity vs high-fidelity

In general, high-fidelity prototypes take too long to build and modify in contrast to low-fidelity prototypes, which maximizes the number of design refinements that could be applied to the low-fidelity prototype before committing to code [6]. High-fidelity prototypes provide a more realistic and immersive experience, while low-fidelity prototypes provide a more abstract canvas that may lead to the generation of more creative ideas during testing [7]. On the other hand, feedback received from high-fidelity prototypes might be oriented toward aesthetics instead of content, while the design suggestions from low-fidelity prototypes might turn out to be inapplicable for reasons obscured by their abstraction. In particular, the difference in visual fidelity for a game prototype did not affect the magnitude of usability issues discovered by usability testers [8]. The visual stimuli (in the form of text or pictures) affected the results of participants asked to generate new ideas for a design concept; the presence of pictures increased the rarity and non-obviousness of ideas but did not affect quality, quantity, or originality [9]. In a study of testing and comparing low and high-fidelity prototypes of a mobile messaging feature, none of the participants testing the paper prototype suggested new design ideas, in contrast to participants testing other conditions [10].

Most notably, aesthetics has the biggest influence on feedback bias: The greater fidelity, the stronger the critical perception of users becomes [11]. As specific examples, child testers of a game design concept considered the lack of colour for a low-fidelity prototype as a negative aspect [12], while testers of a messaging mobile app overrated the aesthetic qualities of the lower-fidelity
Also observed: user expertise and the presence of the observer influenced the evaluation of prototypes. In one study, using reduced fidelity prototypes to determine the behaviour of users with real appliances led to an overestimation of control settings. Interestingly, in this study expert users reported more usability issues than novices, but the issues identified by novices were more severe [14]. In another study, the presence of an observer had a more negative impact on the performance of testers when testing a fully functional system than an early prototype [15]. Lastly, in a study about eliciting user requirements from low-fidelity and AR-enhanced prototypes of a fan product, researchers demonstrated that both prototypes achieve similar performance regarding eliciting user requirements. However, the AR-enhanced system shows potential in providing a better overall experience and in stimulating the engagement of participants [16].

As for usability, while some researchers concluded that low-fidelity prototypes are sufficient to use at all design stages to extract usability problems [17], other researchers found that “the lower the fidelity, the more people idealize a product idea” [18]. In a study to test the effect of the prototype medium on usability testing outcomes, it was found that users were able to identify significantly more usability problems in a higher fidelity medium [19]. In another study testing mobile phone prototypes, it was found that testers of the high-fidelity prototype criticized the choice of fonts, colour, and button sizes; in contrast, users of the low-fidelity prototype commented on content (task flow, general layout, terminology) rather than appearance (presumably due to its simplified form) [20]; likewise, in a study testing medical devices researchers found that prototype format influenced the type of response provided by users [21]. That does not mean that creating higher fidelity prototypes is a wasted effort, as researchers have found that the extra design information gained more than offsets the extra prototype creation effort [4].

2.2 Inconsistent Outcomes

As can be seen, many studies have been done around exploring the effect of prototyping fidelity. However, each study has its own context and goal, which led to what appears to be inconsistent
results. Potential causes of this inconsistency are [14]:

- the differences in the types of prototypes used and the target product model, or
- the factors examined, which are different in each study, such as aesthetics, usability errors, or efficiency measures [14].

In this study, our product model is a booking mobile app and our examined factors are feedback and idea generation. The study will clarify the role of prototyping fidelity in eliciting feedback and generating design concepts for the booking app. We expect that the study will enrich the literature and provide guidelines to better design prototypes to receive more informed feedback. Accordingly, we will not make assumptions about how fidelity will influence feedback, and we want to explore that effect in our context through the study that we conduct.

2.3 Scope and Research Questions

In this thesis, we are prototyping a multi-sided booking app. The context is a booking operation that requires the synchronization of the user, a volunteer, and the device to be rented within timeframes that are constrained with respect to one another. This model is “multi-sided” because it involves connecting or otherwise serving as the intermediary among two or more participant groups [22]. A successful app can create a sustainable and scalable ecosystem by connecting relevant groups and defining interactions among them [23]. Popular and successful examples of multi-sided booking apps are the apps for ride-sharing services such as Uber and Lyft.

In this study we wanted to include sketching which provides a rich medium that makes understanding concepts easier than using language [24]. Sketching also facilitates reflection and works as a potential complement for usability testing [25] as usability testing by itself is used to define problems not to provide solutions [26]. Hence, we provided participants with a pen and a piece of paper during the interviews and encouraged them to sketch while answering the questions to better convey any comments or design suggestions.

While there are many studies reported in the literature which explore the effect of fidelity on user
feedback for other user interfaces, with the exception of [10], [13], [20] we were unable to find any academic studies specific to interfaces for mobile phone apps. In this study, we tested a fully functional mobile app beside a paper prototype. We examined what users say about the interaction after testing it, and we asked users to suggest design improvements to the multi-sided booking app. We wanted to examine if the feedback received from a high-fidelity prototype is different from the feedback received from a low-fidelity one, specifically in the case of a multi-sided booking mobile app. Our results may allow designers to better choose the fidelity in advance based on the desired type of feedback. The primary research question that we aimed to answer:

1. What are the differences in the feedback received from low-fidelity prototypes versus high-fidelity prototypes when testing a multi-sided booking mobile app?

The secondary research questions that we wanted to investigate relate to the suitability of this prototype for its intended audience:

2. How do users evaluate the usability of the prototypes for the tested multi-sided booking app?
3. What are possible improvements to the multi-sided booking app prototype?
Chapter 3: Prototype

The app is an adaptive equipment rental system that allows users to book all-terrain wheelchairs and other assistive mobility devices (which we generically abbreviate as “AMDs” below) and match them with volunteers who will help adjust the AMD appropriately before departure. Our low-fidelity prototype was created in Figma (https://www.figma.com/) and printed in greyscale onto phone-sized paper sheets which could be shown to the participant and which the participant could touch to simulate touch-based interaction with the app. In contrast, our high-fidelity prototype was a fully functional, full colour, touch-based mobile app developed for Android and iOS using the Flutter framework (https://flutter.dev/). The high-fidelity prototype was created first, and then the low-fidelity version designed to visually match, modulo some additional visual abstraction. As shown in Figure 3.1, both prototypes are identical in terms of layout and interaction process, but the low-fidelity prototype is visually slightly more abstract than the high-fidelity version.

The app accommodates three types of roles: the user, the volunteer, and the administrator. Each can log in with their credentials to access the corresponding interface. The user interface allows for booking AMDs and the volunteer interface allows to set time availabilities. The administrator interface is customized for the web, and it allows the admin to modify AMDs on the system, view bookings based on device or date, and configure the profiles of users and admins.
3.1 High-fidelity prototype

Through the app, users can choose an AMD from a list (Figure 3.2), and then choose from available time slots for that AMD in a calendar. The colour of time slots conveys different meanings: whether the slot is booked or available, and whether a volunteer is available at that time or not. Volunteers enter their availability for each device through a different interface where they can select dates and time intervals. The high-fidelity prototype is a fully functional app running on an Android device for the volunteer interface and an iOS device for the user interface during the study sessions.
3.1.1 UI Technology

Among the current hybrid app development frameworks, React Native from Facebook and Flutter from Google are considered the most popular [27], [28]. React Native uses JavaScript and Flutter uses Dart as their primary programming languages. Both frameworks enable developers to develop iOS, Android, and Web apps from a single code base. The main difference between the tools lies in their architecture [29]. React Native interacts with native controllers and APIs via the React Native Realm. It has a JavaScript realm as well that enables developers to write UI code in JavaScript, and the two realms can communicate with each other using the so-called JavaScript Bridge. In contrast, Flutter builds on "widgets", which are high-fidelity replicas of all the UI components found on the native platforms. The widgets follow the guidelines of Material Design.
on Android (https://docs.flutter.dev/ui/widgets/material) and the Cupertino specifications on iOS (https://docs.flutter.dev/ui/widgets/cupertino), which makes Flutter apps look like native apps without additional development effort.

Both frameworks allow rapid development of high-quality UI interfaces and have detailed and comprehensive documentation. React has exceptional performance, especially when it comes to web apps. Flutter is famous for its testing capabilities and rapid development. Choosing between the two is based on the situation [30], and because the focus in this project is on prototyping, we chose Flutter as its debugging tools make modifying and iterating on apps a much smoother task.

We started development from the main feature of the app: the user (as opposed to volunteer) booking process. Through the official package repository of Flutter, we examined several open-source booking-related packages that met our requirements for the booking process. We selected the booking_calendar package (https://pub.dev/packages/booking_calendar), which provides a nice looking calendar interface, and then modified its code to accommodate our imagined design. To handle state management, we used the popular Provider package (https://pub.dev/packages/provider). Flutter uses the concept of a “widget tree” where each UI element on the screen is a widget or a part of a widget in a hierarchy. Provider can be seen as the parent of all widgets [31], and “widgets listen to changes in state and update as soon as they are notified” [32] by Provider.

### 3.1.2 Backend Technology

We used Cloud Firestore (https://firebase.google.com/docs/firestore), a real-time NoSQL database provided by Firebase. Firebase also provided the following additional services to the high-fidelity prototype:

- Authentication to allow apps to save user data in the cloud and authenticate users to the app.
- Storage to store images of AMDs.
• Test Lab to run automatic tests that analyze the structure of the UI and simulate user activities.
• App Distribution to distribute app files to the devices of testers.

3.1.3 Distribution

We built versions of the app for Android, iOS, and the Web. The Web version’s on-screen layout is optimized for the admin interface, while the mobile version’s layout is configured to better support the users and the volunteers. From the single codebase of Flutter, we built APK, IPA, and Web installation packages. Then we distributed the APK to Android devices and the IPA to iOS devices through the App Distribution service provided by Firebase, while the Web package was installed at a GitHub Pages site.

The user and the volunteer interfaces provide access to the list of AMDs (Figure 3.2). As shown in Figure 3.3 (a), after the user selects the desired AMD they see a brief description of the device, can access more information about the device through a weblink (typically to the manufacturer’s website), and can book a time slot through a calendar (Figure 3.3 (b)). Depending on their needs, the user can select any “Available” or “Available with volunteer” slot and book it.
Figure 3.3 Screenshot of the user side interface to the app.
(a) Item 1 page. (b) Booking calendar for item 1.
(c) "Bookings" screen where all bookings for the current user are listed.

For the volunteer interface, the main difference is that the volunteer does not "book slots" but "sets availabilities" instead. The volunteer's calendar does not allow selecting predefined slots like the user's calendar; instead, volunteers can enter their availability through a short form where they select a date and time interval as shown in Figure 3.4. This format was chosen both to distinguish the volunteer interface from the user interface—because volunteers may at times access the system as a user to borrow a device for themselves—and because we expect that volunteers will often be available over many booking slots in a row.
3.2 Low-fidelity prototype

The low-fidelity prototype is a paper prototype designed in Figma to resemble the screens of the high-fidelity prototype (Figure 3.5). However, the paper prototype has a greyscale colour palette and a more abstract visual language, in the sense that any data that is not necessary for interacting with the app was replaced with dummy data; for example, the images and text description of the AMDs. We printed the designed screens onto paper and cut them to the size of a phone. Further, to ease the interaction with the prototype at the time of testing, we set up stacks of papers where each stack corresponds to a task and each individual page within that stack represents a sequential step of that task.

Figure 3.4 Screenshots from the volunteer side interface to the app.
(a) Calendar of the selected AMD. (b) Form to set the availability.
Figure 3.5 Screens from the paper prototype.

(a) The user side home page. (b) The user side device page.
(c) The volunteer side home page. (d) The volunteer side device page.
Chapter 4: Experiment

We used a 2 x 1 design in this study. The main independent variable is the prototype fidelity, which is manipulated at two levels: paper prototype and fully functional application. The prototype fidelity is a between-group factor, in which each participant tested one fidelity and provided feedback for the user and the volunteer interfaces. Participants were randomly assigned to one of two testing groups prior to the study sessions. This design is ideal in our context because we wanted the same participant to view the booking process from the two sides (to better understand the booking process) while experiencing just one fidelity (to keep participants from providing their feedback in a comparative form).

4.1 Tasks

The booking process is done through a calendar, and intuitive interaction is based on past experiences with familiar features [33]. Participants carried out three tasks in total: two on the user side and one on the volunteer side of the multi-sided booking model. From the user side, the main task is to book a certain device on a certain date considering the availability of a volunteer. From the volunteer side, the main task is to set time availability for a certain device. It has been found that longer exposure to an early prototype leads participants to develop more reflective feedback by overcoming first impressions and developing a deeper understanding of the design conceptual model [34]. Therefore, we asked participants to carry out a proximate scenario, thereby increasing the exposure participants had to the tasks and hopefully leading to better design suggestions.

4.2 Procedure

Before the testing sessions started, we randomly assigned all participants to either the low-fidelity or the high-fidelity prototype group. At the beginning of each session, the experimenter gave an overview of the problem that the app sought to solve and briefed the participant about the goal of the study. After signing the consent form, participants filled in a short online demographic survey,
and then the experimenter introduced the assigned prototype. Participants were told that there was another prototype of a different format in a different medium that would be tested by the second group, but the “fidelity” of either prototype was not mentioned at this point because the concept of fidelity might be familiar to some participants and might cause bias in their responses. However, at the end of the study participants were informed that the study was about testing participant responses to low-fidelity vs high-fidelity prototypes.

Testing began by providing participants with guidelines on how tasks would be performed (see Appendix B.1). We asked participants to start performing the tasks, while the experimenter observed and took notes. Each participant carried out three tasks, and each task had a clear and sequential set of steps to accomplish. If the participant made a mistake and entered an incorrect or unimplemented component of the prototype, the experimenter intervened and returned the participant to a previous screen.

At the end of testing, we asked participants to complete an online usability survey (Appendix B.2). Following the survey, we conducted a semi-structured interview with each participant (Appendix B.3). In the interview, we asked participants about their interaction with the prototype, and we requested design suggestions or ideas to improve the multi-sided booking interaction. Finally, we debriefed participants about the full purpose of the study and provided them with an opportunity to give any additional comments.

4.3 Data collection

After performing all tasks but before the interview, we asked participants to fill in a survey that is a global assessment of usability called the System Usability Scale (SUS) [35]. Ideally, a survey of this form might be able to identify quantitative differences in perceived usability between the different fidelity prototypes; however, the small size of the participant pool makes this outcome rather unlikely.

Consequently, our primary focus in this study was on the qualitative data gathered from the semi-
structured interview with each participant after testing. Interview questions were open-ended and were concerned with how to improve the multi-sided interaction experience. The interview was audio recorded, and the experimenter was taking notes during the interview. We provided participants with a pen and paper, and we encouraged them to sketch any design ideas or suggestions. Sketching was encouraged but was not mandatory; as a result, only 5 out of the 12 participants used the pen and the paper provided.
Chapter 5: Results

After reviewing the demographics of our participants, we analyzed the quantitative data to determine if there was a noticeable difference in responses between the low-fidelity and the high-fidelity testers. Since the focus of this study is on qualitative data and the number of participants is relatively small, we were not expecting a statistically significant difference. We used content analysis to analyze the qualitative data collected from interviews, and we distinguished different categories that emerged from the responses of participants. We discuss the differences in responses between the two groups and show the connection between fidelity and feedback. Lastly, we note the limitations of the study.

5.1 Participants

A total of 14 participants responded to our solicitation, but only 12 came to a study session and were randomly assigned to test a fidelity (so 6 to each level of fidelity). All 12 who began a session completed that session. Participants were required to be 19 years or older English-speaking adults who are comfortable using a smartphone device to interact with an app, respond to a survey, and answer interview questions.

The only demographic data collected was:

- Whether the participant had used a multi-sided booking app before (such as a car-sharing app). All of the participants but one answered in the affirmative.
- Whether the participant had previous experience in mobile app design. Five of the participants answered in the affirmative: Two participants had held an internship related to app design, two mentioned using Figma for designing interfaces or apps, and one of the participants was a product designer.

All but one of the participants mentioned previous use of multi-sided booking apps, such as car/taxi rental, grocery delivery, or event ticketing apps. One participant mentioned using a crowdsourcing
app, and two participants mentioned using a property rental app. However, none of the participants mentioned using an item rental application similar to the app we are proposing.

5.2 Quantitative

The meaning of usability is summarized in [35] as the “general quality of the appropriateness to a purpose of any particular artefact.” This paper also introduces the ten question System Usability Scale (SUS) questionnaire and provides formulas to compute a summative usability score based on the responses of those ten questions. In our study, we used the SUS survey but with a finer granulation Likert scale that has a range from 0 to 100 instead of the usual range from 1 to 5. After adaptation to our finer-grained scoring from 0 to 100, the formulas for the individual questions are:

\[
odd\ question\ score = (1 + \left( \frac{(userReport - 0) \times (5 - 1)}{(100 - 0)} \right)) - 1
\]

\[
even\ question\ scores = 5 - (1 + \left( \frac{(userReport - 0) \times (5 - 1)}{(100 - 0)} \right))
\]

Note that these formulas produce a score in the range 0 to 4. Different formulas for odd and even questions are used because the odd questions are stated in a form such that a higher participant response is more usable, while the even questions are stated in the opposite form (a lower response is more usable). After conversion by the formulas above, a higher “score” always represents more usable.

Figure 5.1 shows the average scores across participants for each question, separating the two fidelity groups (for detailed individual scores, see Appendix C). As we expected, given the range of responses among participants in each group, the relatively small differences between the
averages of the two groups are clearly not statistically significant. Furthermore, there does not appear to be any pattern to the small differences that are apparent: Questions 1 and 4 show the screen version as more usable, questions 5, 7, and 10 show the paper version as more usable, and the scores for questions 2, 3, 6, 8 and 9 are essentially indistinguishable.

![Average scores for each of the SUS questions](image)

**Figure 5.1 The means of scores by question between paper and screen participants**

The usability score for each participant is the sum of the scores for the ten questions answered by that participant. Figures 5.2 and 5.3 show summative usability scores for each individual participant. The average summative score for the paper group is 33.36, and for the screen group is 33.79. The overall SUS score is obtained by multiplying the summative scores by 2.5, hence the SUS score equals **83.4** for the paper group and **84.5** for the screen group. The SUS score ranges from 0 to 100, and in a subsequent paper [36] the authors provide seven adjectives to describe different portions of this range from “worst imaginable” to “best imaginable” [36]. The range from 71.4 - 85.5 is considered “Good” (third highest rating) and the range from 85.5 – 90.9 is considered
“Excellent”.

Figure 5.2 The SUS scores of paper participants

Figure 5.3 The SUS scores of screen participants
The survey showed that the application we proposed has a “Good” (nearly “Excellent”) usability rating for both fidelities, and there is no statistically significant difference between groups for either the overall score or any individual question. The most noticeable differences between scores (>0.35) are in questions 1, 4, 5, and 10 (see Figure 5.1). The following are the statements of the questions:

- Q1. “I think that I would like to use this system frequently” (screen participants gave scores indicating better usability).
- Q4. “I think that I would need the support of a technical person to be able to use this system” (screen).
- Q5. “I found the various functions in this system were well integrated” (paper).
- Q10. “I needed to learn a lot of things before I could get going with this system” (paper).

As mentioned, higher ratings of odd questions mean the app is more usable while it is the opposite for even questions. In terms of these larger differences between the groups, we hypothesize that:

- Screen participants gave scores indicating better usability for Q1 because they are familiar with using a high-fidelity implementation (most commercial apps on their own phones).
- Screen participants gave scores indicating better usability for Q4 because they were able to interact with the prototype largely independently, while for the paper participants the researcher (who could be considered a “technical person”) physically interacted at each step of the tasks (by moving the pieces of paper around after each button push).
- We are not sure why paper participants gave scores indicating better usability than screen participants for Q5.
- Paper participants gave scores indicating better usability for Q10 because they felt more supported already by the greater interaction with the researcher as described in our hypothesis for Q4.

However, we emphasize again that none of these differences are statistically significant and the general conclusion we draw from the quantitative data is that the influence of fidelity on quantitative usability rating is minimal.
5.3 Qualitative

To analyze the qualitative data from the semi-structured interviews, we used the conventional content analysis method [37]. In this method, the study starts with observation and recording of open-ended, free-text user feedback, and codes are derived and defined from the textual data. This method is used when no predetermined categories are set; instead, codes are discovered and allowed to emerge from collected data [38].

Our analysis was conducted in two rounds. In the first round, we started by formulating an interpretation of responses from the audio recordings and the notes taken during the interview of each participant. Then, we extracted comments from responses where each comment is one sentence that is concerned with one aspect of the prototype. Each comment was written down on a single sticky note page. Finally, we organized these notes into an affinity diagram and grouped them to form subcategories and categories from the bottom upwards. We conducted this analysis on each fidelity group separately and formed two affinity diagrams (See Appendix D for a photo of the original sticky notes and affinity diagrams).

In the second round of analysis, we formulated codes from the comments, and then modified the subcategories and the categories accordingly. Figures 5.4 and 5.5 show the final diagrams, in which each diagram contains four trees anchored at the category level, and each tree consists of three levels: a single category and then subcategories and codes. The categories that emerged from participant responses after this second round of analysis are the same in both diagrams. This feature of the diagrams is not surprising given that the two prototypes have the same purpose and structure, with the only difference being fidelity.

We carried out both rounds of analysis separately on the data from the two groups, allowing subcategories and categories to emerge from the data and to reflect the responses of participants; critically, categories were not predetermined for either group but a parallel set emerged from the data. The responses of participants fell into the following categories: User Experience, UI Elements, Content, and Suggestions. In the next subsections, we discuss our analysis for each group for each category, and then we discuss the similarities and the differences of responses.
Figure 5.4 Affinity diagram of qualitative responses from “paper” participants
Figure 5.5 Affinity diagram of qualitative responses from “screen” participants
5.3.1 Low-fidelity (paper) results

*User Experience.* Most of the comments on user experience were concerned with the interaction with the prototype and with the number of steps taken to achieve the given tasks. However, there were comments related to the overall feeling of the booking process, which is described as direct; “I disliked the direct feeling of booking” P14. Another comment was about a feature in the volunteer interface (a time clock to set available time, Figure 5.6:b) which is described as “confusing”. The comments on the time clock element varied in the pool of screen participants, and the mention of the “overall feeling” is noted in this pool only.

*UI Elements.* The comments on the elements of the user interface were concerned with the calendar and the legend of the booking interface (Figure 5.6:a), and with a pop-up message that confirms the booking or the deletion of a device (Figure 5.6:b). The latter is found useful and “safe”. Choosing a calendar for booking is found “suitable” and the comments on the legend varied from one participant to another. As shown in Figure 5.6:a, the legend design for the high-fidelity prototype is based on colour, so for the greyscale paper prototype it was replaced with different shades and shapes. Some participants described this shading approach as “clear” while others mentioned that it is confusing and not visible.
Content. The comments on content were concerned with the dummy information provided for AMDs and with the terms used for buttons (see Figure 3.5). Participants disliked the terms “Book Now” and “Device Calendar” on two of the buttons. As for the text information that describes AMDs, participants found it “structured” but suggested that there should be more information about the AMDs and that this information should be more interactive, as the current information is static text data. Two participants stated that the low-fidelity prototype is “confusing” in general because of the lack of content, pictures, and colours.

Suggestions. Suggestions from this group were concerned with adding more features and with redesigning certain aspects of the app. The new features suggested were concerned with functionality, such as adding an “edit booked slot” feature, a filter to the home page, a search bar, and the ability to book multiple slots at once. The comments related to redesign are more abstract and suggest new ideas to be added to the user experience:
• “The user should have the option to ask for a certain volunteer” P14.
• “The ‘Bookings’ screen should have two sections, one for passed bookings and for future ones” P9.
• “Setting available date and time of volunteers could be done without a calendar” P1.
• “There should be more distinction between clickable and non-clickable areas” P10.

5.3.2 High-fidelity (screen) results

User Experience. The comments on user experience showed that participants found the interaction with the app is positive in general. The comments on navigation were not concerned with the steps of tasks only (as with the paper group) but with scrolling as well. The most notable from this group is the mention of sides and how “the app would be a good bridge between users and volunteers” P5. Participants of this group carried out sessions using two mobile devices where each device represented one side (user and volunteer). The two devices may have acted as an implicit reminder for participants that this is a multi-sided booking app, whereas the paper prototype used a different stack of papers for each task regardless of on which side that task fell.

UI Elements. The comments on UI elements varied between positive and negative and were concerned with several design components. In contrast to the paper prototype, the interactive nature of the calendar is present and the comments on colour are at the forefront (see Figure 5.7 for the corresponding screenshots):

• Two participants liked the colours.
• One participant described the colour coding of the legend and the slots as “simple”.
• One participant mentioned that there are too many colours on the booking screen and that there should be a maximum of three.
• One participant mentioned that the colour coding of the legend and the slots is not obvious and that they should be limited to two.

Participants also noted a usability flaw in the calendar: the change view button has an in-line text
that is inconsistent with the current calendar view (Figures 5.7:a and 5.7:c). Booking one slot at a
time was mentioned as a limitation of the current design. Lastly, the comments on the time clock
element (Figure 5.7:b) differed; some liked the element while others found it confusing, but one
participant mentioned that it is better when holding the phone.

Figure 5.7 screen prototype, (a) the calendar interface from the volunteer side, (b) time clock to set available
time of volunteer, (c) ) the calendar interface from the user side

Content. The comments on content were concerned with the dummy text data and the images of
devices (see Figure 3.3:a). Participants noticed the “lorem ipsum” text and the use of image
placeholders instead of images of devices. Participants noted that there should be more information
on the “Bookings” screen where the currently booked slots are displayed (Figure 3.3:c). Interestingly, participants from this group did not make any comments about the terms used for
buttons.

Suggestions. Suggestions received from this group are varied and scattered across several aspects. One suggestion is to make selecting slots not restricted to selecting just one at a time (Figure 5.7:c), another is to add an “edit booked slot” feature to the “Bookings” screen (Figure 3.3:c). One participant noticed the inconsistency in selecting slots between the two interfaces, in which the participant in the user interface can click and select a slot, while in the volunteer interface they cannot (Figures 5.7:a and 5.7:c). The calendar of the volunteer interface (Figure 3.4:a) displays slots only, and the available time of volunteers is set through a date and time form (Figure 3.4:b). There were many comments about the process of setting available times on the volunteer side, and all the participants suggested redesigning this feature partially or fully. Participants suggested making the volunteer availability process the same as the user booking process, through a calendar and time slots. One participant suggested the volunteer process be “more customizable”, and another participant suggested adding a monthly time frame of availabilities. There were comments on the booking process to make it “spontaneous” and “streamlined”. The rest of the comments were general, such as suggesting adding more features, adding bulk bookings and cancellations, and improving the UI and the UX. One participant mentioned that the experience of the app will “depend on how fast the app is going to be” P5.

5.4 Discussion

Colour was mentioned significantly in the screen group as opposed to the paper one, especially since it is used to convey information in our design. Low-fidelity prototypes are usually paper prototypes, but the option of using colour is available in this medium. However, as low-fidelity prototypes are chosen for their rapid development, colour is often omitted in practice. In addition, prototypes are developed to emulate the final product (an app), hence the feedback on colour should be taken from the screen, not from paper. In our study, participants saw the greyscale of the paper prototype as a negative aspect and suggested that it should be more appealing; “the low-
fidelity prototype has no picture and no colour” P9. On the other hand, screen participants suggested reducing the number of colours used, especially for the calendar and slots screen; “the number of colours used on the screen should be less or maximum of 3” P8.

The comments on content occurred in both groups. The comments on text were more in the low-fidelity prototype, while comments on images were more in the high-fidelity prototype. We noticed that participants might be comparing the content of the prototype app (both versions) with the content of a market-ready app. When developing our app, the focus was on the interaction process and minimal attention was given to content beyond the structure through which the interaction process is accomplished. Participants suggested adding more content and that content should be more interactive and meaningful. As noted in the literature, pictures stimulate better suggestions of ideas [9]; consequently, the lack of realistic images is a downside of our prototypes and content should be taken into consideration when designing a prototype.

The effect of holding the phone while using the app appeared only once in the high-fidelity prototype group. However, this feedback is concerned with a late-in-development issue and is only expected to be addressed in a high-fidelity prototype.

As for sketching, only 5 participants used the pen and paper provided to them during the interviews, of which 3 were from the screen pool and 2 from the paper pool. Three of these sketches were scribbles, while the other two, both from a paper participant, were more informative. One sketch was a complete drawing of a mobile interface with a suggestion for a new design for the home page. This participant was a product designer. From these results we conclude that sketching design was not fully utilized in our pilot study but we have anecdotal evidence that paper participants are more likely to provide a detailed sketch than screen ones, and that the background of the participant has a significant effect on whether that participant is willing to go beyond verbal feedback during usability testing.

Suggestions between the two groups showed the most noticeable differences in feedback. We found the suggestions from the low-fidelity group to be creative and to provide new room for redesigning the user experience. On the other hand, we found the suggestions from the high-
fidelity prototype to be more varied between participants and across features of the prototype. They were suggestions to enhance the current design and user experience. To be concrete about the relationship observed between fidelity and feedback, we outline the specific areas of focus in feedback from each fidelity in the lists below. Based on our pilot experiment, the following are the larger differences in feedback between groups:

*Paper prototype:*

- Comments on the terminology used for buttons.
- Comments on the overall feeling resulted from the interaction.
- Suggestions to redesign pages.
- Suggestions for new ideas to change and expand the current design.

*Screen prototype:*

- Comments on scrolling.
- Comments on design flaws related to interactivity.
- Comments on colours.
- Comments on images.
- Comments on the effect of holding the phone when interacting with a certain feature.
- Comments on the relation between different user role types.
- Suggestions for enhancing the user experience in general.

Finally, here are suggestions from the qualitative feedback for improvements to enhance the app. These suggestions were selected from the responses of participants based on their importance and applicability. We list them from those we feel are the most to the least valuable:

- *Booking multiple slots at once.* Participants suggested that the user should be able to book multiple time slots at once (Figure 5.7:c). This suggestion is important because the user is likely to book the device for more than an hour (one slot) consecutively in practice.
- *Redesigning the way volunteers set availabilities.* Participants suggested making the booking side of the user and the setting availabilities of the volunteer (Figure 3.4) identical.
However, this is not feasible in the current design because we wanted the volunteer to provide a range of hours for their availability. This could be done if the previous suggestion of booking multiple slots at once is implemented. This change might also eliminate the time clock element (Figure 5.7:b) which some participants did not like.

- **Improve the “Bookings” screen.** Participants suggested making two sections in this screen (Figure 3.3:c), one for upcoming bookings and one for previous bookings. This could be applied by having a tab bar at the top. Additionally, participants suggested adding a way to edit the currently booked slot and adding more information about the booked slot.

- **Legend, slots, and colours.** Participants suggested making the legend of the slots to be more visible and use fewer colours. This change could be done by increasing the size of the legend and making both calendar screens (Figures 5.7:a and c) identical; the legend could contain just three elements with one colour for each: vacant, volunteer, and booked.

- **Content and usability flaws.** Participants suggested:
  - Adding more interactive content about AMDs.
  - Fixing the usability flaw of the calendar change view button (Figure 5.7:a and c).
  - Using better text on buttons.

### 5.5 Limitations

One noticeable limitation of this study is that we are using only one design to solicit feedback and ideas from participants. Presenting one design in usability testing makes users reluctant to provide criticism when compared to cases in which multiple design alternatives are presented [26]. Furthermore, in order to ensure that the test sessions were not too long only the booking and availability features are tested, and those are tested according to a detailed script. This approach limits the number of tasks that users can perform and their freedom in how those tasks can be performed, and hence the range of feedback likely to be received. The interviews were limited to five main questions (Appendix B.3) for the same reason.

A usability flaw of which we are aware is that we have used colour alone in our design to convey
critical meaning: slots in the calendar have different colours representing the slot’s state. Accessibility design guidelines require adding text beside colour when colour is used to convey information [39]. This shortcoming could be solved by adding text inside each slot in accessibility mode. In our study, the comments on colour were about how many colours are used rather than about using colour to convey information.

As for the prototype, the lack of pictures and meaningful content turned out to be a downside. We had incorrectly believed as we designed the prototype that having abstracted content would make participants focus on the interaction, not on content. It turned out that the content was critical because in practice participants consistently compared the prototype to a market-ready app in their feedback.

We used a population of participants sampled for convenience, so it does not represent the target audience of users and volunteers; furthermore, the number of participants is too small to identify statistically significant differences in the quantitative feedback between the treatment groups. These limitations were known in advance, so the focus of the study was always on qualitative data which might inform future study designs. That said, the analysis of the qualitative data was performed by only one researcher due to limitations of time (that researcher needs to graduate); therefore, the lack of triangulation potentially limits the repeatability of the results.
Chapter 6: Conclusion

This study aimed to determine whether and how the fidelity of a mobile app prototype would affect the feedback received from testers in usability testing. We developed a high-fidelity fully functional mobile app with a corresponding low-fidelity paper prototype to conduct an experiment utilizing quantitative and qualitative data collection methods on two independent groups which each used one of the prototypes.

The analysis of quantitative data showed that the level of fidelity did not affect usability rating from testers, as the scores from the usability survey between the two groups of testers (low-fidelity vs. high-fidelity) were proximate (83.4 vs. 84.5 respectively on a scale from 0 to 100).

The analysis of qualitative data showed differences in the nature of the feedback received from the two groups in line with reports from the literature. The low-fidelity group commented on the terminology used for buttons and the overall feeling of the interaction, and gave suggestions for adding new features or redesigning pages. The high-fidelity group commented on colours and images, scrolling and other design flaws with the interactivity, and their suggestions generally requested enhancements to the user experience rather than entirely new features or major redesigns.

The lack of meaningful content (images and text) in the prototype, the population of participants, and the lack of independent triangulation in the qualitative analysis were the main limitations of this study. In addition to fixing these weaknesses, a future study could likely elicit richer feedback using a multi-design multi-feature approach to test several prototypes with a different design for each.
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Appendix A  Study Documents
A.1 Consent form

Consent Form
Exploring the influence of prototyping format on feedback and participatory design for a multi-sided booking mobile app

Principal Investigator: Dr. Ian M. Mitchell, Professor, Department of Computer Science, University of British Columbia

Co-Investigator: Yaman Sanobar, M.Sc. Student, Department of Computer Science, University of British Columbia

This project is a graduate student MSc thesis project contributing to the graduate degree of Yaman Sanobar.

Introduction: Thank you for participating in this study. This work is affiliated with the Collaborative Robotics Laboratory at UBC and is funded by NSERC. With your help, we seek to understand how different formats of mobile prototypes affect the feedback received from usability testing participants. The results might enrich the literature with insights about this topic and will help us in designing better interaction for the proposed mobile app.

Purpose: The overall purpose of this study is to examine the difference in feedback received from testing prototypes that use similar interaction designs but are implemented in different mediums. Each participant will test one format across two interfaces. We will analyze and compare the feedback received from different testing groups to identify any qualitative or quantitative differences in responses.

What you will be asked to do: After you have read this document, the experimenter will respond to any questions or concerns that you may have. Once you have signed this consent form, you will be asked to:

- Fill in a pre-interaction survey. Prior to using the prototype, you will be asked to complete a short demographic survey.
- **Complete three predefined tasks.** You will follow instructions to test and use the prototype and carry out three tasks through different scenarios in the booking app. The experimenter will observe and take notes.
- **Fill in a post-interaction survey.** At the end of testing, you will be asked to complete a brief usability testing survey about your experience with the prototype.
- **Participate in an interview.** After the survey, you will have an interview with the experimenter. The interview will be about your interaction with the prototype and the experimenter will ask you for your suggestions on how this interaction could be improved. You will be provided with a pen and a piece of paper as sketching is encouraged during the interview. Sketches do not need to be perfect or complete. The experimenter will be listening to your feedback during the interview and will be taking notes accordingly.

**Time commitment:** The study should take between 45 and 60 minutes and will be completed in 1 session.

**How the data collected will be used:** Data collected will be used for analysis and will be used by the student investigator to form the basis of thesis research which might be submitted as a research presentation and/or publication.

**Audio recordings:** Your session will be audio recorded. Audio recordings will be transcribed locally using Whisper, but audio excerpts will not be used in any reports, presentations, or publications. After the experiment, transcripts will be used by the experimenter (in combination with written notes) to formulate a better understanding of the responses of each participant.

**Confidentiality:** Your confidentiality will be respected. Any information that could identify you as a participant in this study will be kept confidential. All information that you provide will be stored in Canada. Your identity will not be revealed in reporting the study results. Original survey results and audio transcripts might be shared, but any information that could identify you will be omitted.

**Data retention:** Identifiable data and audio recordings will be stored securely in a locked metal cabinet or on an encrypted and password protected computer storage device. All data from individual participants will be coded so that their anonymity will be protected in any reports, research papers, thesis documents, and presentations that result from this work. All data will be destroyed or deleted after 5 years.

**Compensation:** You will receive monetary compensation of $20 for this session.
Contact for information about the study: If you have any questions, concerns, or desire for further information about the study before or during participation, you may contact Yaman Sanobar at

Contact of information about the rights of research subjects: If you have any concerns or complaints about your rights as a research participant and/or your experiences while participating in this study, contact the Research Participant Complaint Line in the UBC Office of Research Ethics at 604-822-8598 or if long distance e-mail RSIL@ors.abc.ca or call toll free 1-877-822-8598. Ethics ID number: H23-01482.

Devices will be cleaned before the session and masks will be provided at the test site if needed.

Indicate your agreement to being audio recorded for this study by providing your initials:
- I consent to being audio recorded for this study. ______

I, ________________________________, have read the explanation about this study. I have been given the opportunity to discuss it, and my questions have been answered to my satisfaction. I hereby consent to take part in this study. However, I realize that my participation is entirely voluntary and that I am free to withdraw at any time.

______________________________  __________________________
Participant’s Signature            Date
A.2 Call for Participants form

THE UNIVERSITY OF BRITISH COLUMBIA
Department of Computer Science
2366 Main Mall
Vancouver, B.C., V6T 1Z4

Call for Participants
Exploring the influence of prototyping format on feedback and participatory design for a multi-sided booking mobile app

Principal Investigator: Dr. Ian M. Mitchell, Professor, Department of Computer Science, University of British Columbia

Co-Investigator: Yaman Sanobar, M.Sc. Student, Department of Computer Science, University of British Columbia

You are invited to participate in a research study involving testing a multi-sided mobile app for booking adaptive devices conducted by the Collaborative Robotics Lab in the Department of Computer Science at the University of British Columbia.

Who can participate?
You must be 19 years of age or older, and be comfortable using English to respond to a survey, use a smartphone device to interact with an app, and answer interview questions that may involve basic sketching.

What is involved?
- Test a booking mobile app through a pre-defined set of tasks for two user interfaces.
- Rate the usability of the interaction through a survey.
- Provide feedback on the interaction with the mobile app prototype through an interview.
- Suggest new design ideas or concepts ideally through sketching.

What is time commitment? The study should take between 45 to 60 minutes and will be completed in 1 session.

Is there compensation? You will be compensated with $20.

Interested in participating?
Please contact Yaman Sanobar at
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Appendix B  Study Session Documents
B.1 Tasks list

Tasks list

Guidelines

- The experimenter will tell you when to start performing each task.
- Each task should take no more than five minutes to complete.
- If five minutes have passed, a “time-out” will occur, and the task will be considered incomplete.
- If you cannot or do not wish to complete any task, you can tell the experimenter.
- Please do not ask questions of the experimenter. If you are not sure what to do next, take your best guess. We are trying to replicate the experience of using the app for the first time by yourself.
- The experimenter may intervene and return to a previous screen if you enter an unintended or unimplemented component of the app.
- There is no wrong action. We are testing the interface, not you!
- Tasks are found on the next pages. Steps should be done sequentially. When you complete a step, please put a mark inside the box located to the left of the step number.
- The app we are testing consists of two interfaces: one for the user who will book an outdoor wheelchair device, and the other for a volunteer who will provide their availability for the user.
- To help us in the audio transcript, please read the task name and the scenario aloud before you start doing the steps for that task.

If you have any questions, please tell the experimenter before starting.
<table>
<thead>
<tr>
<th>Tasks</th>
<th>Scenarios</th>
<th>Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1: Book a device without the need for a volunteer</td>
<td>A user wants to book a device but doesn’t require the help of a volunteer</td>
<td>1. As a user, go to the Home page and select “Item 1”.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Go to the booking calendar of that device, then go to September 18th. Select the “available” time slot at “11:00”, and book it.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Check that your booking is placed by finding it listed in the &quot;My Bookings“ screen.</td>
</tr>
<tr>
<td>Task 2: Set the availability of a volunteer</td>
<td>A volunteer wants to set their availability for a certain device</td>
<td>1. As a volunteer, go to the Home page and select “Item 1”.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Go to the device calendar, then go to the 18th of September. Locate and identify the 3 consecutive “Vacant” time slots from 8:00 to 10:00. Please confirm by saying out loud.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Click on “Set Availability” button. Set the date on the 18th of September. Set the time interval between 8:00 to 11:00. Click “Confirm”.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Check that your “availability” is confirmed by finding it listed in the &quot;My Availability“ screen.</td>
</tr>
<tr>
<td>Task 3: Book a device with the need for a volunteer</td>
<td>A user changed their mind about a previous booking and wants to book a device with the help of a volunteer</td>
<td></td>
</tr>
<tr>
<td>--------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>□ 1. As a user, go to the “Bookings” page and delete the previously booked slot at 11:00.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>□ 2. Go to the “Home” page and select “Item 1”.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>□ 3. Go to the booking calendar of that device, then go to the 18th of September, select an “available with volunteer” time slot at 9:00, and book it.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>□ 4. Check that your booking is placed by finding it in “My Bookings” screen.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
B.2 Survey

**Intro**

Fields to be filled by the experimenter

**Participant numeric code**

Prototype tested
- Paper
- Screen

**Demographics**

Do you have previous experience in app design?
- Yes
- No
Have you used a multi-sided booking app before? A booking app where multiple types of users are involved? (Uber is a good example)

- Yes
- Maybe
- No

Please elaborate on your experience in app design
Please list any multi-sided booking app you have used. If possible, please tell us what did you like or dislike about them.

As a user, what are the most important factors for you when using a booking app?
Pause

Your answers have been recorded, Thank you.

Now we will start testing the prototype.
SUS

Thank you for participating in the testing session.

We want to evaluate the usability of the prototype through the following usability survey.

Please provide thoughtful and objective answers as much as possible. Thank you
Questions

I think that I would like to use this system frequently

[Scale with options: Strongly Disagree, Neither Disagree or Agree, Strongly Agree]

I found the system unnecessarily complex

[Scale with options: Strongly Disagree, Neither Disagree or Agree, Strongly Agree]

I thought the system was easy to use

[Scale with options: Strongly Disagree, Neither Disagree or Agree, Strongly Agree]
I think that I would need the support of a technical person to be able to use this system

I found the various functions in this system were well integrated

I thought there was too much inconsistency in this system
I would imagine that most people would learn to use this system very quickly

I found the system very cumbersome to use

I felt very confident using the system
I needed to learn a lot of things before I could get going with this system.
B.3 Interview Guide

Interview Guide

Hi! I would like first to thank you for your participation in this study. It is greatly appreciated. In this interview, you will be asked about your interaction with the prototype. We want to improve the multi-sided booking process and we want the participation and involvement of users in doing so. You can find a pen and a piece of paper here in front of you. Please use them to help illustrate any comments, design suggestions, or ideas you might have. Sketches don’t need to be perfect or complete.

The interview will take up to 20 minutes. I will remind you that your participation in this interview is voluntary. You can stop the interview at any time if you no longer want to participate. You do not need to answer any questions that you do not wish to. During the interview I will be taking notes about your opinions and suggestions, but there are no right or wrong answers.

As the consent form indicated, this interview will be audio recorded. I will let you know when I will start recording. This recording will be transcribed to text prior to analysis. Identifying and confidential information will not be used when presenting findings. For example, your voice recording will not be replayed publicly, and if your name or other personally identifying information arises during in the interview it will be anonymized or redacted.

Do you have any questions for me before we start?

I am now going to start recording.
1. What do you think of the booking interaction proposed in the prototype?
   a. Prompt: What about the model of a calendar to select a day, and then time slots within the day?
   b. Prompt: In what ways did the prototype meet or not meet your expectations about a booking app?

2. Are there any aspects of the booking process that you particularly liked or disliked?
   a. Prompt: calendar? Slots convey different information?

3. Are there any primary features that you think are missing in the current booking process?
   In other words, capabilities which would improve the booking process but are currently missing?
   a. Prompt: Editing a booked slot? Selecting multiple slots?

4. What improvements do you suggest to make the process more efficient or enjoyable?
   Feel free to sketch.
   a. Prompt: Perhaps redesign aspects of the current booking process?
   b. Prompt: Perhaps add or delete elements of the booking process?

5. What if you had an entirely blank slate? Is there a better way to design the whole booking process? Feel free to sketch.
   a. Prompt: Are there other apps that perform a similar, booking-like task which use a novel interface or process?
Appendix C  Quantitative Data

C.1  Paper participants' responses to SUS survey odd questions

C.2  Screen participants' responses to SUS survey odd questions
C.3  Paper participants' responses to SUS survey even questions

![Even questions - paper](chart)

C.4  Screen participants' responses to SUS survey even questions

![Even questions - screen](chart)
Appendix D  Qualitative Data

D.1  Paper responses affinity diagram

D.2  Screen responses affinity diagram