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Abstract

The problem of identifying anomalies in dynamic networks is a fundamental task

with a wide range of applications from understanding brain diseases/disorders to

fraud detection in financial networks. However, it raises critical challenges due

to the complex nature of anomalies, lack of ground truth knowledge, and com-

plex and dynamic interactions in the network. Most existing approaches usually

study simple networks with a single type of connection. However many complex

systems exhibit natural relationships with different types of connections, yielding

multiplex networks. We first propose ANOMULY, a graph neural network-based

unsupervised edge anomaly detection framework for multiplex dynamic networks.

ANOMULY learns node encodings in different relation types, separately, and then

uses an attention mechanism that incorporates information across different types

of relations. To improve generalizability and scalability, we further propose AD-

MIRE, an inductive and unsupervised anomaly detection method that extracts the

causality of the existence of connections by temporal network motifs. To extract

the temporal network motifs, ADMIRE uses two different casual multiplex walks,

inter-view and intra-view that automatically extract and learn temporal multiplex

network motifs. Despite the outstanding performance of ADMIRE, using it in

sensitive decision-making tasks requires explanations for the model’s predictions.

Accordingly, we introduce an interpretable, weighted optimal sparse decision tree

model, ADMIRE++, that mimics ADMIRE, to provide explanations for ADMIRE’s

predictions. With extensive experiments, we show the efficiency and effectiveness

of our approaches in detecting anomalous connections in various domains, includ-

ing social and financial networks. We further focus on understanding abnormal

human brain activity of people living with Parkinson’s Disease, Attention Deficit
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Hyperactivity Disorder, and Autism Spectrum Disorder to show how these methods

can assist in understanding the biomarkers for these diseases.
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Lay Summary

This thesis focuses on the detection of abnormal connections or interactions in com-

plex systems. Identifying unexpected connections is a fundamental problem with

broad applications, ranging from understanding brain diseases/disorders to identify-

ing fraudulent transactions in financial networks. Existing approaches apply only to

simple systems in which participants in a system interact in only one way. However,

there are many different types of interactions in the real world. We introduce two

machine learning-based methods that identify abnormal patterns without having

access to examples of such abnormal patterns. We then present a technique that

explains why our method made the predictions it did. This explainability procedure

is crucial for fostering transparency and trust in decision-making processes, enabling

humans to understand the basis of AI-driven decisions. Finally, we demonstrate

how the proposed methods contribute to understanding abnormal brain activity that

might underlie brain diseases/disorders.
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Chapter 1

Introduction

1.1 Motivation
Identifying anomalous activities in networks is a long-standing and vital prob-

lem with a wide variety of applications in different domains, e.g., finance, social

networks, security, and public health [2, 8, 9, 115, 141]. While several anomaly

detection approaches focus on the topological properties of networks [63, 64, 110,

133, 134, 157], detecting anomalies in real-world networks also requires attention

to their dynamic nature [141]. Anomalies might appear as malware in computer

systems [77], social bots and social spammers in social networks [51], or finan-

cial fraud in financial systems [7, 8]. Accordingly, anomaly detection in dynamic

(evolving) complex systems has recently attracted much attention.

Most prior work focuses on detecting anomalies in dynamic networks whose

edges are all of the same type [24, 32, 40, 65, 66, 141, 180, 188]; these networks

are called single-layer, dynamic networks. However, in many complex dynamic

systems, such as social, transportation, and financial networks, there are many

different kinds of interactions between objects. For example, interactions between

people can be social or professional, and professional interactions can differ ac-

cording to topics. We model graphs with different kinds of edges as Multilayer or

Multiplex networks [98], where nodes can interact in multiple views, each of which

is associated with a specific type of connection. In these networks, the different

types of connections are complementary to each other, providing more complex and
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richer information than simple graphs. Surprisingly, anomaly detection in multiplex

networks is relatively less explored and has only recently attracted attention.

Existing approaches to anomaly detection in multiplex networks suffer from

three main limitations: 1 Structure and feature inflexibility: existing methods

assume pre-defined anomaly patterns or man-made features. Such approaches are

application dependent and do not easily generalize to different domains. Moreover,

in real-world networks, anomalies might be more complex in nature, and it is nearly

impossible to detect anomalies with high accuracy using pre-defined patterns/roles.

2 Same importance for all types of connections: these methods treat each view

identically, assigning the same importance to each view. However, real-world multi-

plex networks can contain noisy/insignificant views [71, 79]. Moreover, all vertices

might not participate equally in all layers, so which layers are noisy/insignificant

can be different for each vertex [71, 79]. 3 Lack of edge anomaly detection: pre-

vious methods for anomaly detection in multiplex networks focus on identifying

anomalous nodes, subgraphs, or events. However, in many real-world applications,

a connection between two vertices might be an anomaly [24, 40, 180, 188]. This

anomalous connection might be a suspicious transaction in a financial network, a

fake follower in a social network, or an abnormal functional correlation between

two regions of the brain.

In addition to the limitations of existing anomaly detection methods in multiplex

networks, existing methods for anomaly detection in single-layer dynamic graphs

also exhibit limitations. i Structure inflexibility: even in single-layer networks,

most existing anomaly detection methods for dynamic networks rely on pre-defined

patterns or heuristic rules (see [142, 160]). These heuristic rules are usually content

features or long-term temporal factors. However, these factors are not flexible and

are restricted to specific patterns, while real-world anomalies have complex nature

and a fixed description of an anomaly does not apply in all situations. ii Memory

usage: deep learning-based methods [180, 188], which are commonly proposed, re-

quire storing entire snapshots of the network at each time window, consuming large

and increasing amounts of memory. iii Discrete timestamps: existing anomaly

detection methods consider time as a discrete variable, while in many complex

dynamic systems, interactions are continuous. Accordingly, modeling their con-

nections’ timestamps as discrete variables misses temporal properties and patterns.
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That is, these methods consider discrete approximations of dynamic systems, but

this discretization fails if we have irregularly observed data [96].

To overcome the above limitations, we study the problem of anomaly detection

in multiplex, dynamic networks. Since multiplex networks provide richer and more

complex information than simple networks, they also improve anomaly detection in

simple dynamic graphs [9, 115, 141], delivering better solutions. Next, we discuss

two of anomaly detection that apply only to multiplex networks.

Applications: Brain Networks. Monitoring functional systems in the human brain

is a fundamental task in neuroscience [26, 139]. Each node in a brain network

represents a region of interest (ROI), which is responsible for a specific function,

and edges represent an association between two ROIs. For example, one common

mode of analysis is to construct a brain network from functional magnetic resonance

imaging (FMRI), where edges represent high functional correlation between two

ROIs. A temporal brain network lets us measure the statistical association between

the functionality of ROIs over time. Since a (dynamic) brain network generated

from an individual can be noisy and/or incomplete [6, 20, 101, 185], prior work

used the average of brain networks from many individuals [1, 42]. However, these

methods ignore the complex relationships in each individual’s brain. We can capture

these missing relationships by modeling the network as a multiplex (dynamic)

network [59], where each view represents an individual’s brain network. An edge

anomaly detection approach in multiplex networks can be used to reveal abnormal

brain activity patterns that might cause or be indicative of a brain disease or disorder.

In Chapter 6, we discuss this application in more detail.

Applications: Fraud Detection in Multiple Blockchain Networks. Anomaly

detection in (dynamic) blockchain transaction networks has recently attracted enor-

mous attention [39, 62, 81, 116, 135, 137], due to the emergence of a huge assort-

ment of financial systems’ applications [36, 76, 90]. While most existing work

focuses on detecting illicit activity in a single blockchain network, recent research

shows that cryptocurrency criminals increasingly use cross-cryptocurrency trades

to hide their identity [125, 127]. Accordingly, Yousaf et al. [175] recently showed

that analyzing links across several blockchain networks is critical for identifying

emerging criminal activity on the blockchain. An edge anomaly detection approach

3



in multiplex networks can be used to detect suspicious transactions and identify

criminal activity across several blockchain transaction networks more accurately.

1.2 Contributions
The contributions of this work are:

1. We address the lack of edge anomaly detection in multiplex networks, by

introducing ANOMULY, an end-to-end unsupervised framework for detecting

edge anomalies in dynamic multiplex networks. ANOMULY uses a novel

layer-aware node embedding approach in multiplex dynamic networks, Snap-

shot Encoder, which uses an attention mechanism to incorporate both tempo-

ral and structural information on different relation types. Next, ANOMULY

uses a GRU cell to incorporate the outputs of Snapshot Encoder for different

snapshots, keeping node encodings updated over time. Finally, it uses a

negative sampling approach in the training phase to overcome the lack of

ground truth data (Chapter 4).

2. While ANOMULY shows outstanding performance in experiments on nine

real-world multiplex and simple networks, it exhibits poor scalability, lack

of generalizability to abnormal connections whose endpoints have not been

seen in the training, and imprecise temporal modeling using a discrete ap-

proximation of network dynamics. To address these limitations, we present

ADMIRE, an end-to-end inductive unsupervised learning method. ADMIRE

uses inter-view and intra-view temporal walks to implicitly extract network

motifs and causal relationships across different views and within a view,

respectively. Next, ADMIRE adopts a novel anonymization process based

on the correlation between multiplex network motifs to hide the identity of

nodes and views. Next, it uses an MLP-Mixer to encode the sequence of

nodes and views in a walk. By aggregating all the walks started from a node,

ADMIRE encodes nodes’ neighborhoods. Encoded neighborhoods are fed to

a classifier to detect anomalous connections (Chapter 5).

3. Decision-making in sensitive domains (e.g., healthcare), requires models that

explain the reason for each prediction to experts. To this end, we design

4



a post-hoc decision-tree-based explanation method to explain ADMIRE’s

predictions based on its extracted motifs. ADMIRE++ first uses inter-view

and intra-view walks to extract network motifs around each node, and then

constructs a feature vector that describes the neighborhood of each node

based on the counting of extracted motifs. Finally, it trains an interpretable

weighted optimal sparse decision tree model that gets these features as inputs

and mimics ADMIRE predictions (Section 5.3).

4. We demonstrate a new application of edge-anomaly detection in dynamic

multiplex networks and present several case studies on the brain network

of people living with Attention Deficit Hyperactivity Disorder, Parkinson’s

Disease, and Autism Spectrum Disorder. The results show the potential of

ADMIRE and ANOMULY in detecting abnormal brain activity that might

reveal a disease or disorder (Chapter 6).

5. We further conduct extensive experiments on nine real-world multiplex and

simple networks to evaluate the performance of ANOMULY and ADMIRE

in different domains, varying from social, co-purchasing, co-authorship, and

human mobility networks to financial networks. These experimental results

are reported at the end of each chapter.

5



Chapter 2

Preliminaries and background

We first describe the terminology used in this thesis for describing multiplex dynamic

networks and the problem of anomaly detection. Next, we discuss the preliminary

background on graph neural networks, GRU cells, skip-connections, MLP-Mixer,

optimal sparse decision trees, and brain networks.

2.1 Terminology
There are two types of representation for dynamic networks, so we begin by formally

describing them.

Definition 1 (Multiplex Temporal Networks). Let G = {Gr}Lr=1 = (V, E ,X )

denotes a multiplex temporal network, where Gr = (V, Er,X ) is a graph of the

relation type r ∈ L (also known as view), V is the set of nodes, E =
⋃L
r=1 Er is the

set of edges such that each edge is associated with a timestamp τe and X ∈ R|V|×f

is a matrix that encodes node attribute information for nodes in V . Here, f is the

number of available features for each node.

In temporal multiplex networks, we assume that each node and each edge is

associated with a timestamp, which shows the time that a node/edge first appears in

the network. In the literature, there are two ways to process temporal multiplex net-

works based on whether time is a discrete or continuous variable. In Chapter 4, we

consider time as a discrete variable and take a snapshot-based anomaly detection ap-

proach for multiplex dynamic networks: a multiplex dynamic graph G = {G(t)}Tt=1
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can be represented as a sequence of multiplex network snapshots, where each

snapshot is a static multiplex graph G(t) = {G(t)
r }Lr=1 = (V(t), E(t),X (t)) with

V(t) = {v ∈ V|τv = t} and E(t) = {e ∈ E|τe = t}. Our goal is to detect anoma-

lous edges in E(t). Note that, here, a snapshot of the network, G(t), represents the

state of a graph at time t.

In Chapter 5, we consider time as a continuous variable and take a streaming

anomaly detection approach for multiplex dynamic networks:

Definition 2 (Stream Temporal Multiplex Networks). A temporal stream multiplex

network G = {Gr}Lr=1 = (V, E ,X ), can be represented as a sequence of connec-

tions with different types that arrive over time, i.e., E = {(e1, t1), (e2, t2), . . . },

where V is the set of nodes, L is the set of relation types (views), {e1, e2, . . . } ⊆
V × V × L, and X ∈ R|V|×f is a matrix that encodes node attribute information

for nodes in V .

Given a relation type r, we use Gr = (V, Er,X ) to denote the corresponding

graph of the relation type r (also known as the r-th view of the graph), and we

denote the set of vertices in the neighborhood of u ∈ V in relation r as Nr(u).

Given time t, we use E tr(u) = {(e, t′) ∈ Er|u ∈ e and t′ < t} to represent the set of

connections attached to a node u in relation type r before a given time t.

2.2 Graph Neural Networks
Message-passing Graph Neural Networks (GNNs) are a class of neural network

models designed to operate on graph-structured data. The core idea behind message-

passing GNNs is to iteratively update the node representations by aggregating

and exchanging information with neighboring nodes. This process allows nodes

to gather and propagate information across the graph, capturing both local and

global structural patterns. We can mathematically formulate the process of message-

passing as follows:
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h(0)
v = xv ∀v ∈ V (2.1)

m(k)
v = AGGREGATE(k)

({
h(k−1)
u : u ∈ N (v)

})
(2.2)

h(k)
v = COMBINE(k)

(
h(k−1)
v ,m(k)

v

)
(2.3)

h(k)
v = UPDATE(k)

(
h(k−1)
v

)
(2.4)

In the above equations, xv represents the input feature vector for node v in

the graph. h
(k)
v denotes the representation of node v at iteration k, and m

(k)
v

represents the aggregated message from neighboring nodes of v at iteration k.

The functions AGGREGATE(k)(.), COMBINE(k)(.), and UPDATE(k)(.) represent

the aggregation, combination, and update functions used in the message-passing

process, respectively. The specific choices of these functions can vary depending

on the design of the GNN model. Common aggregation functions include SUM(.),

MEAN(.), or MAXPOOLING(.), while combination functions typically involve

concatenation or element-wise operations. The update function can be a simple

feed-forward neural network or a more complex recurrent or attention mechanism.

By iteratively applying the message-passing equations, GNNs capture increas-

ingly refined representations of the graph structure and learn node embeddings that

encode both local and global information. These learned node representations can

then be used for various downstream tasks, including anomaly detection.

Figure 2.1 shows an example of message passing in a simple graph. Each node

passes messages to its neighbors and when a node receives all messages from its

neighbors, aggregate them to update its own encoding.

2.3 GRU Cell
The Gated Recurrent Unit (GRU) is a type of recurrent neural network (RNN) that

has been widely used for modeling sequential data [48]. It is known for its ability to

capture long-term dependencies in the data while mitigating the vanishing gradient

problem that can occur in traditional RNNs [48]. The GRU cell consists of various

gates that control the flow of information within the network. These gates include
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Figure 2.1: GNN Message passing from the perspective of node x0. First, each
node passes a message to each of its neighbors. After sending messages,
each node receives the messages from its neighbors. Then each node
aggregates its received messages and updates its node encoding.

an update gate, a reset gate, and an output gate. The update gate determines how

much of the past information should be retained, the reset gate decides how much of

the past information should be forgotten, and the output gate regulates the amount

of information to be outputted. The mathematical formulation of the GRU cell can

be represented as follows:

zt = σ (Wz · [ht−1, xt]) (2.5)

rt = σ (Wr · [ht−1, xt]) (2.6)

h̃t = tanh (Wh · [rt ⊙ ht−1, xt]) (2.7)

ht = (1− zt)⊙ ht−1 + zt ⊙ h̃t. (2.8)

In the above equations, xt represents the input at time step t, ht−1 is the hidden

state of the previous time step, and ht is the updated hidden state at time step t.

Wz,Wr and Wh are weight matrices specific to each gate. σ(.) denotes the sigmoid

activation function, ⊙ represents element-wise multiplication, and [a, b] denotes

concatenation of vectors a and b. The update gate zt controls how much of the

previous hidden state to retain and how much of the new information to incorporate.

The reset gate rt determines how much of the previous hidden state should be

forgotten. The input and previous hidden state are combined with the reset gate

9



to compute an intermediate hidden state h̃t. Finally, the new hidden state ht is

obtained by combining the previous hidden state with the updated information from

h̃t based on the update gate zt. This formulation allows the GRU cell to selectively

retain or forget information, making it well-suited for tasks involving sequential

data, such as language modeling, machine translation, and speech recognition.

2.4 Skip-connections
A skip connection [104], also known as residual connection, is a technique com-

monly used in deep machine learning methods to improve the flow of information

and alleviate the vanishing gradient problem [104]. They allow the network to retain

and propagate important information from earlier layers to later layers.

Mathematically, in GNNs, skip connections can be represented as follows [104]:

h(k)
v = AGGREGATE

({
h(k)
u : u ∈ N (v)

})
+ h(k−1)

v (2.9)

h(k+1)
v = COMBINE

(
h(k)
v ,h(k+1)

v

)
(2.10)

In the above equations, h(k)
v represents the hidden state of node v at layer k.

The first equation combines the aggregated information from neighboring nodes

with the hidden state of the previous layer, allowing the current layer to have direct

access to both local and global information. The second equation combines the skip

connection output with the output of the current layer using a combining function.

The skip connections enable GNNs to effectively handle deep architectures by

facilitating the flow of gradients during training. By retaining information from

earlier layers, the network can mitigate the vanishing gradient problem and improve

the learning of long-range dependencies. Furthermore, skip connections also help

preserve and propagate important features throughout the network.

2.5 MLP-Mixer
MLP-Mixer, an all-Multilayer Perceptron (MLP) architecture, is a type of neural

network architecture that has gained attention in the field of computer vision. It is
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designed as an alternative approach to traditional convolutional neural networks

(CNNs) and Transformers [153]. Each layer in the architecture of MLP-Mixer con-

sists of two distinct sub-layers: a token-mixing layer and a channel-mixing layer.

Channels refer to pixel values in an image. The token-mixing layer processes the spa-

tial information within each channel independently, while the channel-mixing layer

integrates the information across different channels. This mixing of information

helps capture both local and global dependencies within the image.

The mathematical formulation of MLP-Mixer can be represented as follows:

1 Token Mixer:

Htoken = E+W
(2)
tokenσ

(
W

(1)
tokenLayerNorm (E)T

)T
, (2.11)

1 Channel Mixer:

Hchannel = Htoken +W
(2)
channelσ

(
W

(1)
channelLayerNorm (Htoken)

)
, (2.12)

In the above equations, E is the input matrix and σ(.) is a nonlinear activation

function (usually Gaussian Error Linear Units (GELU) [84]). The main advantage of

MLP-Mixer is its simplicity as well as its ability to capture cross-feature and cross-

sample dependencies. That is, the Token-Mixer phase captures the dependencies

between all samples across each feature, while the Channel-Mixer phase learns the

dependencies of features in each sample. This combination produces promising

advantages in various domains such as graph learning [22, 49], computer vision [151,

177], and natural language processing [70].

2.6 (Weighted) Optimal Sparse Decision Trees
Decision trees are one of the most popular forms of interpretable models [144].

While full decision tree optimization is NP-hard [102], it is possible to make

assumptions, e.g., feature independence, that simplifies the hard optimization to

cases where greedy methods suffice [99]. However, these assumptions are unrealistic

in practice, causing suboptimal performance in real-world scenarios. More recently

there have been several approaches that fully optimize sparse trees to yield the

best combination of performance and interpretability [23, 68, 75, 126]. This work
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leverages the fact that the loss takes on a discrete number of values to enable efficient

computation [4, 5, 107, 120]. Although in real-world applications, samples might

differ in their importance, none of these methods handle weighted samples. To

address this limitation, Behrouz et al. [21] extend the decision tree optimization

problem to include weighted samples.

Let T be a decision tree that gives predictions {ŷTi }Ni=1. The weighted loss of

T is:

Lw(T , x̃,y) =
1∑N
i=1wi

N∑
i=1

1[yi ̸= ŷTi ]× wi . (2.13)

Building on the work of McTavish et al. [120], Behrouz et al. [21] provides

the option to use either soft sparsity regularization on the number of leaves, hard

regularization on the tree depth, or both:

minimize
T

Lw(T , x̃,y) + λHT s.t. depth(T ) ≤ d , (2.14)

where HT is the number of leaves in T and λ is a per-leaf regularization parameter.

Behrouz et al. [21] develop three algorithms to find the optimal weighted tree.

The first approach directly optimizes the weighted loss function by the dynamic

programming algorithm of Lin et al. [107], which requires using floating point

vector operations, rather than bit vector operations, leading to poor scalability. The

second approach scales better by transforming weights to integer values and using

data duplication to transform the weighted decision tree optimization problem into

an unweighted problem with more data samples. The third algorithm, which scales

to much larger datasets, uses a randomized procedure that samples each data point

with a probability proportional to its weight.

2.7 Brain Networks
Brain networks refer to interconnected patterns of neural activity or structural

connections within the human brain. These networks provide valuable insights into

brain organization, function, and information processing. They are often studied

using neuroimaging techniques such as functional magnetic resonance imaging

(FMRI) and structural magnetic resonance imaging (SMRI) [191].
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Mathematically, brain networks can be represented as graphs, where the brain

regions are nodes, and the connections or any other association between them

are edges. To obtain brain networks from fMRI data, a common approach is to

extract the time series of activity from different brain regions and then calculate

the correlation or coherence between the time series of different brain regions. The

resulting correlation matrix represents the functional connectivity network of the

brain. In the case of sMRI data, the goal is to map the structural connections between

different brain regions, which can be done using diffusion MRI (DMRI) and then

estimating the white matter pathways connecting different brain regions [57]. The

study of brain networks has contributed to our understanding of brain function [14,

20, 80, 152], cognitive processes [15, 145], and neurological disorders [42, 109].

In Chapter 6, we provide more detail on how to obtain the brain network from

neuroimaging data.
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Chapter 3

Related Work

We begin with a review of anomaly detection algorithms in dynamic simple net-

works, then discuss methods for dynamic and multiplex graph learning, and finally

present the state of the art in anomaly detection in multiplex networks. For additional

related work, we refer the reader to the extensive survey by Ma et al. [115].

3.1 Anomaly Detection in Dynamic Networks
There has been much work in anomaly detection for single-layer dynamic networks.

That work falls in four categories: (1) Probabilistic methods [3, 24, 43, 83, 131,

156, 178] that identify anomalies based on deviations from regular communication

patterns. (2) Distance-based methods [65, 66, 142, 160, 172] that use certain

time-evolving measures of dynamic network structures and use their changes to

detect anomalies. (3) Density-based methods [31, 85, 168] that view anomalies as

subgraphs with high density or as subgraphs with sudden changes in their density.

(4) Matrix factorization methods [117, 147, 148, 150, 179] that use the low-rank

property of network structures and define anomalies as breakers of this property.

All approaches in these four groups are based on pre-defined patterns/rules and

cannot learn unforseen anomalous patterns, which limits their application. Learning-

based methods that combine the graph embedding method into the anomaly de-

tection approach [33, 87, 111, 180, 188, 189] address this shortcoming. These

learning-based models assume the dynamic nature of these graphs is accurately
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modeled as a sequence of graph snapshots. Here, each snapshot represents the state

of the graph at a specific timestamp. These methods must store the entire snapshot,

which requires large memory, limiting their ability to scale to large graphs. Also, all

these methods apply to single-layer networks only and do not naturally extend to

multiplex networks. That is, these methods are not able to consider different types

of connections, missing the semantics of the interactions.

3.2 Dynamic Graph Neural Networks
The problem of learning from dynamic networks has been extensively studied in the

literature [22, 45, 72, 80, 105, 106, 128, 132, 149, 171]. The first group of existing

methods uses Recurrent Neural Networks (RNN) and then replaces the linear layer

with a graph convolution layer [106, 146, 187]. The second group uses a Graph

Neural Network (GNN) as a feature encoder and then deploys a sequence model

on top of the GNN to encode temporal properties [132, 162, 176]. To address the

scalability and model design issue of these methods, You et al. [174] presented

ROLAND, a graph learning framework for dynamic graphs that can re-purpose any

static GNN to dynamic graphs. Recently, more sophisticated learning methods for

temporal graphs have been designed based on temporal random walks [22, 88, 163],

line graphs [41], GraphMixer [49], neighborhood representation [113], and subgraph

sketching [37]. However, all these methods differ from ADMIRE and ANOMULY

as they are designed for temporal graphs with only a single view and cannot easily

be extended to multiplex networks.

The Snapshot Encoder in ANOMULY can be seen as the extension of ROLAND

to multiplex networks. However, natural attempts to use multiplex graph neural

networks [16, 35, 47, 136, 169, 182] in the ROLAND framework (e.g., replacing

the GNN block with a multiplex GNN) ignore historical data in other views. For

example, assume that we want to use ANOMULY’s attention mechanism (see Sec-

tion 4.2.3) in the ROLAND framework. Then, we need to use the attention mecha-

nism in the GNN block, which means we incorporate information about different

relation types before the Embedding update module. Accordingly, for each times-

tamp, we do not incorporate historical data on other relation types, which could

produce undesirable performance. By introducing an attention mechanism that
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incorporates relation-specific hierarchical node states in each snapshot after each

Embedding update, ANOMULY takes advantage of both multiplex and temporal

information.

3.3 Multiplex Graph Learning
In a multiplex network, also known as multilayer, multi-view, or multi-dimensional

networks, all nodes have the same type, but edges (relations) have multiple types [98].

Several methods have been proposed to learn network embeddings on multiplex

networks by integrating information from individual relation types [35, 38, 136, 161,

166, 169]. Other work proposed Graph Convolutional Networks (GCN) methods

for multiplex networks [16, 47, 182]. Inspired by Deep Graph Infomax [155], Park

et al. [130] and Jing et al. [89] proposed unsupervised approaches to learn node

embeddings by maximizing the mutual information between local patches and the

global representation of the entire graph. Zhang et al. [183] proposed a method that

uses a latent space to integrate the information across multiple views. Recently,

Wang et al. [159] proposed DPMNE to learn from incomplete multiplex networks.

Several methods have been proposed for learning on heterogeneous networks

(networks with multiple vertex and edge types) [38, 166, 170]. Although multi-

plex networks can be seen as a special case of heterogeneous networks (with a

single type of nodes), these learning methods on heterogeneous graphs emphasize

heterogeneous types of entities connected by different relationships, which is differ-

ent from the concept of multiplex networks [130]. That is, these methods do not

take advantage of the complementary information provided by different types of

connections among the same type of nodes, missing their complex interactions.

Existing methods for multiplex networks differ from ADMIRE and ANOMULY

as they ignore the temporal properties of the graph.

3.4 Anomaly Detection in Multiplex Networks
The problem of anomaly detection in multiplex networks has recently attracted

attention. Mittal and Bhatia [122] use eigenvector centrality, page rank centrality,

and degree centrality as handcrafted features for nodes to detect anomalies in

static multiplex networks. Bindu et al. [25] proposed a node anomaly detection
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algorithm in static multiplex networks that uses handcrafted features based on

clique/near-clique and star/near-star structures. Bansal and Sharma [12] defined

a quality measure, Multi-Normality, which employs the structure and attributes

together of each layer to detect attribute coherence in neighborhoods between layers.

Maulana and Atzmueller [119] use centrality of all nodes in each layer and apply

many-objective optimization with full enumeration based on minimization to obtain

Pareto Front. Then, they use Pareto Front as a basis for finding suspected anomaly

nodes. Chen et al. [46] proposed ANOMMAN that uses an auto-encoder module

and a GCN-based decoder to detect node anomalies in static multiplex networks.

Although this model can learn from the data, it is limited to static networks, and

it treats each layer equally in the Structure Reconstruction step. Finally, Ofori-

Boateng et al. [127] developed a new persistence summary and used it to detect

events in dynamic multiplex blockchain networks.

All of these approaches are designed to detect topological anomalous subgraphs,

nodes, or events, and cannot identify anomalous edges. Moreover, as we discussed

in Section 4.1, these methods, except ANOMAN [46], are based on pre-defined pat-

terns/roles or handcrafted features, while real-world network anomalies have com-

plex nature and have varied and unknown patterns that preclude pre-identification.

Therefore, these models cannot be generalized to different domains, limiting their

application.
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Chapter 4

ANOMULY: Edge Anomaly
Detection Framework in
Multiplex Dynamic Networks

We present ANOMULY, an unsupervised generic graph neural network-based frame-

work for anomaly detection in multiplex dynamic networks. ANOMULYlearns

the low-dimensional representation of vertices in graphs by taking advantage of

historical data and complementary information provided by different views of the

network. Then, we use the vertex encodings to classify future connections as normal

or abnormal.

4.1 Introduction
As discussed in Chapter 1, existing approaches to anomaly detection in multiplex

networks suffer from three main limitations: 1 Structure and feature inflexibility 2

Same importance for all types of connections. 3 Lack of edge anomaly detection.

We introduce ANOMULY (Anomaly Detection in Multiplex Dynamic Networks),

which mitigates all of these limitations. ANOMULY extends the idea of hierarchical

node states [174] to multiplex dynamic networks by using an attention mechanism

that incorporates information about different relation types to take advantage of both

temporal properties and complementary information present in multiple relation
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types. Next, it uses selective negative sampling to learn anomalous edges in an

unsupervised manner. To the best of our knowledge, ANOMULY is the first edge-

anomaly detection method for multiplex networks. Further, when it is possible to

model a simple network as a multiplex network, ANOMULY outperforms existing

simple network approaches, because the multiplex network provides richer and

more complex information than does a simple network [9, 115, 141].

4.2 ANOMULY: Anomaly Detection in Multiplex Dynamic
Networks

ANOMULY is a snapshot-based anomaly detection approach for multiplex dynamic

networks. Accordingly, we model the multiplex dynamic network as a sequence of

multiplex network snapshots as we described in Chapter 2: a multiplex dynamic

graph G = {G(t)}Tt=1 can be represented as a sequence of multiplex network

snapshots, where each snapshot is a static multiplex graph G(t) = {G(t)
r }Lr=1 =

(V(t), E(t),X (t)) with V(t) = {v ∈ V|τv = t} and E(t) = {e ∈ E|τe = t}. Our goal

is to detect anomalous edges in E(t). Specifically, for each edge e = (u, v, r) ∈ E(t),

we produce a view-dependent anomalous probability φr(e) in view r ∈ L.

Figure 4.1 provides an overview of our framework for edge anomaly detection

in dynamic networks with multiple types of interactions. To learn the pattern of

normal edges, ANOMULY uses the Snapshot Encoder architecture to encode each

snapshot of the network. The Snapshot Encoder is a GNN that takes as input a

snapshot of the graph and produces, for each view of the graph, an embedding for

each vertex. It incorporates both structural and temporal properties of each snapshot,

as well as node features in each view. Next, it uses an attention mechanism to

take advantage of complementary information from different views. The attention

mechanism is a module that learns the importance of each view for each node and

then uses these weights in a weighted sum to obtain the node encodings. Since

the graph is dynamically changing, the node embeddings can change over time, so

Snapshot Encoder uses a GRU cell [48] (see Chapter 2 for more explanation about

GRU cells) to update the node states over time. Finally, we use the hierarchical node

states at each timestamp to calculate the view-dependent anomalous probabilities of

an existing edge and a negative sampled edge and use them as inputs to a margin
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(b) ANOMULY Framework

Figure 4.1: Framework and design of ANOMULY model. ANOMULY first
encodes nodes in each snapshot of the network and updates them with a
GRU cell (embedding update module). Finally, to train the model in an
unsupervised manner, it uses a negative sampling approach that corrupts
normal connections to generate negative samples.
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loss computation. Next, we explain each part in more detail.

4.2.1 GNN Architecture

A GNN iteratively aggregates messages from the local neighborhood of nodes to

learn node embeddings. For a given type of relation r, we use the embedding matrix

H̃
(ℓ)
r = {h̃(ℓ)

ru }u∈V to denote the embedding of all vertices in relation type r after

applying the ℓ-th GNN layer. Given a relation type r, the ℓ-th layer of the GNN,

H̃
(ℓ)
r = GNNr(H̃

(ℓ−1)
r ), is defined as:

mℓ
r(v→u)

=W (ℓ)
r CONCAT

(
h̃(ℓ−1)
rv , h̃(ℓ−1)

ru , τ(v,u,r)

)
,

h̃(l)
ru = AGG(ℓ)

({
mℓ
r(v→u)

|v ∈ Nr(u)
})

+ h̃(ℓ−1)
ru .

(4.1)

In our experiments, we follow You et al. [174], and use summation as the aggre-

gation function, i.e., AGG(.) = SUM(.). We also use skip-connections [104] (see

Chapter 2) after aggregation.

4.2.2 Update Modules

Given the snapshot G(t) = (V(t), E(t),X (t)) at time t and a relation type r, we

denote the embedding matrix in relation r after the ℓ-th GNN layer at time t by

H̃
(t)(ℓ)

r = {h̃(t)(ℓ)

ru }u∈V . To take advantage of historical data and update the node

embeddings at each timestamp, in the Embedding update block (see Figure 4.1),

we use a GRU cell [48]. Given a relation type r, the output of the ℓ-th Embedding

update, Ĥ(t)(ℓ)

r = {ĥ(t)(ℓ)

ru }u∈V , is:

Ĥ(t)(ℓ)

r = GRUr

(
H̃(t)(ℓ)

r , H(t−1)(ℓ)

r

)
, (4.2)

where H̃(t)(ℓ)

r is the output of the ℓ-th GNN layer, and H
(t−1)(ℓ)

r is the view-

dependent embedding matrix at time t− 1. The view-dependent embedding matrix,

H
(t)(ℓ)

r , is defined later in this section (see Equation 4.5).
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4.2.3 Attention Mechanism

The role of our attention mechanism is to incorporate information from different

relation types in a weighted manner. As discussed in Chapter 1, the importance of a

view can differ for different nodes, so we cannot calculate a single weight for each

view. Accordingly, we introduce an attention mechanism that learns the importance

of view r for an arbitrary node u ∈ V . Let ζ(t)
(ℓ)

u be the aggregated hidden feature

of node u ∈ V after the ℓ-th attention layer at time t, we call it a network-level

embedding, and α(ℓ)
ru indicates the importance of relation type r for vertex u, then:

ζ(t)
(ℓ)

u =
L∑
r=1

α(ℓ)
ru ĥ

(t)(ℓ)

ru , (4.3)

where ĥ(t)(ℓ)

ru is the output of ℓ-th Embedding update for node u at time t. Following

the recent attention-based models [11, 130], we use the Softmax(.) function to

define the importance weight of relation type r for node u:

α(ℓ)
ru =

exp

(
σ

(
s(t)

(ℓ)

r

T
Watt

r ĥ
(t)(ℓ)

ru

))
∑L

k=1 exp

(
σ

(
s(t)

(ℓ)

k

T
Watt

k ĥ
(t)(ℓ)

k

)) , (4.4)

where s(t)
(ℓ)

r is a summary of the network in relation type r at time t, i.e., s(t)
(ℓ)

r =∑
u∈V ĥ

(t)(ℓ)

ru , and Watt
r is a trainable weight matrix. In our experiments, we use

tanh(.) as the activation function σ(.). The main intuition behind this attention

mechanism is that the numerator of Equation 4.4 captures how much a specific node

encoding (e.g., ĥ(t)(ℓ)

ru ) contributes to the encoding of a view (e.g., s(t)
(ℓ)

r ). That is,

it uses the inner product of these two vectors followed by a multiplication by a

learnable matrix Watt
r which captures the weighted similarity of these two vectors.

4.2.4 view-dependent Embedding

The output of the attention mechanism is a network-level node embedding matrix,

which summarizes the properties of nodes over all relation types. Given a relation

type r, to obtain the view-dependent node embedding of a vertex u ∈ V , we
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aggregate the output of the Embedding update block, i.e. ĥ(t)(ℓ)

ru , and this network-

level node embedding, i.e. ζ(t)
(ℓ)

u . That is:

h(t)(ℓ)

ru = AGG(ℓ)
(
ĥ(t)(ℓ)

ru , ζ(t)
(ℓ)

u

)
. (4.5)

Based on Equation 4.5, we obtain the view-dependent node embedding matrix,

H
(t)(ℓ)

r = {h(t)(ℓ)

ru }u∈V , for any relation type r. Note that we use the view-dependent

node embedding matrix at time t − 1, H(t−1)(ℓ)

r , in Equation 4.2 to update node

embeddings after the ℓ-layer GNN.

4.2.5 Anomaly Score Computation

Now, we get the view-dependent node embedding matrix H(t)
r = H

(t)(L)

r at time t,

for each relation type r. Here L is the number of GNN layers. Inspired by Zheng

et al. [188], for an edge (u, v) ∈ Er, we define its anomaly score as follows:

φ(t)
r (u, v) = σ

(
η.
(
||a⊙ h(t)

ru + b⊙ h(t)
rv ||

2
2 − µ

))
, (4.6)

where σ(.) is an activation function, a and b are trainable vectors, and η and µ are

hyperparameters.

4.2.6 Training and Loss Function

In the training phase, we use a negative sampling approach to corrupt edges and gen-

erate anomalous connections. Inspired by the negative sampling methods proposed

by Wang et al. [164] and Zheng et al. [188], given a relation type r, and a normal

edge (u, v) ∈ Er, we use a Bernoulli distribution such that we replace u (resp. v)

with probability degr(u)
degr(u)+degr(v)

(resp. degr(v)
degr(u)+degr(v)

) in relation type r to generate

random negative samples. The main intuition is: changing one endpoint of an edge

might result in another valid connection, and to avoid this, we prefer to replace an

endpoint with a larger degree and keep the endpoint with a smaller degree. Since

the corrupted edges might be normal, a strict loss function (e.g., cross-entropy) can

affect the performance. Accordingly, we use the margin-based pairwise loss [28]

in each relation type r. Given a relation type r, we also use a L2-regularization

loss, L reg
r , which is the summation of the L2 norm of all trainable parameters, to
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Algorithm 1 ANOMULY Training Algorithm

Input: A multiplex dynamic network G = {G(t)}Tt=1

Output: Node embeddings for all relation types {H(T )
r }Lr=1

1: Initialize

{{
H

(0)(ℓ)

r

}L
ℓ=1

}L

r=1

with features or one-hot encoding;

2: while not converged do
3: for t = 1, . . . , T do
4: for r = 1, . . . ,L do
5: Let L

(t)
r = 0;

6: for ℓ = 1, . . . , L do
7: H̃

(t)(ℓ)

r = GNNr

(
H

(ℓ−1)
r

)
;

8: Ĥ
(t)(ℓ)

r = GRUr

(
H̃

(t)(ℓ)

r , H
(t−1)(ℓ)

r

)
;

9: Z
(t)(ℓ)

r = {ζ(t)
(ℓ)

u }u∈V =
{∑L

r=1 α
(ℓ)
ru ĥ

(t)(ℓ)

ru

}
u∈V

;

10: H
(t)(ℓ)

r = AGG(ℓ)

(
Ĥ

(t)(ℓ)

r , Z
(t)(ℓ)

r

)
11: for (u, v) ∈ E(t)

r do
12: Sample (u′, v′) for φ(t)

r (u, v);
13: L

(t)
r = L

(t)
r +max

{
0, γ + φ

(t)
r (u, v)− φ

(t)
r (u′, v′)

}
;

14: L
(t)
r = L

(t)
r + λL reg

r ;
15: L (t) = 1

L

(∑L
r=1 L

(t)
r

)
;

16: Minimize L (t);
return {H(T )

r }Lr=1

avoid overfitting. Finally, to aggregate the loss function over all relation types in the

multiplex networks, we use the average of loss functions, i.e.:

L =
1

|L|

 L∑
r=1

∑
(u,v)∈Er

∑
(u′,v′ )̸∈Er

max
{
0, γ + φr(u, v)− φr(u

′, v′)
}
+ λL reg

r

 .

(4.7)

Here, 0 ≤ γ ≤ 1 is the margin between normal and corrupted edges.

ANOMULY’s training algorithm appears in detail in Algorithm 1.
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4.3 Experiments

4.3.1 Experimental Setup and Metrics

The Snapshot Encoder uses a GNN with 200 hidden dimensions for node states, lay-

ers with skip-connection, sum aggregation, and batch-normalization. We tune hyper-

parameters by cross-validation on a rolling basis and search the hyper-parameters

over (i) the numbers of GNN layers (1 to 5); (ii) the learning rate (0.001 to 0.01);

and (iii) the margin γ (in increments of 0.05 in the range 0.3 to 0.7). The values of

other hyper-parameters are reported in Table 4.1. The hidden dimension of GNN is

fine-tuned by searching in {32, 64, 100, 200, 320}.

Table 4.1: The value of hyper-parameters of ANOMULY. Here, η and µ con-
trol how close the encodings of two nodes should be so their connection is
normal. Also, λ controls the tradeoff between the margin-based pairwise
loss function and the regularization term.

Dataset
Multiplex Networks Single-layer Networks

DKPol RM Amazon DBLP Ethereum Ripple Bitcoin Amazon-S DBLP-S

η 1 1 1 3 1 1 1 1 3
µ 0.3 0.25 0.5 0.5 0.3 0.3 0.3 0.5 0.5
λ 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7

We implement ANOMULY with the GraphGym library [173] and use an

NVIDIA V100 GPU in the experiments. We use the AUC (the area under the

ROC curve) as the metric of comparison. The higher the AUC value, the higher the

quality of the method.

4.3.2 Datasets

We use nine real-world public datasets [20, 78, 82, 97, 100, 127] whose domains

cover social, brain, co-authorship, blockchain, and co-purchasing networks. We

summarize their statistics in Table 4.2.

Social Networks. RM [97] has 10 networks, each with 91 nodes. Nodes represent

phones and an edge exists if two phones detect each other in a mobile network.

Each network describes connections between phones in a month. DKPol [78] is
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Table 4.2: Network Statistics. Here |V| is the number of nodes, |E| is the
number of edges in all views, and |L| is the number of views.

Dataset
Multiplex Networks Single-layer Networks

RM DKPol Amazon Ethereum Ripple DBLP Bitcoin Amazon-S DBLP-S

|V| 91 490 17.5K 221K 54K 513K 3.7K 8.6K 23K
|E| 14K 20K 282K 473K 837K 1M 24.1K 90K 95.2K
|L| 10 3 2 6 5 10 1 1 1

Twitter dataset collected during the month leading up to the 2015 Danish parliamen-

tary election. Nodes are Twitter accounts of Danish politicians, and relations are

"Retweet", "Reply", and "Topical Interaction" [78].

Co-purchasing Network. Amazon [82] is a co-purchasing network, where each

node is an item and the type of connections are "Also-view" and "Also-bought". We

focused on items with four categories, i.e., Beauty, Automotive, Patio Lawn and

Garden, and Baby.

Co-authorship Network. DBLP is a co-authorship network until 2014 from dblp

team [58] and pre-processed by Behrouz et al. [20]. In this dataset, each node is

a researcher, an edge shows co-authorship, and each type of connection is a topic

of research. For each collaboration, we consider the bag of words drawn from the

titles of the paper and apply Latent Dirichlet Allocation (LDA) topic modeling [27]

to automatically identify 240 topics. We then cluster their non-zero elements into

ten known research topics. Each view in the network represents connections in one

of the ten topics.

Blockchain Networks. Ethereum [127] is a blockchain transaction network over

576 days, where views are different tokens, nodes are addresses of investors, and

edges denote the transferred token values. Since the same address may trade multiple

tokens, the address appears in networks of all the tokens it has traded. Ripple [127]

is derived from the Ripple Credit Network and covers a timeline of Oct-2016 to

Mar-2020. Similar to the Ethereum dataset, nodes are investors and edges represent

transactions. Here views (relation types) correspond to the five most issued fiat

currencies on the Ripple network: JPY, USD, EUR, CCK, and CNY.
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Single-layer Networks. DBLP-S is a subgraph of the multiplex DBLP network,

where we collect a subset of researchers who work on data mining and related areas.

Amozon-S, is a subgraph of the multiplex Amazon network, where we focus on the

"Also-view" relation type. The Bitcoin dataset contains who-trusts-whom network

of people who trade on the Alpha platforms [100].

Note that all of the datasets are anonymized and do not contain any personally

identifiable information or offensive content.

4.3.3 Inject Anomalous Edges in Multiplex Networks

Since the ground truth for anomaly detection is difficult to obtain [9], we follow

the methodology used in existing studies[9, 180, 188] and inject anomalous edges

into our datasets. However, existing methods inject anomalous edges only in

single-layer networks and cannot add complex anomalies in multiplex networks.

Accordingly, here we divide injected edges into two groups (50% each), (1) view-

independent anomalies, and (2) view-dependent anomalies. For the first group,

we use existing methods [9], which randomly change one of the endpoints of

some existing connections. In multiplex networks, the rich information about node

connections leads to repetitions, meaning edges between the same pair of nodes

repeatedly appear in multiple views. Repeated connections are more likely to

represent a strong tie and may even suggest that the nodes in comprising these

connections belong to the same community [20, 181]. Accordingly, in the second

type of injected anomalies, we inject random connections that do not appear in any

relation type. That is, we first choose a random edge (u, v) such that (u, v) ̸∈ Ek
for all k ∈ L, and then we inject this edge to a random relation type r ∈ L. Since

this connection does not appear in any relation type, it is more likely to be an

anomaly. This type of anomaly helps us to understand whether ANOMULY can

take advantage of complementary information of different relation types.

4.3.4 Baselines

Since there is no prior work on edge anomaly detection in multiplex networks,

we first compare ANOMULY with single-layer edge anomaly detection methods:

GOutlier [3] builds a generative model for edges in a node cluster. CM-Sketch [142]
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Table 4.3: Performance comparison of ANOMULY and baselines in multiplex
networks (AUC).

Methods RM DKPol Amazon DBLP Ethereum Ripple

Anomaly % 1% 5 % 1% 5 % 1% 5 % 1% 5 % 1% 5 % 1% 5 %

Single-layer Methods

GOUTLIER 0.7138 0.6982 0.6844 0.6597 0.6973 0.6672 0.7059 0.6901 0.7017 0.6799 0.7036 0.6851
CM-SKETCH 0.7127 0.7012 0.7058 0.6930 0.6881 0.6719 0.7186 0.6915 0.7408 0.7277 0.7360 0.7194
NETWALK 0.7739 0.7641 0.7706 0.7581 0.7228 0.7122 0.7742 0.7523 0.7956 0.7885 0.7904 0.7823
ADDGRAPH 0.8005 0.8093 0.8149 0.8087 0.7796 0.7735 0.8024 0.7995 0.8133 0.8090 0.8205 0.8217

Multiplex Methods

MNE 0.7994 0.7955 0.8050 0.7913 0.7108 0.7017 0.7532 0.7499 0.7541 0.7495 0.7813 0.7754
ML-GCN 0.7921 0.7886 0.7915 0.7907 0.7344 0.7263 0.7519 0.7439 0.7940 0.7918 0.8115 0.8072
ANOMULY 0.8783 0.8729 0.8694 0.8610 0.8289 0.8195 0.8825 0.8754 0.8906 0.8852 0.8938 0.8871

Improvement 9.71% 7.85% 6.68% 6.46% 6.32% 5.92% 9.98% 9.49% 9.50% 9.41% 8.93% 7.96%

uses a Count-Min sketch for approximating global and local structural properties.

NetWalk [180] uses a random walk to learn a unified embedding for each node and

then dynamically clusters the nodes’ embeddings. AddGraph [188] is an end-to-end

approach that uses an extended GCN in temporal networks. Finally, we compare

with two multiplex network embedding baselines, ML-GCN [16] and MNE [183].

We apply K-means clustering on their obtained node embeddings for anomaly

detection [180].

4.3.5 Results

Results on Multiplex Networks. We compare ANOMULY with the baseline meth-

ods on both dynamic and static multiplex networks with different percentages of

anomalous edges (i.e., 1%, 5%). Table 4.3 reports the AUC for both the base-

lines and ANOMULY. Our method outperforms all baselines in all datasets and

improves the best baseline results by 8.18% on average. There are three reasons

for ANOMULY’s superior performance: (1) it outperforms competitors for static

datasets, because it can learn structural anomaly patterns in the network, rather than

depending on pre-defined patterns/roles. (2) ANOMULY outperforms single-layer

methods due to its attention mechanism that incorporates complementary informa-

tion from different relation types. (3) ANOMULY outperforms multiplex methods

as it is an end-to-end method and is optimized for anomaly detection. It is also a

28



Table 4.4: Performance comparison of ANOMULY and baselines in single-
layer networks (AUC).

Methods Bitcoin Amazon-S DBLP-S

Anomaly % 1% 5 % 1% 5 % 1% 5 %

GOUTLIER 0.7143 0.7091 0.6923 0.6614 0.7108 0.6995
CM-SKETCH 0.7146 0.7015 0.7049 0.6621 0.7084 0.6877
NETWALK 0.8375 0.8367 0.7483 0.7302 0.7779 0.7590
ADDGRAPH 0.8534 0.8416 0.7872 0.7828 0.7911 0.7932
ANOMULY 0.8707 0.8661 0.8014 0.7943 0.8129 0.8236

Improvement 2.03% 2.91% 1.80% 1.47% 2.76% 3.83%

Table 4.5: Ablation study on ANOMULY (AUC). The first row replaces the
GRU with an MLP. The second row removes the attention mechanism,
and the third row replaces the attention mechanism with SUM(.).

Methods Amazon DBLP Ethereum

ANOMULY 0.8289 0.8825 0.8906
w/ MLP 0.8023 0.8606 0.8718
w/o Attention 0.7831 0.8219 0.8275
w/ Summation 0.8007 0.8571 0.8688

dynamic method and can take advantage of the temporal properties of the network.

The ablation study below illustrates these effects in more detail.

Results on Single-layer Dynamic Networks. We also compare ANOMULY with

single-layer method baselines on single-layer dynamic datasets. Table 4.4 summa-

rizes the results. Once again, we see that ANOMULY outperforms all the baselines,

even in single-layer graphs, by 2.46% on average. This is mainly due to Snapshot

Encoder’s architecture, which enables our method to incorporate the outputs of

GNN layers after each view and recurrently update them over time using a GRU

cell.

Parameter Sensitivity. We evaluate the effect of the training ratio of the dataset:
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Figure 4.2: Stability over different training ratios on Ripple.
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Figure 4.3: Event detection in Ethereum network. The top-4 local maximums
all coincide with major events annotated in the figure

we change the training ratio from 60% to 20% and report the results on the Ripple

dataset in Figure 4.2. Decreasing the training ratio tends to increase both the average

and maximum AUC, except for the 20% case, and decreases the minimum AUC

for all training ratios. These results show that performance stays relatively stable,

which demonstrates that our framework is robust in the presence of a small amount

of training data.

Ablation Study. Next, we conduct experiments to show that the ANOMULY

architecture design is effective in boosting performance. We examine the effect of

GRU cells by replacing them with a 2-layer MLP. We also investigate the effect of

the attention mechanism by (1) removing the attention, learning node embeddings

in each relation-type separately, and (2) aggregating the information of different

relation types by summation (without weights). Table 4.5 summarizes the results.

We found that both our attention mechanism and the GRU cells are important for
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Figure 4.4: Anomalous edges in the brain network of a sampled individual.

ANOMULY, producing significant performance boosts.

Effectiveness in Detecting Events. Next, we evaluate how well ANOMULY detects

events in the Ethereum transaction network. In each timestamp, we calculate the

anomaly score for all the edges in the snapshot. We then compute the average of the

top-15 edge anomaly scores and report them in Figure 4.3. We find that the top-4

local maximums all coincide with major events annotated in the figure.

Case Study of Brain Networks. Behavioral disturbances in Attention Deficit

Hyperactivity Disorder (ADHD) are thought to be caused by the dysfunction of

spatially distributed, interconnected neural systems [74]. We used ANOMULY to

detect anomalous connections in the brain network of people with ADHD. We

use the ADHD-Brain dataset [30] derived from the functional magnetic resonance

imaging (fMRI) of 40 individuals–20 individuals in the condition group, labeled

ADHD, and 20 individuals in the control group, labeled Typically Developed

(TD)–using the same methodology used by Lanciano et al. [101]. Here, each view

(relation type) is the brain network of an individual person, where nodes are brain

regions, and each edge measures the statistical association between the functionality

of its endpoints.

Anomalous functional correlations between the brain network of people with
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ADHD compared to those without can help us understand which brain regions are

involved in ADHD. We present two results: (1) 74% of all detected anomalies

are connections in the brain networks of people in the ADHD group. (2) 69% of

all found anomalies in the ADHD group correspond to edges in the frontal and

occipital cortex of the brain. Figure 4.4 illustrates the anomalous edges in the brain

network of an individual in the ADHD group. These findings show an unexpected

functional correlation of occipital and frontal lobes regions with other parts, which

are consistent with previous studies on ADHD [42, 158].

(a) Left View (b) Right View

(c) Up View

Figure 4.5: Distribution of anomalous edges in ADHD group.

Next, we investigate how anomalous edges found by ANOMULY are distributed

in the brain. Figure 4.5 reports the average distribution of anomalous edges in

the brain networks of people living with ADHD. Most anomalous edges found by

ANOMULY have a vertex in the Occipital lobes. Moreover, the Temporal lobes are

the brain regions with the most anomalous connections with the Occipital lobes.

These findings can help to reveal new insights into understanding ADHD and the

regions of the brain that are connected to its symptoms. These findings also show

the potential of ANOMULY to extract features that can help predict brain diseases
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or disorders.

In Chapter 6, we further discuss the application of anomaly detection in under-

standing the abnormal brain activities that might cause a brain disease or disorder.

4.4 Conclusion
We present ANOMULY, an end-to-end unsupervised framework for detecting edge

anomalies in dynamic multiplex networks. ANOMULY is based on a new architec-

ture that uses GNN and GRU cells to take advantage of both temporal and structural

properties and adds an attention mechanism that effectively incorporates information

across different types of connections. Finally, it uses a negative sampling approach

in training to overcome the lack of ground truth data. Extensive experiments show

the power of ANOMULY to effectively identify temporal and structural anomalies

in both single-layer and multiplex networks. Our case studies on brain networks

and blockchain transaction networks show the usefulness of ANOMULY in widely

varying domains.
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Chapter 5

ADMIRE: Inductive and Scalable
Anomaly Detection in Multiplex
Dynamic Networks

5.1 Introduction
While ANOMULY achieves state-of-the-art performance in all datasets, it suffers

from several limitations: 1 Transductive learning: The ANOMULY framework is

designed in a transductive setting and cannot be applied to unseen nodes/patterns.

That is, ANOMULY in the message-passing procedure uses the identity of nodes

in training, limiting its ability to predict anomalous connections between nodes

that are unseen in the training phase. 2 Memory and scalability: The ANOMULY

framework is snapshot-based. That is, it requires storing the entire snapshot of

the temporal network at each timestamp, which consumes a great deal of memory.

Moreover, since it uses different GNN modules for each type of connection, it

cannot be used for multiplex networks with a large number of views. 3 Lack

of generalizability: The ANOMULY framework uses a simple negative sampling

method by randomly changing one endpoint of a connection to learn anomalous

interactions. While this negative sampling method is fast and lets the model be

trained in an unsupervised manner, these negative sample generator methods are
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too simple and can cause poor performance in more complicated datasets [138].

We now present ADMIRE, an inductive, scalable, unsupervised method that

learns the underlying dynamic laws of the multiplex dynamic networks to detect

anomalous patterns, thus addressing the limitation of ANOMULY. ADMIRE uses

two different casual multiplex walks, inter-view and intra-view, to automatically

extract and learn temporal network motifs. It then uses an anonymization strategy

to hide node and relation type identities, making the model inductive. ADMIRE is a

streaming method, requiring only constant memory (see Section 5.2.1). Moreover,

its random walk encoder scales to multiplex networks with more than 100 views.

ADMIRE introduces a novel negative sampling method for multiplex networks that

addresses the generalizability issue in ANOMULY.

5.2 ADMIRE

The main intuition behind ADMIRE is to use multiplex temporal walks as a proxy

for temporal motifs in multiplex networks and extract the causality of the existence

of an edge in a specific type of connection. After extracting temporal multiplex

motifs, we use an anonymization process to hide nodes’ identities in walks, keeping

the model inductive in the training phase. Next, we design a simple yet effective

walk encoding method to encode each walk. Using encoded walks, we define the

node encoding of a vertex u as the aggregation of all walks started from u. Using

the obtained node encoding, we classify connections based on the encoding of their

endpoints.

5.2.1 Anonymous Multiplex Temporal Walk

We define the multiplex temporal walk as a walk that starts from a connection

of interest and backtracks over time by traversing adjacent edges. By traversing

adjacent edges in reverse time sequence, this allow us to discover and encode the

underlying causality of network dynamics. The main challenge in extracting the

causality of an edge in multiplex networks is determining whether there is a causal

relationship between different views. In multiplex networks, different views provide

complementary information about the network and each vertex. However, this does

not always mean that there is a causal relationship between different views. For
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Figure 5.1: Schematic of the ADMIRE model. ADMIRE consists of four
main stages called (1) Walk Sampling, (2) Anonymization, (3) Walk
Encoding, and (4) Training via generating negative samples.

example, consider the flight transportation network [34], where each node shows

a city, and each view shows flights operated by a specific airline. Two cities in

view r are connected if there is a flight between them operated by airline r. In

this example, there is no causal relationship between different views, as flights in

different views are operated by different airlines. To address this challenge, we

design two multiplex temporal walks, intra-view, and inter-view walks, to extract

the causality within a specific view and across different views, respectively. When

there is no causal relationship between different views, we expect the model to

ignore inter-view walks.

Intra-view Temporal Walk. An intra-view walk is a time-ordered random walk

among edges of a specific type (i.e., within a single view). Given a type of relation

r, an intra-view temporal walk W r
intra on a view of a temporal multiplex network

can be represented as:

W r
intra = ((u0, r, t0), (u1, r, t1), . . . , (um, r, tm)) ; t0 ≥ t1 ≥ · · · ≥ tm, (5.1)

where (ui, ui+1, r, t+ 1) ∈ E . Note that we only allow walks that progress back-

ward in time, to limit ourselves to possible sources of causality. Since different

views still provide complementary information about the global property of the

network as well as the local structure around each node, in Section 5.2.2, we use

an attention mechanism that incorporates the information provided by intra-view
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walks in different types of connections.

Inter-view Temporal Walk. To capture the correlation between different views

and extract the causality of an edge from different views of the network, in the

inter-view temporal walk, we let the walker walk across views. Accordingly, an

inter-view temporal walk Winter on temporal multiplex networks can be represented

as:

Winter = ((u0, r0, t0), (u1, r1, t1), . . . , (um, rm, tm)) ; t0 ≥ t1 ≥ · · · ≥ tm, (5.2)

where (ui, ui+1, ri+1, t+ 1) ∈ E . That is, not only does the walker walk over time

and capture the temporal causality of an edge, but also can walk over different views

to capture the dependencies of connections in different views, taking advantage of

complementary information provided by different types of relations. Note that ris

are not necessarily distinct. We let Winter(i) denote the i-th element of the temporal

multiplex walk, (ui, ri, ti). Also, we use Winter(i, 0),Winter(i, 1), and Winter(i, 2) to

refer to ui, ri, and ti, respectively.

How to sample temporal multiplex walk? As discussed in previous studies,

newer connections in temporal networks are often more informative [88, 163]. To

this end, we use a biased sampling method with hyperparameter µ to control the

importance of recent connections. Given the time of a previously sampled edge,

t0, we sample an adjacent edge at time t < t0 with probability proportional to

exp (µ(t− t0)). In multiplex networks, the correlation of different pairs of views

can be different [17, 130] and for connections in a given view r, a subset of views

might play more important roles in causality extraction. Accordingly, in inter-view

temporal walks, we use a biased sampling method and sample link (u′1, u
′
2, r

′, t′)

after previously sampled link (u1, u2, r, t) with probability proportional to φ(r, r′).

In fact, φ(r, r′) shows the importance of view r for view r′. In §5.2.2, we discuss

how to calculate φ(r, r′).

The first step in our sampling is to compute the sampling probability of an

incoming connection in relation type r. For an incoming edge e = (u, v, r, t) we
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Algorithm 2 Temporal multiplex walk sampling procedure

Input: The edge set E , previously sampled node wp in view rp at time t, and
hyperparameter µ

Output: Next sampled connection (wn, wp, rn, tn)
1: for e = (wn, wp, rn, tn) ∈ E tp(wp) do
2: Sample b ∼ UNIFORM(0, 1);
3: if b < q

tp
rp(wp, e)× φ(rp, rn) then

4: return e = (wn, wp, rn, tn);

5: return (eX , tX ); ▷ (eX , rX , tX ) is a dummy empty edge signaling the end of
the algorithm.

compute the probabilities qtr(w) for w ∈ {u, v} as follows:

qtr(w, e) =
exp (µt)∑

(w0,t′)∈N t
r (w)

exp (µt′)
, (5.3)

where N t
r (w) represents the set of w’s neighbor in view r and before time t. This

probability needs to be computed one time when the connection arrives and does

not need to be updated anymore. Also, for calculating the probability of sampling

this connection after a connection from another relation type r′, we simply multiply

this probability by φ(r, r′).

Algorithm 2 shows the sampling procedure. Given a previously sampled con-

nection in view r at time t, we sample the next connection in view r′ at time t′ < t

with a probability proportional to exp (µ(t′ − t))× φ(r, r′). It is not hard to show

that Algorithm 2 samples the next connection with a probability proportional to

exp (µ(tn − tp))×φ(rp, rn). Inspired by Wang et al. [163], in our experiments, we

store the k most recent connections with k ∝ O
(

1
µ

)
. The intuition is that if we sort

connections in E t(wp) by their timestamp {ti}hi=1, and assume that exp (µ(ti − t))

are i.i.d., the probability of sampling the j-th connection is:

P[sampling j-th connection] =
∏j
i=1 exp (µ(ti − t))× φ(rp, ri)∑h

i=1

∏i
s=1 exp (µ(ts − t))× φ(rp, rs)

.

This probability decreases when we increase the value of j. Accordingly, in practice,

we need to store only a constant number of the most recent connections at each
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time.

Given a (potential) link (u, v, r, t), we use the above procedure to generate M

inter-view and M ′ intra-view walks with m steps starting from each of nodes u and

v. We use Sinter(u), Sintra(u), Sinter(v), and Sintra(v) to store started walks from u

and v, respectively.

Anonymization Process. Recent studies argue that traditional anonymization

methods (e.g., [121]), where we assign node IDs based on only one walk, suffer from

several limitations (e.g., missing the correlation of different walks) and suggest using

an anonymization process that assigns hidden node IDs based on the correlation of

sampled walks [88, 163]. On the other hand, in multiplex networks, we need to hide

the identity of both nodes and views (e.g., relation types) to keep the model inductive.

Given a (potential) link (u, v, r, t), letw0 ∈ {u, v}. To capture the correlation across

different walks, which could be a key to reflecting the network dynamics [163], for

a given node w that appears on at least one walk in Sinter(u) ∪ Sinter(v), we use

a relative vector C(Sinter(w0), w) ∈ Zm+1 that represents the number of times in

Sinter(w0) that node w appears at certain positions. That is,

Ci (Sinter(w0), w) = |{Winter|Winter ∈ Sinter(w0), w =Winter(i, 0)}| , ∀0 ≤ i ≤ m.

(5.4)

Similarly, we define C(Sintra(w0), w) over intra-view temporal walks. Until now,

node identities were accessible, but we now remove node identities and use only

these four vectors in the training phase to represent each node, thereby hiding their

identity:

ID(w) = {C(Sinter(u), w), C(Sinter(v), w), C(Sintra(u), w), C(Sintra(v), w)} .
(5.5)

We hide the identity of relations, r, in a similar manner. Given a set of walks

(e.g., Sinter(w0)), we count the number of times we see a relation type at each

position when we start from a specific relation type; this captures the correla-

tion among different views. For a given relation type r, we use a relative vector

Cview(Sinter(w0), r) ∈ Zm+1 that counts times in Sinter(w0) that a relation with type
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r appears at each position:

Cview
i (Sinter(w0), r) = |{Winter|Winter ∈ Sinter(w0), r =Winter(i, 1)}| , ∀0 ≤ i ≤ m.

(5.6)

In this way, IDview(r) = {Cview (Sinter(u), r) , Cview (Sinter(v), r)} hides the identity

of view r. Note that, although intra-view walks are within a single view, we still

need to hide the identity of that view, and we use the same IDview(r) as above.

5.2.2 Neural Encoding

We next present our fast and simple, yet effective and generalizable, neural network

to encode temporal multiplex walks so that we can extract structural and temporal

information from the network. The intuition of this neural encoding is to use

anonymous temporal multiplex walks to learn the structural and temporal properties

as well as casual rules of the network in an inductive manner.

Most existing methods on walk encoding treat a walk as a sequence of vertices

and use sequence encoders such as RNNs or TRANSFORMERs to encode each walk.

The main drawback of these methods is that they fail to directly process temporal

walks with irregular gaps between timestamps. That is, sequential encoders can be

seen as discrete approximations of dynamic systems; however, this discretization

often fails if we have irregularly observed data [96]. We present a neural network

to encode temporal multiplex walks so that we can extract structural and temporal

information from the network with continuous time dynamics. The process consists

of 1 a time encoding module to encode the time, 2 a node encoding module to

encode the position of vertices, 3 a view encoding module to encode relation type,

and 4 a walk encoding module to encode each extracted motif.

Time Encoding. Existing methods in temporal graph learning [49, 163] use ran-

dom Fourier features [95] to encode time. However, this approach captures only

periodicity in the data, while in many domains, e.g., brain activity patterns, we also

need to learn non-periodic patterns dependent on the progression of time (e.g., in

task-based fMRI). We address this need by adding a learnable linear term to the

feature representation of time encoding. That is, we encode a given time t as:

T (t) = (ωlt+ bl) || cos(tω), (5.7)
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where ωl,bl ∈ R and ω ∈ Rd are learnable parameters, and || denotes concatena-

tion.

Node Encoding. We now define a node encoding function ζ(.) that encodes

each node w based on ID(w). Since the concept and task of intra-view and inter-

view walks are different, we first break the ζ(.) function into ζintra(.) and ζinter(.),

respectively, and then interpolate between them by a learnable parameter λ to obtain

ζ(.).

For each node w that appears on at least one walk in Sinter(u) ∪ Sinter(v), we

use one simple MLP to encode the w’s hidden identities:

ζinter(w) = MLP (C(Sinter(u), w)) + MLP (C(Sinter(v), w)) . (5.8)

While inter-view walks naturally capture the causal relationship and correlation

between different types of connections, intra-view walks have a different role

and capture causality within a single view. However, we need to aggregate the

information provided by inter-view walks in different views to take advantage of

complementary information in multiplex networks. As discussed in Section 4.2.3,

the importance of each view for each vertex can be different; we use the attention

mechanism introduced in Section 4.2.3 to learn the importance of views r for vertex

u, ψ(w, r).

ψ(w, r) =
exp

(
σ
(
srTWatt ζrintra(w)

))∑L
k=1 exp

(
σ
(
skTWatt ζkintra(w)

)) , (5.9)

where sr is a summary of the network in relation type r, i.e., sr =
∑

u∈V ζ
r
intra(u),

and Watt is a trainable weight matrix. In our experiments, we use tanh(.) as the

activation function σ(.). Similarly, we define the importance of node w for view r

as follows:

ψ(r, w) =
exp

(
σ
(
srTWatt ζrintra(w)

))∑
w0∈V exp

(
σ
(
srTWatt ζrintra(w0)

)) , (5.10)

In these equations, ζrintra(w) is the view-based node encoding of w in view r, which

we define as follows: Given a relation type r′ ∈ L, we define view-based node
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encoding ζr
′

intra(w) as:

ζr
′

intra(w) = MLP
(
C(Sr′intra(u), w)

)
+ MLP

(
C(Sr′intra(v), w)

)
. (5.11)

Next, we aggregate these node embeddings to incorporate information from different

views and obtain ζintra(w):

ζintra(w) =
∑
r′∈L

ψ(w, r′)ζr
′

intra(w). (5.12)

Now, we use a learnable parameter λ to automatically learn the importance of each

ζintra(w) and ζinter(w) based on the data. This formulation lets our model learn to

interpolate between Equation 5.8 and Equation 5.12, which enables it to be flexible

in whether causal relationship between views exists or not. Therefore, ζ(w) is

defined as:

ζ(w) = ζintra(w) + λ× ζinter(w). (5.13)

When there is no causal relation between different views, our model is expected to

set λ ≈ 0 (see §5.4).

View Encoding. For each view r ∈ L, we use one simple MLP to encode the r’s

hidden identities:

η(r) = MLP
(
Cview(Sinter(u), r)

)
+ MLP

(
Cview(Sinter(v), r)

)
. (5.14)

As discussed in Section 5.2, we use the importance of view r for view r′, φ(r, r′),

to sample the next connection in inter-view walks. In fact, φ(r, r′) measures how

similar these two views are. Given the vector representation of views, we use

the inner product to measure the similarity of different views. Now based on the

obtained view encoding, η(r), we define:

φ(r, r′) =
η(r).η(r′)∑
r̂∈L η(r).η(r̂)

. (5.15)

Walk Encoding. Given a walk Ŵ ∈ {Winter,Wintra}, we use node encoding

function ζ(.) : Z(m+1)×4 → Rk1 to encode hidden node identities and η(.) :
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Z(m+1)×2 → Rk2 to encode hidden view identities. We then concatenate their

outputs with the embedding of the node’s corresponding timestamp. Finally, we use

an MLP-Mixer [151] to mix these encodings to obtain the walk encoding:

ENC(Ŵ ) = MEAN
(
Htoken +W(2)σ

(
LayerNorm (Htoken)W

(1)
))

, (5.16)

where the i-th row of Htoken is defined as:

Hi
token =

[
ζ
(

ID
(
Ŵ (i, 0)

))
|| η

(
IDview

(
Ŵ (i, 1)

))
|| T (ti)

]
. (5.17)

In the above equations, W(1),W(2),W
(1)
token, and W

(2)
token are learnable parameters,

LayerNorm is layer normalization [10] and σ(.) is a nonlinear function (e.g.,

Gaussian error linear units, GeLU [84]).

Anomaly Score. To assign an anomaly score to a given link e = (u, v, r, t) ∈ E , we

first sample temporal multiplex walks and then encode each walk W ∈ Sinter(u) ∪
Sinter(v)∪Sintra(u)∪Sintra(v) as described above. Next, we use an AGG(.) function

(e.g., mean-pooling) to aggregate walks’ encodings and encode link e. Finally, we

use a 2-layer perceptron to make the anomaly score:

Υ(e) = MLP

 1

M +M ′

∑
Ŵ

ENC(Ŵ )

 , (5.18)

where M and M ′ are the numbers of inter-view and intra-view walks.

5.2.3 ADMIRE Framework

We next explain how we use the view-aware edge encoding method to detect

anomalous interactions. Figure 5.1 illustrates the ADMIRE framework.

Negative Sample Generator. We generate negative samples (NS) to train ADMIRE

in an unsupervised manner. Previous anomaly detection methods mostly use (simple

or biased) random negative samples [17, 188], which limit their generalizability to

real anomalous patterns [138]. Moreover, these methods are designed for simple

networks and cannot generalize to anomalous patterns in multiplex networks. In-

spired by Poursafaei et al. [138], we design a novel negative sampling method for
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temporal multiplex networks.

Let Etrain and Et ⊆ Etrain be the set of edges in the training set and in timestamp

t, respectively. For each edge in the training set e = (u, v, r, t) ∈ E , we generate

three types of negative samples: 1 Inter-view negative samples: We use these

negative samples so our model learns to detect connections that are anomalous across

different views. We randomly generate a negative connection with relation type r

with probability inversely proportional to the number of views (or the summation of

views’ weight, in the case that the importance of views are different) in which this

connection appears. The intuition is that if two nodes are already connected with

several types of connections, a connection of yet another type is unlikely to be an

anomalous connection. 2 Intra-view negative samples: Here, we follow previous

negative sampling generation methods [17, 188] and randomly change one endpoint

of a connection to another node and keep the type of connection unchanged. 3

Historical negative samples: we generate negative edges from the set of edges

that have been observed during previous timestamps but are absent in the current

timestamp. That is, we randomly sample an edge e ∈ Etrain ∩ Ēt.

Training and Loss Function. Let Etrain be the set of edges in the training set and

Eneg be the set of generated negative samples. For each edge e ∈ Etrain ∪ Eneg we

generate temporal multiplex walks to find a view-aware edge encoding of e. Next,

we use the margin-based pairwise loss [28] to train the model. To avoid overfitting,

we also use an L2-regularization loss, L reg
r , which is the summation of the L2

norm of all trainable parameters. This produces the loss function:

L =
∑

(u,v,r,t)∈Etrain

∑
(u′,v′,r,t)∈Eneg

max
{
0, γ +Υ(u, v, r, t)−Υ(u′, v′, r, t)

}
+λL reg,

(5.19)

where 0 ≤ γ ≤ 1 is the margin between normal and negative sampled edges.
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5.3 ADMIRE++: Explainable Anomaly Detection in
Multiplex Dynamic Networks

To apply ADMIRE in real-world sensitive applications (e.g., health-related domains

or financial networks), it is not sufficient to simply make accurate predictions;

domain experts often want to understand why the given model made the prediction

it did. We design a post-hoc explainability method to mimic the predictions of

ADMIRE. Recall that the main intuition behind ADMIRE is to extract the causality

of network dynamics by backtracking over time, extracting network multiplex

motifs. We use these extracted motifs to describe the neighborhood of each node

and then use this data to train a decision tree model. Our goal is that the decision

tree can explain why a connection is abnormal based on the neighborhoods of its

endpoints.

The main challenge is that we have diverse network motifs in large and dense

networks, so we need many features to accurately describe the neighborhood of

each node. We use k-mean clustering [112] on the walk embeddings obtained in

Section 5.2.2, grouping network motifs based on their similarity. Clearly, bigger

values for k produce better explanations.

Let Minter and Mintra be the set of sampled walks started from the endpoints of

all connections in the training set. We encode all walks w ∈Minter ∪Mintra by using

the procedure introduced in Section 5.2.2. Next, we apply k-mean clustering [112]

to obtain C1, . . . , and Ck. Then, for each connection e = (u1, u2, r) ∈ Etrain, we

construct feature vector ve = (vu1 vu2) as follows:

ve =

p11 p12 . . . p1k︸ ︷︷ ︸
vu1

p21 p22 . . . p2k︸ ︷︷ ︸
vu2

 , (5.20)

where p1i and p2i are normalized counting number of sampled walks (motifs) starting

from u1 and u2 in cluster i. That is, p1i =
C1

i
C , where C1

i is the number of sampled

walks starting from u1 that are in cluster Ci, and C is the total number of sampled

walks. Similarly, p2i =
C2

i
C , where C2

i is the number of sampled walks starting

from u2 that are in cluster i. Therefore, in this design, p1i s and p2i s describe the

distribution of motifs in the neighborhoods of nodes u1 and u2, respectively.
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Given the set of connections in the training set Etrain, let V = {ve|e ∈ Etrain},

and M be the ADMIRE model trained on Etrain. We use M(e) to represent the

prediction of ADMIRE for e. We use ψ(r, u) to denote the importance of node

u for view r (see Equation 5.10), and based on that, we define the importance of

connection e = (u, v, r) as ψ(e) = ψ(r,u)+ψ(r,v)
2 . Finally, we use Ψ to denote the

set of ψ(e) for e inEtrain. Let y = {ye ∈ {“Normal”, “Anomaly”}|M(e) = ye},

we construct a dataset Dtree = (V,y,Ψ) to train a weighted optimal decision tree.

Here, the constructed feature for each connection is a data sample, the prediction of

ADMIRE for this data sample is the label, and ψ(e) is the weight of each sample.

Finally, we train our decision tree on this dataset via the algorithm from Behrouz

et al. [21]; the sparsity in optimal sparse decision trees guarantees interoperability

and the algorithm guarantees the performance quality of the model [21].

To choose the value of k, we need to consider the number of walks, the number

of samples, and the computing resources. That is, larger k leads to more accurate

clustering and better performance, accordingly; however, it can significantly affect

the running time of the weighted sparse decision tree algorithm. To this end, we

tune 2× k as the maximum number of features that the weighted sparse decision

tree algorithm can find the optimal solution in less than a time threshold.

Inference. In the inference phase, for each connection e = (u, v, r) we first sample

inter-view and intra-view walks starting from u and v. Based on the sampled walks,

we construct the feature ve using Equation 5.20. Finally, we use the constructed

feature vector to make a prediction for e by the trained optimal tree. Since the model

is an interpretable tree the path of prediction explains ADMIRE’s prediction.

5.4 Experiments

5.4.1 Experimental Setup

We tune hyper-parameters by cross-validation and search the hyper-parameters over

1 µ ∈ {0.5, 1, 2, 4}×10−5, 2 Inter-view sampling numberM ∈ {32, 64, 128, 256},

3 Intra-view sampling number per view M ′ ∈ {8, 16, 32, 64}, 4 Walk length

m ∈ {2, 4, 8, 12}. In training, we use a learning rate of 0.0001, hidden dimension

100 in MLP-Mixer, and batch size of 600.
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Table 5.1: Performance comparison of ADMIRE and baselines in multiplex
networks (AUC).

Methods RM DKPol Amazon DBLP Ethereum Ripple

Anomaly % 1% 5 % 1% 5 % 1% 5 % 1% 5 % 1% 5 % 1% 5 %

Single-layer Methods

GOUTLIER 0.7138 0.6982 0.6844 0.6597 0.6973 0.6672 0.7059 0.6901 0.7017 0.6799 0.7036 0.6851
CM-SKETCH 0.7127 0.7012 0.7058 0.6930 0.6881 0.6719 0.7186 0.6915 0.7408 0.7277 0.7360 0.7194
NETWALK 0.7739 0.7641 0.7706 0.7581 0.7228 0.7122 0.7742 0.7523 0.7956 0.7885 0.7904 0.7823
ADDGRAPH 0.8005 0.8093 0.8149 0.8087 0.7796 0.7735 0.8024 0.7995 0.8133 0.8090 0.8205 0.8217

Multiplex Methods

MNE 0.7994 0.7955 0.8050 0.7913 0.7108 0.7017 0.7532 0.7499 0.7541 0.7495 0.7813 0.7754
ML-GCN 0.7921 0.7886 0.7915 0.7907 0.7344 0.7263 0.7519 0.7439 0.7940 0.7918 0.8115 0.8072
ANOMULY 0.8783 0.8729 0.8694 0.8610 0.8289 0.8195 0.8825 0.8754 0.8906 0.8852 0.8938 0.8871
ADMIRE 0.9016 0.9125 0.9093 0.8952 0.8097 0.8041 0.8873 0.8824 0.8416 0.8392 0.9160 0.8899

Improvement 2.65% 4.53% 4.59% 3.97% -2.31% -1.88% 0.54% 0.79% -5.50% -5.19% 2.48% 0.32%

Table 5.2: Performance comparison of ADMIRE and baselines in single-layer
networks (AUC).

Methods Bitcoin Amazon-S DBLP-S

Anomaly % 1% 5 % 1% 5 % 1% 5 %

GOUTLIER 0.7143 0.7091 0.6923 0.6614 0.7108 0.6995
CM-SKETCH 0.7146 0.7015 0.7049 0.6621 0.7084 0.6877
NETWALK 0.8375 0.8367 0.7483 0.7302 0.7779 0.7590
ADDGRAPH 0.8534 0.8416 0.7872 0.7828 0.7911 0.7932
ANOMULY 0.8707 0.8661 0.8014 0.7943 0.8129 0.8236
ADMIRE 0.8996 0.8902 0.7935 0.8007 0.8521 0.8509

Improvement 3.32% 2.78% 0.99% 0.81% 4.82% 3.31%

The experimental setup, datasets, baselines, and anomaly injection approach are

all the same as what we used for ANOMULY as described in Section 4.3.

5.4.2 Results

We compare ADMIRE with the baseline methods as well as ANOMULY on both

dynamic and static multiplex networks with different percentages of anomalous
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edges (i.e., 1%, 5%). Table 5.1 reports the AUC for ADMIRE and both the baselines

and ANOMULY. ADMIRE outperforms all baselines in all datasets and outper-

forms ANOMULY in four out of six multiplex network datasets. It improves the

ANOMULY results by 2.48%, on average, in the four datasets. There are three

reasons for ADMIRE’s superior performance: (1) ADMIRE is an inductive method

and does not rely on node identities, which makes it a powerful tool for the detection

of complex patterns. (2) ADMIRE uses a time encoder module that can capture

the temporal patterns in continuous timestamps, instead of approximating time by

discrete snapshots. (3) ADMIRE uses a novel negative sample generator that allows

it to learn more complex anomalous patterns.

ANOMULY outperforms ADMIRE in two datasets: Amazon and Ethereum.

These datasets have discrete timestamps and are naturally snapshot-based, so

ANOMULY correctly captures their temporal properties; ADMIRE’s continuous

time modeling is not useful. Also, these two datasets are particularly sparse, and

random-walk-based methods might not be able to capture neighborhoods properly.

This sparsity might cause the inter-view and intra-view walks in ADMIRE to treat

far nodes as neighbors.

Table 5.2 reports the AUC for both the baselines and ANOMULY on single-layer

networks. Results show the same pattern as in Table 5.1. The only exception is

Amazon-S data when we have 5% anomalous connections. ADMIRE’s ability to

detect more complex anomalous patterns coupled with the relatively large percentage

of anomalous connections makes this task more difficult for ANOMULY than for

ADMIRE, leading to ADMIRE outperforming ANOMULY.

5.4.3 Ablation Study

We next conduct ablation studies on the Amazon, DBLP, and Ethereum datasets to

validate the effectiveness of ADMIRE’s critical components. Table 5.3 shows AUC

results for the anomaly detection task in multiplex networks with an anomaly rate of

1%. The first row reports the performance of the complete ADMIRE implementation.

Each subsequent row shows results for ADMIRE with one module modification: the

second row removes inter-view walks, the third row removes intra-view walks, and

the fourth row removes learnable parameter λ and uses the summation of inter-view
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Table 5.3: Ablation study on ADMIRE (AUC). In each row, we remove/re-
place one of the ADMIRE’s components and keep the others unchanged.

Methods Amazon DBLP Ethereum

1 ADMIRE 0.8097 0.8873 0.8416
2 w/o inter-view 0.7901 0.8699 0.8254
3 w/o intra-view 0.7619 0.8307 0.8352
4 w/o λ (λ = 1) 0.7946 0.8651 0.8390
5 w/o attention 0.7953 0.8612 0.8208
6 w/o time encoding 0.7615 0.8644 0.8025
7 w/o inter-view NS 0.7998 0.8819 0.8211
8 w/o intra-view NS 0.8032 0.8794 0.8387
9 w/o historical NS 0.8055 0.8537 0.8376
10 w/ RNN 0.7812 0.7929 0.8341

Table 5.4: Accuracy (%) of generated tree explanation on Amazon, DBLP
and Ethereum. This table shows how well ADMIRE++ mimics ADMIRE

predictions. We embolden the best results for each depth and use an
underline to show the best performance for each dataset.

Depth Amazon DBLP Ethereum

k = 3 k = 4 k = 5 k = 6 k = 3 k = 4 k = 5 k = 6 k = 3 k = 4 k = 5 k = 6

4 67.04 74.19 75.73 75.54 65.33 67.15 69.78 70.12 65.23 67.91 68.52 70.36
5 71.95 79.47 81.28 82.56 70.49 71.62 73.91 75.35 66.07 70.24 74.50 79.48
6 72.62 82.80 84.36 86.71 71.15 75.86 76.02 78.11 69.19 75.09 82.39 84.05

and interview encodings. The fifth row removes the attention module, the sixth row

moves the time encoding module, the seventh to ninth rows remove different types

of negative samples in the training, and the last row replaces MLP-Mixer with an

RNN. The results show that each component contributes to ADMIRE’s performance.

The greatest contribution comes from intra-view, MLP-Mixer, and time encoding

module.
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5.4.4 How Well Does ADMIRE++ Mimic ADMIRE?

We evaluate how well ADMIRE++ mimics ADMIRE by reporting the accuracy

of ADMIRE++ on the Amazon, DBLP, and Ethereum datasets in Table 5.4. As

expected, considering more features (larger k) results in better performance, because

increasing the k allows ADMIRE to more accurately distinguish different network

motifs. However, even with a small number of features, k = 4, we can achieve good

performance (Acc ≥ 75%) on mimicking ADMIRE’s prediction.

5.4.5 What Does the Generated Tree Look Like?

We now examine how to use ADMIRE++ to interpret predictions. Figure 5.2 shows

the generated tree by ADMIRE++ and the motif clusters with an extracted motif

in each cluster when k = 3 and depth= 4. One can interpret the decision tree

prediction as: a link is abnormal if one of its endpoints has some connections in

only one view. However, if both of its endpoints have the same status (both have

neighbors in either only one view or different views), the connection is normal.

That is, given the fact that the Amazon dataset has only two views, clusters 1 and

3 represent the neighborhood of a node where most of its connections are in one

view. Cluster 2 represents the neighborhood of a node where its connections with

neighbors have diverse types. Therefore, for a normal connection, we expect to

see the same distribution of clusters 1 and 3 in sampled walks started from the

connection endpoints.

What Do the Clusters Look Like? As discussed in Table 5.4, the number of

clusters (i.e., k) can directly affect the performance of ADMIRE++. However, it

is not the only factor as the distribution of the walk encodings in the embedding

space is also important. That is, if walk encodings in the embedding space are hard

to distinguish, the decision tree might not be able to distinguish them either. To

this end, we use t-SNE and visualize the walk encodings in a 3D space. The results

are shown in Figure 5.3. While clusters of walks in the Amazon dataset are easily

distinguishable, clusters in DBLP and Ethereum datasets are harder to distinguish.

Accordingly, it is harder for the decision tree to mimic ADMIRE on the DBLP and

Ethereum than on the Amazon dataset, which explains ADMIRE++’s performance

in Table 5.4.
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Motif Clusters

Cluster 1:

Cluster 2:

Cluster 3:

Normal Normal

NormalNormal Anomaly Anomaly

Figure 5.2: (Top) Motif clusters and example of an extracted motif in each
cluster. (Bottom) The ADMIRE++ tree explanation on the Amazon
dataset (depth=4). Different colors in the motif examples show the
changes in views. Here, P j i are the features constructed in Equa-
tion 5.20.

We further discuss ADMIRE++ for analyzing the human brain in Chapter 6.

5.5 Conclusion
We present ADMIRE, an end-to-end inductive unsupervised learning method

on multiplex networks to detect anomalous connections. ADMIRE uses inter-

view (resp. intra-view) temporal walks to implicitly extract network motifs and

causal relationships across different views (resp. within a view) and adopts novel

anonymization based on the correlation between multiplex network motifs to hide

the identity of nodes and views. Next, it uses an MLP-Mixer to encode the sequence

of nodes and views in a walk. By aggregating all the walks starting from a node,
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(a) Amazon (b) DBLP

(c) Ethereum

Figure 5.3: 3D visualization of clusters using t-SNE (k = 4). While clusters
of walks in the Amazon dataset are simply distinguishable, clusters in
DBLP and Ethereum datasets are hard to distinguish, which is the reason
for the worse performance of ADMIRE++ (see Table 5.4) on these two
datasets.
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ADMIRE encodes its neighborhood. Finally, it uses a classifier that labels con-

nections as normal/abnormal based on their endpoints’ neighborhood. To explain

ADMIRE’s prediction in sensitive domains, we present ADMIRE++ that leverages

the extracted inter-view and intra-view walks in ADMIRE to explain why a con-

nection is predicted as abnormal. It uses a weighted optimal sparse decision tree

model, which is a provably powerful interpretable model, to mimic ADMIRE’s

predictions. Our experimental results show the superior performance of ADMIRE

against ANOMULY and baselines.
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Chapter 6

Anomaly Detection in the Human
Brain

We now turn to a particularly interesting application of ANOMULY and ADMIRE at

the intersection of health and neuroscience. We discuss three different approaches to

modeling multimodal neuroimaging data as multiplex networks and show how

ANOMULY and ADMIRE can address the limitations of existing methods in

anomaly detection in human brain networks. Our experiments on Parkinson’s

Disease (PD), Attention Deficit Hyperactivity Disorder (ADHD), and Autism Spec-

trum Disorder (ASD) show the efficiency and effectiveness of our approach in

detecting anomalous brain activity in people living with these diseases or disorders.

6.1 Introduction
Recently, the fields of neuroscience and brain imaging research have undergone a

significant shift in focus from region-specific analyses to network models [13, 123],

largely due to the rapid development of modern neuroimaging technology. Network

models of the brain represent regions of interest (ROIs) as nodes and calculate

pairwise similarities between regions to form edges [69], usually derived from

functional Magnetic Resonance Imaging (fMRI) or structural Magnetic Resonance

Imaging (sMRI). These models have been helpful in enhancing our understanding of

brain diseases and disorders [42, 140]. As a result, empirical data on brain networks
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has substantially increased in size and complexity, leading to a strong demand for

appropriate tools and methods to model and analyze it [140].

At the same time, there has been significant interest in machine learning methods

for analyzing graph-structured data in various domains, such as drug discovery [167],

neuroscience [1], and biology [73]. While several studies demonstrated the effi-

cacy of machine learning on graphs for analyzing human brain networks, most

focus on graph or node classification tasks [54, 94]. These tasks involve detecting

diseases [190], predicting biological features [94], and identifying functional sys-

tems [16]. However, detecting abnormal brain activity in people with neurological

disorders is a crucial step in understanding the causal mechanisms of symptoms,

facilitating early detection and the development of medical treatments. Most ex-

isting studies consider a single brain network (from a single type of neuroimage

or a single subject), which can be noisy or incomplete [6, 185]. To address this

limitation, De Domenico [59] suggests using static multiplex networks. Multiplex

networks are graphs where nodes can be connected by different types of edges [98].

Edge types can be the brain networks of different subjects or different neuroimaging

modalities.

Limitation of Previous Methods. Although anomaly detection in graphs is a

well-studied problem, brain networks have five unique traits that make directly

applying existing graph anomaly detection models impractical: 1 Noisy data:

a single neuroimaging data sample can be extremely noisy and inaccurate [6],

which hinders the identification of biological insights into the structure of brain

networks. Existing general anomaly detection methods can use only a single

brain image, making them sensitive to noise, or one must aggregate different

neuroimages as a pre-processing step, missing complex brain activity in each

brain image. 2 Multimodal neuroimaging: while several studies discussed the

importance of using different neuroimage types (e.g., fMRI, sMRI, etc.), because

different modalities provide complementary information [186, 191], existing works

are limited to a single type of neuroimage and are unable to incorporate information

about different modalities. 3 Complex activity: brain activities are complex and

potentially different in different subjects, while existing methods are designed in the

transductive setting, which limits their generalizability to unseen nodes or patterns.
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4 Time alignment: existing methods assume that the timestamps in different graphs

are meaningfully related. However, while modeling neuroimage data as temporal

brain networks, the timestamps might be shifted and are unlikely to be aligned

across brain images of different subjects. 5 Explainability: decision making on

health-related data, which is sensitive, requires explainable models, but existing

methods are uninterpretable black boxes.

There are two other limitations that plague existing studies: i These studies

assume pre-defined anomaly patterns or man-made features. Such approaches do

not easily generalize to the brain activity of different individuals. Moreover, in a

real-world scenario, brain activity might be more complex in nature, and it is nearly

impossible to detect anomalies with high accuracy using pre-defined patterns/roles.

ii These methods are designed for static brain networks, missing the dynamics of

brain activity over time.

6.2 Related Work on Machine Learning for Brain
Networks

Feature Learning in Brain Networks. In recent years, several studies focused

on analyzing brain networks to understand and distinguish healthy and diseased

human brains [44, 86, 165]. Recently, due to the success of GNNs in analyzing

graph-structured data, deep models have been proposed to predict brain diseases

by learning the graph structures of brain networks [52, 54, 91, 92, 190]. All these

methods are designed for either graph or node classification and cannot easily be

extended to edge-anomaly detection.

Anomaly Detection in Brain Networks. Several recent studies focus on analyzing

brain networks to distinguish healthy and diseased human brains [44, 86, 165].

Due to the success of GNNs in analyzing graph-structured data, deep models have

been proposed to predict brain diseases by learning the brain network structure [52,

54, 91, 92, 190]. Several anomaly detection methods have been proposed to find

anomalous regions or subgraphs in the brain, which might indicate the presence

of a disease [42, 109, 184]. All these methods are designed for node or subgraph

anomaly detection tasks in single brain networks and cannot easily be extended to

detect anomalous edges in multiplex brain networks. Also, these methods do not
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learn anomalous patterns; they find only pre-defined patterns/rules for anomalies.

6.3 Why/How to Model Human Brain as a Multiplex
Network

Given a neuroimaging dataset, we answer the following three questions:

Q1: How does multiplex modeling improve upon modeling a single network? While

modeling the human brain as a network has gained much attention in the neuro-

science community in recent years [108, 114], most studies have focused on a single

type of simple brain networks [42, 109]. However, recent research on brain network

analysis suggests that different modalities of brain networks provide complementary

information [186, 191]. The fusion of multiple modalities can lead to consistent

improvements in brain analysis. Additionally, several studies suggest that brain

networks generated from an individual can be noisy and incomplete [6, 101, 185].

Consequently, researchers are exploring the possibility of studying the human brain

without necessarily discarding or aggregating the vast amount of data available [59].

Multiplex brain networks, where each view represents a type of neuroimaging

data or the neuroimage of an individual, are accurate models that can capture the

complementary information provided by different neuroimaging data and increase

the model’s robustness to noise and incompleteness in individual neuroimages.

Q2: How can neuroimaging data be modeled as (temporal) multiplex networks? We

focus on three ways to model neuroimaging data as multiplex networks.

1 Activity in different frequency bands: in the context of fMRI images, previous

work utilizes filtering procedures to extract signals within a particular frequency

range, typically between 0.01 and 0.1 Hz [59, 61]. However, the selection of the

frequency band carries significant implications for the functional representation of

the brain. In fact, existing methods do not distinguish the contributions coming from

different frequency bands, overlooking the contributions of different ranges, and

instead, concentrate on a single frequency range. To this end, De Domenico et al.

[60] shows that brain signals in a range between 0.01 and 0.25 Hz, in steps of 0.02

Hz, provide unique information and should be neither aggregated nor neglected. We

suggest using multiplex brain networks, where each view represents the graph of

signals in a specific range.
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2 Multimodal brain networks: Recently, several studies discussed the importance

of using different neuroimage types (e.g., fMRI, sMRI, Diffusion Tensor Imaging

(DTI), etc.) in brain network analysis, as different modalities of brain networks

provide complementary information [186, 191]. A multiplex brain network can

represent a multimodal brain network, where each view models the brain network

produced from a specific type of neuroimage (e.g., fMRI or sMRI).

3 Different subjects: Previous studies discuss the challenges of the existence of

noise in a brain network generated from an individual [101, 185]. Most existing

methods aggregate (e.g., averaging) the data from different individuals to mitigate

the noise in the dataset [1, 42]. However, this aggregation discards complex patterns

in each individual’s brain activity, causing missing information. Moreover, in

brain network disease/disorder analysis, it is known that individuals having the same

disease or disorder share similar patterns [55, 93], which means that disorder/disease-

specific anomalous activity requires consideration of the brain networks of different

subjects. In a multiplex brain network, each view can represent the brain network

of an individual.

6.4 Modified Attention Mechanism For Multiplex Brain
Networks

As we discussed in Chapter 1 and Section 4.2.3, different views might exhibit differ-

ent importance. For example, one disease might be more correlated with functional

connectivity than structural connectivity, or a brain network of an individual can be

noisy, and we need to automatically ignore it in the training process. We addressed

this in Section 4.2.3 by using an attention mechanism that learns the importance of

each view for each node. While this attention mechanism is designed for general

multiplex networks, assuming that the importance of each view for each node is

different, it is not the best approach to balance the trade-off between scalability and

performance. That is, although this mechanism is more general, it requires learning

many parameters, limiting its scalability to large networks with a large number of

views. In our experimental evaluations on multiplex brain networks, we observe

that the importance of one view for different nodes is almost the same. Therefore,

we design a more efficient and scalable attention mechanism for multiplex brain
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networks that learns the importance of each view for other views (independent of

nodes), because in a multiplex brain network we might have a large number of

views (e.g., a large number of subjects, a large number of image modalities, or a

large number of frequency bands). One can interpret this attention mechanism as a

model that learns the correlation between each pair of views.

Given two arbitrary views r1, r2, let η(r1) and η(r2) be the learned encoding

of r1 and r2 (see Section 5.2.2). Inspired by Graph Attention Networks [154], we

define the importance of r2 for r1, ψ(r1, r2), as:

ψ(r1, r2) =
exp

(
σ
(
a⃗T .[Watt η(r1) || Watt η(r2)]

))∑
r′∈L exp (σ (⃗aT .[Watt η(r1) || Watt η(r′)]))

,

where a⃗ and Watt are learnable parameters and σ(.) is an activation function (e.g.,

ReLU). The main intuition of this attention mechanism is to (1) use learnable matrix

Watt to project view encodings to the same embedding space, and (2) use a⃗ to learn

the importance of each view in the concatenation. Note that the softmax function is

used to normalize weights.

6.5 Experiments

6.5.1 Experimental Setting Details

We tune hyper-parameters by cross-validation, and search the hyper-parameters over

1 µ ∈ {0.5, 1, 2, 4}×10−5, 2 Inter-view sampling numberM ∈ {32, 64, 128, 256},

3 Intra-view sampling number per view M ′ ∈ {8, 16, 32, 64}, 4 Walk length

m ∈ {2, 4, 8, 12}. Also, in the training, following the previous chapters, we use

a learning rate of 0.0001, hidden dimension 100 in MLP-Mixer, and batch size of

600.

To visualize the average distribution of anomalous connections, we use Brain-

Painter [118] with the Desikan-Killiany atlas.

6.5.2 Datasets

We evaluate ADMIRE and ANOMULY on multiplex brain networks using three

real-world datasets, PD [57], ADHD [29], and ASD [50]. Each of the datasets
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represents one type of multiplex brain network modeling proposed in Section 6.3.

PD Dataset. Attention dysfunction is a common symptom of Parkinson’s disease

(PD) and has a significant impact on quality of life. This dataset [57] uses the

Attention Network Test (ANT) [67] and is designed to study three aspects of atten-

tion: alerting (maintaining an alert state), executive control (resolving conflict), and

orienting. It consists of both structural and functional MRI images of participants

with and without PD, with six repetitions of the ANT task [67]. It contains data for

25 subjects (7 female, age = 66.1± 10.0 yrs, years since disease onset = 8.4± 4.8)

in the PD group and 21 subjects (12 female, age = 62.1 ± 9.9 yrs) in the healthy

control group. We model the data using a temporal multiplex brain network with

two views, 114 ROIs, and six timestamps (fMRI during each task). The first view

represents the brain network obtained from fMRI, while the second view represents

that generated from T1-weighted structural MRI.

ADHD Dataset. This dataset consists of resting fMRI data taken from the USC

Multimodal Connectivity Database [29]. The dataset contains data for 50 subjects

(27 female, age = 9.84± 3.57 yrs) in the ADHD group and 50 subjects (25 female,

age = 12.74± 4.1 yrs) in the typically developed (TD) control group. This dataset

is preprocessed (https://ccraddock.github.io/cluster_roi/atlases.html). We model

this data using a temporal multiplex brain network with 50 views, 190 ROIs, and 10

timestamps; each view represents the brain network of an individual.

ASD Dataset. This dataset consists of resting fMRI data taken from the Autism

Brain Imaging Data Exchange (ABIDE) [50]; it contains data for 45 subjects (23

female, age = 23.1± 8.1 yrs) in the ASD group and 45 subjects (22 female, age

= 25.4± 8.9 yrs) in the typically developed control group. We have followed the

five pre-processing strategies denoted as DPARSF, followed by Band-Pass Filtering

with different filters in a range between 0.01 and 0.25 Hz, in steps of 0.02 Hz. This

range and steps are previously motivated by De Domenico et al. [60]. We model

this data using a temporal multiplex brain network with 12 views, 116 ROIs, and

10 timestamps; the i-th view represents the brain network obtained by filtering the

fMRI values in the range [0.01 + (i− 1)× 0.02, 0.01 + i× 0.02] Hz.

Synthetic Anomalies. In addition to real-world case studies on PD, ADHD, and

60

https://ccraddock.github.io/cluster_roi/atlases.html


ASD, we use these datasets and inject anomalies (as we have done in Section 4.3) to

investigate the parameter sensitivity of ADMIRE and also compare the performance

of ADMIRE and ANOMULY in inductive and transductive setting on the brain

network analysis domain.

Pre-pocessing. Unless stated otherwise, for preprocessing and constructing brain

networks from original fMRI and DTI data, we use the FSL toolbox and BrainGB [53].

6.5.3 Baselines

We evalute both ANOMULY and ADMIRE in the transductive setting and then

further evaluate ADMIRE in the inductive setting. Accordingly, in addition to

the baselines we used in Sections 4.3 and 5.4, we use three new methods that are

specifically designed for inductive settings, because none of the existing methods for

anomaly detection are designed for inductive settings. These new baselines help us

to investigate the performance of ADMIRE in the inductive setting. CAW-N [163]

is an inductive method that uses causal anonymous walks to extract network motifs

and a novel set-based anonymization process that keeps the model inductive by

hiding the identity of nodes during the training phase. EvolveGCN [129] uses

a RNN to estimate the GCN parameters for future snapshots. TGAT [56] uses

GAT [154] to extract node representations where the nodes’ neighbors are sampled

from the history and then encode temporal information via random Fourier features.

We exclude ANOMULY in the inductive setting as it is designed for the transductive

setting and cannot generalize to unseen patterns or nodes.

6.5.4 Experimental Setup

In each real-world experiment, we use the neuroimages of people in the control

group (either healthy or TD) to train the models. Once the models are trained, we

test them by using the neuroimages of people in the condition group (living with

PD, ADHD, or ASD). In the inductive setting, we follow previous work [88, 163]

and randomly hide 10% of nodes in the training phase.
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6.5.5 Results

Effectiveness Evaluation. We first compare the effectiveness of ADMIRE and

ANOMULY with baselines on the task of detecting synthetic anomalous connec-

tions. Table 6.1 reports the AUC of all the methods on different datasets. ADMIRE

outperforms ANOMULY and all baselines by a significant margin (min = 6.42%

and max = 18.04% performance improvement over the ANOMULY performance)

in the transductive setting. There are four reasons for ADMIRE’s superior perfor-

mance: 1 ADMIRE outperforms monoplex methods as it is a multiplex method

and is able to learn from different data sources, image modalities, or frequency

bands by using inter-view walks and attention mechanism over intra-view walks that

incorporates complementary information from different views. 2 It outperforms

multiplex methods as it can capture the complex underlying rules of brain activities

through its two causal walks over time. Also, its anonymization process hides the

identity of nodes and views and captures the correlation between walks, increasing

its ability to generalize better to unseen patterns in the test data. ANOMULY uses

GRU cells to update node embeddings in discretized time steps, limiting its ability

to model time as a continuous variable, which misses some continuous temporal

patterns in brain activity. That is, ADMIRE is a stream-based method and uses a

time encoding module to capture time information, while ANOMULY is snapshot-

based and aggregates edges into network snapshots, which remove some useful

time information [163]. 3 ADMIRE is scalable with respect to the number of

views and can be trained on many data sources, image modalities, or frequency

bands. ANOMULY, as well as ML-GCN, use different GNN modules for each

view, making them infeasible for large networks with a large number of views (e.g.,

ADHD dataset with 50 subjects).

Table 6.1 reports the performance of ADMIRE and inductive baselines in the

inductive setting. We attribute ADMIRE’s superior performance (with min =

11.08% and max = 26.89% improvement over the best baseline) to two main

reasons: 1 ADMIRE is an end-to-end anomaly detection method with an exclusive
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Table 6.1: Performance comparison of ADMIRE and baselines in multiplex
brain networks (AUC).

Methods PD ADHD ASD

Anomaly % 1% 5 % 1% 5 % 1% 5 %

Tr
an

sd
uc

tiv
e

Monoplex Methods

GOUTLIER 61.42 59.98 65.37 64.70 60.85 59.13
NETWALK 69.71 0.6902 70.29 69.86 69.07 68.52
ADDGRAPH 71.94 70.33 71.89 70.11 71.30 70.96

Multiplex Methods

MNE 70.39 70.54 73.78 72.31 70.19 69.94
ML-GCN 68.50 68.33 -∗ -∗ 69.56 69.35
ANOMULY 78.07 79.85 -∗ -∗ 77.14 77.08
ADMIRE 85.09 84.98 88.67 88.53 91.06 89.95

In
du

ct
iv

e EvolveGCN 55.18 55.06 57.23 57.41 56.89 56.21
TGAT 59.34 58.72 60.19 60.10 60.28 59.93
CAW-N 75.85 75.90 71.64 71.02 71.31 71.96
ADMIRE 84.72 84.31 88.03 88.97 90.49 90.28

∗ Training time exceeds the threshold.

Table 6.2: Ablation study of ADMIRE on brain network datasets. (AUC).

Methods PD ADHD ASD

1 ADMIRE 85.09 88.67∗ 91.06
2 w/o inter-view 78.59 88.73∗ 80.65
3 w/o intra-view 77.14 69.59 79.62
4 w/o λ (λ = 1) 80.42 80.36 89.30
5 w/o attention 84.79 86.14 86.57
6 w/o time encoding 84.16 82.78 85.92
7 w/o inter-view NS 84.77 84.28 83.46
8 w/o intra-view NS 79.91 78.75 81.09
9 w/o historical NS 84.68 84.16 84.31
10 w/ RNN 83.90 85.32 89.13
11 Monoplex-ADMIRE 76.52 72.07 74.15
∗ There is no causal relation between views.
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design of generating negative samples and training process, while baselines are

designed to learn the temporal and structural properties of the network. 2 ADMIRE

is a multiplex method, while baselines are monoplex methods.

Ablation Studies. We further conduct ablation studies to validate the effectiveness

of each component of ADMIRE. The results are summarized in Table 6.2. Rows

2 and 3 show the effectiveness of inter-view and intra-view walks. The only

exception is removing the inter-view walks in the ADHD dataset. As we discussed

in Section 5.2.2, when there is no causal relation between views, inter-view walks

are not informative and our model is expected to learn to ignore these walks (set

λ = 0). Accordingly, removing these walks from ADMIRE does not hurt the

performance on the ADHD dataset, because there is no causal relation between

views. Rows 4 and 5 show the importance of the learnable parameter λ and the

attention mechanism that incorporates information from different views. Rows 7,

8, and 9 show the importance of our new negative sample generator. When using

RNN instead of MLP-Mixer in the walk encoding phase (row 10), we gain better

performance due to its ability to learn the dependency of nodes’ encoding in a

walk. Finally, the last row shows the superior performance of multiplex ADMIRE

over monoplex ADMIRE, when using only one brain network generated from an

individual, image modality, or frequency band. These results show the importance

of multiplex modeling of neuroimages.

Why Modified Attention Mechanism? Given a view r and a node u, we use Ω(u, r)

to show the importance of view r for node u. We use the attention mechanism

proposed in Section 4.2.3 and train the model on PD, ADHD, and ASD datasets.

We observe that Ω(u, r) ≈ Ω(v, r) for any given view r and arbitrary nodes u and

v. That is, given a view r, the maximum variance of Ω(u, r) for different nodes u is

0.02, 0.05, and 0.02 in PD, ADHD, and ASD datasets, respectively.

Our experimental evaluation shows that this attention mechanism, on average,

requires ≈ 45% less training time on PD, ADHD, and ASD datasets.

Parameter Sensitivity. We systematically analyze the effect of hyperparameters

used in ADMIRE on the performance. Figure 6.1(a) shows that only a small number

of intra-view walks are enough to achieve competitive performance. While more

inter-walks improve the performance until some point, the performance gain is
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Figure 6.1: The effect of hyperparameters on the performance (a-c), and λ
evolution (d).

saturated after that. A similar pattern can be seen for increasing the number of intra-

view walks (Figure 6.1(b)). Note that this figure reports the number of intra-view

walks per view. Accordingly, we expect to see more performance gain on datasets

with a fewer views (e.g., PD). Figure 6.1(c) shows that ADMIRE might achieve

the best performance at a certain walk length, while the exact value depends on the

complexity of higher-order motifs that are required to learn the underlying network

dynamics as well as the number of views. Networks with a large number of views

might need longer walks to learn the causal relation in different views, because it

takes more steps to visit all the interrelated views. Finally, Figure 6.1(d) shows

the evolution of λ in training. As expected, in datasets with no causal relationship
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between different views (e.g., ADHD), ADMIRE learns to set λ ≤ 0.1 after only

a few epochs. For other datasets, it shows that ADMIRE converges quickly to the

best value of λ.

Is Multiplex Modeling Robust to Noise? As discussed in Section 6.3, one of

the main motivations for modeling neuroimaging datasets as multiplex networks

is to make the model more robust to noise in each brain image. To validate the

efficacy of this approach, we add Gaussian noise to a subset of brain images

(5%, 10%, 20%, 30% and 40%) in the ADHD dataset. We model the noisy dataset

as a multiplex brain network and use it to train ADMIRE. Next, as a baseline,

following previous methods [101, 185], we take the average of all brain images in

the noisy dataset and use it to train the monoplex ADMIRE. Figure 6.2 reports the

performance of ADMIRE and monoplex ADMIRE with a varying fraction of noisy

samples. Not only does ADMIRE achieve superior performance by a significant

margin, but it is more robust to noise than monoplex ADMIRE. This experiment

shows the importance of multiplex modeling and also the efficacy of the proposed

attention mechanism that learns to ignore noisy samples.

6.5.6 Results on Real-world Datasets

We next report findings from applying ADMIRE to real-world datasets. We train our

model on the healthy control group and then test it on the condition group (living

with PD, ADHD, ASD) to find anomalous brain activity of people in the condition

group.

Parkinson’s Disease. We focus on abnormal brain structure and functional activity

of PD patients. Since the brain of each individual in each task might also have

unique complex activity, we need to focus on common or more frequently appeared

anomalous connections between ROIs over different subjects to capture abnormal

activity that might be correlated to PD. To this end, we show how anomalous

connections found by ADMIRE are distributed in the brain of people living with

PD. Figure 6.3 reports the average distribution of anomalous edges in the brain

networks of people living with PD. Most anomalous edges found by ADMIRE

have a vertex in either Posterior Cingulate, Superior Parietal, Medial Orbitofrontal,
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Figure 6.2: The advantage of multiplex brain networks over monoplex brain
networks.

Figure 6.3: The distribution of anomalous edges in PD group.

Figure 6.4: The distribution of anomalous edges in ADHD group.
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Figure 6.5: The distribution of anomalous edges in ASD group.

Pars Opercularis, or Supramarginal Gyrus (≥ 95% of all found anomalies). Most

anomalous edges found by ANOMULY have a vertex in the same brain regions.

Next, we apply ADMIRE and ANOMULY on the healthy control group to see

whether these findings are exclusive to the PD group and to identify possible noise

in the dataset. We observe that ADMIRE finds 94.2% fewer anomalous connections

in the healthy control group, most of which have a node in either Temporal Pole

or Anterior Insula. ANOMULY finds 85.91% fewer anomalous connections in the

healthy control group, most of which have a node in Temporal Pole.

Attention Deficit Hyperactivity Disorder. Following the previous experiment, we

first focus on abnormal brain activity in subjects in the ADHD group. Figure 6.4

shows the average distribution of anomalous edges in the brain networks of subjects

in the condition ADHD group. Most abnormal connections found by ADMIRE

have an endpoint in either Frontal Pole, Right Lateral Occipital Cortex, Lingual

Gyrus, Left Temporal Pole, or Right Superior Parietal Lobule (≥ 95% of all found

anomalies). Interestingly, these findings are consistent with previous studies on

ADHD, using voxel-wise estimation of regional tissue volume changes [158], ab-

normality in DTI images [103], and Forman–Ricci curvature changes [42], which

shows the potential of ADMIRE in revealing abnormal connections that might be

correlated to a brain disease or disorder. ANOMULY misses abnormal activities in

Lingual Gyrus, Left Temporal Pole, and Right Superior Parietal Lobule.

Applying ADMIRE on the healthy control group, we observe that ADMIRE

finds 89.6% fewer anomalous connections in the healthy control group, most of

which have an endpoint in either Planum Polare or Angular Gyrus. ANOMULY

finds 74.36% fewer anomalous connections in the healthy control group, most of

which have a node in either Frontal Pole or Angular Gyrus.
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Figure 6.6: (Left) Motif clusters and example of an extracted motif in each
cluster. (Right) The ADMIRE++ tree explanation on PD dataset
(depth=3). Different colors in the motif examples show the changes
in views. Here, P j i are the features constructed in Equation 5.20.

Autism Spectrum Disorder. Figure 6.5 shows the average distribution of anoma-

lous edges in the brain networks of subjects in the condition ASD group. Most

abnormal connections found by ADMIRE have an endpoint in either Right Superior

Temporal Gyrus, Right Cerebellum Cortex, Right Precuneus, Frontal Pole, Left Lat-

eral Occipital (≥ 95% of all found anomalies). Although several studies about ASD

found different abnormality patterns, there is still no known ASD biomarker [124].

However, part of our findings about abnormal activity in the cerebellum cortex is

consistent with previous studies [143]. ANOMULY misses abnormal activities in

Left Lateral Occipital and Right Cerebellum Cortex.

Applying ADMIRE on the healthy control group, ADMIRE finds 93.7% fewer

anomalous connections in the healthy control group, most of which have an endpoint

in either Temporal Pole or Posterior Cingulate Cortex. ANOMULY finds 79.14%

fewer anomalous connections in the healthy control group, most of which have a

node in Temporal Pole.

6.5.7 ADMIRE++ Explanations

To evaluate the quality of ADMIRE++, we use the PD dataset and set k = 4, so we

have 4 clusters and 8 features for each edge (4 features for each of its endpoints).

Figure 6.6 (left) and (middle) show an example of motifs in each cluster and a

decision tree with depth 3 that mimics the ADMIRE’s predictions. While motifs in

cluster 1 and 2 shows that the neighborhood of a node is sparse, motifs in cluster

3 and 4 show that the neighborhood of the node is dense. One can interpret the

decision tree prediction as: a link is normal if the neighborhoods of its endpoints
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Table 6.3: Accuracy (%) of generated tree explanation. This table shows how
well ADMIRE++ mimics ADMIRE predictions.

Depth PD ADHD ASD

3 75.43 74.98 83.39
4 81.76 77.15 90.28
5 87.52 83.17 91.06

are both sparse or dense and is abnormal otherwise.

The Table 6.3 reports the accuracy of how well ADMIRE++ mimics ADMIRE’s

predictions. Even with small depths, ADMIRE++ produces explanations with high

accuracy.
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Chapter 7

Conclusions

We introduced two novel frameworks, ANOMULY and ADMIRE, for detecting edge

anomalies in dynamic multiplex networks. ANOMULY utilizes a combination of

GNN layers and GRU cells, incorporating temporal and structural properties, along

with an attention mechanism that integrates information across different types of

connections. It further uses negative sampling during training to learn the anomalous

patterns in an unsupervised manner. While ANOMULY achieves good performance

and outperforms baselines, it suffers from poor scalability and memory usage and

an inability to generalize to unseen nodes.

To address these limitatons, we introduced ADMIRE, which leverages inter-view

and intra-view temporal walks to capture network motifs and causal relationships

within and across different views, respectively. ADMIRE uses an anonymization

technique to hide node and view identities, keeping the model inductive. Next,

it utilizes an MLP-Mixer to encode the sequence of nodes and views in a walk.

By aggregating walks from a node, ADMIRE encodes its neighborhood and use

a classifier to label connections as normal or abnormal based on their endpoints’

neighborhoods. We then introduced ADMIRE++ to explain ADMIRE’s predictions

using weighted optimal sparse decision trees.

We demonstrate the efficacy of ANOMULY and ADMIRE in analyzing the

abnormal brain activity that might cause a brain disease/disorder. We conduct

case studies on brain networks of individuals with Attention Deficit Hyperactivity

Disorder, Parkinson’s Disease, and Autism Spectrum Disorder. The results highlight
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the potential of these frameworks to identify abnormal brain activity associated with

various diseases and disorders. Overall, these frameworks provide valuable tools

for analyzing dynamic multiplex networks and detecting anomalies with potential

applications in diverse domains.
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Appendix A

Supporting Materials

A.1 Performance of the Modified Attention on General
Datasets

In Section 4.2.3, we define a complex attention mechanism that can learn the impor-

tance of each view for each node, while in Section 6.4, we design a more scalable

mechanism that considers the importance of a view for other views, independent

of the nodes. We discuss its advantages for brain networks in Section 6.4 and

6.5 but its performance on general multiplex networks remains unexplored. Here,

we explore its performance for general multiplex networks (different domains).

Table A.1 reports the results. ANOMULY and ADMIRE uses the complex attention

mechanism we proposed in Section 4.2.3, while ANOMULY-v2 and ADMIRE-v2

uses the scalable attention mechanism that proposed in Section 6.4. The results show

the superior performance of the complex attention mechanism. As motivated in

Section 6.4, the modified attention mechanism is useful for improving the scalability

in the domain of human brain networks.
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Table A.1: Performance of the modified attention on general datasets (AUC).

Methods RM DKPol Amazon DBLP Ethereum Ripple

Anomaly % 1% 5 % 1% 5 % 1% 5 % 1% 5 % 1% 5 % 1% 5 %

ANOMULY 0.8783 0.8729 0.8694 0.8610 0.8289 0.8195 0.8825 0.8754 0.8906 0.8852 0.8938 0.8871
ADMIRE 0.9016 0.9125 0.9093 0.8952 0.8097 0.8041 0.8873 0.8824 0.8416 0.8392 0.9160 0.8899
ANOMULY-v2 0.8416 0.8387 0.8502 0.8439 0.7990 0.8021 0.8235 0.7992 0.8421 0.8399 0.8562 0.8286
ADMIRE-v2 0.8912 0.8841 0.8498 0.8515 0.7975 0.7926 0.8129 0.7953 0.8478 0.8257 0.0000 0.0000
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