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Abstract

The mechanical properties of metals and alloys are extremely sensitive to the mi-
crostructure. Different metallurgical processes, such as recrystallization, grain
growth, and phase transformations, may modify the microstructure, where each
process proceeds by the migration of interfaces that may be strongly affected by
the presence of solutes and/or impurities due to solute drag. Quantifying the solute
drag requires expensive and time-consuming experimental trials, which are further
limited due to the vastly different length scales of solute segregation (few nm) and
microstructural features such as grain sizes (few µm). This study presents a com-
putational approach that integrates the microstructure evolution model, i.e., here
the phase field method, with atomistic simulations, i.e., density functional theory
simulations (DFT), to identify the role of solutes on microstructural processes.

First, the experimental migration rates of a single well-defined grain boundary
(GB) in Au during recrystallization heat treatments are rationalized using DFT
calculations in combination with a continuum solute drag model. Here, an ap-
proach to determine the effective segregation energy from atomistic calculations
is proposed, suggesting strong solute drag due to 2 ppm Bi impurities in the Au
sample. In the microstructural scale, different grain boundaries exist with vari-
ability in GB properties, such as GB mobility and solute drag. A phase field
model with a friction pressure is used to simulate solute drag on individual GBs.
The simulations considering the variability in GB properties indicate that a rep-
resentative GB can be defined that mimics the average grain size evolution in the
presence and absence of solutes. Using the solute binding energies for five solutes
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in nine different grain boundaries in FCC-Fe, the anisotropic phase field simu-
lations suggest a minor role of segregation anisotropy on austenite grain growth,
and as a result, the Σ5(310)[001] GB is considered as the representative GB. A so-
lute trend parameter is proposed to identify solutes that promote grain refinement
in agreement with experimental observations. Finally, the atomistically informed
approach is extended to phase transformation in binary alloys. Here, phase field
simulations that explicitly considered solute segregation in nanocrystalline mate-
rials agree with the steady-state solute drag model.
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Lay Summary

Steel production contributes significantly to carbon-dioxide emissions, and using
steel scrap instead of iron ore is proposed as a sustainable alternative to reduce
emissions. Scrap, however, contains impurities such as Cu, Sn, Sb, etc., that may
modify the microstructure and affect the final steel properties. Here, microstruc-
ture refers to the structure visible under a microscope. The impurities accumulate
at specific places in the microstructure, such as the boundaries between crystals,
and in response, the boundaries move slowly, resulting in different microstruc-
tures. In this study, a fundamental approach that considers atomic interactions in
the nanoscale is presented to determine the boundary migration rates. A variabil-
ity in boundary migration rates is considered, and impurities are classified based
on their potential to modify the microstructure under different processing condi-
tions. In practice, these results will help to determine the content of impurities that
can be safely processed during steel production without affecting the properties.
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Chapter 1

Introduction

Metals and alloys, particularly steel, have been pivotal in addressing complex
engineering challenges, resulting in advancements in the energy, transportation,
and construction sectors. The rising demand for high-performance steels in these
sectors, however, contributes significantly to carbon-dioxide emissions, as steel
production alone accounts for approximately 40% of the total industrial emis-
sions globally [1]. To limit the steel industry’s impact on climate change, using
steel scrap in electric arc furnace steelmaking is proposed as a sustainable alterna-
tive that results in a >70% reduction in CO2 emissions compared to conventional
steelmaking that utilizes iron ore in a blast furnace. Steel scrap, however, con-
tains a variety of residual impurities such as Sb, Sn, Cu, Pb, etc., that may affect
the properties of the final product [2, 3], e.g., >0.1 wt.% Cu in flat steel products
leads to surface cracks during fabrication or service conditions and has significant
implications on the durability of the steel [4].

It has been long recognized that the material properties depend on its mi-
crostructure. Here, the microstructure corresponds to the structural features such
as grain size, phase fractions, dislocations, precipitates, interfaces, and their spa-
tial arrangements. The relatively high impurity content in scrap may strongly in-
fluence the microstructure evolution during downstream thermo-mechanical pro-
cesses in steel production, where grain growth, recrystallization, and phase trans-
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formation are key metallurgical processes that modify the microstructure. As a
result, it is critical to quantify the role of impurities on these metallurgical pro-
cesses.

In this regard, microstructure engineering seeks to develop knowledge-based
process models that link processing parameters with material properties by con-
trolling the microstructure. While empirical models like Johnson-Mehl-Avrami-
Kolmogrov [5–7] and power law [8–10] have been used as process models, their
predictive capabilities for different impurities are extremely limited [11, 12]. In
addition, determining the empirical fit parameters through experimental trial and
error is labour-intensive and prohibitively expensive. These models also ignore
the morphology of the microstructure and do not account for the structure depen-
dence or anisotropy in interface properties [13, 14]. Thus, advanced process mod-
els that account for a broader range of impurities and consider anisotropy in the
microstructure are needed to design robust scrap-based production lines resulting
in optimized steel properties.

In addition to evaluating the role of impurities, these process models are also
valuable for designing new alloys through microstructure control using different
strategies, e.g., rare earth microalloying additions. Such new high strength steels
are sought-after for their ability to achieve light-weighting in automotive applica-
tions and other industrial sectors [15].

A significant challenge in developing the above-mentioned process models
is due to the solutes and/or impurities that may accumulate at grain boundaries
and/or interfaces and impede their migration rates at elevated temperatures due
to solute drag [16–18]. The presence of solutes on interfaces, which occur at the
atomic scale, and microstructure evolution, which can involve length scales up to
a few micrometers in technical alloys, presents an additional challenge in charac-
terizing the effect of solute drag on microstructure evolution. However, advances
in computational materials science over the past decade have enabled the devel-
opment of modeling approaches that can simulate across different length and time
scales [19]. Atomistic simulations, such as Density Functional Theory, can pro-
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vide quantitative insights into solute segregation, while mesoscale microstructure
evolution models, including Phase field, Monte Carlo, and Cellular Automata, can
account for solute drag. Integrating these approaches that are operative at differ-
ent length scales can provide a more comprehensive insight into the microstructure
evolution in the presence of solutes and/or impurities.

As a result, this study aims to develop an atomistically-informed phase field
model capable of considering the effects of solute segregation and drag on mi-
crostructure evolution during phase transformation and grain growth. The remain-
der of this thesis is structured as follows: Chapter 2 provides a review of the ex-
perimental and theoretical advancements in solute effects on interface migration
during phase transformation and grain growth. Chapter 3 summarizes the objec-
tives, and Chapter 4 outlines the research methodology used in the present work.
Chapter 5 investigates the movement of a single grain boundary in the presence of
impurities using Density Functional Theory in combination with a conventional
solute drag model. Chapter 6 employs a phase field model to analyze the effect
of anisotropic grain boundary migration rates on the grain growth kinetics in the
presence and absence of solutes. Chapter 7 utilizes the atomistically-informed
model to examine the solute trends that promote grain refinement in austenite
based on the available solute segregation data in FCC-Fe from atomistic calcu-
lations. Chapter 8 extends the proposed approach to phase transformation in a
binary alloy. Finally, Chapter 9 summarizes the primary findings of this study and
provides recommendations for future research.
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Chapter 2

Literature Review

2.1 Introduction
Recrystallization, grain growth and phase transformation in metals and alloys in-
volve migration of grain boundaries (GB) and/or interfaces under different driving
pressures (∆G), e.g. capillary pressure during curvature driven grain growth, dif-
ference in stored energy during recrystallization, and chemical potential gradient
across the interface during phase transformation, respectively. The overall rate of
these kinetic processes depends on the migration mechanisms of interfaces and
how fast or slow these boundaries move in the material.

Despite extensive experimental investigations, very little is known about inter-
face migration mechanisms. Nearly all theoretical attempts consider shuffling of
thermally activated atoms across the interface [20]. For small driving pressures,
i.e. ∆G ≪ kBT , where kB is the Boltzmann constant, and T is the absolute tem-
perature, the interface is assumed to move perpendicular to the boundary plane
and the velocity (v) is proportional to the driving pressure across the boundary as,

v = M∆G (2.1)

where, M is the interface mobility. Most studies consider M as a thermally acti-
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vated parameter following an Arrhenius relationship, i.e., M = M0 exp(−Qm/RT ),
with M0 and Qm as pre-exponential factor and activation energy for interface mi-
gration, respectively. It should be noted that other mechanisms, e.g. disconnection
mediated migration [21], may also be operative and the concept of thermally acti-
vated interface mobility may not hold for certain conditions. At sufficiently high
temperatures, i.e. T > 0.6 Tm, where Tm is the melting temperature, atomic shuf-
fling is the most dominant mechanism for GB migration in metals and alloys [22].

The interface mobility varies with interface structure [23] and temperatures,
that may lead to structural transformations at the interface [24]. In cubic materi-
als, the interface structure is completely described using five independent macro-
scopic parameters, i.e., three related to the orientation relationship between the
grains (phases) and two to the boundary plane orientation. Consequently, inter-
face mobility or energy vary in this five-dimensional space. Most experimental
and theoretical studies, however, neglect the plane inclination dependence, and
reduce the remaining three parameters to a single disorientation [25].

The interface mobility is also sensitive to the alloy chemistry [14]. In this re-
gard, every technical material contains at least trace amount of impurities, and as a
result, the mobilities determined from experimental observations are typically in-
terpreted as effective mobilities, and their sensitivity to impurity content indicates
strong solute-interface interactions. Solutes and/or impurities are either present
in the form of precipitates or remain dissolved in solution. The precipitates can
pin the grain boundaries and its effect on grain growth and recrystallization have
been discussed in detail by Manohar et al. [26]. The solutes, that are dissolved in
solution, segregate to the interfaces and reduce their migration rates (or mobility),
a phenomenon which is commonly known as solute drag. It is important to sepa-
rate the solute effects from the interface mobility by explicitly accounting for the
solute drag. The next section reviews the developments in solute segregation and
their effect on migrating interfaces.
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2.2 Solute-interface interactions

2.2.1 Solute segregation
Lattice disorder and quantum-mechanical interactions between the solute and the
solvent atoms at the interface promotes the accumulation of solutes at the inter-
face resulting in solute segregation. Segregation can impact interface properties
such as interface energy [27], mobility [23], or strength [28], with both positive
and negative impacts on material properties. For example, small amounts of Bi in
Cu, or lead in silver can weaken grain boundaries and may lead to intergranular
brittle fracture instead of transgranular ductile fracture in pure Cu and Ag, respec-
tively [29]. On the other hand, segregation can have beneficial effects such as Nb
in ferrite leads to grain refinement [30], Nb or Zr addition to Cu stabilizes the
nanocrystalline structure [31, 32], and Nd doping in Alumina improves its creep
resistance [33].

The quantification of interfacial segregation is made possible by early experi-
mental techniques such as Auger Electron Spectroscopy and Secondary Ion Mass
Spectroscopy. These methods are confined to systems where the interfaces can
be revealed through intergranular brittle fracture. Alternatively, 3D Atom Probe
Tomography has emerged as a powerful tool for measuring solute content in the
vicinity of the interfaces without the need for fracture. As a result, it has been
widely used to study grain boundary segregation, including Nb and Mo in ferritic
Fe [34], Bi in Cu [35], and Re in W [36], as well as interfacial segregation, such
as Mn and Mo in austenite-ferrite interfaces [16].

These experiments facilitated the measurement of interfacial excess by deter-
mining the cumulative number of excess solute atoms across the boundary [37].
Interfacial excess is established as a thermodynamic parameter that shows mini-
mal sensitivity to interfacial thickness and is less susceptible to local magnifica-
tion effects [34]. In addition, the grain boundary segregation measurements are
rationalized using the enrichment ratio which is determined by evaluating solute
concentration at the grain boundary relative to the bulk. Seah and Hondros [27]
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demonstrated a linear correlation between the enrichment ratio and the inverse of
solute solubility across a broad range of systems with varying solid solubility.

Variations in solute segregation are also dependent on the interface structure.
Seah and Hondros [27] measured tin segregation in Fe and found a scatter of
15% in GB concentration between 500-850 ◦C at crystallographically unspeci-
fied grain boundaries. Conversely, Bi additions in Cu grain boundaries resulted
in either entirely pure or fully decorated GBs suggesting strong variability in Bi
segregation [38]. Further analysis of the structure dependence was conducted by
measuring segregation in bicrystals with well-defined grain boundaries [39]. This
analysis revealed a significant misorientation dependence in the enthalpy of seg-
regation for C, P, and Si in Fe-3.5 Si at.%, as demonstrated in Fig. 2.1. These find-

θ°[100]

Figure 2.1: Misorientation dependence of segregation enthalpy for C, P and
Si in <100> symmetrical tilt GBs in Fe-3.5 Si at. % [39].

ings suggest that a few GBs with a coincidence relationship exhibit lower segre-
gation levels, whereas other “general” GBs display higher segregation. However,
a similar trend is not observed for Si segregation in austenitic steel, indicating a
lack of correlation between solute segregation and the GB structure [40].
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2.2.2 Segregation models
Owing to the importance of characterizing interfacial segregation, several phe-
nomenological models are developed to describe the equilibrium segregation us-
ing thermodynamic parameters such as the segregation energy that varies with
the interface structure, solute composition in bulk, temperature and pressure [17].
McLean [41] proposed a seminal model that considered statistical distribution of
solutes at the grain boundary and in the bulk. Assuming that all the GB sites are
substitutional, and remain available for segregation with identical Gibbs free en-
ergy of segregation (∆Gseg), a relationship between the bulk composition, c0, and
grain boundary concentration, cgb, can be derived as,

cgb

1− cgb
=

c0

1− c0
exp
(
−

∆Gseg

kBT

)
(2.2)

that is also known as the Langmuir-McLean segregation isotherm. The model
considered all the grain boundary sites to be identical and quantified the segre-
gation energy from experimental observations. Despite restrictive assumptions of
the model, it has been successfully applied to describe the equilibrium GB con-
centration variation with temperature and bulk solute content in dilute alloys, e.g.
P, Sn, S segregation in BCC Fe [39, 42] and In in Ni [43]. In some cases, only a
fraction of the GB sites may be available for segregation. Consequently, Hondros
and Seah [44] proposed replacing 1 in the left hand side of the Eq. (2.2) with a site
saturation term, cgb,0 that has been used to successfully describe the segregation
of Sb in BCC Fe with cgb,0=0.27 [45].

However, there are disparities between the experimental results and the pre-
dictions made by the Langmuir-McLean model for other materials [17]. These
discrepancies may stem from several factors, e.g. multiple segregation sites at
the interface with different segregation/binding energies, solute-solute interac-
tions, competition among interfacial sites, and/or non-equilibrium segregation of
elements during non-equilibrium processing. To address these limitations, Seah
and Hondros [27], followed by White and Coghlan [46], extended the Langmuir-
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McLean model by incorporating the site-specific binding energy of solutes at the
grain boundary. In this refined approach, the occupation probability at each grain
boundary site is calculated using Eq. (2.2) which considers distinct binding ener-
gies, and then these are averaged over all grain boundary sites to obtain the grain
boundary concentration. The Langmuir-McLean model considers ideal interac-
tions between the solute and the solvent atoms and as a result, its applications are
limited to dilute binary, and in some cases, to multicomponent alloys where the
solute-solute interactions can be considered negligible. The energetic interactions,
however, become important for high solute concentrations at the grain bound-
aries, and in alloys where multiple solutes are competing for GB sites. A revised
isotherm that included site-competition effects successfully demonstrated that P,
a strong segregant that embrittles low carbon steels, can be replaced with boron at
the grain boundary improving the ductility of grain boundaries [47]. Fowler and
Guggenheim [17] considered a regular solution model and proposed solute inter-
action coefficients that can capture both attractive and repulsive solute interac-
tions. Guttmann [48] expanded this approach to include co-segregating species in
multicomponent alloys which has been used to explain the experimental GB seg-
regation by considering the mutual interactions between the solute elements [17].

While these models are sufficiently complex to describe the physical phe-
nomenon of GB segregation and the equilibrium composition of various elements
at the interfaces, the interaction coefficients and the segregation energies remain
largely unknown, and as a result, extensive efforts are underway to determine
these parameters using both experimental and theoretical approaches.

2.2.3 Solute drag theory
During microstructure evolution, interfaces with segregated solutes migrate under
a driving force, and their migration rates strongly depend on the solute content.
Lücke and Detert [49] developed the first quantitative model to describe the strong
reduction in recrystallization rates due to the addition of 0.01 % Mn or Fe in high
purity Al. They considered a retarding force imposed by the segregated solutes
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on the migrating GB that decreases the GB migration rates and leads to an overall
reduction in recrystallization rates. Cahn [50], and later, Lücke and Stüwe [51]
further developed this force based approach that is now commonly known as the
Cahn-Lücke-Stüwe (CLS) solute drag model and is summarized below.

The model assumes a lower chemical potential at the grain boundary due to
the segregating solute that can be represented by a potential well, U(x), where x is
the distance from the centre of the grain boundary. Further, the solute diffusivity
across the GB, also referred as the trans-GB diffusivity, is defined by D(x). For
a grain boundary moving with a steady state velocity v, the composition profile,
c(x), is determined using Fick’s diffusion equation [50], which depends on the
choice of U(x) and D(x), neither of which are known with certainty. Cahn [50]
assumed a triangular interaction potential, with E as the segregation parameter as
shown in Fig. 2.2, and constant diffusivity in the grain boundary that is different
from the one in the bulk [50]. The concentration profile at v = 0 recovers the

E

a)

b)

c)

Figure 2.2: (a) Chemical potential and (b) concentration profile for different
normalized velocities where Va < Vb < Vc < Vd < Ve (c) Solute drag
pressure variation with velocity normalized with GB width and solute
diffusivity in bulk [50, 51].

Langmuir-Mclean model in the dilute limit at each GB position. The retarding
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‘force’ is considered to be proportional to −dU/dx, and the total drag pressure
due to the solute atmosphere is determined by,

∆GSD =−Nv

∫
δSD

−δSD

(c− c0)
dU
dx

dx = 4Nvc0vkBT
∫

δSD

−δSD

sinh2 [U(x)/2kBT ]
D(x)

dx

(2.3)
Here, Nv is the number of atoms per unit volume at the grain boundary, 2δSD is
the GB width, and ∆GSD is the solute drag pressure. For static grain boundaries,
the pressure is equal and opposite from both sides of the grain boundary such that
the net pressure sums to zero. For non-zero velocities, the steady state composi-
tion profiles and the resultant non-monotonic solute drag pressure is determined
as shown in Fig. 2.2. The solute drag pressure can be rationalized by analyzing
the limits of the model. In the low-velocity regime, the solute cloud moves with
the grain boundary due to its tendency to stay within the grain boundary. Here,
the boundary velocity makes it difficult for the solutes to follow the interface and
results in an asymmetric composition profile. The migrating grain boundary pro-
vides an additional attractive pressure to solute atmosphere to move along with the
GB, and consequently, an equivalent retarding pressure is exerted on the moving
grain boundary that is referred to as the solute drag pressure. For high velocities,
the interface breaks away from the solute atmosphere resulting in a decrease in
the drag pressure. In this ‘force’ based approach, the solutes effectively reduce
the driving pressure, i.e., ∆Ge f f = ∆G−∆GSD, such that a velocity-driving pres-
sure relationship, v = M∆Ge f f , or equivalently v = Me f f ∆G can be determined
for different assumptions of U(x) and D(x).

In this formulation, both continuous and discontinuous transitions from high
velocity to low velocity limit are possible depending on the driving pressure and
bulk solute concentration as shown in Fig. 2.3. Depending on the impurity con-
centration, a decrease in the driving pressure, e.g. during curvature driven grain
growth, may lead to a strong decrease in the GB migration rates where a “free”
GB with no solute segregation in the high velocity limit can get trapped by the so-
lute atmosphere at lower driving pressures. Note that an opposite transition, i.e.,
an increase in the GB migration rates due to an increase in the driving pressure
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Figure 2.3: Velocity as a function of driving pressure for different bulk so-
lute concentrations [52].

may also occur for different microstructural processes.
Lücke and Stüwe [51] revised the solute drag model to include site-saturation

at discrete grain boundary sites. The authors highlighted that such a pseudo-
atomistic description of a planar interface yielded similar qualitative results to
the continuum solute drag treatment described earlier. Molodov et al. [53] ex-
tended the model by incorporating solute-solute interactions using a regular solu-
tion model that recovered the Fowler-Guggenheim segregation isotherm for zero
velocities. While the former model resulted in identical solute drag pressure for
both segregating and anti-segregating solutes, the latter approach broke this sym-
metry such that the segregating solutes with attractive solute interaction resulted
in higher drag in comparison to anti-segregating solutes.

Hillert and Sundman [54] proposed an alternative energy based “dissipation”
approach that considered that the total available driving pressure (∆G) is dissi-
pated due to the structural changes, also known as intrinsic friction (∆Gm), and
due to solute diffusion (∆Gdi f f ). In other words, the dissipation due to diffusion
at the interface consumes a portion of local chemical driving pressure and is the
source of the solute drag effect. The intrinsic friction is given by the ratio between
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the velocity and the GB mobility, whereas the dissipation due to solute diffusion
is determined from the composition profile across the GB as,

∆Gdi f f =−Nv

∫
∞

−∞

(c(x)− c0)
dµ̃

dx
dx (2.4)

here, µ̃ is the chemical potential difference between the solute and the solvent
species. For finite velocities, the dissipation due to diffusion increases due to de-
viation from equilibrium composition profile at the interface and reduces to zero
at high velocities. Note that the integration limits in this approach are different
than the force based approach, see Eq. (2.3), i.e., it includes the interface region
and the region ahead of the interface, also referred to as spike. This is in contrast
with the CLS model, where the force originates only from within the interface.
However, Hillert and Sundman [54] showed that both approaches produce iden-
tical results in the dilute limit for the same assumptions of U(x) and D(x). In
comparison to the CLS model, the energy dissipation approach is also applicable
to non-dilute alloys.

Both the ‘force’ and ‘energy dissipation’ approaches are further developed to
determine the solute effects during phase transformations. Purdy and Brechet [55]
were the first to extend the CLS approach to model ferrite growth in Fe-C-X al-
loys where X is the substitutional element with negligible solute diffusivity in
comparison to carbon. They assumed an asymmetric wedge shaped potential
well, and determined the solute drag pressure from the composition profile us-
ing Eq. (2.3). However, Hillert and Odqvist [56] criticized this approach due to
the non-negligible solute drag pressure at zero-velocities which is compared to the
driving pressure over the interface instead of the total driving pressure for phase
transformation. In fact, Hillert and Odqvist [56] have shown that the non-zero
solute drag pressure at low velocities in the Purdy and Brechet’s treatment [55] is
equivalent to the energy dissipated due to the spike ahead of the interface. Chen
and van der Zwaag [57] revised the Purdy-Brechet’s model accordingly that now
agrees with the energy dissipation approach.
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Quantitative application of these continuum solute drag models is dependent
on the interaction potential and trans-interface diffusivity of solutes. These param-
eters are, therefore, key to quantify the effect of solutes on microstructural pro-
cesses that are driven by interface migration. In practice, experimental approaches
are used to determine the effective mobility using v = Me f f ∆G where the solute
drag effects are encapsulated in the effective mobility. The kinetic coefficients
of the effective mobility such as the pre-exponential factor and the activation en-
ergy are, therefore, useful in providing more insights into the interpretation of the
solute drag effect due to different solutes.

2.3 Experimental observations of interface
migration

2.3.1 Grain boundary migration in bicrystals
The GB mobilities are typically determined using either bicrystal or polycrystal
samples. Bicrystals are preferable over polycrystalline samples as the latter only
provides information about GB mobilities averaged over multiple grain bound-
aries. The former geometry, while difficult to manufacture, enables systematic
determination of kinetic properties of individual grain boundaries and/or inter-
faces.

Migration rates and GB mobilities have been investigated with both planar and
curved GBs by monitoring GB displacement by either continuous or discontinu-
ous measurements. A variety of driving forces such as magnetic field [58], elastic
energy [59], and stored energy [60] that create a free energy differential across the
grain boundary have been used to drive a planar grain boundary. However, these
experiments depend on the material anisotropy and may not be equally applicable
for other material systems. In contrast, curved grain boundaries migrate under the
capillary pressure such that the net driving pressure remains constant or changes
in a well-defined way, thereby, providing better control over experiments for a
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range of temperatures with good reproducibility. One drawback, however, is that
different segments of the curved grain boundaries differ in inclination angle. As
a result, these experiments report reduced mobility, defined as the product of the
absolute mobility and the grain boundary stiffness, that is averaged over all the
GB inclinations in the curved boundary. As highlighted in [14], such an averaging
yields physical values for reduced mobility from different experiments that is in
contrast to the statistical averaging of grain boundary mobilities determined from
experiments in polycrystals.

The reduced mobility of a 40◦<111> tilt grain boundary in Aluminum is
found to decrease from 7.4×10−8 m2/s to 1×10−9 m2/s, when the impurity con-
tent increased from 0.4 ppm to 1 ppm [61]. This is attributed to the strongly seg-
regating impurities in Al such as Fe, Si and Ce [53]. Grünwald and Haessner [60]
deformed a single crystal of Au which polygonized quickly into a stable structure
and observed the migration of a single 30◦[111] grain boundary during recrys-
tallization heat treatments by monitoring GB displacement for different tempera-
tures. As shown in Fig. 2.4, they found that the GB migration varied as a function
of temperature such that the activation energy remained constant at 85 kJ/mol for
higher temperatures, and transitioned smoothly to 123 kJ/mol at lower tempera-
tures. This transition is attributed to the solute drag of Fe that is present in the
highest concentration, i.e. 20 ppm, in comparison to other impurities. A similar
transition in the activation energy is also observed in 30◦<101̄0> in Zn [62], and
38◦<111> tilt grain boundaries in Al [63].

Further studies that quantified the activation energy of reduced GB mobili-
ties for a variety of grain boundaries have found a strong misorientation depen-
dence for different materials, e.g. Pb [64, 65], Al [66–68], and Fe [69]. A non-
monotonous variation with distinct maxima and minima are observed for the acti-
vation energy of GB migration for <100>, <111> and <110> tilt grain bound-
aries in Al [70]. Such observations may suggest a structure dependence of intrin-
sic mobility that corresponds to the mobility of grain boundaries in pure material.
However, the variability in activation energy is found to decrease with an increase
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Figure 2.4: Migration rate of 30◦[111] GB in gold with temperature [60].

in temperature that is attributed to the anisotropy in solute drag. Further evidence
of segregation anisotropy is shown in Fig. 2.5a which shows the activation energy
for GB migration in <100> tilt GBs in Al with 0.5 ppm, 2 ppm and 200 ppm
impurity content [67]. Here, the activation energy is independent of the misori-
entation angle for a high-purity sample, and further increasing the impurity con-
tent leads to a profound misorientation dependence that eventually stabilizes at a
higher activation energy for even-larger impurity content. Grain boundaries with
a close to coincidence relationship are found to be less sensitive to the impurity
concentration for the alloy with 2 ppm impurities. In this case, the impurities are
interpreted to selectively segregate to certain GBs at intermediate concentrations,
resulting in a non-uniformity of reduced mobilities. For higher impurity content,
all GBs may saturate with impurities, reducing the variability in GB migration.

The seminal work of Aust and Rutter [64] who measured the migration rates
of different grain boundaries in Sn-doped Pb is shown in Fig. 2.5b. These obser-
vations provided further evidence in favour of segregation anisotropy as opposed
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Figure 2.5: (a) Migration activation energy for <100> tilt GBs in Al with
different purity [67] (❏: 0.5 ppm, ▲: 2 ppm, ❍: 200 ppm impurities)
(b) GB velocities from zone-refined Sn-doped Pb for different concen-
trations of Sn [64].

to the misorientation dependence of intrinsic GB mobilities. While they reported
a decrease in the migration rates for all grain boundaries due to the addition of
Sn, a few grain boundaries with misorientations close to a coincidence relation-
ship (referred to as special boundaries) were less affected by the addition of tin in
comparison to the other grain boundaries. In other words, migration rates or ef-
fective mobility of so-called “special” boundaries decreased more slowly than the
rest of the grain boundaries with increasing Sn concentration. The extrapolation
of migration rates to pure-lead showed a minor effect of GB structure on mobility.
Thus, it is concluded from experimental observations that solute drag and segre-
gation anisotropy have a greater impact on GB migration rates in comparison to
the influence of GB structure on intrinsic mobility.

2.3.2 Recrystallization and grain growth
Grain growth and recrystallization both involve migration of a network
of grain boundaries. Empirical approaches such as Johnson-Mehl-Avrami-
Kolmogorov that relates the recrystallization fraction (Xr) with time (t), i.e.,
Xr = 1 − exp(−artbr) is used to rationalize the recrystallization kinetics with

17



fit parameters (ar,br) that vary with the thermal treatment and alloy chemistry.
Similarly, grain growth kinetics is interpreted using a power law D = Ktλ , where
K is the thermally activated rate constant, and D is the average grain diameter,
to quantify the grain growth rates [8, 9, 71]. Here, λ = 0.5 corresponds to ideal
grain growth where the grain size distribution normalized with the average grain
size follows a scaling distribution. However, λ < 0.5 is determined for a number
of material systems that is attributed to the presence of impurities [52]. To deter-
mine the fit parameters, K and λ , however, requires extensive experimental trials
for different alloy chemistries and therefore, this approach has limited predictive
capabilities.

This led to the development of physical models that explicitly consider solute
drag due to impurities and/or alloying additions and, therefore, remain applica-
ble to model grain growth for a wide range of alloy compositions and tempera-
tures [30, 72]. A qualitative agreement between the solute drag theory and the
experimental measurements is obtained for grain growth in Al with Cu and Mg
additions [51]. In this study, the average grain growth rate in Al decreased rapidly
above a critical concentration, e.g. 10 at. ppm for Cu and 100 at. ppm for Mg. Sin-
clair et al. [30] considered the CLS solute drag model to quantitatively describe
the retardation in ferrite grain growth in Fe-0.095 Nb wt.% in comparison to pure
Fe between 700-900 ◦C as shown in Fig. 2.6. Fu et al. [73] described austenite
grain growth rates in Fe-0.09 C wt.% steels with 0.049 and 0.09 wt.% Nb between
950-1300 ◦C using a model that considered the combined effect of precipitation
and solute drag. Using a similar model, Furumai et al. [74] systematically varied
the Nb concentration between 0 to 0.06 wt.% and quantified the decrease in grain
growth rates in Fe-0.09 C-1 Mn wt.% steels between 1100-1400 ◦C. In these stud-
ies, the solute drag parameters, i.e. effective segregation energy (E) and trans-GB
solute diffusivity (D), were determined by fitting the physical model with the ex-
perimental measurements. Table 2.1 summarizes the variability in these fit param-
eters for different solutes from recrystallization and grain growth studies where the
trans-GB diffusivity is assumed to follow an Arrhenius relationship with D0 and
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Figure 2.6: Experimental and model predictions for ferrite grain size as a
function of temperature [30].

Table 2.1: Effective segregation energy and trans-GB diffusivity for different
solutes from recrystallization and grain growth studies.

Solute Matrix E (kJ/mol) D0 (cm2/s) Qd(kJ/mol)
V Fe 2.5 [75], 10 [76] 2.4 [75], 4.8 [76] 260 [75, 76]

Nb Fe 20 [72, 74], 25 [77] 8.3 [72], 0.83 [72] 266.5 [72, 74], 248 [30]
29 [30], 47 [78] 1.7 [74] 344 [78]

Mo Fe 18 [79], 40 [80] 6×10−3 [79] 166 [79], 270 [81]
43 [81], 30 [82] 0.482 [81]

Ti Fe 14 [76] 0.14 [76] 240 [76]
Mg Al 16-52 [51], 5 [83] 32-177 [51], 0.4 [83] 94-125 [51], 60 [83]
Cu Al 26-55 [51], 3 [84] 550-3200 [51] 90-113 [51], 125 [84]
Pb Sn 10 [85] 1 [85] 67 [85]

Qd as pre-exponential factor and activation energy, respectively.
As established previously, GBs may have different migration rates depend-

ing on their structure and solute content, only averaged estimates of the kinetic
parameters may be inferred from these experiments. Anisotropic migration of
grain boundaries may, in some cases, lead to distinctly different behaviour dur-

19



ing grain growth and recrystallization. Here, a few grains with high mobile grain
boundaries may consume neighbouring grains resulting in the development of a
bimodal grain size distribution that is indicative of abnormal grain growth [86].
Preferential high mobility grain boundaries may be present due to high intrinsic
mobility anisotropy, selective solute segregation at few grain boundaries, and/or
due to non-uniform density of precipitates resulting in reduced pinning pressure
for selective grain boundaries [87, 88]. Similarly, solute segregation at specific
grain boundaries, e.g. Y in Mg [89], hinders their migration and as a result, in-
fluences the texture development during recrystallization. In particular, Y in Mg
randomizes the texture that improves its ductility significantly. As a result, it is
desirable to consider the effect of structure dependent grain boundary properties
on grain growth and recrystallization.

2.3.3 Phase transformation
Solutes have been known to strongly influence the phase transformation kinetics,
e.g. Mo in Ti [90], microalloying elements such as Nb, Ti, Mo in steels [91].
Phase transformation proceeds by nucleation and growth where the growth of the
product phase can be strongly influenced due to solute drag. On an industrial
scale, empirical models like Johnson-Mehl-Avrami-Kolmogrov are used to assess
the transformation kinetics during continuous cooling conditions, e.g. ferrite and
bainite formation from austenite in steels [91]. However, a large number of ex-
periments are required to correlate the empirical model parameters with the alloy
chemistry. A more fundamental approach, which considers the role of diffusing
species in interface migration, requires fewer empirical parameters and provides
deeper insight into phase transformation kinetics.

Interface migration during austenite decomposition involves two processes
(1) structural rearrangement from FCC → BCC, and (2) redistribution of solute
elements across the interface and in the bulk, where each process consumes a
portion of the total driving force across the interface [54]. On the one hand, the
former process can be considered infinitely fast, e.g. fast diffusion of C in Fe-
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C, and the kinetics is solely determined by the long range diffusion of carbon.
This is also known as diffusion controlled transformation where a local equilib-
rium assumption is invoked such that the equilibrium conditions are established
locally at the interface. Crusius et al. [92] and later, Beche et al. [93] demon-
strated that these conditions are met for low-carbon steels for smaller undercool-
ings with an excellent agreement between theory and experiments. For larger
undercoolings, however, the deviation was rationalized by considering finite free
energy dissipation due to structural rearrangement or interface friction given by
∆Gm = v/Mint . Here, Mint is the intrinsic interface mobility that is independent of
the alloy chemistry. Naturally, there exists another extreme where redistribution
of solute consumes negligible energy and the total driving pressure is consumed
by internal friction. One such case is when ferrite grows massively into austen-
ite without the redistribution of solutes that is also known as interface controlled
transformation [94]. Thus, mixed mode approaches that consider both processes
at the interface are capable of describing the transformations ranging from local
equilibrium at low undercoolings to partitionless (massive) transformation at very
high undercoolings [95].

The success of the mixed-mode models depends on the determination of
interface mobility. Several researchers have utilized the interface controlled
transformations in Fe-X systems (X=Mn, Ni, Nb), that are most suitable to
extract the mobility, and reported surprisingly different values for the mobil-
ity of α − γ interface that varies within several orders of magnitude [96–100].
For instance, Hillert and Höglund [96] suggested an Arrhenius relationship,
M = 0.035exp(−17681/T ) m4/Js, whereas Gamsjäger et al. [100] reported the
interface mobility as 1.7×10−5 exp(−16838/T ) m4/Js. In particular, the activa-
tion energy is consistent, but the pre-exponential term varies significantly in these
studies. These values are, therefore, considered as effective mobilities that are de-
pendent on the impurities and/or other alloying elements present in the steel sam-
ples. Thermodynamically, massive transformation is possible below a so called T0

temperature where the free energy of parent and product phase are equal for the
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alloy composition. However, a lower transformation temperature is observed in
experimental measurements, for instance, in Fe-Ni [99, 101] and Fe-Mn [7, 97]
alloys. These studies considered solute buildup at the interface and solute drag to
rationalize the delay by considering solute interaction parameters as fit parame-
ters. Recently, Zhu et al. [102] investigated massive transformation in Fe alloys
with Ni, Mn and Co as solute additions using a solute drag model and derived the
intrinsic mobility as 2.7×10−6 exp(−17440/T ) m4/Js that is independent of the
solute species. The determined mobility can also successfully reproduce the trans-
formation kinetics in Fe-C alloys considering the mixed mode approach [103].
The effect of other alloying elements on the delay in transformation temperature
is still not well quantified and requires further attention.

Industrial steels include at least one substitutional solute (X) along with car-
bon, and it is desirable to extend the mixed-mode approach to determine the phase
transformation kinetics in ternary or higher order steels. Early extensions for
ternary systems did not implicitly consider diffusion of the substitutional ele-
ment, instead, they introduced effective mobilities as mathematical functions of
substitutional solute in a binary mixed-mode model [104, 105]. However, the ef-
fective mobilities are sensitive to the cooling rate, chemistry and the direction of
transformation. In considering ternary Fe-C-X alloys, complications arise due to
extremely different diffusivities of carbon and substitutional solute. Two purely
thermodynamic conditions, Local-Equilibrium and Para-Equilibrium as shown in
Fig. 2.7a, have been explored to describe the transformation kinetics. Further
details about these models can be found in a recent review article [106]. Local
equilibrium assumes the equality of chemical potential for each species at the in-
terface. In this case, the phase diagram is separated into two regimes, Partitioning
Local Equilibrium and No Partition Local Equilibrium. In the former, transforma-
tion is controlled by the long range diffusion of X that results in sluggish transfor-
mation rates. The latter, on the other hand, corresponds to no long range diffusion
of X but considers a thin spike of the substitutional element that is pushed in front
of the migrating interface. The other condition, Para-Equilibrium, assumes that
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Figure 2.7: (a) Schematic for Local Equilibrium No Partitioning (LENP)
and Para Equilibrium (PE) conditions. (b) Ferrite growth kinetics in
decarburization experiment for Fe-0.74C-0.86Si at 850 ◦C [106]. The
model corresponds to the three-jump solute drag model [107] based on
the energy dissipation approach.

the substitutional atoms are immobile and the transformation kinetics is solely
determined by the bulk diffusion of carbon. Indeed, No Partitioning Local Equi-
librium and Para-Equilibrium represent limits for a non-partitioned growth, and
can not describe the observed phase transformation rates of ternary steels such as
Fe-C-Cr, Fe-C-Si [108] shown in Fig. 2.7b for Fe-0.74C-0.86Si (wt.%) at 850 ◦C.

A general mixed-mode model that considered solute drag during interface mi-
gration is developed by Chen and van der Zwaag [57], commonly referred as
the Gibbs Energy Balance approach. This model evaluates the interfacial com-
position and interface velocity by balancing the total chemical energy with the
total energy dissipated due to other processes. The model captures a number of
remarkable features such as the transition between non-partitioning growth con-
ditions, predicts the incomplete transformation during the formation of bainitic
ferrite, and suggests that the transformation might not necessarily start from Para-
Equilibrium interfacial conditions. Alternatively, Zurob et al. [107] rationalized
the ferrite growth during decarburization experiments in ternary iron alloys using
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a discrete three-jump solute drag model that considered dissipation due to solute
diffusion based on the Hillert-Sundman [54] approach. They derived the effective
segregation energy of solutes, such as - 2.5 kJ/mol for Mn, -15 kJ/mol for Mo, -1.5
kJ/mol for Cr, and -9 kJ/mol for Si for randomly oriented interfaces by fitting the
experimental kinetics to the solute drag model [107, 108]. One such application of
the model is shown in Fig. 2.7b. It should be noted that the transformation kinetics
does not follow Para-Equilibrium and No Partitioning Local Equilibrium kinetics,
and instead, these thermodynamic conditions correspond to limiting cases in the
solute drag model.

These solute drag models have several limitations, (1) they utilize solute drag
parameters that are not known a priori, (2) do not consider the crystallography of
the interfaces and anisotropic mobility, (3) are limited to one-dimensional mod-
eling of interface migration, and (4) ignore the morphology of the product and
parent phase. These assumptions may be reasonable for interpreting decarburiza-
tion experiments where a planar interface migrates and consumes a large number
of austenite grains with different crystallographic orientation, thereby, averaging
the effect of crystallography [109]. However, it is not the case for ferrite precip-
itation from austenite where specific orientation relationships are favourable for
ferrite growth that becomes even more pronounced for bainitic or Widmanstätten
growth from austenite [106]. For instance, Dong et al. [110] demonstrated that
the semicoherent interfaces of Widmanstätten ferrite have lower mobility than the
incoherent ferrite interfaces. Fang et al. [111] extended the Gibbs Energy Bal-
ance model to 3D microstructures by considering both nucleation and growth of
ferrite grains as well as the effect of prior austenite grain size distribution on the
final microstructure. As a result, modeling developments can benefit from ap-
proaches that can consider morphological and crystallographic effects of solutes
during austenite to ferrite transformation. On the other hand, accurate information
on effective segregation energy of solutes is also of significant interest. Atomistic
calculations may help to quantify, or at least provide more information about the
solute-interface interactions or the solute drag parameters.
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2.4 Atomistic Simulations

2.4.1 Solute segregation
Several atomistic approaches, in particular Density Functional Theory (DFT), can
quantify the solute-interface interactions. In this regard, research on determining
the binding energy of solutes at different grain boundary sites has seen a signif-
icant increase in the past decade [112–116]. The binding energy, here, refers
to the energy change that occurs when a solute is brought from the interior of
a bulk material to a grain boundary site at T = 0 K. A decrease in energy indi-
cates a favourable solute segregation to the GB site. In particular for steels, Jin
et al. [112] investigated the binding energy profiles of common alloying elements
such as Nb, Ti, Mo, V, Si, Cr, Mn, Co, Ni, Cu at the Σ5(013)[100] GB in BCC Fe.
The structure of the grain boundary and the binding energy profiles are shown in
Fig. 2.8. Solutes that are larger than Fe have a correlation between the atomic size
and the average segregation energy that is determined from the White-Coghlan
model [46]. Ito and Sawada [117] investigated the binding energies of these so-

a) b)

Figure 2.8: (a) Σ5(013)[100] grain boundary in BCC Fe with labeled unique
GB sites. (b) Binding energy of different solutes at GB sites [112].

lutes in FCC Fe for nine different [001] symmetric tilt grain boundaries for which
the tilt angle varied between 18.9◦ to 77.3◦. Solutes such as Nb, Mo and Ti show
an increasing tendency to segregate in both BCC and FCC Fe GBs with a signif-
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icant variability in site-specific binding energies. Jin et al. [112] also investigated
the solute-solute interactions when the same solutes occupy different GB position
as well as when one site is occupied by Nb and the other site with a different
solute. They found that the Nb-Nb interactions reduce the effective segregation
energies by more than 30% whereas interactions with different solutes is signif-
icant for Mo, Ti, Mn but not for Cu and Si. Wicaksono et al. [118] investigated
segregation in the Fe-C-Mn system for the Σ3(111)[11̄0] GB in BCC Fe and sug-
gested a favourable segregation of Mn in the presence of carbon. In another study,
Scheiber et al. [113, 119] demonstrated that the effective segregation energies for
substitutional solutes in BCC-Fe as well as the solute enrichment of Re in W
derived from the DFT segregation profiles are in close agreement with the experi-
mentally determined segregation data for either systems. Jin et al. [120] extended
the approach to study the solute binding of Ni, Mo, Nb, Cr, Si, Mn in a FCC-BCC
interface. These simulations considered a Kurdjumov-Sachs orientation relation-
ship between the FCC and BCC phase. Using the Langmuir-McLean type models
for segregation, effective binding energies determined for solutes such as Mo and
Mn were found to be in the same range of values determined from fitting the solute
drag model with decarburization experiments [107]. However, it should be noted
that this specific orientation relationship, while frequently observed in austenite-
ferrite transformations, is different than that of incoherent interfaces that migrate
during decarburization experiments.

DFT simulations are, however, limited by (1) T = 0 K calculations, and (2)
the size of the system, such that only a few hundred atoms can be simulated
which strongly limits the applicability of DFT simulations to non-coincident grain
boundaries or general grain boundaries. Atomistic Monte Carlo [121], and/or
Molecular Dynamics (MD) [122, 123] methods can relax these limitations and
simulate much larger systems (≈ 106 atoms). However, these simulations are
limited by the accuracy and the availability of interatomic potentials for different
alloy systems, and often report binding energies that differ from those determined
from DFT calculations [124]. Recently, a Quantum Mechanical/Molecular Me-
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chanics approach has been proposed that preserves the accuracy of Quantum Me-
chanical calculations and has the capability to determine binding energies in less
coincident or general grain boundaries [125]. Here, a small region including the
grain boundary and solute atom that considers quantum interactions is embedded
in a larger region that considers atomic interactions. Huber et al. [125] demon-
strated the strength of this approach by determining the binding energies of Mg
and Pb in a general grain boundary in Al.

2.4.2 Solute diffusion
Diffusion of substitutional solutes across the interface is an important parameter
for solute drag calculations. In the bulk, substitutional solutes diffuse primarily
via vacancy mechanism. As a result, the activation energy for diffusion can be
separated into three parts, vacancy formation, vacancy-migration and vacancy-
solute interactions [126]. Further, the pre-exponential factor is dependent on the
jump frequency and the lattice parameter. Huang et al. [127], and later Versteylen
et al. [128] used DFT calculations with the Nudged Elastic Band approach, that
determines the minimum energy path for vacancy migration, to determine the dif-
fusion coefficent of impurities in bulk BCC Fe. A reasonable agreement between
the predicted impurity diffusivities and the experimental diffusivities has been
found for BCC Fe [128], Mg [129], Co [130], and Al [131] as host materials.

Determining trans-GB diffusion, however, is more challenging due to the mul-
tiplicity of GB sites where the activation energy depends on the GB position.
Kinetic Monte Carlo simulations that consider probability of individual solute
jumps, where individual probabilities are determined from DFT simulations, can
overcome these limitations [132–134]. Suzuki et al. [132] determined the self dif-
fusion of Cu across the grain boundary for several grain boundaries using hybrid
Monte Carlo/Molecular Dynamics simulations, and suggested that the effective
activation energy for trans-GB diffusion is close to the minimum activation en-
ergy among multiple GB sites.
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2.4.3 Interface migration
MD simulations with a variety of techniques such as artificial driving force [135,
136], capillarity technique [137, 138], elastic strain [139, 140], and random
walk [141, 142] approaches have been used to determine the temperature depen-
dence of GB mobilities in pure materials. Using Ni, Mendelev et al. [143] demon-
strated that either of the methods that consider planar GBs produce identical GB
mobilities that are drastically different than the experimentally determined mo-
bilities. Wicaksono et al. [138] investigated coherent and incoherent curved GBs
in BCC Fe and determined the migration activation energy as 10 and 12 kJ/mol,
respectively, which are an order of magnitude smaller than the experimentally
determined activation energies. The discrepancy is attributed to the presence of
impurities in experimental samples [143]. MD simulations have been used to de-
termine the crystallographic dependence of GB mobility in pure materials that is
not accessible to experiments. Olmsted et al. [136] utilized the artificial driving
force technique to sample the GB mobility of 388 GBs in Ni that is shown in
Fig. 2.9. Surprisingly, no correlation was found between the disorientation angle,

Figure 2.9: Mobilities of 388 GBs in Ni at 1400 K [136].

inclination angle, coincidence relationship characterized by the Σ value of grain
boundaries and their mobilities. Furthermore, the absolute GB mobility varied by
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more that 2 orders of magnitude for the investigated grain boundaries. In con-
trast with the theory of GB migration, only a few grain boundaries (57% of 388
GBs) demonstrated thermally activated migration whereas other GBs showed anti-
thermal (mobility decreases with temperature), and athermal (mobility remains
constant with temperature) migration with temperature [136, 144]. Hoyt [145],
however, have suggested to interpret these mobilities with caution due to the use
of artificially high driving forces that is different than the expected driving pres-
sures during grain growth and recrystallization. MD simulations have also been
used to determine the mobility of a semi-coherent interface between FCC and
BCC phases in pure Fe. Bos et al. [146], and later Song and Hoyt [147], con-
sidered different interatomic potentials, both of which indicate BCC phase as the
most stable phase at all temperatures. The chemical energy difference between the
FCC and the BCC phase, therefore, serves as the driving force for interface migra-
tion. In the former simulations, the migration rates varied between 200-700 m/s
indicating a martensitic transformation [146]. The latter considered a different
interface that was 4.04◦ rotated from the Kurdjumov-Sachs relationship [147]. In
this case, the interface velocities are slower than those of Bos et al. [146] and the
activation energy is determined as 16 kJ/mol that is an order of magnitude less
than the activation energy determined from experiments [100, 147]. In general,
the interface mobility also depends on the crystallography and a semi-coherent
interface may not reflect the averaged interface mobility observed in experiments.

MD simulations are, however, severely restrictive in their length and time
scales to determine the grain boundary and/or interface migration in the presence
of solutes. The migration rates in these cases are mainly determined by the diffu-
sion of solute species which is too slow to be detected in typical MD timescales.
Further, the migration rates determined from MD simulations are unrealistically
high, e.g. ≫0.01 m/s [148], than the few µm/s typically observed in grain growth
and recrystallization experiments. In addition, the simulation cell should be suffi-
ciently large to develop a steady-state profile of the segregating solute to compare
with the conventional solute drag models. These limitations are further exagger-
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ated due to the unavailability of interatomic potentials for different alloy systems.
Few studies have, however, used MD simulations to determine the change in GB
mobility in the presence of solutes in the limit of low-driving pressures. For in-
stance, Mendelev et al. [149] used MD simulations to parameterize the CLS solute
drag model for an asymmetric Σ5 tilt GB in Al with Fe impurities. They found
a qualitative agreement between the simulations and the experimental GB mo-
bilities as a function of temperature and Fe concentration. Sun and Deng [150]
considered a Σ5 grain boundary in Al with Ni, Ti, and Pb as impurities, and de-
termined the GB mobilities using the random walk method in close agreement
with the CLS solute drag model. Other atomistic techniques that can access atom-
istic length scale and diffusive time scales such as Phase Field Crystal [151] and
atomistic Kinetic Monte Carlo [152] have been used to assess the solute effects
on GB migration rates. While the former showed a structural pinning barrier, i.e.
a threshold driving pressure for GB migration and the latter showed a significant
effect of solute diffusivity on the solute drag pressure due to the atomic nature
of the grain boundaries, both the approaches are in semi-quantitative agreement
with the CLS solute drag model. In this regard, the CLS model can, at least
qualitatively, describe the solute effects on GB migration in dilute alloys and an
appropriate determination of continuum solute drag parameters such as effective
segregation energy and trans-GB diffusivity from atomistic simulations remains a
key challenge in the prediction of GB migration rates.

2.5 Mesoscale modeling

2.5.1 Overview of numerical methods
Several techniques have been used to simulate microstructure evolution during
phase transformation, grain growth and recrystallization. These approaches in-
clude Monte Carlo Potts model [153–155], Phase field method [156, 157], Cel-
lular Automata [158], Vertex models [159, 160] (or front tracking approach), and
level-set method [161, 162] each with their own advantages and disadvantages.
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As shown in Fig. 2.10, Monte Carlo Potts model and Cellular Automata dis-
cretize the microstructure domain into smaller cells, and modify the state of the
cell based on predefined rules. One of the main strength of these methods is their

Figure 2.10: Schematic of (a) Vertex method, (b) Cellular Automata and/or
Monte Carlo, and (c) Phase field method [163].

relative ease of implementation for both 2D and 3D simulations, and as a result,
they have been extensively used to study the role of anisotropic GB properties
on grain growth [155], texture evolution during recrystallization [154] and dif-
fusional transformations including the solute drag effect [164]. These methods,
however, are limited due to several factors. For Monte Carlo methods, it is chal-
lenging to relate the simulation time with the realistic time scale whereas it is not
straightforward to accurately compute the grain boundary curvature in the latter
which is a necessary driving force for grain growth.

The vertex method is a sharp-interface approach where the grain boundaries in
a microstructure are considered to be composed of a network of vertices or nodes
that are connected by straight lines. During GB migration, individual nodes move
due to an applied driving force, followed by the reconnection with the network
of nodes according to the pre-defined topological rules. As a result, large scale
microstructures can be simulated with limited resources, however, their extension
to 3D is relatively challenging due to the large number of topological changes
which increases with the heterogeneity in the GB properties [165].
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The phase field method (PFM), on the other hand, is a diffuse interface ap-
proach that considers a finite width of the grain boundary. The microstructure,
in this case, is described using a set of phase field parameters that are continu-
ous functions of space and time. The total free energy is described as a function
of phase field parameters which includes at least two competing energy density
terms, i.e., a gradient energy density and a barrier potential [157]. The microstruc-
ture evolves in order to minimize the total free energy. There is no need to explic-
itly track the interfaces and as a result, the phase-field method can easily han-
dle complex microstructural features in two and three dimensions. During grain
growth, for instance, grain boundary curvature is naturally included in its formu-
lation and, as a result, no further approximations are required for curvature-driven
grain growth. In contrast to the other approaches, the phase field method can in-
corporate additional physics such as solute diffusion, effect of strain, segregation
etc. in a single framework by modifying the total free energy. These benefits
have led to several developments in high performance computing, that have en-
abled realistic microstructure evolution using large scale simulations [166, 167].
These simulations, however, are prone to numerical instabilities, e.g. for highly
anisotropic GB energies [168, 169]. Other limitations may arise when consider-
ing artificially wide interfaces, e.g. solute trapping during solidification, that may
need additional corrections to reproduce experimental interface kinetics [170].

Level-set is a more recent approach, where structural GBs are represented by
iso-contours of level set functions each of which describes a grain using signed
distance metric. Here, each level-set function takes a positive distance value inside
the grain and negative value outside the grain. The use of level-sets eliminates the
need for diffuse interfaces, and the evolution of these sharp-interfaces correctly
captures the topological changes during grain growth. A disadvantage, however,
is that level-set functions require a re-initialization at each time step to maintain
the signed distance characteristics that is a time-consuming process.

While these approaches have been utilized to characterize the role of
anisotropic GBs on grain growth, Cellular Automata and Phase field method are
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more common to study phase transformation, whereas Level-set has also been
recently extended to simulate austenite decomposition [171]. Among these meth-
ods, phase field is the most suitable approach to simulate complex morphological
evolution during metallurgical processes, and as a result, is the method of choice.

2.5.2 Phase field modeling of grain growth
Different phase field models that can simulate grain growth have been proposed
in the literature. A common theme among them is that the microstructure is de-
scribed using non-conserved fields that represent the local structure and/or orien-
tation of the grains. One of the two popular phase field frameworks, also known
as continuum phase field approach, was developed by Chen and Yang [172], and
Fan and Chen [156]. In this approach, the phase field parameter is considered
to vary independently of other grains. In contrast, the multi-phase field approach
proposed by Steinbach and Pezzolla [173] considers the phase field variables as
the volume fraction of grains and, as a result, sum up to 1 at each point in the
system. In the former case, the free energy has multiple degenerate minima, each
corresponding to the bulk grain whereas one additional minima, where each phase
field is zero, exists for the latter case. The volume fraction constraint forces one of
the fields to be equal to 1 inside the bulk grains. These different free energy defini-
tions lead to different microstructural evolution in detail, e.g. different equilibrium
profiles or different shapes of grains, but produce nearly identical average grain
size evolution and grain size distribution for equivalent model parameters [174].

Phase field modeling has been used to simulate microstructure evolution in 2D
and in 3D to characterize the grain growth phenomena in ideal conditions (uniform
GB mobility and energy in the absence of solutes/impurities). All the numerical
simulations including the sharp interface approaches suggest a parabolic grain
growth relationship for the average grain size [153, 154, 175]. The kinetic rate
constant, however, depends on the dimensionality of the simulations [174]. The
simulations also suggest a scaling or time-invariant size distribution for ideal grain
growth. The quantitative grain size distribution, however, differs significantly
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among different numerical simulations. While Anderson et al. [176] reported log-
normal distribution, Kim et al. [177] indicated Hillert distribution, and Miyoshi
et al. [166] and Kamachali et al. [178] demonstrated deviation from the Hillert’s
distribution [179]. It should be highlighted that the grain size distributions in ex-
periments typically follow log-normal distributions and do not, in general, satisfy
the parabolic grain growth relationship.

The phase field models have been extended to include the anisotropy in grain
boundary properties such as mobility and energy [25, 175, 180, 181]. Kazaryan et
al. [175] considered misorientation and inclination dependence of both mobility
and energy, and later, Upmanyu et al. [25] determined these properties from atom-
istic simulations to simulate anisotropic grain growth. The simulations revealed
that the GB mobility anisotropy results in a marginal change in grain evolution
(except the grain growth rate is different), whereas a variability in grain bound-
ary energy modifies the topology resulting in a deviation from the parabolic grain
growth relationship. However, a recent phase field study highlighted that the GB
mobilities that vary by more than two orders of magnitude show an increased
probability for the initiation of abnormal grain growth conditions [182]. While
these simulations consider grain growth in random textured microstructure, sim-
ulations with dual texture with different GB properties can also lead to extremely
inhomogeneous microstructures [182–184]. In fact, Holm et al. [185] demon-
strated that a microstructure with a few immobile grain boundaries can lead to
grain growth stagnation. As a result, quantitative insights into the grain growth
rates due to grain boundary anisotropy for a given thermal treatment and alloy
chemistry requires more attention.

Solute segregation and solute drag have also been quantitatively incorporated
in the phase field methodology [186–189]. Grönhagen and Ågren [186] consid-
ered a concentration dependent barrier in the bulk free energy that leads to solute
segregation. A decrease in the GB migration rates is used to determine the so-
lute drag pressure in agreement with the CLS solute drag model. Fan et al. [190]
simulated grain growth in the presence of impurities by considering concentration
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dependent gradient energy. Kim et al. [187] adopted Grönhagen’s approach and
combined the solute drag model with the multi-phase field model for grain growth.
In this study, they demonstrated that an isotropic solute segregation may promote
abnormal grain growth under specific conditions, i.e., when the driving pressure
due to the average grain size is close to the transition between “free” and “solute-
loaded” grain boundaries. Since solute segregation is limited to the grain bound-
aries, these simulations are limited to smaller length scales and require excessive
resources to simulate grain growth in mesoscale. In the microstructure scale, two
different approaches have been used. Considering isotropic segregation, Strand-
lund et al. [191] determined an effective mobility as a function of driving pressure
that is then used to simulate boundary migration without explicitly resolving the
solute segregation at the grain boundaries. Shahandeh et al. [192], on the other

a) b)

Figure 2.11: (a) Square of average grain size as a function of time for dif-
ferent solute drag parameter, b and fixed a, where the solute drag
pressure is given as av/(1+ bv2). (b) Grain growth exponent (λ ) as
a function of solute drag parameter, b, where the simulation fits the
relationship R1/λ −R1/λ

0 = Kt and K is the kinetic coefficient. [192]

hand, considered a velocity dependent friction pressure that retards the migration
of individual grain boundaries equivalent to the solute drag pressure proposed by
the CLS solute drag model. Using this approach, Shahandeh et al. [192] demon-
strated, as shown in Fig. 2.11, a deviation from the parabolic grain growth rela-
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tionship for different solute drag parameters. These models, however, considered
isotropic segregation at the GBs in contrast with the experimental observations.
As a result, the effect of anisotropic segregation energy, that may also increase the
mobility anisotropy, and its effect on grain growth warrants further attention.

2.5.3 Phase field modeling of phase transformation
In a binary system involving phase transformations, a conserved parameter, i.e.,
concentration is introduced at each point in the system. Further, an additional lo-
cal free energy density representing the chemical free energy due to each phase is
added to the total free energy functional that is different than the gradient energy
density and the barrier potential. Appropriate interpolation schemes are utilized to
define the chemical free energy at the interface [193]. The interface is considered
as a mixture of two hypothetical phases, and their interpolation determines the
local concentration at any position. In this regard, two types of modeling strate-
gies are most common for studying phase transformation. The first approach was
proposed by Wheeler, Boettinger and McFadden (WBM) that considers both the
hypothetical phases at the interface to have identical concentration [194]. The
other approach, initially proposed by Kim-Kim-Suzuki (KKS) [170] and later ex-
tended by Eiken et al. [195, 196], considers the ratio between the concentration of
hypothetical phases is given by the equilibrium partition coefficient between the
two phases.

While both the approaches have been used to simulate phase transformations,
e.g. austenite decomposition [105, 197–199], the KKS approach quantitatively
captures the transformation kinetics in mesoscale and can be coupled with the
thermodynamic databases [195]. Solute segregation and its influence on the inter-
face migration rates have been primarily studied using indirect measurements.
These studies consider Para Equilibrium as the thermodynamic condition for
ternary alloys, and introduce an effective interface mobility as a fitting param-
eter that varies with the heat treatment, e.g. cooling rates, and alloy chemistry
indicating a role of solute drag [105, 200]. This approach requires a large number
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of trials to quantitatively determine the effective mobility with limited applica-
tions to other alloy chemistries. A few studies, have however, incorporated the
solute segregation explicitly by modifying the free energy functional.

Wheeler et al. [194] suggested introducing a concentration dependent poten-
tial that facilitates solute segregation at the interface. Using this approach, Zhang
et al. [201] discussed the experimental growth rates of ferrite and its temperature
dependence by considering Mo segregation in Fe-Mo alloys. In contrast, it is
not possible to include a concentration dependent potential directly in the KKS
model [202]. Recently, Kadambi et al. [202] considered the interface as a sep-
arate phase and proposed an extension to the KKS approach which interpolates
the chemical free energy density between the bulk and the interface phase. How-
ever, disparate length scales of solute segregation and microstructural evolution
makes it challenging to incorporate these methodologies to simulate phase trans-
formation in technical alloys. Similar to grain growth, Zhu et al. [199] used a
multi-phase field model and considered an adhoc velocity-dependent solute drag
pressure as a friction pressure to simulate ferrite formation in an Fe-Mn-C alloy
under Para Equilibrium conditions. Considering an effective segregation energy of
Mn as -9.9 kJ/mol, they showed a transition to No Partitioning Local Equilibrium
interfacial conditions. This approach, that can also simulate the morphological
evolution of phases, is promising for ternary alloys during phase transformations.
For such methods to be successful, it is necessary to (1) quantitatively determine
the velocity dependence of the adhoc solute drag pressure considering solute seg-
regation and, (2) identify the accurate solute drag parameters for different solutes.

2.6 Coupling approaches
Several attempts have been made to couple atomistic information with mesoscale
microstructural models. Vaithyanathan et al. [203] proposed a multiscale method,
where the components of the phase-field model like the free energy of phases,
interface energy of coherent and semi-coherent interfaces, and lattice strains are
evaluated using first principles, cluster expansion method and Monte-Carlo sim-
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ulations. Bishop and Carter [204] proposed an upscaling strategy by utilizing
molecular simulations. A Voronoi tessellation of each atom, followed by a local
averaging was shown to yield a structural parameter which has similar character-
istics to a phase field parameter across a grain boundary. More recently, attempts
to couple MD with the phase field simulations have also been made. Berghoff
and Nestler [205] used upscaling and symmetry arguments to increase the size of
the growing structure in MD without changing the size of the domain. Miyoshi
et al. [206] performed a one to one comparison of multi-phase field model and
MD simulations of grain growth. Discrepancies in the quantitative comparison of
grain growth kinetics are attributed to the anisotropic interfacial properties. Kim
et al. [207] utilized anisotropic grain boundary segregation and energy reduction
due to segregation from atomistic simulations and demonstrated a change in tex-
ture due to P additions in BCC Fe using phase field simulations. In this respect, it
is encouraging to utilize various averaging techniques at the atomic scale to iden-
tify relevant mesoscale parameters to determine realistic microstructure evolution
for different metallurgical processes.

2.7 Summary
A network of grain boundaries and/or interfaces migrate during grain growth,
recrystallization, and phase transformation. Their migration rates vary with the
interface structure, and are extremely sensitive to the solutes and/or impurities
present in the sample. Solutes and/or impurities interact with the moving interface
on the atomistic scale, and reduce their migration rates due to solute drag. Con-
ventional process models utilize either empirical models, or utilize phenomeno-
logical mean-field approaches with effective interface properties to fit the exper-
imental observations. These approaches, however, require large number of time-
consuming trials to determine the effective properties and have limited transfer-
ability to other alloy chemistries.

The CLS solute drag model has gained widespread attention to describe ex-
perimental GB migration rates semi-quantitatively, and also agrees qualitatively
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with the atomistic simulations. The CLS model utilizes solute segregation energy
and trans-GB diffusivity as fit parameters, and it is not obvious how to determine
these effective GB parameters from atomistic simulations. Phase field models
have been developed that can resolve solute segregation during GB migration, but
their application to microstructural length scale requires expensive computational
resources. To circumvent this issue, a friction pressure approach, that applies a
retarding pressure on migrating GB equivalent to the CLS solute drag pressure,
is utilized for grain growth simulations. Further challenges in describing grain
growth arises due to the anisotropic nature of grain boundaries. In this regard,
mesoscale modeling techniques have considered the role of anisotropic mobility
in pure materials, but have ignored the effect of segregation anisotropy during
grain growth.

Similar challenges, in terms of the effective interface parameters, exist in
quantifying the phase transformation kinetics using the solute drag models with
an added complexity of long-range diffusion of solutes. Conventional solute drag
models are either one-dimensional or use an analytical relationship for solute drag
pressure in mesoscale simulations. The solute-drag description in phase transfor-
mation can be verified with the phase field model, that can be further used for
mesoscale simulations. While the state-of-the-art solute drag approaches have
been used to fit the experimental observations, a better understanding of solute ef-
fects on metallurgical processes may benefit from the development of approaches
that can introduce atomistically informed parameters to mesoscale simulations.
Such simulations may facilitate exploring various alloy design strategies to obtain
a microstructure with desired properties.
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Chapter 3

Scope and Objectives

The goal of this work is to develop an atomistically informed phase field method
that can determine the effect of solute segregation on the microstructure evolution
during grain growth and phase transformation. In particular to grain growth, an
approach that can relate the atomistic binding energy profiles to the effective so-
lute drag parameters is needed to quantify the grain boundary migration rates in
the presence of solutes and/or impurities. During microstructure evolution, an ad-
ditional challenge lies due to the grain boundary network such that the individual
GB segments can have anisotropic migration rates due to anisotropic mobility or
solute drag. In these cases, determination of a representative grain boundary that
is also accessible to DFT calculation can be useful to guide the grain growth stud-
ies for alloy design. Phase transformations, are more complex since the solutes,
in addition to interfacial segregation, can also partition across the interface. An
appropriate solute drag pressure, similar to grain growth, needs to be integrated
with the phase field simulations where different solute drag models are available
in the literature.

With the aim of achieving the overall goal, four specific objectives are identi-
fied as follows:

• Develop an approach to quantify the migration rates of a single grain bound-
ary from density functional theory calculations in combination with the so-

40



lute drag model.

• Determine the effect of anisotropy in grain boundary properties such as mo-
bility, energy and solute drag on the grain growth evolution in mesoscale.

• Define a representative grain boundary to classify solutes according to their
potential on retarding grain growth rates.

• Extend the atomistically informed approach to phase transformation in bi-
nary alloys and compare the predictions from the phase field simulations
with a classical solute drag model.
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Chapter 4

Methodology

4.1 Overview
This chapter outlines the methodology to couple atomistic simulations with the
phase field method to simulate microstructure evolution during grain growth and
phase transformation in binary alloys. Sec. 4.2 provides a brief overview of Den-
sity Functional Theory calculations for determination of binding energy at differ-
ent grain boundary (GB) sites and solute diffusion in the vicinity of grain bound-
aries. It should be emphasized that all the atomistic simulations shown here, are
performed by Dr. Daniel Scheiber and Dr. Maxim Popov at the Materials Cen-
ter Leoben, and as a result, the details of the atomistic calculations reported in
the present work are summarized in Appendix A. A specific grain boundary in
Au is investigated in the present work for which the experimental migration rates
are available. An approach to determine the effective segregation energy from
the atomistic solute-interface interactions is presented in Sec. 4.3 and Sec. 4.4.
The continuum solute drag model that utilizes the effective segregation energy to
determine the migration rates of grain boundaries and interfaces is described in
Sec. 4.5. In the microstructure scale, a network of grain boundaries and/or in-
terfaces migrate at different rates due to anisotropy in solute segregation and GB
mobility. Sec. 4.6 summarizes the phase field model for grain growth that con-
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siders anisotropy in GB properties such as GB mobilities and solute drag where
the latter is simulated using a friction pressure approach. Further, an overview
of a single-phase field model that explicitly accounts for segregation at phase in-
terfaces, and an equivalent friction pressure model that can simulate phase trans-
formation in mesoscale without resolving solute segregation, are presented along
with the implementation details and numerical benchmarks. Finally, a mean-field
model for grain growth is outlined in Sec. 4.7.

4.2 Atomistic simulations
Density Functional Theory (DFT) considers that the total energy of a many-body
interacting system can be uniquely defined by the electron charge density such that
its minimum corresponds to the ground state density. The total energy includes
contributions from kinetic interactions between non-interacting electrons, nuclei-
nuclei, and electron-nuclei Coulombic interactions, and an additional Exchange-
Correlation energy which includes contributions from electron-electron interac-
tions. Several different Exchange-Correlation functions, such as Local Density
approximation and Generalized Gradient approximations exist in the literature
where the latter provides a more accurate description of the ground state, e.g., lat-
tice parameters are obtained in agreement with experimental observations [208].
Using an appropriate minimization scheme, e.g. conjugate gradient [209], the
ground state structure for a system, e.g. a grain boundary or bulk crystal, is deter-
mined by structure and force relaxations until the energy and its gradient between
two consecutive iterations are smaller than a threshold value. Note that the ground
state structure is determined at T = 0 K which has been shown to produce reliable
and accurate results of the solute binding energies [210].

With respect to the present work, Grünwald and Haessner [60] measured the
migration rates of the 30◦<111> grain boundary in Au which contained multiple
impurities, particularly Fe and Bi in 20 ppm and 2 ppm respectively. As a result,
the experimental grain boundary is approximated for the DFT calculations as a
Σ13(134̄)[111] tilt GB with a misorientation of 27.8◦ around the [111] axis. The
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numerical details for determining the ground-state structure of the grain boundary
is included in Appendix A.1, and the side-view and top-view of the ground state
structure of the GB are shown in Fig. 4.1. The GB area, Atot , for the considered
GB is determined as 45.4 Å2. DFT calculations are used to determine the bind-

Figure 4.1: Ground state structure of the Σ13(134̄)[111] GB viewed along
[111] direction (side view) and [134̄] direction (top view). Both the top
and the side views have identical indexing and GB sites are labeled
in decreasing order of their Voronoi volume. B1 and B2 represent
the bulk sites used in diffusion calculations. (Courtesy of Dr. Daniel
Scheiber)

ing energies of Fe and Bi at different GB sites using the approach highlighted in
Appendix A.2. Further, the temperature dependence of self and solute diffusion
in metals is typically described using an Arrhenius relationship with two parame-
ters, the pre-exponential factor D0, and the activation energy, Ea. For a vacancy-
mediated diffusion of substitutional solute, the activation energy at T = 0 K can
be written as [126]:

Ea = Em +E f +Eb (4.1)

where Em is the migration barrier, E f is the vacancy formation energy, and Eb is
the solute-vacancy binding energy. The computational details to determine these
barriers from DFT calculations are summarized in Appendix A.3.
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4.3 Solute enrichment

4.3.1 Grain boundaries
Based on the binding energy profile obtained with the DFT calculations, the solute
excess at the grain boundary as a function of temperature is calculated using the
White-Coghlan segregation model [46], where the probability of occupancy for
each site can be determined from:

ci
GB

1− ci
GB

=
c0

1− c0
exp

(
−

E i
seg

kBT

)
(4.2)

Here, ci
GB is the concentration of solute at GB site i, c0 is the bulk concentration of

solute, kB is the Boltzmann constant and T is the temperature in K. The total solute
excess (ΓDFT ) at the grain boundary in atoms/nm2 is then the sum of individual
occupancies projected onto the habit plane as,

ΓDFT =
1
A

NGB

∑
i
(ci

GB − c0) (4.3)

where NGB is the total number of grain boundary sites in a GB unit cell with area A.
Grain boundary sites are identified as sites with non-zero segregation energies and
the maximum distance between these GB sites perpendicular to the GB plane is
defined as the GB width. In this description, the GB surface density is determined
as Γ0 = NGB/A.

4.3.2 Phase interfaces
Contrary to the grain boundaries, the reference energy of phases on either side of
the interface is different in DFT calculations at T = 0 K [120]. As a result, relative
energies with respect to one of the two phases are reported, e.g. relative energies
of Nb in a coherent FCC/BCC interface in Fe with respect to the BCC phase
are shown in Fig. 4.2a. In this example, Nb is a ferrite stabilizer and has lower
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Figure 4.2: (a) Relative energies and (b) Binding energies for Nb segrega-
tion across an FCC/BCC interface [120]. The interface width is shown
with dash-dotted lines.

internal energy in the BCC phase at T = 0 K. Solute segregation, however, is an
interface phenomenon and, therefore, should remain unaffected by bulk energies.
First, the bulk energy of each phase is determined from either end of the interface
where the difference between the relative energies for two consecutive sites is
smaller than 0.02 eV. The distance between these sites on either end is considered
as the interface width. A linear variation between the bulk energies is taken as
the reference energy [120], and the binding energy at each site is determined from
the difference between the reference and relative energies determined from DFT
calculations as shown in Fig. 4.2b. Then, the interface enrichment is determined
from Eq. (4.2) and Eq. (4.3) similar to the grain boundaries.

4.4 Effective segregation energies
For a thick interface where the solute can segregate to the interface, the chemical
potential of the substitutional solute, in the dilute limit, can be described as [50],

µ = µ0 + kBT ln[c(x)]+U(x) (4.4)
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where, µ0 is the chemical potential in the bulk, e.g. α phase in α/α grain bound-
aries and α/β phase boundaries, and U(x) is the segregation potential at the inter-
face. In contrast to Eq. (4.2), c is a continuous function of x where x is the distance
from the habit plane of the GB. For phase interfaces, U(x) is described using an
asymmetric wedge with two parameters, E and 2∆EP, where E is the effective
segregation energy and 2∆EP is the difference in the bulk energies of individual
phases. Naturally, 2∆EP = 0 corresponds to a special case of grain boundaries.
Similar to the methodology described in Sec. 4.3.2, a symmetric binding energy
profile is determined for both phase interfaces and grain boundaries.

Cahn-Lücke-Stüwe [50, 51] demonstrated that the composition, c(x), at the
GB, agrees locally with the Langmuir-McLean isotherm under the dilute limit
approximation c(x) = c0 exp(−U(x)/kBT ). As a result, the excess solute at a sta-
tionary grain boundary or GB enrichment (ΓCLS) in atoms per area is determined
as [34]:

ΓCLS = Nv

∫
δSD

−δSD

[c(x)− c0]dx (4.5)

where Nv is the number of atoms per unit volume at the grain boundary, and 2δSD

is the interface thickness. Using the triangular potential variation in U(x) as shown
in Fig. 2.2, the GB excess can be simplified as:

ΓCLS = Γ0c0

{
kBT
E

[
1− exp

(
− E

kBT

)]
−1
}

(4.6)

here, Γ0 = Nv[2δSD] is the surface density in the continuum model that is equiva-
lent to the surface density determined in the atomistic model. The effective seg-
regation energy is determined by considering equal enrichment in the continuum
and the atomistic model, i.e., ΓCLS = ΓDFT . Similar to the grain boundary, the ef-
fective segregation energy for phase interface is determined using Eq. (4.3), and
Eq. (4.6) with the solute binding energy profile shown in Fig. 4.2b. The additional
parameter in phase interfaces, 2∆EP is related to the difference in standard state
energies of the bulk phases which varies with the temperature and can be deter-
mined from the equilibrium partition coefficients, cβ

eq/cα
eq = exp(−2∆EP/kBT ) in
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the dilute limit, where cα
eq and cβ

eq are the equilibrium solute composition in α and
β phase, respectively.

4.5 Solute drag modeling
For grain boundaries with triangular segregation potential, Cahn [50] indicated
that the solute drag pressure (∆GSD) for a GB migrating in steady-state conditions
takes a particular form in the dilute limit as,

∆GSD =
αSDc0v

1+β 2
SDv2 (4.7)

where, v is the GB velocity, αSD and βSD are solute drag parameters dependent on
the effective segregation energy (E), temperature (T ), and trans-GB diffusivity of
solute element (D) such that [50]:

αSD =
Nv[2δSD][kBT ]2

DE

[
sinh

(
E

kBT

)
− E

kBT

]
(4.8)

and
β

2
SD =

δSDαSDkBT
2NvDE2 . (4.9)

In this framework, the GB velocity is described as:

v = Mint(∆G−∆GSD) (4.10)

where, Mint is the intrinsic GB mobility and ∆G is the driving pressure.
For an α/β phase boundary, both the ‘force-based’ [55] and the ‘energy-

based’ [54] solute drag approaches consider a thick interface with different prop-
erties than the bulk, e.g. with an asymmetric potential well defined by E and
∆EP as highlighted in Sec. 4.4 [55]. In either approach, the composition profile
of solute elements across the interface is determined for a given composition in
product phase, cα/β , and velocity, v, of the growing phase under the assumption
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of steady-state partitionless growth using Fick’s diffusion [54], as

−v[c(x)− cα/β ] = J (4.11)

The diffusional flux (J) is given by reaction rate theory,

J =
D(x)
RT

c(x)[1− c(x)]
∂ µ̃

∂x
(4.12)

where µ̃ = µB − µA is the diffusion potential with A and B as solute and solvent
species, respectively, and D(x) is the diffusion coefficient. The composition pro-
file for v = 0 with E = -12 kJ/mol and ∆EP = -3 kJ/mol is shown in Fig. 4.3a. For
a given velocity, the solute drag pressure from the Purdy-Brechet (PB) model is
determined similarly to the CLS model, as [55].

∆GSD,PB = Nv

∫
δSD

−δSD

[c(x)− cα/β ]
∂U
∂x

dx (4.13)

spike

a) b)

Figure 4.3: (a) Composition profile in a stationary interface with E = -12
kJ/mol and ∆EP = -3 kJ/mol (b) Solute drag pressure as a function of
normalized velocity from different models.

Alternatively, the energy dissipation due to the solute diffusion inside the in-
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terface or the solute drag pressure given by Hillert and Sundman (HS) [54] is
determined as,

∆GSD,HS = Nv

∫
δSD

−δSD

[c(x)− cα/β ]
∂ µ̃

∂x
dx (4.14)

Fig. 4.3b shows that the solute drag from the HS model is negligible at low and
high velocities and increases for intermediate velocities, whereas the PB model
results in non-zero solute drag pressure for low velocities that originates due to
the spike at the interface [56]. The operating interface velocities for given cα/β

are then determined where the driving pressure across the interface,

∆Gchem,int =
n

∑
i=1

cα/β

i [µ
β/α

i −µ
α/β

i ] (4.15)

exactly balances the interface friction, v/Mint , and the solute drag pressure. Here,
µi, and ci are the chemical potential and the composition of individual components
at the interface in a model α-β system, and the driving pressure is counted per
mole of the growth of the product phase.

4.6 Phase field modeling

4.6.1 Introduction
In the phase field approach, the microstructure is described by either conserved
or non-conserved phase field parameters that are continuous functions of space
and time. Conserved parameters may include local composition fields, whereas
non-conserved parameters contain information about the phase and/or grain ori-
entation [211]. In a microstructure, each grain/phase i is described by a separate
non-conserved phase field parameter, e.g., φi, that takes a value of 1 in the bulk
and gradually decreases at the interface to 0 outside the grain/phase. The total
Gibbs free energy is described as an integral over the local free energy densities
that include contributions from the bulk free energy, interface energy, chemical
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energy, strain energy, etc., as,

G =
∫

Ω

[Gint +Gchem +Gstrain + ...]dΩ (4.16)

In all the formulations, an interface energy density (Gint) is defined, which in-
cludes (1) a potential that has a minimum for the bulk grains/phases, e.g., double-
well or multi-well potential, and (2) a gradient energy density that is responsible
for the diffuse interface. The microstructure and the phase field parameters evolve
in order to reduce the total free energy of the system with time according to the
Allen-Cahn [212] and Cahn-Hilliard [213] equations for non-conserved and con-
served fields, respectively, as

∂φ

∂ t
=−L

δG
δφ

(4.17)

∂c
∂ t

= ∇.

(
Mc∇

δG
δc

)
(4.18)

here, L is a kinetic constant, Mc is the diffusion mobility of the solute element. The
main difference among various phase field models lies in the treatment of different
energy contributions to free energy. For grain growth simulations, Eq. (4.17) is
used, whereas for phase transformation simulations, both Eq. (4.17) and Eq. (4.18)
are implemented to solve for the composition and phase field parameters.

4.6.2 Grain growth
A multi-phase field model proposed by Fan and Chen [156] is used to simulate
grain growth in ultrapure materials with and without solutes. The total free energy
is constructed using the interface energy density (Gint) and an additional energy
density (Gd) that imposes a retarding pressure on the grain boundaries simulating
the solute drag of solutes during grain growth. Shahandeh et al. [192] provided a
detailed derivation of the model, and the critical points of the models are summa-
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rized below. The interface energy density is defined as,

Gint = mG

[
p

∑
i=1

φ 4
i
4

−
p

∑
i=1

φ 2
i
2

+
p

∑
i=1

p

∑
j ̸=i

λG,i jφ
2
i φ

2
j +

1
4

]
+

κG

2

p

∑
i=1

(∇φi)
2 (4.19)

such that multiple degenerate minima exist at (φ1,φ2, ...,φp) = (1, 0, 0, ..., 0),
(0, 1, 0, ..., 0), ..., (0, 0, 0, ..., 1), where each configuration corresponds to a
different grain. p is the number of coexisting grains at any point in space, mG is
the maximum free energy barrier between two grains, λG,i j is a model parameter,
and κG is the gradient energy coefficient. Unless otherwise stated, λG,i j is taken
as 1.5 in all the simulations that lead to a symmetric equilibrium profile of phase
field parameters [174].

To introduce the solute drag pressure [192], artificial free energies per unit
volume, Gi and G j are assigned to grains i and j, respectively such that a solute
drag pressure ∆Gi j = G j −Gi can be imposed as a friction pressure to drag a
migrating grain boundary. Gd is the additional energy that interpolates these free
energies using an auxiliary variable ηi j = (φ j −φi +1)/2, which assumes a value
of 0 in grain i (φi = 1,φ j = 0), 1 in grain j (φi = 0,φ j = 1) and varies smoothly at
the grain boundary. As a result, Gd for two grains is defined as,

Gd = 3
2

∑
i=1

2

∑
j ̸=i

(
η3

i j

3
−

η2
i j

2

)
∆Gi j +

1
2

2

∑
i=1

Gi (4.20)

The grain structure evolution is then determined from,

∂φi

∂ t
= LG

[
∇.

∂Gint

∂∇φi
− ∂Gint

∂φi
− ∂Gd

∂φi

]
(4.21)

where LG is the kinetic constant. Using φi = 1 - φ j, ∂Gd/∂φi is determined as
3φiφ j∆Gi j, and considering that each pair of order parameters φi and φ j con-
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tributes to ∂Gd/∂φi, the final evolution equation simplifies to,

∂φi

∂ t
= LG

[
κG∇

2
φi −mG

(
φ

3
i −φi +2φi

p

∑
j ̸=i

λG,i jφ
2
j

)
−3φi

p

∑
j ̸=i

φ j∆Gi j

]
(4.22)

Here, κG, mG , and LG are related to the physical GB properties such as GB thick-
ness (2δ ), GB energy (γ), and GB mobility (M) for λG,i j = 1.5, as [174, 192],

κG =
3
4

γ[2δ ] (4.23)

mG =
6γ

[2δ ]
(4.24)

LG =
4
3

M
[2δ ]

(4.25)

Note that the grain boundary properties such as the mobility (Mi j), energy (γi j),
and solute drag (Ei j) can be anisotropic and depend on the misorientation be-
tween grains i and j. The anisotropy can be included in the phase field method
by formulating the model parameters as a function of local field variables. For
instance, anisotropic grain boundary mobility (Mi j) between grains i and j is used
to determine Li j using Eq. (4.25), and LG is determined as [174]:

LG =
∑

p
i ∑

p
j ̸=i Li jφ

2
i φ 2

j

∑
p
i ∑

p
j ̸=i φ 2

i φ 2
j

(4.26)

For anisotropic GB energies, an approach proposed by Moelans [174] is used that
is summarized in Appendix B. The solute drag pressure parameterized from the
atomistic simulations is used as ∆Gi j such that individual grain boundaries be-
tween grain i and j may have different effective segregation energies (Ei j). In
this approach, all the effects of the solute-GB interactions are considered to be in-
cluded in the velocity-dependent solute drag pressure. Therefore, explicit concen-
tration evolution is not considered in the phase field simulations for grain growth.
The GB velocity between grain i and j is determined from v = ∂φi

∂ t /|∇φi| as pro-
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posed by Shahandeh et al.[192]. An iterative scheme is used to solve Eq. (4.22) for
an accurate determination of phase field parameters and grain boundary velocity.
The algorithm determines the velocity from the ∂φi/∂ t at the previous timestep
and evaluates the ∂φi/∂ t at the current time step from Eq. (4.22) and Eq. (4.7).
Subsequently, a new velocity is computed, and the process is repeated until the
convergence in velocity is achieved.

4.6.3 Phase transformation
Similar to grain growth, an approach is presented to simulate solute drag dur-
ing phase transformation in mesoscale. A single phase field model proposed by
Wheeler, Boettinger, and McFadden [194] (WBM) is used which explicitly con-
siders solute segregation at a planar interface between α and β phase. This model
considers the interface to be a mixture of both α and β phase with identical com-
position, i.e., c= cα = cβ [201], which limits the model applicability to nano-scale
simulations [214]. Further details of the model formulation and its limitations are
summarized in Chapter 8 for the convenience of the reader.

The solute drag pressure from these simulations is determined from Eq. (4.10).
Here, the interface velocities are obtained from the phase field simulations by
monitoring the interface displacement, and the chemical driving pressure across
the interface (∆Gchem,int) is evaluated from the simulations analogous to the sharp-
interface approach, i.e.,

∆Gchem,int = Gβ (cβ/α)−Gα(cα/β )− µ̃
β/α [cβ/α − cα/β ] (4.27)

where, Gα , Gβ are the bulk free energies of α and β phase, and cα/β , cβ/α are the
interfacial concentrations on the α and β side of the interface, respectively [215].
Fig. 4.4a shows a schematic of the solute concentration profile during interface
migration. In a diffuse interface approach, the interfacial compositions are not
clearly defined, and as a result, the composition from either end of the interface at
φ = 0.01 and φ = 0.99 with additional 5 points from outside the interface is used
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to linearly extrapolate the composition to φ = 0.5, that is then used to determine
the chemical driving pressure as shown in the schematic free energy in Fig. 4.4b.
It is worth mentioning that the compositions at φ = 0.01 and φ = 0.99, and con-

Φ=0.5

ceq
α

ceq
β

cβ/α

cα/β

a) b)

Figure 4.4: (a) Composition profile of a moving interface without solute
segregation. The interfacial composition, cβ/α and cα/β are shown
by extrapolating the composition from either end of the interfaces to
φ = 0.5 (b) Schematic for determination of chemical driving pressure
across the interface from interfacial concentrations.

sequently, the determined interfacial compositions represent outer points of the
interface and remain unaffected by solute segregation at the interface.

Kim, Kim, and Suzuki [216] (KKS) proposed a phase field model that relaxes
the limitations of the WBM model such that the interface width can be artificially
increased while preserving the phase transformation kinetics. As a result, the KKS
model is used to simulate phase transformation in the microstructure scale. The
solute drag pressure from nano-scale simulations, i.e., using the WBM model, is
used to parameterize the friction pressure that is used in the KKS model to account
for solute drag in mesoscale simulations without resolving the solute segregation
at the interface. Similar to the WBM model, the details of the KKS model are
included in Chapter 8.
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4.6.4 Numerical implementation
Phase field equations for conserved and non-conserved parameters are non-linear
Partial Differential Equations. This work uses an explicit finite difference method
with a forward Euler scheme in space and time to discretize the partial differential
equations on a uniform square grid. A five-point stencil as shown in Fig. 4.5 is
used to determine the Laplacian and gradients as,

∇
2
φi, j =

(
φi+1, j +φi−1, j −2φi, j

∆x2

)
+

(
φi, j+1 +φi, j−1 −2φi, j

∆x2

)
(4.28)

∇φi, j =

(
φi+1, j −φi, j

∆x
,
φi, j+1 −φi, j

∆x

)
(4.29)

(i, j) (i+1, j)(i-1, j)

(i, j+1)

(i, j-1)

Figure 4.5: Five-point stencil for discretization in a square grid.

A sparse data structure is used to store phase field parameters that have non-
zero values locally at each grid point. The number of active parameters varies in
space depending on the topological arrangement of grains in a microstructure, a
maximum of 8 fields are stored at each point [192]. Consequently, all the phase
fields with φi < 10−5 are not stored in the active parameter list. The explicit Euler
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integration in time is conditionally stable and, as a result, a time step is chosen as,

∆t = ktmin
(

∆x2

Mmaxγmax
,

∆x2

Dmax

)
(4.30)

where, Mmax, and γmax are the maximum mobility and maximum grain boundary
energy of all the grain boundaries in the microstructure, and Dmax is the maximum
diffusivity in any phase in the microstructure. kt is an adjustable parameter that
varies between 0 and 1 depending on the dimensions of the simulation.

4.6.5 Modeling benchmarks
The phase field model for grain growth and phase transformation is implemented
in C programming language, and the appropriate model parameters such as time
step, interface width, and initial grain size for grain growth, are determined us-
ing accuracy analysis. A circle is initialized in a 2D domain discretized in 400
× 400 domain with a grid size of 0.06 µm as shown in Fig. 4.6a. A higher
value of kt = 0.5 results in interface destabilization. As a result, kt is chosen
as 0.1 in all the simulations. Isotropic interface mobility is taken as 5×10−11

m4/s and γ as 1 J/m2. Under ideal conditions, the area of a shrinking cir-
cle (Ac) follows d(Ac)/dt = −2πMγ , and the radius of a shrinking circle fol-
lows, R2 −R2

0 = −2Mγt. Fig. 4.6b shows the effect of time stepping using kt in
Eq. (4.30) on the shrinkage rate of a circle.

For accurate simulations, the grid spacing should be much smaller than the
smallest internal length scale, i.e., grain boundary width in the case of grain
growth. While resolving grain boundaries with a large number of grid points
imposes restrictions on the simulation domain size, fewer interface points may
lead to artificial grain boundary pinning [217] or mesh-induced anisotropy [218].
Depending on the accuracy requirements, the grain boundary width is typically
resolved in 4 or more grid points for grain growth simulations [219]. Fig. 4.7a
compares the sensitivity of the number of interface points (LGBP) with the shrink-
age rate of a circle determined from the analytical solution. For LGBP = 3,4,8,12,
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Figure 4.6: (a) Initial simulations domain with a circular grain (b) Normal-
ized radius as a function of time for different time constant.
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Figure 4.7: (a) Comparison of shrinkage rates for different GB resolution.
The analytical solution is also shown in red. (b) Shrinkage rates as a
function of driving pressure considering solute drag with an effective
segregation energy of 40 kJ/mol and varying trans-GB diffusivities.

deviations of 4.4%, 2%, 0.03% and -0.03% are obtained from the simulations, re-
spectively. Therefore, LGBP = 4 is chosen as a compromise between accuracy and
computational efficiency. Note that McKenna et al. [220] also performed a sen-
sitivity analysis and suggested that the grain boundary width should be resolved
in at least 6 points. However, the grain boundary width used in that study is 1.35
times thicker than that defined by Moelans et al. [157] for identical parameters.
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The current study follows the latter definition of GB width such that 6 points
suggested by McKenna et al. [220] would correspond to 4 points in the present
study in agreement with the benchmark simulations. Furthermore, Fig. 4.7a also
indicates that the simulations deviate from the analytical solution when the grain
diameter is smaller than five times the grain boundary width. As a result, the ini-
tial average grain size during grain growth simulations is considered to be at least
five times larger than the grain boundary width.

Solute drag pressure given by Eq. (4.7) is introduced as a friction pressure
in the phase field model with an effective segregation energy of 40 kJ/mol, and
trans-GB diffusivity of 5×10−15 m2/s. During the simulation, the circular grain
shrinks, resulting in an increase in the driving pressure with a decrease in the
radius of curvature. Fig. 4.7b shows that the velocity of the interface agrees rea-
sonably well with the analytical solution.

Grain boundary properties such as GB energy modify the force balance at
triple junctions. A three-grain geometry is used with constant flux boundary con-
ditions. The grain boundaries indicated with γ12, γ13, and γ23 have grain boundary
energies of 1, 1, 0.5 J/m2 respectively, and are considered to be isotropic in the
other case. Fig. 4.8 shows the equilibrium structure for these anisotropic cases,
where the analytical triple junction angles, i.e. 151◦ and 120◦ are in agreement
with the phase-field simulations, i.e. 154◦ and 120◦, respectively [221].

4.7 Mean field modeling of grain growth
Phase field simulations and, consequently, the average grain size evolution con-
sidering anisotropic segregation energy is rationalized using a mean-field grain
growth model. For curvature-driven grain growth, the grain growth rate, i.e., the
change in average grain radius (R) with respect to time, is commonly described as
the product of the representative GB mobility and the driving pressure which can
be written as,

∂R
∂ t

= k1Mrep

(
k2γrep

R
− k3∆GSD,rep

)
(4.31)
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Figure 4.8: Equilibrium triple junction geometry for two cases (a)
anisotropic energy where γ12 = 1 J/m2, γ13 = 1 J/m2, γ23 = 0.5 J/m2

and, (b) isotropic grain boundary energy.

where k1, k2 and k3 are scaling constants, γrep is the representative grain boundary
energy, Mrep is the representative mobility, and ∆GSD,rep is the solute drag pres-
sure, given by Eq. (4.7), due to an impurity and/or alloying element with a repre-
sentative segregation energy (Erep). For ideal grain growth with isotropic GB mo-
bilities and no solutes, Eq. (4.31) leads to the well-known parabolic grain growth
relationship with a geometrical constant k (= 2k1k2), i.e., R2 −R2

0 = kMrepγrept,
where R0 is the initial average grain radius. As shown by Shahandeh and Mil-
itzer [222], k2 is determined using the product of the average grain radius and
the average curvature in the microstructure, whereas k, and subsequently, k1 is
obtained from the slope of R2 −R2

0 vs. time from ideal grain growth simulations.
In the presence of solutes, grain boundaries may transition from the high-

velocity to the low-velocity limit depending on the local curvature distribution in
the microstructure such that only a few GBs are loaded with solutes and migrate
slowly, whereas others move independently of the solute concentration. In this
regime, an averaged distribution of the solute drag pressure that is a function of
local GB velocity distributions in the microstructure is different than the solute
drag pressure due to the average grain growth rate in the phenomenological grain
growth model. As a result, a scaling constant k3 is added to the phenomenological
model that incorporates the differences due to the different averaging techniques.
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Chapter 5

Solute drag assessment of grain
boundary migration in Au

5.1 Introduction1

The primary aim of this chapter is to rationalize the migration of a specific grain
boundary (GB) using the Cahn-Lücke-Stuwe (CLS) solute drag model, high-
lighted in Section. 2.2.3, in combination with the Density Functional Theory
(DFT) calculations. For this work, the available experimental data on GB migra-
tion in ultra-pure Au [60] is utilized where a 30◦<111> tilt GB migrated during
recrystallization heat treatments at different temperatures ranging from 500-610 K
such that the apparent activation energy for GB migration varied with temperature
as shown in Fig. 2.4. The deviation was attributed to the segregation of Fe that was
present in 20 ppm, but there were also other solutes present at lower concentration
levels, in particular 2 ppm Bi, that were considered to have negligible effects on
GB migration. In contrast, Scheiber [223] found in a recent DFT study on binding
energies to the Σ5(021)[100] tilt GB in Au that Bi is the strongest segregant fol-

1The results presented in this chapter have been published. See A. Suhane, D. Scheiber, M.
Popov, V. I. Razumovskiy, L. Romaner, M. Militzer, Solute drag assessment of grain boundary
migration in Au, Acta Materialia 224 (2022) 117473.
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lowed by Al, while all other impurities present in the experimentally investigated
ultra-pure Au including Fe showed either weak or anti-segregation tendencies.
Al exhibited attractive segregation with weaker binding energies compared to Bi.
Given that the concentration of Al (0.5 ppm) in the Au sample is lower than that
of Bi, the role of Al is assumed to be negligible. Thus, the effect of Fe and Bi on
the observed GB migration rates is investigated in the present analysis. First, DFT
calculations are performed to quantify the binding energies of Fe and Bi to the
Σ13(134̄)[111] GB in Au which is close to the experimental GB and also acces-
sible to DFT calculations. Further, activation energies for solute diffusion across
the GB are determined with DFT calculations. Note that the above-mentioned
DFT calculations are performed by Dr. Daniel Scheiber and Dr. Maxim Popov,
respectively, at Materials Center Leoben in consultation with all the authors in
[224]. An approach to translate the solute binding energies determined from DFT
calculations to the effective segregation energy, E, in the CLS model is proposed
based on the GB enrichment. The concluded parameters from DFT calculations
are compared to those obtained from the conventional CLS solute drag model and
the uncertainties of the proposed analysis are critically discussed.

5.2 Binding energy of solutes
Different GB sites in the Σ13(134̄)[111] GB are shown in Fig. 4.1, and Fig. 5.1
shows the binding energy of solutes, Fe and Bi, as a function of the Voronoi
volume of the corresponding GB sites normalized by the site volume of bulk Au.
Bi has significantly larger binding energies than Fe, similar to what was obtained
in the previous study for a Σ5 tilt GB [223]. Interestingly, most of the sites are
repulsive for Fe, whereas all the GB sites are attractive for Bi. This difference
can be attributed to the atomic size of solutes and can be rationalized using the
Eshelby model for segregation [223, 225]. Bi has a larger atomic size than Au
whereas Fe is a smaller atom than Au [226]. Ignoring electronic contributions,
oversized solutes release strain energy at sites with excess volume whereas smaller
solutes prefer GB sites which have a smaller volume compared to the bulk. It can
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Figure 5.1: DFT calculated binding energies to different sites in the Σ13
GB for Fe and Bi as a function of the normalized Voronoi volume. Bi
interactions refer to a case where sites 1 and 2 are substituted with Bi
atoms, and the segregation energy corresponding to Bi segregation at
other GB sites is calculated. (Courtesy of Dr. Daniel Scheiber)

be observed from Fig. 5.1 that all the GB sites have excess volume compared to
the bulk, and site 1 with the largest excess volume is found to be the strongest
segregating site for Bi which is also the most repulsive site for Fe.

For Bi, multiple GB sites, i.e., sites 1, 2, 3, 4 have appreciable binding en-
ergies. Simultaneous Bi occupancy of each GB site will, however, deviate from
the dilute limit approximation. Thus, the influence of Bi-Bi interactions on the
binding energies is determined at these sites. To investigate the Bi-Bi interactions
at the GB, the most favorable site (site 1) is substituted with Bi, and then the bind-
ing energy at an additional GB site is computed using the approach described in
Appendix A.2. In this analysis, the next favorable site after site 1 is site 2 which
is found to have the same binding energy as without Bi interaction. For further
interaction of Bi with occupied GB sites, site 1 and 2 are substituted with Bi,
and the binding energy for the third Bi atom to other GB sites is calculated using
Eq. (A.4). The addition of a third Bi atom to the GB results in strong repulsive
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interactions such that the magnitude of binding energies for most additional sites
is significantly reduced. As shown by the open symbols in Fig. 5.1, the strongest
binding energy for GB sites other than sites 1 and 2 is now -0.3 eV whereas it
would be -0.8 eV if Bi-Bi interactions were not considered.

5.3 Effective segregation energy from DFT
calculations

5.3.1 GB enrichment
While the DFT calculations provide binding energies at T = 0 K, the concentra-
tion of solute atoms at a GB site i at elevated temperatures is determined from
Eq. (4.2). The total number of solute atoms per area is obtained by summing over
the concentrations for all the GB sites and taking its projection at the GB plane.
The contribution of each GB site towards the GB enrichment and of Bi consider-
ing Bi-Bi interactions is shown in Fig. 5.2. Note that the enrichment due to GB

Figure 5.2: Total GB excess and contribution from individual GB site as a
function of temperature using binding energies calculated from DFT
at T = 0 K for Bi with interaction.
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sites 3, 4, 6, and 7 as shown in Fig. 4.1 is added twice to obtain the total GB
enrichment. The probability of occupancy of a GB site increases with decreas-
ing temperature. Depending on the magnitude of the binding energy, each site is
completely occupied below a critical temperature. Only sites 1 and 2 are com-
pletely occupied in the temperature range of interest, i.e. 500 - 610 K, and lead
to a significant GB enrichment of ∼ 5 atoms/nm2. Note that the interactions are
negligible for these two sites. On the other hand, Fe has weak segregation and
anti-segregation tendencies at the GB. The strongest binding energy of Fe (to site
6) is comparable to that for Bi with interactions to site 3 (see Fig. 5.1). Fig. 5.2
indicates significant GB enrichment at site 3 for Bi only below 200 K. As a result,
GB enrichment of Fe is negligible in the temperature range of interest and would
suggest a negligible solute drag due to Fe segregation on GB migration in Au.

Uncertainties in the predicted GB enrichment may result from the uncertain-
ties in DFT calculations. Comparing several DFT studies on identical GBs and
solute species shows a variation in binding energies depending on the simulation
setup, i.e. different k-points, energy cutoff etc. [227–230]. For example, Scheiber
et al. [227] and Wu et al. [228] reported binding energies of Re in W at different
sites in Σ3(111)[110] GB with a 15% difference in their magnitude. Assuming a
±10% variation in individual site binding energies, the uncertainty range for the
GB enrichment of Bi is determined as shown by the shaded area in Fig. 5.2. The
predicted GB enrichment does not vary in the experimental temperature range,
500-610 K, and therefore the numerical uncertainties related to the binding en-
ergy calculations from DFT can be excluded in the further analysis.

5.3.2 Effective segregation energy
For a triangular potential used in the CLS formalism, the total solute excess across
the grain boundary that is responsible for solute drag pressure can be obtained
from Eq. (4.5). It depends on E, GB width (2δSD) and bulk composition of so-
lute (c0). The GB width is identified as 6 Å from the ground state GB structure
shown in Fig. 4.1. Using the GB enrichment concluded from DFT calculations
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(see Fig. 5.2) and considering 2 ppm as the bulk concentration for Bi, E is shown
to vary as a function of temperature in Fig. 5.3. For the experimental temperature
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Figure 5.3: Effective segregation energy for Bi in CLS model for equal en-
richment as obtained from White-Coghlan model [46] using the bind-
ing energies determined from DFT calculations.

range, E is estimated to vary between -0.59 to -0.72 eV. GB width, however, can
also be defined based on the state of GB segregation, i.e. only GB sites 1 and 2
are occupied in the experimental temperature range, and both sites are located in
the habit plane. Considering the lattice parameter as the GB width, the effective
segregation energy varies between -0.60 to -0.74 eV.

5.4 Activation energy for solute diffusion
Apart from the effective segregation energy, solute diffusion also plays an impor-
tant role in the solute drag theory. DFT calculations have been performed to quan-
tify the activation energies for Bi diffusion in Au both in the bulk and at the GB.
Bi is a substitutional solute and is considered to diffuse by a vacancy-mediated
mechanism. For bulk diffusion, the activation energy is the sum of vacancy for-
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mation energy, vacancy-solute binding energy, and migration energy. Using the
bulk supercell for Au, the calculated values for these three energies are 0.68 eV,
-0.30 eV, and 0.46 eV, respectively, such that an activation energy of 0.84 eV is
predicted for Bi diffusion in the Au FCC lattice.

The situation at the GB and its vicinity is much more complex as a multiplicity
of different diffusion paths would have to be considered. Thus, the determination
of the activation energy for solute diffusion across the GB using DFT is an expen-
sive and challenging task. Considering that the solute atmosphere lags behind the
migrating interface, the solute-vacancy jumps contributing to the fastest migration
path are investigated for a Bi atom to travel from a bulk site to site 1 in the GB,
i.e. the strongest segregating site. Significant reconstructions are observed due to
the introduction of vacancies at a few GB sites which is consistent with the obser-
vations of vacancy instability in several high-energy GBs in Cu [133, 231]. Only
the migration paths which are stable with respect to solute-vacancy exchanges are
considered. The activation energies for each Bi jump along the considered migra-
tion paths from a bulk site to site 1 are given in Table 5.1. Here, as expected, each
activation energy has a different value. In general, these values are lower than the
activation energy for bulk diffusion even though in one case a higher value is pre-
dicted. From Table 5.1, it can be inferred that B2-7-1 is the fastest migration path
among all the solute-vacancy exchanges investigated in the present study. The ac-
tivation energies for individual jumps along this migration path are 0.54 and 0.59
eV, respectively.

Noting that different atomic jumps are possible in the vicinity of the grain
boundary, and realizing the uncertainty about the starting site for the migration
path constitutes a fundamental challenge to quantify the effective activation en-
ergy for trans-grain boundary diffusion in the solute drag model. For the above-
mentioned fastest diffusion path, one could conclude that the 0.59 eV is rate lim-
iting, but if in addition, a jump from another bulk site into site B2 were needed,
the activation energy for bulk diffusion would be rate limiting. Thus, the present
DFT simulations would suggest an effective activation energy for the trans-grain
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boundary diffusion of Bi to fall into the range of 0.59 to 0.84 eV.

Table 5.1: Diffusion activation energies for individual jumps for different
migration paths. Here sites 1, 4, 6, 7 are GB sites, and B1, B2 are
bulk sites in Au GB indicated in Fig. 4.1.

Diffusion path
Ea

for first jump
(eV)

Ea
for second jump

(eV)
B1-6-1 0.58 1.04
B1-4-1 0.68 0.67
B2-7-1 0.54 0.59

5.5 CLS solute drag analysis

5.5.1 Phenomenological parameters
DFT calculations indicate that Fe leads to negligible GB enrichment, whereas Bi
has significant GB enrichment in the experimental temperature range. Grünwald
and Haessner [60] did not realize that Bi is the decisive element for solute drag.
As a result, the experimental GB migration rates are re-examined based on the
CLS solute drag model considering Bi segregation to obtain the corresponding fit
parameters, effective segregation energy, and trans-GB solute diffusivity.

According to Eq. (4.7) and Eq. (4.10), reasonable estimates of intrinsic mobil-
ity and driving pressure, along with the effective segregation energy and trans-GB
solute diffusion, are essential to describe the GB velocity at a given temperature.
Grünwald and Haessner [60] indicated that the driving pressure was constant at all
investigated temperatures. They estimated an order of magnitude of the driving
pressure as 10 cal/mol (43 J/mol) which is consistent with the typical range of
driving pressure in cold-worked metals (10 - 100 J/mol) [52]. Having the driving
pressure quantified and assuming negligible solute drag in the high-temperature
regime permits one to estimate the intrinsic mobility. From Fig. 5.4, the activa-
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tion energy for the intrinsic GB mobility, Mint , is obtained as 85 kJ/mol (0.88
eV). Then, the pre-exponential factor is determined to be 5 × 10−7 m4/Js. The

Figure 5.4: Comparison between the experimental GB migration rates with
the CLS solute drag model considering Bi segregation.

estimated intrinsic mobility is consistent with the literature data. Würschum and
Balluffi [232] investigated the migration of a high angle near-Σ5 grain boundary
in an Au bicrystal using in-situ transmission electron microscopy and concluded
a grain boundary mobility with a pre-exponential factor of 9.5 × 10−7 m4/Js, and
an activation energy of 0.82 eV. Further, an activation energy of 0.88 eV is also
obtained as the activation energy for grain boundary self-diffusion in Au [233].

Using the above intrinsic mobility and driving pressure as well as the GB
width concluded from DFT (0.6 nm), Eq. (4.7), Eq. (4.8), Eq. (4.9) and Eq. (4.10)
can be combined to determine the GB velocity as a function of temperature
with appropriate values of E, D0 and Qd where D0, Qd are the pre-exponential
factor and the activation energy for solute diffusion, respectively. Using least-
square error analysis, the best fit of the experimental velocity data is obtained
for effective segregation energy E = -0.69 eV, and a trans-GB solute diffusivity
D = 1.2× 10−11 exp(−0.61 eV/kBT ) m2/s, as shown in Fig. 5.4. The resulting so-
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lute drag pressure for 2 ppm Bi addition is displayed as a function of GB velocity
in Fig. 5.5 for three different temperatures representing three velocity regimes in
Fig. 5.4, i.e., high (> 590 K), low (< 568 K) temperature, and the intermediate
transition region. It is evident from Fig. 5.5 that both the actual and the peak so-
lute drag pressure increase with a decrease in temperature. The effect of solute
diffusion on the temperature dependence of the velocity corresponding to peak
solute drag pressure can also be inferred from Fig. 5.5. A decrease in solute diffu-

Figure 5.5: Solute drag pressure as a function of velocity for three ex-
perimental temperatures assuming E0 = -0.69 eV, and D = 1.2 ×
10−11 exp(−0.61 eV/kBT ) m2/s. The solute drag pressure at each tem-
perature for the velocity predicted from the CLS model is shown by
solid circles.

sivity due to a decrease in temperature lowers the velocity at which the solute drag
pressure peak occurs. Alternatively to Fig. 5.4, the GB velocity is displayed as a
function of driving pressure in Fig. 5.6. At each temperature, the high-velocity
regime, transition regime, and low-velocity regime can be identified as a function
of driving pressure. In the high-velocity limit, the GB velocity is independent or
has a negligible effect due to solute drag. In the low-velocity limit, the GB veloc-
ity is controlled by the solute diffusivity across the GB. It can also be observed
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Figure 5.6: Velocity as a function of driving pressure for three experimental
temperatures. The applied driving pressure of 43 J/mol is shown by
the dash-dotted line.

that the transition from high to low velocity exists for a narrow range of driving
pressure. This representation provides further evidence for the narrow transition
temperature range, i.e. 568 - 590 K in the present case.

5.5.2 Uncertainty analysis
Grünwald and Haessner [60] arrived at an order of magnitude for the driving pres-
sure as 43 J/mol. Thus, it is critical to investigate the dependence of the CLS
model parameters on the magnitude of driving pressure. For this purpose, the
above driving pressure is increased and decreased, respectively, by 50% such that
a driving pressure range of 22 - 64 J/mol is considered to identify the uncertainties
in the CLS model parameters. The pre-exponential factor of the intrinsic mobility
scales inversely with the driving pressure in order to replicate the GB velocities in
the high-temperature region. The CLS parameters for different driving pressure
assumptions are obtained by least-square fitting and summarized in Table 5.2. It
can be observed that E, which determines the solute drag pressure, scales with the
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driving pressure. Trans-GB diffusivity, on the other hand, remains comparatively
insensitive to the driving pressure. The activation energy does not vary signifi-
cantly (<5%) with the assumed driving pressure whereas the pre-exponential fac-
tor scales with the driving pressure but remains of the same order of magnitude.

Table 5.2: Variation in fit parameters (M0, E, D0, and Qd) for different esti-
mates of driving pressure.

∆G (J/mol) M0 (m4/Js) E (eV) D0 (m2/s) Qd (eV)
22 9.8×10−7 -0.63 1.0×10−11 0.63
43 5×10−7 -0.69 1.2×10−11 0.61
64 3.4×10−7 -0.72 1.8×10−11 0.61

Further, the migration rates were experimentally determined by identifying
the location of the grain boundary for different temperatures using a light micro-
scope. Considering the experimental scatter of GB velocity as 10%, a reasonable
agreement with experimental GB migration rates is achieved for several values of
solute diffusion coefficients, where D0 ranges from 10−10 − 10−11 m2/s and Qd

varies between 0.61 eV to 0.74 eV. E, on the other hand, has a negligible variation
(<5%) when considering the scatter in GB velocity and is found to scale primarily
with the driving pressure.

5.6 Comparison of CLS parameters with DFT
predictions

5.6.1 Effective segregation energy
Based on the above analysis, it can be seen that E derived from DFT calculations
(-0.59 to -0.72 eV, see Fig. 5.3) falls essentially into the same range as the values
obtained in the CLS solute drag model (-0.63 to -0.72 eV, see Table 5.2). The CLS
solute drag analysis suggests that a constant E reproduces the experimental GB
migration rates. In contrast, E determined from DFT calculations, i.e., Fig. 5.3,
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indicates a temperature dependence of E such that it decreases with increasing
temperature. In the former, the approximate solute drag pressure, i.e., Eq. (4.7)
deviates from the exact solution of Eq. (2.3) for non-dilute conditions at the grain
boundary, and using the exact solution may introduce temperature dependence in
E. Further, in the DFT based analysis, the temperature dependence of E originates
due to constant GB enrichment in the experimental temperature range as shown
in Fig. 5.2. While GB excess determined from DFT calculations consider site-
saturation, the CLS model, i.e., Eq. (4.6) is determined assuming the dilute limit
at the grain boundary, i.e. without accounting for site-saturation. The CLS model,
as a result, will provide an upper limit on the effective segregation energy.

In addition, DFT calculations in this study provide binding energies at T = 0 K
whereas the binding energies or the Gibbs free energy of segregation (∆Gi

seg) for
site i at higher temperatures can be written as,

∆Gi
seg = E i

seg −T ∆Si
ex +P∆V i

seg (5.1)

where, E i
seg is the change in internal energy determined from the atomistic calcu-

lations at T = 0 K, ∆Si
ex is the segregation entropy excluding the configurational

entropy, P is pressure, and ∆V i
seg is the change in volume when a substitutional

solute is moved from the bulk to the grain boundary site. This formulation is
appropriate because the configurational entropy is accounted for in the Langmuir-
Mclean [41] or White-Coghlan [46] type of mixing models of segregation. The
last term, P∆V i

seg, is negligible for solids [234]. ∆Si
ex, on the other hand, can

be composed of vibrational, electronic, and magnetic entropy changes where the
vibrational entropic contributions are expected to have a measurable impact on
the segregation phenomenon [14], and, as a result, will also influence the effec-
tive segregation energies which is ignored in the present analysis. To the best of
our knowledge, the vibrational entropy of Bi in Au GB is not available. Seah
and Lea [235] analyzed the order of magnitude for vibrational entropy of Sn seg-
regation in BCC Fe and arrived at a value of 4kB, where kB is the Boltzmann
constant. Other phenomenological studies based on experimental observations
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indicate the typical range of vibrational entropy for substitutional solutes to be
within ±10kB [236, 237]. As a result, we performed a sensitivity analysis of E for
a reasonable range of vibrational entropy (∆S) where, for simplicity, we consider
all the sites to have identical ∆S, and the term E i

seg in Eq. (4.2) is replaced with
E i

seg - T ∆S. Fig. 5.7 shows that a negative vibrational entropy is essential to reduce
the effective temperature dependence of E. Based on the segregation entropy of
-3.5kB for Bi segregation in Cu determined by Divinski et al. [238], Bi in Au can
indeed be expected to have a negative vibrational segregation entropy.
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Figure 5.7: E variation with temperature for different vibrational entropy.

5.6.2 Trans-GB diffusion
The activation energy for solute diffusion obtained from an independent CLS
solute drag analysis, i.e., 0.61 eV agrees with the activation energy of 0.59 eV
determined for the fastest migration path from DFT calculations. This suggests
that B2-7-1 is indeed a representative diffusion path for solute diffusion during
GB migration. However, a good agreement between the activation energy deter-
mined from the DFT calculations and the CLS analysis should be interpreted with
caution. The trans-GB diffusion coefficients obtained from the CLS solute drag
analysis are strictly effective GB parameters. The DFT calculations, on the other
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hand, provide only information on the activation energies for individual jumps
at the stationary GB. Dynamic simulations such as Molecular Dynamics or Ki-
netic Monte Carlo would be required to evaluate an effective diffusion coefficient
quantitatively. In this context, it is useful to refer to the simulation study of Cu
self-diffusion in several high-coincidence GBs by Suzuki and Mishin [133], who
demonstrated using hybrid Molecular Dynamics simulations that the effective ac-
tivation energy is always higher but remains close to the fastest solute-vacancy
exchange at the GB. While there are uncertainties in the merit of the quantitative
DFT values for activation energies, the present analysis suggests that the activa-
tion energy of trans-GB diffusion of Bi is closer to the GB diffusion of Bi instead
of the bulk diffusion.

The above is also further corroborated when assessing the magnitude of the
pre-exponential factor for solute diffusion obtained from the CLS analysis. For
bulk diffusion in a typical FCC metal, D0 is about ∼ 10−4 m2/s [239] but in
the CLS analysis, a much smaller value of order 10−11 m2/s is obtained. Indeed
for GB diffusion one may expect a smaller pre-exponential factor due to softer
phonon modes. For example, Suzuki and Mishin [133] obtained a wide range
of pre-exponential factors from their simulations of self-diffusion of Cu in dif-
ferent grain boundaries. In particular, they reported a pre-exponential factor of
4× 10−9 m2/s for diffusion in a Σ13 tilt GB, i.e. a GB which is similar to that
investigated in the present study. As a result, one may consider the obtained pre-
exponential factors for trans-GB diffusion of Bi in Au to be of reasonable magni-
tude. However, a quantitative comparison between the trans-GB diffusivity of Bi
in Au with the bulk and GB diffusion is, at present, not possible due to the absence
of any experimental data.

5.7 Summary
In the present study, the solute-affected grain boundary migration in Au is exam-
ined with the classical solute drag model of Cahn, Lücke, and Stüwe (CLS) and
further rationalized with the solute-grain boundary interactions using DFT cal-
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culations. In particular, binding energies of solutes to the grain boundary sites
determined from DFT calculations indicate Bi as the strongly segregating solute
in Au compared to the other impurities present in the investigated Au sample.
Based on the grain boundary enrichment, an approach is presented to determine
the effective segregation energy of Bi. Further, DFT calculations are performed
to determine the activation energy for Bi diffusion in the vicinity of the grain
boundary and in the bulk. The effective segregation energy and the representative
activation energy for Bi diffusion obtained from DFT calculations are found to
be consistent with the CLS solute drag model. Several sources of uncertainties
from both experimental and simulations are investigated, where, two quantities,
i.e., the vibrational entropy and the quantitative determination of trans-GB diffu-
sivity in the CLS solute drag model are currently, either inaccessible, or extremely
expensive to determine from DFT calculations.

Even with these uncertainties, the proposed approach of predicting ranges
of effective segregation energies from DFT using GB enrichment is a powerful
methodology to link atomistic scale simulations with the phenomenological so-
lute drag models that may be useful in identifying the solute trends on migration
rates of grain boundaries in different systems. The latter is essential for describ-
ing grain growth and recrystallization where, however, in general the migration
of a multiplicity of different grain boundaries is involved. In detail, the binding
energies vary from boundary to boundary as documented with a number of DFT
calculations for grain boundaries in W, Fe, and Au but the trends of ranking so-
lutes in terms of their segregation strength are expected to be independent of the
type of boundary for a given host metal [112, 210, 225, 228]. As a result, the
binding energy analysis is of significant merit for trend predictions with impor-
tant implications for alloy development where high-throughput DFT calculations
can be used for the appropriate selection of solutes to optimize microstructural
control during thermomechanical processing.
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Chapter 6

Representative grain boundaries
during anisotropic grain growth

6.1 Introduction1

Most metals and alloys are polycrystalline and contain multiple grain boundaries
(GBs) with anisotropic GB properties, such as mobility and energy, that evolve
during grain growth. Furthermore, the presence of impurities can modify the mi-
gration rates of grain boundaries due to solute drag as discussed in the previous
chapter. Several experimental and theoretical studies have shown that the solute
segregation and drag vary with the GB structure. Despite the anisotropy, exper-
imental grain growth kinetics can be reasonably described using representative
GB properties for normal grain growth conditions where the grain size distribu-
tion follows a unimodal grain size distribution. The representative grain boundary
properties in these studies, however, are empirical and determined by fitting to
grain growth experiments.

As highlighted in Sec. 2.5.1, a variety of computational methods such as Phase

1The results presented in this chapter have been published. See A. Suhane, M. Militzer, Repre-
sentative grain boundaries during anisotropic grain growth, Computational Materials Science 220
(2023) 112048.
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field, Monte Carlo, Cellular Automata have been used to simulate grain growth
in both two and three dimensions. Curvature-driven grain growth in three di-
mensions is quantitatively different than in two dimensions due to the additional
curvature component in the former that modifies the driving pressure for grain
boundary migration. However, grain growth kinetics in terms of average grain
size in three dimensions can be rationalized using two dimensional simulations
by introducing a correction in the grain boundary mobility [222]. Grain bound-
ary migration in the presence of segregated solutes can also be interpreted using
effective mobilities, and therefore, two-dimensional simulations are sufficient to
evaluate the qualitative role of solutes on grain growth kinetics. In contrast, three
dimensional simulations are necessary to account for particle pinning during grain
growth.

This chapter aims to quantify the representative GB properties from the
anisotropic GB property distributions, particularly GB mobility and solute drag,
in an initial non-textured microstructure. As a result, two-dimensional phase field
simulations with friction pressure, as highlighted in Sec. 4.6.2, are utilized to in-
vestigate the role of (1) anisotropic mobility, (2) anisotropic solute drag, and (3)
combined anisotropic mobility and solute drag on the average grain size evolu-
tion. A corresponding “representative GB” is introduced for each case consider-
ing a phenomenological grain growth model that fits the simulated average grain
size evolution. A relationship is proposed to determine the representative GB
properties for an arbitrary distribution of anisotropic GB properties in the initial
microstructure. A detailed discussion is presented for the choice of the represen-
tative grain boundary properties for different initial GB property distributions.

6.2 Anisotropy in grain boundary properties
Grain boundary properties vary with GB structure that has five degrees of free-
dom. However, a complete description of GB properties is, at present, lacking.
In this study, the GB properties are assumed to vary with the disorientation angle.
Similar dependence has been used in the past to separate high-angle and low-angle
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grain boundaries, e.g., by Read-Shockley [240] and Huang-Humphreys [241] for
GB energy and GB mobility, respectively. Analogous to the previous studies on
anisotropic grain growth [161, 180, 184], the disorientation dependence is used in
this study as a pragmatic approach to distribute anisotropic GB properties in the
microstructure. The disorientation angle, ∆θ , between grain i and j is the mini-
mum misorientation angle among the 24 geometrically equivalent representations
for a cubic material in Bunge’s convention [242], and is determined as

∆θ = min
∣∣∣∣cos−1

{
tr(O432∆gi j)−1

2

}∣∣∣∣ (6.1)

where, O432 is the symmetry operator for cubic crystal structure given in [243].
∆gi j is the rotation matrix given as,

∆gi j = gig−1
j (6.2)

where, gi and g j are the orientation matrix for grain i and j respectively. For a
grain represented using three Euler angles, ψ1, θ1, and ψ2, the orientation matrix
is given as:

g=

 cosψ1cosψ2 − sinψ1sinψ2cosθ1 sinψ1cosψ2 − cosψ1sinψ2cosθ1 sinψ2sinθ1

−cosψ1sinψ2 − sinψ1cosψ2cosθ1 −sinψ1sinψ2 + cosψ1cosψ2cosθ1 cosψ2sinθ1

sinψ1sinθ1 −cosψ1sinθ1 cosθ1


(6.3)

In this study, three random Euler angles are generated for each grain in the mi-
crostructure, and the disorientation angle is calculated for each grain boundary.
For a cubic polycrystalline material, this leads to a distribution that resembles the
Mackenzie distribution [244] in disorientation space, as shown in Fig. 6.1a. In
this study, two different disorientation-dependent functions are used to introduce
anisotropy in GB properties. Unless stated otherwise, the same anisotropic func-
tions are investigated for both GB mobility, M, and GB segregation energy, E,
in the present simulations by using their maximum and minimum values, Mmax,
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Figure 6.1: (a) Probability density of disorientation angle in the initial mi-
crostructure that resembles the Mackenzie distribution. [244]. (b) The
fraction of grain boundaries ( fs) with low mobility/segregation energy
as a function of critical disorientation angle considering step distribu-
tion. An example of fs = 0.5 for ∆θc = 42◦ is shown with dashed lines.

Mmin and Emax, Emin, respectively, that are interchangeable in the relations below.
1) Step distribution - a critical threshold disorientation angle (∆θc) is defined

such that the grain boundaries with smaller disorientation than ∆θc are low mo-
bility (Mmin) GBs as opposed to high mobility (Mmax) GBs that have a larger dis-
orientation angle than ∆θc.

M =

{
Mmin if ∆θ < ∆θc

Mmax if ∆θ ≥ ∆θc
(6.4)

In this approach, the choice of a critical disorientation angle determines the frac-
tion of high and low mobility boundaries in the microstructure according to
the associated Mackenzie-like texture distribution. Fig. 6.1b shows the fraction
of low mobility grain boundaries ( fs) as a function of ∆θc where for example
∆θc = 29◦, 42◦, 49◦ corresponds to fs = 0.2, 0.5, 0.8, respectively. The strength of
anisotropy for GB mobility is characterized by the mobility ratio, r = Mmax/Mmin.
An analogous distribution is defined for segregation energy distribution such that
Emax corresponds to GBs with a high effective segregation energy, whereas Emin
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refers to GBs with a low effective segregation energy, and fe corresponds to
the fraction of grain boundaries with low effective segregation energy. In this
case, the segregation anisotropy is quantified in terms of relative changes, i.e.,
∆E = (Emax −Emin)/Emax.

2) Gaussian Distribution - a continuous function of disorientation angle where
GB properties such as GB mobility (M) and effective segregation energy (E) are
controlled by two variables, i.e., σ and ∆θg,

M = Mmaxexp
(
−
(∆θ −∆θg)

2

2σ2

)
(6.5)

where Mmax is the maximum mobility at ∆θg, and σ determines the extent of
variability in GB mobility in the microstructure in accordance with the texture
distribution. For ∆θg = 45◦, σ = 20◦ leads to a minimum mobility of 0.08 Mmax

at a disorientation angle of 0◦ whereas for σ = 100◦ the minimum mobility is
0.9 Mmax. Thus, taking σ > 100◦ will result in virtually no anisotropy in GB
mobility. An analogous relationship can be defined for effective segregation en-
ergy where Emax corresponds to the largest segregation energy at ∆θg. Fig. 6.2
shows the frequency of the grain boundary properties in the initial microstruc-
ture weighted by the corresponding GB length for different values of σ and ∆θg.
Each GB in the microstructure is classified into one of twenty bins to distinguish
the fast and slow-moving grain boundaries. Three different cases with σ = 20◦,
∆θg = 45◦, and σ = 20◦, ∆θg = 60◦, and σ = 10◦, ∆θg = 60◦ are shown as Gauss-
I, Gauss-II, and Gauss-III, respectively. The length averaged GB property, i.e.,
mobility (Mavg) or segregation energy (Eavg), for different cases is determined as,

Mavg =

∫
lgb

M(∆θ)δ l∫
lgb

δ l
Eavg =

∫
lgb

E(∆θ)δ l∫
lgb

δ l
(6.6)

and indicated with dashed lines in Fig. 6.2. Here, lgb is the total grain boundary
length, δ l refers to a grain boundary segment, and M(∆θ) and E(∆θ) are GB
mobility and GB segregation energy of the grain boundary segment, respectively.
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Figure 6.2: Normalized GB mobility/segregation energy distribution for
different values of σ and ∆θg. Gauss-I refers to σ = 20◦, ∆θg = 45◦,
Gauss-II to σ = 20◦, ∆θg = 60◦, and Gauss-III distribution corre-
sponds to σ = 10◦, ∆θg = 60◦ in Eq. (6.5). Length averaged property
for each case is shown with dashed lines with their respective labels of
Gaussian distribution.

6.3 Computational details
An initial two-dimensional microstructure is constructed using Voronoi tessela-
tion, where the simulation domain is divided into a 2000 × 2000 grid, and a
total of ∼18000 grains are created with periodic boundary conditions in all di-
rections. The initial microstructure is allowed to evolve considering ideal grain
growth with isotropic grain boundary properties until it reached steady-state con-
ditions. Fig. 6.3 shows the scaled 2D microstructure with ∼14000 grains, which
is considered as the starting microstructure to study the effect of anisotropic grain
boundary properties on grain growth. Each grain in the starting microstructure
is assigned a random orientation, i.e., three Euler angles 0◦ < ψ1, θ1, ψ2 < 90◦,
and disorientation for each pair of grains is computed and stored in a database.
Based on Eq. (6.4) and/or Eq. (6.5), anisotropic properties are assigned to the
grain boundaries accordingly.

Grain boundaries are discretized in four grid points such that the initial av-

82



5 μm

Figure 6.3: Polycrystalline microstructure with an average grain radius of
0.6 µm in a domain size of 120 µm × 120 µm. Only a quarter of the
simulation domain is shown for clarity.

erage grain diameter is five times the grain boundary width for all simulations.
Based on the grid size (∆x) of 0.06 µm, the initial average grain size (radius) is
0.6 µm. Grain boundary energy (γ) is considered constant and equal to 1 J/m2.
The time step (∆t) is fixed to 7.2 µs based on the stability condition. Unless stated
explicitly, the maximum GB mobility (Mmax) and segregation energy (Emax) are
taken as 5×10−11 m4/Js and 50 kJ/mol at 800◦C, respectively, which lies within
the range of segregation energies reported for different solutes, e.g., for Nb in
BCC Fe [30, 112]. For all the simulations considering impurity segregation, the
trans-GB diffusivity is chosen as 3×10−16 m2/s [30], and bulk composition (c0)
is considered as 10 ppm (atomic fraction) to stay within the dilute limit at the
GB for different segregation energies. According to Cahn [50], a transition from
high to low GB velocity depends on the driving pressure, which is related to the
average grain size for curvature-driven grain growth [187]. As a result, the grain
size is chosen such that a transition from high to low-velocity limit occurs during
grain growth for the case of strongly segregated grain boundaries (Emax). Appro-
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priate solute drag pressure is determined using the physical GB width of 1 nm in
Eq. (4.7) that is different than the artificially wide GB width, i.e., 0.24 µm, in the
phase field simulations.

6.4 Anisotropic grain boundary mobility
First, using isotropic GB mobility in the absence of solutes, ideal grain growth
simulations are conducted as a benchmark to determine the scaling constants k1

and k2 in Eq. (4.31). Fig. 6.4 shows the square of the average grain radius nor-
malized with the initial average grain radius as a function of time normalized
with R2

0/Mmaxγ such that the slope corresponds to the geometrical constant k.
For 2D grain growth, k is evaluated as 0.35±0.03, which is in agreement with
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Figure 6.4: Normalized average grain size as a function of time normalized
with R2

0/Mmaxγ considering isotropic and anisotropic grain boundary
mobility with no solutes, where fs is the fraction of low mobility grain
boundaries, and r is the mobility ratio between high and low mobility
GBs.

the most recent large-scale vertex model (0.36) [165] and phase field simulations
(0.35) [181]. Using the approach proposed by Shahandeh and Militzer [222], the
constants k1 and k2 are obtained as 0.89±0.06, and 0.20±0.03 respectively. To
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reduce the complexity of the phenomenological mean-field model in Eq. (4.31),
these scaling constants are assumed to be fixed in the later analysis, whereas a
more detailed analysis of the variability of scaling constant, k2, with anisotropic
mobility is given in Appendix C.1.

Fig. 6.4 also shows the grain size evolution for different choices of mobility
ratio (r) and the fraction of low mobility grain boundaries ( fs) in the initial mi-
crostructure considering the step distribution. A decrease in grain growth rates
with an increase in fs and r can be observed from Fig. 6.4. Further, a linear re-
lationship indicates that the anisotropic grain growth behavior can be described
with the parabolic grain growth relationship using a representative GB mobility.
However, further increasing the mobility ratio leads to an appreciable deviation
from the ideal grain size distribution, where, in some cases, the average grain size
cannot be clearly defined. Liu et al. [182] performed a systematic analysis and in-
dicated that the effect of anisotropic mobility is most pronounced when high and
low mobility grain boundaries are present in equal proportions. Fig. 6.5 shows the
grain structure for ideal grain growth, r = 10 and r = 100 with fs = 0.5 in the initial
microstructure after the initial average grain size has been increased by a factor
of 2.5 due to grain growth. In the case of r = 100, few grains grow more rapidly

5 μm

a) b)

5 μm

c)

5 μm

Figure 6.5: Microstructure for (a) isotropic GB mobility, and two different
mobility ratios for equal distribution of low (shown in grey) and high
(shown in black) mobility grain boundaries ( fs = 0.5) is shown for
(b) r = 10 and (c) r = 100 where R/R0 ∼ 2.5.
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due to the mobility advantage that results in a longer tail of the grain size distribu-
tion in comparison to ideal grain growth. Indeed, the microstructures qualitatively
indicate the occurrence of mild abnormal grain growth conditions for r = 100,
and therefore, the phenomenological model for normal grain growth may not be
applicable for mobility ratios that are equal to or larger than 100. In fact, Liu et
al. [182] also suggested that the normal grain growth conditions prevail below a
mobility ratio of 50 which is observed in the present simulations as well.

For moderate mobility anisotropy, i.e., r < 50 and considering the step distri-
bution, Eq. (4.31) with no solute drag term is used to determine the representa-
tive mobilities (Mrep) that describe the average grain size evolution obtained from
the phase field simulations. The normalized representative mobility for different
combinations of r and fs is shown in Fig. 6.6a. Kazaryan et al. [245] noted that a
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Figure 6.6: (a) Representative mobility for different anisotropy parameters
considering step distribution. Average mobility normalized with the
maximum mobility (Mmax) and the predicted mobility from Eq. (6.7)
is shown for comparison. (b) Initial fraction vs steady-state fraction of
low mobility grain boundaries for mobility ratio (r) = 2, 10, 50.

representative GB mobility can be obtained by averaging the grain boundary mo-
bilities in the microstructure weighted by their GB length. The average mobilities
(Mavg) simplified from Eq. (6.6), i.e. fsMmin +(1− fs)Mmax, normalized with the
maximum GB mobility (Mmax) are also shown in Fig. 6.6a. It can be noted that the
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representative mobilities obtained from the phase field simulations deviate from
the averaged mobilities, and the deviation is strongest for the cases where slow
and fast mobile boundaries are in equal proportions. Furthermore, the deviation
also increases with mobility anisotropy.

The change in fs during anisotropic grain growth simulation is quantified in
Fig. 6.6b, where the fraction of low mobility grain boundaries in steady-state con-
ditions is determined to be higher than in the initial microstructure. However, the
associated decrease in the averaged mobility due to an increase in fs is insufficient
to rationalize the obtained representative mobilities from the phase field simula-
tions. The present results indicate that the low mobility grain boundaries play a
dominant role during microstructural evolution. With an increase in the mobility
anisotropy, larger grains that may have grown due to their mobility advantage will
be surrounded by smaller grains with low mobility grain boundaries that will then
dominate the average grain size evolution. As a result, a relationship between the
anisotropic GB mobility distribution in the initial microstructure and the represen-
tative mobility is determined from the phase field simulations as,

Mrep

Mmax
=

(
1
r

)1.13 fs−0.13

(6.7)

Fig. 6.6a shows the predicted mobilities using Eq. (6.7) which replicates the rep-
resentative GB mobilities obtained from the simulations.

Considering continuous mobility distributions in the disorientation space us-
ing Gaussian function, the relationship is extended to determine the representative
mobility from anisotropic mobility distributions. Table 6.1 shows the representa-
tive mobilities determined from fitting the phase field simulations for three dif-
ferent cases of GB mobility distributions that are shown in Fig. 6.2. To account
for the variability in the GB mobility distribution, the grain boundaries with mo-
bility, Mi, in the initial microstructure are classified according to their normalized
mobility (Mn,i = Mi/Mmax) among 20 bins with a bin size of 0.05 as the normal-
ized mobilities (Mn,i) can vary between 0 and 1. Accordingly, the GB mobility
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Table 6.1: Normalized representative mobilities obtained from the phase
field simulations, prediction from Eq. (6.8), and the averaged mobili-
ties for different anisotropy parameters in Eq. (6.5).

Case Anisotropy Normalized GB Mobility
Parameters (M/Mmax)
σ ∆θg Simulation Prediction Average

Gauss-I 20◦ 45◦ 0.85 0.86 0.84
Gauss-II 20◦ 60◦ 0.58 0.52 0.60
Gauss-III 10◦ 60◦ 0.03 0.11 0.30

of each bin can be represented by a mobility ratio (ri = 1/Mb,i), where Mb,i is
the average normalized mobility of the bin. The fraction of grain boundaries that
occupy a particular bin is denoted by fi, which is determined for different param-
eters in Eq. (6.5) and shown in Fig. 6.2. The representative GB mobility is then
determined as follows:

Mrep

Mmax
=

Ng

∏
i=1

(
1
ri

)1.13 fi−0.13/(Ng−1)

(6.8)

Here, Ng refers to the total number of occupied bins for different parameters that
may be smaller than 20 depending on the simulation parameters. For instance, for
the step distribution, there are only two types of grain boundaries, and therefore,
Ng = 2 such that Eq. (6.8) is then consistent with Eq. (6.7). A reasonable agree-
ment can be observed between the predicted representative mobility and those
obtained from fitting the phase field simulations for all investigated cases. Length
averaged normalized mobilities, Mavg/Mmax that are shown in Fig. 6.2 are also
listed in Table 6.1 for comparison.

6.5 Anisotropic grain boundary segregation
The role of solutes on the overall grain growth rates is first benchmarked for a case
considering isotropic segregation energy (E) and isotropic mobility (M) for all
the grain boundaries considering a bulk solute concentration of 10 ppm. Several
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phase field simulations with different initial microstructures, and E = 20, 50, and
100 kJ/mol are used to parameterize the constant k3 in the phenomenological grain
growth model. The square of the normalized average grain radius as a function
of normalized time for E = 50 kJ/mol is shown in Fig. 6.7a. In comparison to
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Figure 6.7: (a) Normalized average grain size evolution for isotropic and
anisotropic GB segregation. Erep determined by fitting the simulation
results to the grain growth model, and the corresponding mean grain
size evolution is shown with dashed lines. (b) Erep and the average
segregation energy from Eq. (6.6) normalized with Emax = 50 kJ/mol
is shown for different simulation parameters.

the case with no solutes, strong retardation in terms of overall grain growth and a
deviation from the parabolic relationship can be observed from Fig. 6.7a, which
is in agreement with previous studies [52, 192]. In fact, the deviation from the
parabolic grain growth relationship is often attributed to the presence of impurities
in the sample. In this case, the segregation parameters are chosen such that a
transition from high to low-velocity exists for E = 50, 100 kJ/mol but not for
E = 20 kJ/mol for the considered grain size. The phase field simulations, i.e.,
the average grain size evolution, are fitted with Eq. (4.31) considering Erep as E

and k3 as the fit parameter. k3 is obtained as 0.45 ± 0.05 for the cases where the
transition from high to low velocity occurred due to the increase in the average
grain size and 1 otherwise. In the present study, at least a few grain boundaries
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are in the transition regime for the anisotropic segregation parameters, and, as a
result, k3 is considered as 0.45 ± 0.05 for all scenarios. More quantitative details
about the limits of k3 and its dependence on the average grain size can be found
in Appendix C.2.

The effect of anisotropic segregation energy on grain growth rates is inves-
tigated for an otherwise isotropic GB mobility, Mmax. For step distribution, the
segregation anisotropy is quantified using ∆E = (Emax - Emin)/Emax such that for
Emax = 50 kJ/mol and ∆E = 0.4, there are two types of grain boundaries in the
microstructure with high/low segregation energy of 50 kJ/mol and 30 kJ/mol, re-
spectively. From Fig. 6.7a, it can be observed that an increase in the segregation
anisotropy (∆E) and the fraction of low segregation energy GBs ( fe) leads to faster
grain growth rates. This is because the low segregation energy grain boundaries
are less prone to be affected by solutes due to the associated relatively small so-
lute drag pressure. Similar to the anisotropic mobility analysis, it is worthwhile
to assess whether a representative segregation energy (Erep) can be defined that
describes the grain growth kinetics obtained from the anisotropic phase field sim-
ulations. The mean field model with k3 = 0.45 replicates the phase field simu-
lations considering Erep as the fit parameter. As shown with the black dashed
lines in Fig. 6.7a, introducing a representative segregation energy does satisfac-
torily account for the anisotropic segregation energy distribution on the evolution
of the mean grain size. Fig. 6.7b shows Erep for different combinations of fe

and ∆E. The average segregation energy (Eavg) weighted by the GB length, i.e.,
feEmin +(1− fe)Emax normalized with the maximum segregation energy (Emax)
is also shown for comparison. Indeed, there is a deviation between the aver-
age segregation energy and those obtained by fitting the phase field simulations.
The simulations indicate a larger representative segregation energy than the aver-
age. This can be attributed to the GBs experiencing higher solute drag pressure
that accentuates the dominant role of slow-moving grain boundaries analogous to
those observed in anisotropic mobility simulations. However, in detail, the max-
imum deviation between the average and the representative segregation energies
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is ∼3 kJ/mol (or 30 meV), comparable to the resolution of segregation energies
obtained from experiments or atomistic simulations. For instance, for the case of
fe = 0.5 and ∆E = 0.6, the averaged energy is 35 kJ/mol, whereas 38 kJ/mol is de-
termined from fitting the phase field simulations. Further, the final grain size can
be another metric to compare the performance of average segregation energy in
the mean-field grain growth model with the phase field simulations. For the three
anisotropic cases shown in Fig. 6.7a, the deviation between the final grain size
obtained from the phase field simulations and the grain growth model with the av-
eraged segregation energies is <3%, which is smaller than the accuracy of typical
experimental grain size measurements [11]. As a result, the average segregation
energy may be considered appropriate to identify the representative segregation
energy from the initial GB segregation energy distribution to describe the grain
growth behavior.

Similar to the GB mobility anisotropy considerations in the previous section,
the influence of a spectrum of segregation energies on the average grain size evo-
lution is investigated using the disorientation-dependent Gaussian function. Se-
lected simulation results are shown in Fig. 6.8 for different combinations of σ and
∆θg. For each case, the averaged segregation energy, i.e., Eavg from Eq. (6.6), is
used with the phenomenological grain growth model to determine the mean grain
size evolution that is shown in Fig. 6.8 with dashed lines. Regarding the final
grain size, a deviation of 3%, 6%, and 5% is determined for Gauss-I, Gauss-II,
and Gauss-III, respectively, considering the phase field simulations and the grain
growth model with averaged segregation energy. As a result, the average seg-
regation energy can be considered as a representative GB property that can be
determined from the GB segregation energy distribution in the initial microstruc-
ture.

6.6 Combined anisotropic mobility and segregation
In practice, the GB mobility and segregation energy are anisotropic functions
of the GB structure. As a result, it is useful to identify the combined effect of
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Figure 6.8: Normalized average grain size evolution for different values
of σ and ∆θg. The predictions from the phenomenological grain
growth model considering average segregation energy weighted with
GB length are shown with dashed lines.

both anisotropies on grain growth. It has been suggested that high mobility grain
boundaries have higher excess volume and may, thus, have larger segregation en-
ergies [52]. However, a different dependence is observed for various temperatures
in Al grain boundaries [14, 246]. It is likely that there is no general correlation be-
tween GB mobility and GB segregation energy for a particular solute. As a result,
to limit the largely unknown configuration space of structure-dependent mobility
and segregation anisotropy, the two functions, i.e., step distribution and Gaussian
distribution function, are combined to distribute arbitrary mobility and segregation
anisotropy in the microstructure. In total, five cases with varying complexity of
GB anisotropy in terms of GB mobility and segregation energy are demonstrated
in this study:

• Same functional dependence

– Case I: Minimal anisotropy. Step distribution with critical disorienta-
tion angle of 42◦ is chosen such that the fraction of low mobility and
low segregation energy boundaries, i.e., fs and fe is 0.5, mobility ratio
(r) is chosen as 2 and ∆E = 0.2 for segregation anisotropy.
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– Case II: Moderate anisotropy. Step distribution with critical disorien-
tation angle of 42◦ is chosen such that the fraction of low mobility and
low segregation energy boundaries, i.e., fs and fe is 0.5, mobility ratio
(r) is chosen as 10 and ∆E = 0.2 for segregation anisotropy.

– Case III: Spectrum of segregation energy and mobility. Gaussian dis-
tribution for both mobility and segregation energy with σ = 20◦ and
∆θg = 45◦.

• Different functional dependence

– Case IV: Mobility anisotropy is defined using the step distribution
function with ∆θc = 42◦ leading to a fraction of low-mobile grain
boundaries ( fs) as 0.5 and a mobility ratio of 10. Segregation
anisotropy is defined using the Gaussian function with σ = 20◦ and
∆θg = 60◦.

– Case V: Mobility anisotropy is defined using Gaussian function with
σ = 20◦ and ∆θg = 45◦ whereas segregation anisotropy is defined us-
ing step distribution with a critical disorientation angle of 42◦ leading
to a fraction of low-segregation energy grain boundaries ( fe) as 0.5
and ∆E = 0.4.

Fig. 6.9 shows the average grain size evolution for the above-mentioned cases
where a non-parabolic grain growth relationship is, in general, obtained due to the
presence of solute drag. The dashed lines show the average grain size evolution
using the grain growth model with the predicted representative GB properties, i.e.,
Erep =Eavg from Eq. (6.6) and Mrep from Eq. (6.8), for the associated GB property
distributions. The predicted representative GB properties correspond to simula-
tions considering individual anisotropies in GB mobility and segregation energies,
respectively. Considering Case II as an example, the normalized representative
mobility (Mrep/Mmax) without any solute effects is determined as 0.38, whereas
the representative (averaged) segregation energy considering isotropic GB mobil-
ity is obtained as 45 kJ/mol. As a performance metric, the relative deviation in the
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Figure 6.9: Normalized average grain size evolution considering the com-
bined effect of anisotropic mobility and segregation energy anisotropy.
The prediction from the grain growth model with representative GB
mobility, Mrep determined from Eq. (6.8), and representative segrega-
tion energy, Erep = Eavg determined from Eq. (6.6), are shown with
dashed lines.

final grain size, as obtained from the phase field simulations and the phenomeno-
logical grain growth model, is determined as 1.8%, 4.6%, 3.8%, 13.2%, and 3%
for the cases I through V. The largest discrepancy in the above-mentioned cases
is comparable with typical errors reported in experimental grain size measure-
ments, i.e., ∼ 10% [11]. As a result, this reasonable agreement between the phase
field simulations and the phenomenological model suggests that the representative
GB properties can be identified independently from the anisotropic distribution of
grain boundaries in terms of mobility and segregation energy.

6.7 Representative grain boundary properties
The results indicate that the representative GB mobility and representative seg-
regation energy can be superimposed to describe the grain size evolution where
both anisotropies in mobility and segregation are considered. Here, the sensitiv-
ity of the representative GB parameters is investigated by fitting it to the phase
field simulations. Two specific cases, Case I and Case V are chosen to demon-
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strate the relationship between representative segregation energy and GB mobil-
ity, whereas a similar qualitative relationship is found for all the other investigated
cases. Different values of Erep and Mrep are considered in the phenomenological
grain growth model, and the relative average deviation (ε) between the average
grain size is determined from the phase field simulations and those predicted from
the mean-field model such that:

ε(%) =

√√√√ 1
Nt

Nt

∑
i=0

(
RPF

i −RGG
i

RPF
i

)2

×100 (6.9)

where RPF
i corresponds to the average grain size from phase field simulation at

time ti, RGG
i corresponds to the average grain size from the grain growth model at

time ti, and Nt refers to the number of measurements that are used to determine
the average deviation. Nt = 30 is considered for all the cases in the present study.
A relative average deviation, ε < 10%, corresponds to less than 10% average
difference between the phase field simulations and the phenomenological grain
growth model.

Fig. 6.10 shows the relative deviation between phase field simulations and
phenomenological grain growth model for different values of representative grain
boundary mobilities and representative segregation energies for both cases. It can
be observed that the average grain size evolution can be described reasonably
well (ε < 10%) by considering multiple combinations of representative segrega-
tion energy and GB mobility. Qualitatively, a relationship between Mrep and Erep

is visible, where high segregation energy and high mobility in the grain growth
model balance each other’s effect leading to comparable grain growth rates. The
relationship between Mrep and Erep is, however, different in detail when compar-
ing both cases.

More quantitatively, the relative average deviation for the optimum GB param-
eters (marked with ‘x’) is determined as 0.7% and 0.6% for Case I and Case V,
respectively. The GB parameters, Mrep determined from Eq. (6.8) and Erep from
Eq. (6.6), that considered individual anisotropy of either GB mobility or segre-
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Figure 6.10: Relative average deviation of the average grain size evolution
for (a) Case I (b) Case V. Horizontal dashed lines correspond to the
representative mobility predicted from Eq. (6.8) and vertical dashed
lines correspond to the representative segregation energy determined
from Eq. (6.6). The optimum fit values (x) and superposition of rep-
resentative GB parameters (•) are also included for comparison

gation energy, respectively, are also indicated with dashed lines, and the super-
imposed GB parameters (marked with ‘•’) are shown for both cases in Fig. 6.10.
The relative average deviation for the superimposed GB parameters is determined
as 1.7% and 3.3% for Case I and Case V, respectively. In these cases, the super-
imposed GB parameters are sufficient to describe the average grain size evolution
for the simulations considering combined anisotropies in GB mobilities and seg-
regation energies. Note that the relative average deviation is higher in Case V
than in Case I. Case I considers identical step distribution for both GB mobilities
and segregation energies, resulting in two groups of high mobility-high segrega-
tion energy GBs and low mobility-low segregation energy grain boundaries in the
microstructure. The migration rate of grain boundaries increases with an increase
in GB mobility and decreases with segregation energy. As a result, the effective
anisotropy in migration rates is reduced in Case I due to the compensation of
high mobility with high segregation energy and vice-versa. However, in Case V,
Gaussian distribution for GB mobility and step distribution for segregation energy
may lead to the presence of grain boundaries that have low mobilities and high
segregation energy, for instance, for ∆θ > 45◦. Such a combination enhances the
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anisotropy in migration rates as both GB mobility and segregation energy will
reduce the migration rates further compared to GB groups considered in Case I.
In these cases, the superimposed representative GB parameters determined from
independent anisotropic simulations will lead to a relatively higher deviation from
the optimum fit. Thus, the current approach, where the superimposed represen-
tative GB properties reasonably describe the grain size evolution, may not be ap-
plicable for cases where the combination of GB properties significantly increases
the anisotropy in GB migration rates.

6.8 Grain size distribution
As indicated in Sec. 6.4, grain size distribution may change depending on the
anisotropy in GB mobility and segregation energy. Fig. 6.11 compares the prob-
ability density of grain size normalized with the average grain size for different
anisotropy parameters considering a step distribution in mobility and segregation
energy. In all the cases, the grain size distribution is determined when the average
grain size is increased by approximately a factor of two compared to the initial
grain size. The grain size distribution for isotropic mobility with no solute drag
follows the a Weibull distribution, given by [ βw

αw
][ x

αw
]βw−1e−(x/αw)

βw where αw and
βw are fit parameters, and x is the grain size normalized with the average grain
size. Furthermore, adding anisotropy in GB mobility, i.e., r = 50, leads to a pref-
erential growth of a few grains that modifies the tail of the distribution, and as a
result, the grain size distribution also deviates from that for ideal grain growth.
The anisotropy in segregation energy, i.e., ∆E = 40%, results in a relatively nar-
row distribution in comparison to the case of ideal grain growth, in agreement
with previous studies that simulated grain growth considering isotropic segrega-
tion [187, 247]. The combined anisotropy, however, leads to even fewer grains
that are larger than the average grain size compared to the anisotropic mobility
simulations, and in this case, the corresponding grain size distribution falls in be-
tween the distribution determined from simulations with individual anisotropies.
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Figure 6.11: Probability density of grain size normalized with the average
grain size for different anisotropy parameters.

6.9 Grain boundary energy anisotropy
Conventional experiments that measure the migration rates of grain boundaries
either report the reduced mobilities or absolute mobilities with an implicit as-
sumption of isotropic grain boundary energy [14]. However, it is clear from both
experiments and simulations that GB energy is also dependent on the GB structure
and therefore affects the grain growth kinetics [248, 249]. Considering identical
maximum GB energy, several large scale simulations which included a variability
in GB energy have shown an overall decrease in grain growth rates in compar-
ison to simulations with uniform grain boundary energy [180, 183, 184, 250].
As a result, the effect of a fixed reduced mobility anisotropy is examined on the
grain growth kinetics and representative GB properties in the absence of solutes by
considering anisotropy in GB energy and GB mobility, respectively. Two sets of
simulations are performed using the step distribution, such that two types of grain
boundaries are present in equal proportion ( fs = 0.5) in the initial microstruc-
ture. In one case, mobility anisotropy is considered such that the GB mobilities
are defined as Mmax and Mmin = 0.5Mmax, respectively, with isotropic GB energy
(γmax = 1 J/m2). In the other case, GB energy anisotropy is considered such that
the GB energy for grain boundaries is defined as γmax and γmin = 0.5γmax, respec-
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tively, with isotropic GB mobility (Mmax). Both simulations, therefore, have an
identical reduced mobility anisotropy. To include the GB energy anisotropy, the
phase field model proposed by Moelans et al. [169], described in Appendix B, is
used that reproduces the force balance between grain boundaries and triple junc-
tion angles for moderate GB energy anisotropy. The average grain size evolution
as a function of normalized time for both cases is shown in Fig. 6.12. In both
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Figure 6.12: Normalized average grain size evolution considering constant
anisotropy of 2 in reduced mobility (Mγ). In both cases, two types
of grain boundaries are present in equal proportions in the initial mi-
crostructure. A simulation with isotropic reduced mobility is shown
for comparison, and representative reduced mobilities are shown with
dashed lines.

sets of simulations, a parabolic grain growth relationship is observed indicating
that a representative reduced mobility may be defined for each case of anisotropy.
However, the representative reduced mobility is found to be dependent on the
mobility or GB energy anisotropy, even for otherwise the same reduced mobility
anisotropy. The normalized representative reduced mobility, i.e., the slope of R2

with kMmaxγmaxt, is determined as 0.74 and 0.57 from simulations that considered
GB mobility and GB energy anisotropy, respectively. The representative reduced
mobility is lower for the case with GB energy anisotropy which affects the driving
pressure, whereas GB mobility only affects the kinetics of grain boundary migra-
tion. Accordingly, for moderate GB energy anisotropies, either a representative
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GB energy may be defined from the latter simulations considering uniform GB
mobility, or the representative GB mobility may be corrected for the anisotropy in
GB energy, i.e., reduced by 20% in the above case when the anisotropy originates
from GB energy as opposed to GB mobility. Note that GB energy anisotropy
(γmax/γmin) is typically smaller than 2, and a 20% correction in GB mobility is
relatively minor in comparison to GB mobility anisotropy that can vary by up to a
factor of approximately 50 for normal grain growth conditions.

6.10 Summary
Experimental measurements of grain growth kinetics are traditionally rationalized
using empirical grain growth models, which ignore the variability in GB prop-
erties. However, both experimental and theoretical approaches have revealed a
strong structure dependence of GB properties that may also influence grain growth
rates. In this study, the role of anisotropic GB properties, in particular GB mobility
and segregation energy, on grain size evolution is investigated using 2D phase field
simulations and the grain growth kinetics is rationalized using representative GB
properties in a phenomenological grain growth model. In particular, two different
disorientation-dependent functions are considered to distribute the anisotropic GB
properties, mobility, and segregation energy, during grain growth. The simulations
indicate that the well-known parabolic grain growth relationship is recovered for
moderate anisotropy in GB mobility, i.e., when the minimum GB mobility is at
most a factor of 50 smaller than the maximum GB mobility in the microstructure.
In this regime, a relationship is proposed that determines the representative GB
mobility from a distribution of GB mobilities in the microstructure. The effect of
variability in solute segregation is considered using anisotropic solute drag pres-
sure and segregation energy. Here, a friction pressure approach is used to simulate
solute drag effects during grain growth simulations. The average segregation en-
ergy can be used in a mean-field grain growth model to describe the average grain
size evolution in sufficient agreement with the phase field simulations.

In reality, solute segregation and GB mobility anisotropies coexist, and their
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structure dependence is not necessarily correlated. The present simulation study
indicates that the representative GB mobility and the representative segregation
energy that are determined from independent phase field simulations consider-
ing only variability in GB mobility and solute segregation at the grain bound-
aries, respectively, may be superimposed to describe the average grain size evolu-
tion considering combined anisotropy in GB mobility and segregation energy. It
should be emphasized that a realistic anisotropy in GB properties is not limited to
the parametric distributions considered in the present work, i.e., step distribution
and Gaussian distribution. Instead, any arbitrary distribution that corresponds to
moderate anisotropy in GB properties may be used. Different distributions, as
determined from experimental [251] and/or computational databases [136], can
be used, for example, by generating a look-up table for segregation energies and
intrinsic mobility as a function of GB disorientation angle. The representative
segregation energy and representative GB mobility may be determined for these
cases, and the corresponding mean grain size evolution can be verified with the
anisotropic phase field simulations.
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Chapter 7

Atomistically informed phase field
study of austenite grain growth

7.1 Introduction1

This chapter aims to combine the atomistic details, i.e., the binding energies of
solutes to grain boundaries, with the grain growth modeling in the microstructure
scale to verify whether a representative grain boundary (GB) can be defined to de-
termine the solute trends that promote grain refinement in austenite. In this regard,
DFT-based binding energies for five common alloying elements in steels, Nb, Ti,
Mo, V, Mn, in nine different [001] symmetric tilt grain boundaries in FCC-Fe with
increasing Σ value from 5 to 41, which is the largest known database for FCC-Fe
reported by Ito and Sawada [117], is utilized to determine the variability in effec-
tive segregation energy of solutes. Using two-dimensional anisotropic phase field
simulations of grain growth, a representative GB is defined, and the solute trends
in terms of the solute drag effect for a range of bulk solute additions are discussed
in light of the current experimental knowledge.

1The results presented in this chapter have been published. See A. Suhane, D. Scheiber, V.
I. Razumovskiy, M. Militzer, Atomistically informed phase field study of austenite grain growth,
Computational Materials Science 228 (2023) 112300.
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It should be highlighted that the DFT-based binding energies provided by Ito
and Sawada [117] covers only a small subset of grain boundaries that exist in the
microstructure. As a result, DFT simulations are useful to derive solute trends
instead of a quantitative description of grain growth in the presence of solutes.

7.2 Numerical parameters

7.2.1 Solute drag parameters
Two key parameters, effective segregation energy and trans-GB diffusivity are es-
sential to quantify the solute drag pressure due to solutes. The binding energy
profiles of solutes in each of the nine GBs are taken from the results reported by
Ito and Sawada [117]. As highlighted in Sec. 4.3.1, the maximum surface density
from atomistic calculations is determined from NGB/A that varies between 40 -
45 atoms/nm2 for all the investigated grain boundaries. Considering the GB width
(2δSD) as 0.5 nm in accordance with the DFT calculations [117], Nv, in Eq. (4.5)
is determined to vary between 81 - 90 atoms/nm3 whereas Nv = 90 atoms/nm3

is determined from the lattice constant of FCC-Fe at 0 K. A 10% variation in Nv

corresponds to less than 30 meV difference in effective segregation energies for
all investigated grain boundaries that is smaller than the accuracy of atomistic cal-
culations. Therefore, Nv = 90 atoms/nm3 is used in all the subsequent simulations
to determine the effective segregation energy of solutes.

Table 7.1: Diffusion coefficients for the solute elements considered in the
present study.

Element D0 (cm2/s) Q (eV) D1273K (×10−12cm2/s) Ref.
Nb 0.75 2.74 10.80 [252]
Ti 0.15 2.61 6.83 [253]

Mo 0.036 2.48 5.36 [253]
V 0.28 2.73 4.26 [253]

Mn 0.18 2.74 2.56 [253]
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7.2.2 Computational details
Similar to the previous chapter, an initial two-dimensional structure with ∼18000
grains is constructed using Voronoi tesselation considering periodic boundary
conditions in all directions where the simulation domain of 2 mm × 2 mm is
divided into a 2000 × 2000 grid. As a result, the grid size (∆x) is fixed as 1 µm.
The initial microstructure is allowed to evolve using Eq. (4.22) considering ideal
grain growth with isotropic grain boundary properties and in the absence of solute
drag until it reaches the scaling grain size distribution. The scaled microstructure
is considered as the starting microstructure that contains ∼14000 grains with an
average grain size (radius) of 10 µm. The grain size considered here corresponds
to the typical order of magnitude of grain size observed during austenite condi-
tioning during different thermomechanical heat treatments in steels. The grain
boundary width is 4 µm resolved in four grid points such that the initial average
grain diameter is five times the grain boundary width. As shown in the previous
chapter, a moderate variability in GB mobility and energy, on the one hand, and
those for solute drag, on the other hand, can be separated to identify the prop-
erties of a representative GB. Thus, only the effective segregation energy (E) is
considered anisotropic in the present study, and other GB properties, such as GB
mobility and GB energy, are assumed to be isotropic for all the cases. The repre-
sentative GB energy (γrep) is taken as 1 J/m2 for austenite, and the representative
GB mobility is assumed as Mrep = 1.5×10−11 m4/Js as suggested by Furumai et
al. [74] for T = 1273 K. An isothermal heat treatment with a holding time (tsim) of
400 s at 1273 K is considered to assess the grain growth kinetics. For all the sim-
ulations, the time step is fixed to 0.0065 s which satisfies the stability condition.
For these parameters and in the absence of any solutes, a final grain size of 51 µm
is obtained from 2D phase field simulations.

Each grain in the scaled microstructure is assigned three random Euler angles,
and the disorientation angle between each pair of grains, i.e., grain i and grain j,
is determined and stored in a look-up table. Disorientation-dependent segregation
energies are distributed in the microstructure by considering four types of grain
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boundaries, i.e., GB-I, GB-II, GB-III, and GB-IV, as shown in Fig. 7.1. Three cut-
off disorientation angles, ∆θ12, ∆θ23, and ∆θ34 are defined to control the fraction
of a particular GB type in the initial microstructure with randomly distributed Eu-
ler angles resulting in a Mackenzie-like distribution [182] (See Fig. 6.1a). Fig. 7.1
shows the initial microstructure that contains an equal fraction of four GB types
by defining ∆θ12 = 32◦, ∆θ23 = 42◦, and ∆θ34 = 49◦. The effective segregation
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Figure 7.1: Polycrystalline microstructure with an average grain size of
10 µm in a domain size of 2 mm × 2 mm. Only a quarter of the
simulation domain is shown for clarity. (b) Four distinct GB types,
shown with different colors, are considered, where each GB type has
different effective segregation energy. E for ten ppm addition of Nb in
four GBs is shown as an example.

energies, shown in Fig. 7.1, are determined for 10 ppm (atom fraction) addition of
Nb in Σ41(540)[001], Σ5(310)[001], Σ37(610)[001], Σ29(520)[001] GBs, respec-
tively.

The average grain size evolution from phase field simulations is rationalized
using the grain growth model given in Eq. (4.31), and the geometrical constants,
k1, k2, and k3 are used based on the benchmarks shown in Sec. 6.4 and Sec. 6.5.
As a result, k1 and k2 are taken as 0.89 and 0.20, respectively, for all the cases.
For the average grain size of 10 µm, the driving pressure is sufficiently low such
that the grain boundaries either remain unaffected by solutes for relatively low
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solute concentrations in the bulk or are in the low-velocity limit for higher bulk
concentrations. As a result, k3 is taken here as 1 for all cases.

7.3 Anisotropy in effective segregation energy
The effective segregation energies for different [001] symmetric tilt GBs, char-
acterized by their Σ value, are determined from Eq. (4.3) and Eq. (4.5) using the
binding energy data from DFT [117] for the bulk solute concentration of 10 ppm
at 1273 K. These energies are compiled in Fig. 7.2 for Nb, Mo, Ti, V, and Mn
ordered according to their atomic sizes. Here, a negative effective segregation en-
ergy corresponds to solute segregation, whereas a positive value corresponds to
solute depletion at the grain boundary. The data indicates favorable segregation
of all solutes, except Mn, in all the investigated GBs, with the largest solute, Nb,
having the largest magnitude of the segregation energy. There is an appreciable
variability in effective segregation energies among different GBs, e.g., the abso-
lute difference between the maximum and minimum values is 0.34 eV, 0.38 eV,
0.21 eV, 0.37 eV, and 0.15 eV for Nb, Ti, Mo, V, and Mn, respectively. However,
identical solute trends are determined for individual grain boundaries. As a ref-
erence, the effective segregation energies for the above order of solutes are deter-
mined as -1.11 eV, -0.78 eV, -0.53 eV, -0.12 eV, and 0.07 eV for the Σ5(310)[001]
GB, and the average segregation energy (Eavg,gb) for all the nine GBs are -1.0 eV,
-0.70 eV, -0.48 eV, -0.09 eV and 0.07 eV, respectively.

7.4 Phase field simulations
Two configurations of phase field simulations are considered, i.e. (1) isotropic
segregation of solutes considering Σ5(310)[001] GB as the representative GB,
(2) anisotropic segregation by considering an equal proportion of four GBs, i.e.,
Σ5(310)[001], Σ29(520)[001], Σ37(610)[001] and Σ41(540)[001] in the initial mi-
crostructure as shown in Fig. 7.1. For the latter, the weighted mean segregation
energy (Eavg) of the microstructure is determined identical to Eq. (6.6), which
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Figure 7.2: Effective solute segregation energy in [001] symmetric tilt GBs
in FCC-Fe determined from DFT calculations [117]. Eavg,gb corre-
sponds to the average for all nine grain boundaries.

lies within 10 meV of the average segregation energy of all nine grain boundaries
(Eavg,gb) and is therefore considered representative for anisotropic simulations.

Fig. 7.3 shows the normalized average grain size evolution from anisotropic
grain growth simulations where R0 is the initial average grain size. While Nb, Ti,
and Mo result in strong grain growth retardation compared to pure Fe, Mn and V
have a negligible effect on grain growth rates due to their low effective segregation
energies and solute drag pressures. Nevertheless, a parabolic grain growth rate is
observed for all cases indicating that all grain boundaries are either in the low-
velocity limit or remain almost unaffected by solutes during grain growth.

Fig. 7.4 shows snapshots of microstructures with Mo and V additions after 150
and 400 s, suggesting unimodal grain size distribution and normal grain growth in
both cases, i.e., for a strongly and a weakly segregating solute. In comparison to
the initial microstructure, the proportion of grain boundaries does not change sig-
nificantly during grain growth, i.e., for the case of Mo, each type of grain bound-
ary is present within 25 ± 3% even though the number of grains is reduced from
∼14000 to ∼1200 after 400 s. The average grain size evolution in Fig. 7.3 is used
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Figure 7.3: Square of the normalized average grain size as a function of time
from anisotropic phase field simulations for 10 ppm solute addition.
Dashed lines are determined from the mean-field model considering
Erep = Eavg for each solute.

to fit the mean-field model given by Eq. (4.31) with Erep as the fitting parameter.
Erep, for each solute, is found to agree with the Eavg and the grain size evolution
from the mean-field model, i.e., Eq. (4.31) with Erep = Eavg is shown with dashed
lines in Fig. 7.3.

Further, the role of bulk solute content on grain growth is investigated by de-
termining the effective segregation energy of individual GBs for a given solute
concentration that is then used as an input for phase field simulations. For rela-
tively low solute additions and strong segregating solutes such as Nb, the effective
segregation energies are insensitive to the solute content, e.g., c0 < 100 ppm, but
vary with further increase in solute concentration due to site saturation. As op-
posed to the atomistic approach of determining the GB excess (Eq. (4.3)), the
CLS solute drag model does not account for site saturation (Eq. (4.6)), and as a
result, E effectively changes with the solute concentration. For instance, an in-
crease in Nb content from 100 ppm to 1000 ppm corresponds to a variation in E

from -1.11 eV to -0.74 eV for the Σ5(310)[001] GB.
Fig. 7.5a shows the final average grain size obtained from anisotropic simula-
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Figure 7.4: Microstructure evolution for anisotropic grain growth simula-
tions for 10 ppm addition of (a) V (b) Mo after 150 s and 400 s at
1273 K.

tions that decreases with an increase in bulk solute concentration for all solutes.
The solute rankings, however, remain unaffected for a given bulk concentration.
The final average grain size determined from the mean-field model considering
Erep = Eavg shows almost perfect agreement with the phase field simulations,
further validating the choice of Eavg for the representative segregation energy.
Fig. 7.5b shows a reasonable agreement between the final average grain sizes ob-
tained from isotropic simulations that considered Σ5(310)[001] GB as the repre-
sentative GB and anisotropic simulations, suggesting that the Σ5(310)[001] GB
may be a reasonable choice to determine the solute trends for grain refinement in
austenite. It should be highlighted that the trends may be difficult to determine for
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Figure 7.5: (a) Normalized final average grain size determined from
anisotropic simulations as a function of solute concentration. Solid
lines are determined by Erep=Eavg in the mean-field model. (b) Com-
parison of normalized final grain size determined from the anisotropic
grain growth simulations and isotropic simulations with Σ5(310)[001]
GB as the representative GB.

solutes that have overlapping segregation energies irrespective of their sign, e.g.,
Mn and V in the present case, which will lead to similar solute drag pressures
during grain growth. For instance, isotropic simulations consistently over-predict
final grain sizes for Mn and under-predict for V compared to anisotropic simula-
tions. The overall final grain size and solute trends, in these cases, are dependent
on the distribution of GB properties in the microstructure. In general, a higher
amount of Mn (>0.3 - 2 wt. %) is added in steels in comparison to V (<0.1 wt.%),
and as a result, Mn may become a more relevant element for grain refinement in
comparison to V.

7.5 Solute trend parameter
The simulations show that the variability in effective segregation energies deter-
mined from atomistic calculations has a secondary effect on the solute rankings
during grain growth, such that a single representative GB, e.g., the Σ5(310)[001]
GB, is sufficient to estimate the relative potential of solutes in retarding grain
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growth in austenite. To further quantify the effects of the bulk solute concen-
tration and effective segregation energy on grain growth, a solute trend parameter
given by |ΓGB/D| is proposed, where both the GB excess (ΓGB) and the bulk solute
diffusivity (D) can be determined from atomistic simulations and/or experimental
measurements.

Fig. 7.6a shows the solute trend parameter as a function of the normalized fi-
nal grain size obtained from the isotropic simulations. Qualitatively, an increase
in the trend parameter leads to grain refinement that is in agreement with the con-
ventional solute drag studies where an increase in the GB excess and a decrease
in bulk solute diffusivity is correlated with increased solute drag effects [50]. For
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Figure 7.6: (a) Solute trend parameter (|ΓGB/D|) as a function of the
normalized final grain size considering isotropic segregation energy.
Here, D=Db is used. The normalized final grain size determined from
Eq. (4.31) is shown with a solid line for comparison. (b) Sensitivity
of trend parameter with representative GB mobility and trans-GB dif-
fusivity. Solid markers correspond to simulations with increased GB
mobility (100 Mrep), and open markers to simulations with increased
trans-GB diffusivity (D = 100Db), respectively.

different values of the trend parameter, E is determined from Eq. (4.5) for a given
solute diffusivity and concentration, and the final grain size from the mean-field
model is shown with a solid black line. The simulated and predicted final grain
sizes for all the solutes fall on the master curve such that the solute additions that
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correspond to a trend parameter < 10−6 s/nm4 have virtually no effect on grain
growth, whereas an increase in the trend parameter leads to a transition range,
followed by negligible grain growth for trend parameters > 10−3 s/nm4.

The other model parameters, namely the representative mobility, and the trans-
GB diffusivity are known with the least certainty. Thus, identical isotropic phase
field simulations as above have been conducted, but with trans-GB diffusivities
increased by a factor of 100 as well as with a 100 times larger representative mo-
bility for selected cases, i.e., Mo and V. For the latter, the heat treatment time is
adjusted according to Mrep ∝ 1/tsim to obtain 51 µm as the final grain size in pure
Fe. Fig. 7.6b shows that the transition range is insensitive to the scaling factor
in trans-GB diffusion in the former case but shifts by approximately two orders
of magnitude to 10−7-10−5 s/nm4 in the case of simulations with increased GB
mobility. In the low-velocity limit, the solute drag pressure from Eq. (4.7) can
be approximated by αSDc0v, and effective mobility, according to v = Me f f ∆G, is
determined as (1/Mrep+αSDc0)

−1 for a single grain boundary. An increase in the
trans-GB diffusivity reduces both αSD and the solute trend parameter, and there-
fore, the final grain size shifts along the same master curve. A similar increase in
representative mobility, however, has a negligible effect on the effective mobility
due to higher contributions from αSDc0 compared to 1/Mrep, especially for higher
solute enrichment. As a result, a nearly identical effective mobility for a given
αSDc0 coupled with smaller heat treatment time results in smaller grain sizes for
a higher representative mobility in comparison to simulations with a lower repre-
sentative mobility.

7.6 Comparison with experiments
Relatively little information is available regarding the comparative effects of
different solutes on austenite grain growth in ultrapure Fe as opposed to fer-
rite [30, 71]. Careful investigations of static and dynamic recrystallization in
hot-rolled steels have quantified the role of dissolved solutes in reducing the re-
crystallization rates in austenite. In particular, Jonas and coworkers [254–257]

112



proposed in a series of studies a Solute Retardation Parameter (SRP) that captures
the delay in recrystallization time by the addition of 0.1 at.% of alloying element
in C-Mn steels, which is defined as,

SRP = log
(

tx
tre f

)
× 0.1

at.%
×100 (7.1)

where tx is the time for the onset of recrystallization, and tre f is the equivalent time
in the reference steel (0.06 C-1.4 Mn -0.24 Si-0.024 Al in wt.%). In these exper-
iments, the authors measured softening kinetics and assumed 10% softening at
1000 ◦C as the time for the onset of recrystallization. Since both recrystallization
and grain growth involve migration of high-angle grain boundaries, albeit with
different driving pressures, the solute trends are expected to follow a similar rela-
tionship even though grain growth rates will be quantitatively more influenced by
solute additions due to the smaller associated driving pressures. Note that the SRP
was evaluated for one level of solute addition for each alloying element, and as a
result, no error bars were reported for the SRP. Further, solutes can have non-linear
effects on grain growth rates. Thus, the SRP should be considered as an approxi-
mate indicator that characterizes solute effectiveness on grain growth retardation.
Fig. 7.7 shows the SRP for the investigated alloying elements against the pro-
posed solute trend parameter for 10 ppm solute additions as shown in Fig. 7.6a.
The solute trend parameter is also determined for all the grain boundaries shown
in Fig. 7.2, and the range for each solute with finite GB excess is shown as error
bars in Fig. 7.7. A correlation between the solute trend parameter and the SRP is
evident, indicating that the proposed trend parameter is a good measure to identify
solutes that may promote grain refinement in austenite.

7.7 Validity of representative grain boundary
The simulations suggest that the Σ5(310)[001] GB, falling in the midrange of co-
incident GB energies [136], can be considered as a representative grain boundary
to identify solutes that may promote grain refinement in austenite. Here, it is
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(SRP) [255] and the solute trend parameter considering DFT
based segregation energy determined for the Σ5(310)[001] GB and
10 ppm solute additions. The error bars indicate the range of the trend
parameter determined for GBs with non-zero GB excess among the
nine [001] tilt grain boundaries included in the DFT database.

discussed whether the sample space of investigated GBs is sufficient to support
the conclusion of ignoring the structure dependence of the effective segregation
energies for solute trend predictions in dilute alloys. Ito and Sawada [117] demon-
strated a monotonic dependence between the Voronoi volume of GB sites and the
site-specific binding energies for each solute, indicating elastic contributions as
the dominant contributions towards the binding energy. One of the general con-
clusions is that the GB sites with larger Voronoi volumes show favorable segre-
gation for all the solutes. Each GB has at least one site with a larger Voronoi
volume as compared to that of regular lattice sites in the bulk and these larger GB
sites control the GB enrichment in dilute systems. The sites investigated in the
GB vicinity, i.e., 2.5 Å from the habit plane, spanned a Voronoi volume from 10
to 14 Å3 for all the nine grain boundaries such that the largest Voronoi volume in
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individual GBs is 16-27% higher than the bulk Voronoi volume in FCC-Fe. Here,
the largest site in Σ5(310)[001] GB is 21% higher than the bulk site. Mahmood
et al. [258] investigated 22 symmetric tilt GBs and their metastable structures in
Al, another FCC system, and observed a similar monotonous change in Voronoi
volume and binding energy for Mg segregation. Similar to Ito and Sawada [117],
they found that the strongest segregating site for Mg is the largest GB site with
a Voronoi volume which is 30% larger than for the bulk sites in Al. Considering
Voronoi volume as the primary indicator of segregation energy, it is reasonable to
assume that the segregation trends in low coincident “general” grain boundaries
will also be qualitatively similar to those observed for high-coincidence GBs.

7.8 Solute interactions
DFT calculations from Ito and Sawada [117] are applicable to dilute Fe-X al-
loys with X as the substitutional element, whereas, in reality, carbon in steels can
further enhance or hinder solute segregation at austenite grain boundaries. All the
investigated solutes in the present study are carbide formers and, therefore, are ex-
pected to have a tendency to co-segregate with carbon at the grain boundaries. Us-
ing a thermodynamic segregation model, for instance, the interaction coefficient
between Mn-C (ωMn−C) is obtained as -0.5 eV [80], whereas DFT simulations
suggest the interaction coefficient to vary between -0.1 eV to -0.55 eV depending
on different GB sites for Mn and C in a Σ3(111) GB in BCC-Fe [118]. In low
carbon steels, the carbon concentration profile in the austenite grain boundaries
(cC) reaches approximately 2 - 10 at.% [80, 259]. A first estimation would, there-
fore, suggest an increase in the effective segregation energy of Mn by ωMn−CcC,
i.e., -0.01 to -0.05 eV in the presence of carbon. A similar increase in the ef-
fective segregation energy is expected for other carbide-forming solutes [80] that
will increase the solute trend parameter marginally for these solutes for a given
bulk composition. Additionally, the experiments that quantified SRP implicitly
included the effect of carbon interactions [254–257], and their agreement with the
solute trend parameter further suggests that the solute trends established in the
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present study will not change significantly by including X-C interactions. On the
other hand, solutes such as Si, Ni, and Co show repulsive interactions with carbon
such that different solute trends may be obtained in the presence of carbon [80].
As a result, these interactions should be explicitly considered when determining
the solute trends for these dissimilar solutes in terms of their interaction with C.

7.9 Summary
In this study, two-dimensional phase field simulations have been performed that
considered binding energy profiles of several solutes (Nb, Ti, Mo, V, Mn) at dif-
ferent grain boundaries in FCC-Fe to determine the relative solute trends that
affect austenite grain growth. The simulations suggest the solute ranking as
Nb > Ti > Mo > V ≈ Mn in order of their effectiveness to retard grain growth
rates. Anisotropic phase field simulations indicate a secondary role of segregation
anisotropy on the solute trends such that different combinations of grain bound-
aries in the initial microstructure lead to identical solute trends. As a result, the
Σ5(310)[001] GB, which is easily accessible to DFT simulations, is identified as
a representative grain boundary. To further quantify the solute effects, a solute
trend parameter is proposed that is defined as the ratio of GB enrichment and
trans-GB diffusivity that quantitatively captures the grain size variation in austen-
ite for a wide range of solute additions. The agreement of the solute trend param-
eter with experimental observations indicates that a representative GB, such as the
Σ5(310)[001] GB, may be useful in identifying solute elements that promote grain
refinement in austenite using high-throughput atomistic simulations. In this case,
the solutes with overlapping effective segregation energies
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Chapter 8

Solute drag during phase
transformation in binary alloys

8.1 Introduction
This chapter aims to extend the atomistically informed phase field approach to
simulate phase transformation in mesoscale. Similar to the grain boundary mi-
gration during grain growth, an appropriate solute drag pressure can be used as a
friction pressure to simulate phase transformation in technical alloys [199]. A crit-
ical aspect is determining the solute drag pressure for which different formulations
exist in the literature [54, 55, 107]. As a result, we consider a simplified binary
system and perform phase field simulations in nanoscale that explicitly consider
solute segregation at a moving interface. Two limiting cases for a binary system,
i.e., partitioning and partitionless transformations, are simulated. The solute drag
pressure, extracted from the phase field simulations, is then compared to the ana-
lytical predictions from the solute drag model. Upon identifying the solute drag,
a friction pressure-based phase field model is proposed to extend the simulations
to the microstructure scale which is first benchmarked with simulations that re-
solve the solute segregation at the interface. Finally, recommendations are made
to extend the model to industrially relevant ternary Fe-C-X alloys with interstitial

117



C and one substitutional element (X).

8.2 Phase field model

8.2.1 Solute segregation at the interface
A single phase field model is used to simulate phase transformation in nanoscale
in a binary system which considers a planar interface between α and β phase such
that φ = 1 corresponds to the α phase, and φ = 0 to the β phase. As highlighted
in Sec. 4.6.3, the model proposed by Wheeler, Boettinger, and McFadden [194]
(WBM model) is used which explicitly resolves the solute segregation at the inter-
face and considers the total free energy to be composed of interface energy density
(Gint), chemical energy density that interpolates the bulk free energies of individ-
ual phases (Gchem), and a segregation energy density (Gseg) [201]. The interface
energy density is defined as,

Gint =
ε2

P

2
g(φ)+ωP[∇φ ]2 (8.1)

where εP and ωP are model parameters similar to κG and mG defined in Sec. 4.6.
g(φ) = 16φ 2[1−φ ]2 is a double well function. Gchem is given as,

Gchem = Gα(cα)h(φ)+Gβ (cβ )[1−h(φ)] (8.2)

where, Gα and Gβ are free energy densities of α and β phase, respectively, where
cα and cβ are concentration fields at each point in the computational domain.
h(φ) = 3φ 2 −2φ 3 is an interpolation function that takes a value of 0 at φ = 0 and
one at φ = 1. Further, the segregation energy density is added as

Gseg =−cE p(φ) (8.3)
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where E is the effective segregation energy, c is the concentration, and
p(φ) = g(φ) is considered in the present study such that the segregation, i.e.,
an increase in the interface concentration, occurs at the interface due to non-zero
p(φ) that reduces the total free energy of the system.

In the WBM model, the interface is considered as a mixture of α and β phase
with identical composition, i.e., c= cα = cβ [201]. The phase field equation using
Eq. (4.17), Eq. (8.1), Eq. (8.2) and Eq. (8.3) is determined as,

∂φ

∂ t
= LP

[
ε

2
P ∇

2
φ −ωPg′(φ)+ cE p′(φ)+h′(φ)[Gβ (c)−Gα(c)]

]
(8.4)

where, LP is the kinetic constant, and g′(φ), h′(φ), p′(φ) are the partial derivatives
with respect to φ . Here, the interface energy (γ) or width (2δ ) must be determined
numerically in the absence of any analytical relationship [214]. Grönhagen and
Ågren [186], and later Li et al. [188] used a similar model but for GB segregation
and indicated ∼ 10% increase and decrease in thickness and energy, respectively,
for a factor of 10 increase in GB concentration in comparison to the bulk. Al-
ternatively, similar to Zhang et al. [201], the model parameters are determined
assuming a pure system and approximated as εP =

√
(2δ )γ , ωP = 1

16 [18γ/(2δ )],
and LP = [Mint/(2δ )] in the present study [193, 201] where Mint is the intrinsic
interface mobility. The concentration evolution is then defined using Eq. (4.18)
with Mc =

D(φ)
∂ 2G/∂c2 where D(φ) is the diffusion coefficient defined as [214, 260],

D(φ) = [Dαh(φ)+Dβ [1−h(φ)]]
[

Dint

Dα

]4h(φ)[1−h(φ)]

(8.5)

here, Dα ,Dβ ,Dint are the diffusion coefficients in α , β phase and in the interface,
respectively.

A challenge with the WBM model, however, is the excess contribution from
the chemical-free energy to the interface energy due to the equal concentration
condition [214]. Within the interface at equilibrium, the solute concentration
varies continuously from cα

eq to cβ
eq from φ = 1 to φ = 0 such that the chemical
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energy at each point in the interface is higher than the minimum energy corre-
sponding to the common tangent. The excess energy, however, is negligible in
comparison to the interface potential, i.e., ωPg(φ) for sharp interfaces or for small
differences in equilibrium composition, i.e., cβ

eq −cα
eq, and therefore, solute segre-

gation in thin interfaces can be simulated using this model.

8.2.2 Friction pressure method
Kim, Kim, and Suzuki [216] (KKS model) considered the total energy to be com-
posed of interfacial energy density and chemical energy density given by Eq. (8.1)
and Eq. (8.2), respectively. In contrast to the WBM model, Kim et al. [216] con-
sidered the solute concentration in the interface as a fraction-weighted average of
phase compositions, i.e., cα and cβ , such that

c = cαh(φ)+ cβ [1−h(φ)] (8.6)

A unique solution to individual concentration fields, cα and cβ , at each point is
obtained by considering the equal diffusion potential, µ

β

B - µ
β

A = µα
B - µα

A = µ̃

in each phase. For dilute systems, this further simplifies to cα/cβ = cα
eq/cβ

eq = kp

where kp is the equilibrium partition coefficient for a given T [196]. In this ap-
proach, the excess contribution to the interface energy due to the chemical free
energy disappears, and the interface width can be artificially increased while pre-
serving the interface kinetics. The model parameters, in this formulation, have
the exact relationship with interface energy and width as have been approximated
for the WBM model [170]. As a result, the KKS model can be used to simulate
solute drag in the microstructure scale, however, adding a free energy density for
segregation, i.e., Eq. (8.3), violates the constraint of equal diffusion potential at
the interface and leads to incorrect equilibrium conditions [202]. Therefore, the
KKS model is parameterized with a friction pressure that emulates the solute drag
without resolving the solute segregation at the interface.

In the KKS model, the phase field equation is determined with an added con-

120



straint of equal diffusion potential using Eq. (4.17) as,

∂φ

∂ t
= Lp

[
ε

2
P ∇

2
φ −ωPg′(φ)+h′(φ)∆Ge f f

]
(8.7)

here, ∆Ge f f is the effective driving pressure at each grid point. In the absence of
solute drag, ∆Ge f f = ∆Gchem,p f where,

∆Gchem,p f = Gβ (cβ )−Gα(cα)− µ̃
β [cβ − cα ] (8.8)

is determined at each point in the interface [177]. In the presence of solutes,
∆Ge f f = max(0, ∆Gchem,p f −∆GSD) is used, where ∆GSD is an appropriate solute
drag pressure determined from either phase field simulations in nanoscale or ana-
lytical function that applies a retarding friction pressure at the interface. Note that
cα and cβ in this model are defined at each grid point and are different than cα/β

and cβ/α in the sharp interface models. In addition, it is suggested to average the
driving pressure across the interface for increased stability [193]. For the under-
cooling considered in the present study, simulations with and without averaging
the driving pressure led to identical phase transformation kinetics. Therefore, for
simplicity, averaging is not performed in the presented simulations.

The concentration evolves according to Eq. (4.18), with Mc =
D(φ)

∂ 2G/∂c2 where
D(φ) is given by Eq. (8.5) and the denominator is determined as [198, 216],

1
∂ 2G/∂c2 =

h(φ)
∂ 2Gα/∂cα 2 +

1−h(φ)

∂ 2Gβ/∂cβ 2 (8.9)

In the present work, a simplified single phase field model is used to be consis-
tent with the phase field model that explicitly considers segregation. In contrast, a
more sophisticated model that utilizes double obstacle potential and multi-phase
field formulation developed by Steinbach and coworkers [193, 195] can be cou-
pled with an appropriate solute drag (friction) pressure for simulating phase trans-
formation in mesoscale.
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8.3 Computational details
Two phases, α and β , are considered in a binary A-B system with an ideal solution
model such that their free energies are defined as:

Gp = [1− c]Gp
A,0 +[c]Gp

B,0 +RT{[c]ln[c]+ [1− c]ln[1− c]} (8.10)

where p represents a phase, and Gp
i,0 is the standard state free energy of component

i. Here, Gα
i,0 is taken as 0, and Gβ

i,0 = Bi[T −Ti]/Ti with Bi and Ti as fit parameters
that produce a linear phase diagram as shown in Fig. 8.1. A one-dimensional

Figure 8.1: Linear phase diagram for a model A-B system.

domain is initialized with 500 grid points with a grid spacing of 0.1 nm. The
interface (2δ ) is discretized in 12 points which is sufficient to resolve the gradients
in concentration due to solute segregation at the interface. The time step (∆t) is
chosen according to the numerical stability using Eq. (4.30). Unless otherwise
stated, the solute diffusivities in the α , β phase, and at the interface are assumed,
for simplicity, to be identical in the present simulations. Other relevant simulation
parameters are listed in Table 8.1.

122



Table 8.1: Simulation parameters for phase field simulations

Mint 0.0145exp(−140000/RT ) m4/Js
Dα 2×10−4 exp(−170500/RT ) m2/s
Dβ 2×10−4 exp(−170500/RT ) m2/s
∆t 2×10−12 s
2δ 1.2 nm
γ 0.45 J/m2

In these simulations, the grid size is comparable to the lattice constant, and an
important question is whether the phase field model can capture the physical phe-
nomena of phase transformation and grain growth on the atomistic scale. Danilov
et al. [261] demonstrated that Molecular Dynamics and phase field approaches
yield equivalent results for solidification in a two-phase NixZr1−x crystal-liquid
sample where the free energy in the atomistic model is used to formulate the
phase field model. Fu et al. [262] utilized an average bond order parameter from
MD simulations and rescaled them to determine the phase field profile across the
atomistic interface. Further, planar and multi-grain solidification simulations in
Ni starting from the identical initial configurations resulted in a comparable trans-
formation fraction with approximately 10% deviation between the phase field and
MD simulations. As a result, we utilize phase field simulations to study the role of
solute segregation on phase transformation kinetics using nanoscale simulations.

8.4 Binding energy from atomistic simulations
The relative energy profiles for different solutes, such as Nb, Mo, and Ni etc. in
an FCC/BCC interface in Fe are reported by Jin et al. [120] using DFT calcula-
tions. Assuming a linear interpolation of the relative bulk energies from FCC to
BCC at the interface as a reference, the binding energy profiles are determined
that become independent of the bulk energies of either phase. Similar to the grain
boundaries, the occupancy of each interfacial site is then determined using the
White-Coghlan segregation model [46], and the total interfacial enrichment in
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atoms/nm2 is determined using Eq. (4.3). Interfacial enrichment should ideally
be independent of the bulk energy of individual phases, and as a result, Eq. (4.6)
is used to determine the effective segregation energy, E, from the calculated in-
terfacial enrichment. For 0.1 at.% in the BCC phase at T = 1073 K, E for Nb,
Mo, and Ni is determined as -23 kJ/mol, -13 kJ/mol, and -6 kJ/mol, respectively.
A temperature variation from 973 K to 1073 K, and a composition of the BCC
phase from 0.1 at.% to 0.2 at.% results in a negligible change (<20 meV) in the
effective segregation energy. Thus, we use E = -6, -12, -24 kJ/mol in the phase
field simulations to investigate the solute drag effect.

8.5 Partitioning transformation

8.5.1 Simulation setup
The phase field model described by Eq. (8.4) for the phase field parameter, and
Eq. (4.18) and Eq. (8.5) for composition, are used to simulate partitioning transfor-
mations. As highlighted previously, this model is referred to as the WBM model
that is applicable to nanocrystalline materials. Fig. 8.2 shows the initial domain,
which consists of 0.2 volume fraction of α phase in equilibrium with the β phase
at T = 1073 K, corresponding to an average composition of 0.18 at.% B high-
lighted in Fig. 8.1. This corresponds to a domain size of 50 nm where the initial
α film thickness is 10 nm, and the grain size of β phase is 40 nm with no flux
boundary conditions for both phase field parameter and composition field. For
different values of the effective segregation energies, the equilibrium composition
profiles at T = 1073 K are shown in Fig. 8.2 which is considered as the initial
condition for subsequent phase field simulations.

The mass conservation constrains the equilibrium α fraction to be 0.197, 0.22
and 0.33 for E = 0, -12, -24 kJ/mol, respectively. An undercooling of 50 K is
applied such that the equilibrium composition of α and β phase at T = 1023 K
is 0.149 at.% and 0.298 at.%, respectively and the equilibrium α volume frac-
tion from the phase diagram increases to 0.79. Here, a change in the α fraction
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Figure 8.2: The initial domain and the composition profile after equilibrium
segregation in the case of partitioning transformation for different val-
ues of effective segregation energy.

from the initial fraction, ∆ f , is insensitive to the segregation energies due to a
relatively small change in the solute concentration at the interface with a decrease
in temperature. Therefore, the equilibrium ∆ f corresponds to approximately 0.59
at T = 1023 K for all the cases. The interface velocity during migration is de-
termined by monitoring the interface displacement, and the driving pressure at a
time instant is determined from Eq. (4.27) where the interfacial concentrations,
i.e., cβ/α and cα/β from outside the interface are determined by linearly extrap-
olating the composition from φ = 0.01 and φ = 0.99 with five additional points
outside the interface, to φ = 0.5. Note that five points from outside the interface fit
reasonably well to a linear line, and using higher-order quadratic functions does
not change the composition at the interface. The driving pressure determined in
this way is independent of the interfacial segregation.
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8.5.2 Comparison of solute drag pressure
Fig. 8.3 shows the composition profile for different times, t = 0, 40, and 81 µs for
two cases, i.e., E = 0 and -12 kJ/mol, respectively. The interface position corre-
sponding to φ = 0.5, and the interfacial compositions, cβ/α and cα/β , are high-
lighted along with the equilibrium composition of α and β phase at T = 1023 K.
The simulations indicate a slower transformation rate for higher segregation en-
ergy, where the interfacial concentrations differ from the equilibrium concentra-
tions indicating deviation from local equilibrium conditions. An increase in the
peak solute concentration in Fig. 8.3b is due to the increase in equilibrium α

concentration and inherent segregation capacity that increases with a decrease in
temperature.

Figure 8.3: Composition evolution in the absence and presence of segrega-
tion, i.e., (a) for E = 0 and (b) E = -12 kJ/mol, respectively, for an
undercooling of 50 K.

Fig. 8.4a shows the chemical driving pressure such that a zero driving pressure
corresponds to the local equilibrium at the interface. For non-zero driving pres-
sures, α growth proceeds by long-range diffusion in the parent phase, where the
diffusion within the interface consumes a part of the driving pressure that leads
to slower migration rates in the case of solute segregation. The lower transfor-
mation rates can be interpreted as effective mobilities determined from the slope
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ΔGSD

Figure 8.4: (a) Variation in driving force with time, (b) velocity as a function
of driving force where the slope corresponds to the effective mobility.

in Fig. 8.4b. The effective mobility, in this regard, decreases with an increase in
the effective segregation energy. More rigorously, the solute drag pressure can be
determined in the diffusional regime using ∆GSD = ∆Gchem,int − v/Mint . Fig. 8.5
shows the solute drag pressure for different segregation parameters where the so-
lute drag pressure decreases with a decrease in both interface velocity and effec-
tive segregation energy. The composition of the product phase, i.e. cα/β , and
v determined from phase field simulations are used as an input to Eq. (4.14) to
determine the solute drag pressure from the Hillert-Sundman model [54]. There
is consistency between the solute drag model and phase field simulations such
that the steady-state assumption in the former is reasonable for the present case of
solute drag in a nanocrystalline binary alloy.

8.6 Friction pressure
Resolving solute segregation at the interface and simultaneously studying phase
transformation on a microstructural scale is challenging due to the different length
scales which would require huge computational resources. Additionally, the cur-
rent framework, i.e., the WBM phase field method [201], can resolve segregation
in the nanoscale, but its application is largely limited to smaller interfacial widths,

127



Figure 8.5: Comparison of solute drag pressure extracted from the phase
field simulations and from Hillert and Sundman (HS) solute drag
model [54].

i.e., few nms, due to the bulk energy contributions to the interface energy that
increases with an increase in the interface width. The phase field model given by
Eq. (4.18) and Eq. (8.7), also referred to as the KKS model, is used with a friction
pressure that simulates the solute drag without resolving the solute segregation
at the interface. Here, the solute drag description by Hillert and Sundman [54]
is included as a friction pressure to account for solute drag. A CLS-like solute
drag pressure, i.e., av/1+bv2, is used with a and b to fit the solute drag pressure,
∆GSD,HS, and is shown in Fig. 8.6a.

Fig. 8.6b compares the transformation kinetics from the phase field simula-
tions that consider the solute segregation at the interface with the friction pressure
simulations. In both cases, the equilibrium fraction change in α phase, ∆ f , is
consistent with the phase diagram. A decrease in transformation kinetics is ev-
ident from both the simulations for E = -12 kJ/mol and -24 kJ/mol, where the
friction pressure approach (KKS model) results in faster transformation kinetics
in comparison to the simulations that resolved solute segregation at the interface
(WBM model). The deviation between the WBM and the KKS model is due to
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a)

Equilibrium fraction for ΔT = 50 K

b)

Figure 8.6: (a) Fit between the solute drag pressure determined from the
Hillert and Sundman (HS) model and av/1+ bv2 with a and b as fit
parameters. (b) Comparison of the phase field simulations consider-
ing either solute segregation with the WBM model or friction pressure
with the KKS model, respectively.

the imperfect fit between the CLS-like fit function and analytical solute drag that
can be seen in Fig. 8.6a in the low-velocity regime such that the fit function results
in lower solute drag pressure in comparison to the solute drag model for the same
interface velocity.

As mentioned previously, the simulations with solute segregation are only
valid for nanocrystalline materials. In these cases, the diffusion distances in the
parent phase are comparable to the interface width resulting in non-negligible so-
lute drag pressure for binary alloys. As a result, the role of diffusion length scale
is investigated with the WBM model by considering different diffusivities in the
bulk and at the interface. Fig. 8.7a shows the transformation kinetics from the
phase field simulations considering Dint = 100Dα for E = -12 kJ/mol indicating
no solute retardation even with segregation at the interface for higher interface
diffusivities. Fig. 8.6a shows that the solute drag peak at around v[2δ ]/D = 3
where D is the trans-interface diffusivity. For higher trans-interface diffusivity,
the peak shifts to higher velocities leading to lower solute drag pressures for the
transformation velocities observed in the present simulations.
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Equilibrium fraction for ΔT = 50 K

a)

Equilibrium fraction for ΔT = 50 K

b)

Figure 8.7: (a) Effect of interface diffusivity in nanoscale simulations con-
sidering solute segregation (b) Solute drag in microstructural length
scale for binary alloys using friction pressure.

The phase field simulations with friction pressure can be extended to simulate
interface migration in microcrystalline materials. The grid size is increased from
1 Å to 0.1 µm in microcrystalline simulations for identical effective interface mo-
bility [193]. The domain size, in these simulations, is 50 µm corresponding to
10 µm of α film thickness where the grain size of β phase is 40 µm. Fig. 8.7b
shows a negligible solute retardation due to segregation energy in microcrystalline
materials confirming that the long-range diffusion is a rate-limiting step resulting
in no solute drag for binary alloys. These partitioning simulations, however, cor-
respond to the low-velocity limit, and therefore, in the following section, the role
of solute drag on interface-controlled phase transformation, which corresponds to
the high-velocity limit, is investigated using phase field simulations.

8.7 Massive transformation

8.7.1 Simulation setup
The nanocrystalline domain with a grid spacing of 0.1 nm is used to simulate
partitionless transformations, where α phase with a volume fraction of 0.08, i.e.
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4 nm thickness, is initialized with the alloy concentration c0 = 0.11 at.% B also
shown with a dotted line in Fig. 8.1. Sufficiently high undercooling may result
in the formation of the product phase without any redistribution of solute across
the interface. Thermodynamically, these massive transformations are possible be-
low the T0 temperature where the free energies of both phases are equal for the
bulk composition of the alloy. A deviation from T0 temperature in experiments
can be rationalized by considering solute drag of substitutional elements, whereas
appreciable solute diffusion at the interface further suppresses the start of the par-
titionless transformation at smaller undercooling below T0. As a result, in the
present case of a model A-B system, the diffusivity is reduced by two orders of
magnitude to mimic the Fe-X system and to suppress the partitioning transfor-
mation closer to T0 in the absence of segregation. Simulations with the WBM
model are performed at different temperatures to determine the thickening rate of
α growth, where the temperature at which the product and parent phase have the
same composition during interface migration is considered as the start of the par-
titionless transformation, e.g. in the absence of solute segregation the partitionless
growth occurs at T0 −T = 11 K which is considered as a reference.

8.7.2 Phase field simulations
The interface velocity for E = 0, -6, -12, and -24 kJ/mol is determined from the
phase field simulations for different temperatures and a transition from partition-
ing to partitionless transformation is obtained from the simulations. For lower
undercooling below the T0 temperature, the solute starts to partition at the inter-
face due to slower interface migration rates. In these cases, the interface velocity
further decreases with an increase in the α film thickness. A representative veloc-
ity is determined from the simulations after the composition in the product phase
has reached the equilibrium composition. For larger undercooling, the interface
velocity reaches steady state within 1 µs indicating partitionless transformation.
A kinetic transition from partitioning to partitionless transformation, indicated by
an increase in the velocity by approximately an order of magnitude, can be ob-
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served from Fig. 8.8 at a critical undercooling that increases with an increase in
the effective segregation energy. The velocity, in each case, has a maximum due
to the competing effect of increasing chemical driving pressure and decreasing
interface mobility and diffusion with a decrease in temperature.

Figure 8.8: Comparison of the Gibbs Energy Balance (GEB) model with
phase field simulations.

Hillert et al. [263] determined the velocity for the partitionless growth using
the Gibbs Energy Balance approach where the chemical driving pressure over the
interface, i.e. Eq. (4.27), exactly balances the dissipation due to interface friction,
i.e. v/Mint , and diffusion inside the interface, i.e. Eq. (4.14). Here, an equiva-
lent description according to the Purdy-Brechet solute drag model is used, e.g. in
Fe-Ni, Fe-Mn, and Fe-Co alloys [102], where the partitionless driving pressure,
i.e. ∆Gt = Gβ (cα/β )−Gα(cα/β ) is balanced with the solute drag pressure, i.e.
Eq. (4.13) and interface friction. Fig. 8.9 shows the application of the Gibbs En-
ergy Balance model using the latter approach where the total driving pressure is
shown with dashed lines and total dissipation due to the above-mentioned sources
are shown with solid lines for different temperatures and E = -12 kJ/mol. For a
lower undercooling, e.g., T0 − T = 10 K, no solution exists, indicating that the
partitionless transformation is not feasible at this temperature. For larger under-
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Figure 8.9: Gibbs Energy Balance model for E = 12 kJ/mol.

cooling, multiple solutions exist for interface velocities, and several authors have
considered the low-velocity or the high-velocity solution as the suitable velocity
for interface migration [57, 263]. The interface velocities obtained from the phase
field simulations are also shown in Fig. 8.9, which are found to agree with the high
velocity solution from the Gibbs Energy Balance model. With this information,
the model is further used to determine the critical temperature for partitionless
growth that agrees with the phase field simulations as shown in Fig. 8.8. The mi-
nor deviations may be due to the slightly different descriptions of the interface
properties in the phase field method and the solute drag model.

Among the equivalent formulations of the Gibbs Energy Balance model de-
scribed above, the latter is also verified for partitioning transformations using
∆GSD,PB = ∆Gt - ∆Gm and is shown in Fig. 8.10 for the phase field simulations
performed in Sec. 8.5.2.

8.8 Implication for ternary Fe-C-X alloys
The simulations suggest that the steady-state solute drag models are equally appli-
cable to determine the kinetics in both high and low-velocity limits of transforma-
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Figure 8.10: Comparison of the solute drag pressure determined from the
phase field simulations considering total driving force for partition-
less transformation and Purdy-Brechet solute drag model.

tions in a binary alloy. Further, similar to Zhu et al. [199], the solute drag pressure
can be incorporated into the phase field simulation using a friction pressure ap-
proach. For industrially relevant ternary alloys, such as Fe-C-X, the interface
velocity is determined by the long-range diffusion of carbon, and substitutional
segregation may lead to solute drag in microcrystalline materials even though the
diffusion of solutes at the interface is higher than the bulk. As shown above for
binary alloys, both the Purdy-Brechet [55] and Hillert-Sundman [54] model lead
to identical results but care must be taken in using the appropriate driving pressure
to determine the interface migration rates. As a result, it is recommended to use
the parameterized Hillert-Sundman solute drag model [54] as a friction pressure
in the phase field simulations where the chemical free energy for different phases
can be directly used from thermodynamic databases without any explicit assump-
tion of the interfacial conditions such as Para Equilibrium or No Partition Local
Equilibrium condition in ternary alloys.
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8.9 Summary
Phase field simulations have been performed to explicitly simulate solute segrega-
tion and solute drag at the interface. Using a model binary system, the solute drag
from the phase field simulations is found to be in agreement with the steady-state
solute drag model for both partitioning and partitionless transformations. The
former corresponds to a low-velocity limit, whereas the latter corresponds to the
high-velocity branch of solute drag, suggesting that both limits are well captured
in the conventional solute drag models. These results provide promising evidence
in support of the solute drag models suggesting that the steady-state assumption
may be reasonable for binary alloys in nanocrystalline materials. The simulations
can be further treated as a benchmark for solute drag models.

The simulations suggest a non-negligible solute drag pressure for nanocrys-
talline alloys where the diffusion distance in the parent phase is comparable to
the interface width. Of particular importance is the role of solute diffusion which
shows that a higher interface diffusion in comparison to bulk diffusion, results in
decreased solute drag pressure for partitioning transformations. In this regard, a
systematic analysis of the role of unequal diffusivities in the parent and product
phase would be useful that is not accessible from analytical solute drag models.

An approach is proposed to incorporate the atomistic solute-interface inter-
actions via effective segregation energies into the phase field models that can be
used to simulate morphological evolution during phase transformations. A friction
pressure approach, that is different than the method proposed by Zhu et al. [199],
is verified to reproduce the phase transformation kinetics in agreement with the
phase field simulations which explicitly considers solute segregation at the inter-
face. Further, suggestions to extend the approach to ternary alloys are made where
care must be taken in utilizing the appropriate solute drag model depending on the
driving pressure considered in the phase field simulations.
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Chapter 9

Conclusions and Future Work

9.1 Conclusions
In this work, an atomistically-informed phase field model is developed for grain
growth and phase transformation in binary alloys. In Chapter 5, Chapter 6, and
Chapter 7, a systematic approach is presented to investigate the role of solutes on
grain growth kinetics considering the atomistic details of solute segregation.

Chapter 5 rationalized the experimental migration rates of a well-characterized
grain boundary in Au during recrystallization heat treatments using Density Func-
tional Theory calculations of binding energy and solute diffusivity across the grain
boundary in combination with a solute drag model. Here, the atomistic calcula-
tions suggest that Bi is the strongest segregating impurity among all the other im-
purities in the Au sample. More importantly, Chapter 5 provides the key to linking
atomistic details of solute segregation to the phenomenological solute drag model,
where in detail, the total grain boundary enrichment is used to determine the ef-
fective segregation energy for solutes, which can be used to identify the grain
boundary migration rates in the presence of solutes and/or impurities.

During grain growth, a network of grain boundaries evolve where the grain
boundaries may have structure or misorientation-dependent properties such as
grain boundary mobility or solute drag. Chapter 6 integrates the phenomeno-
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logical solute drag model to the phase field method and delineates the role of GB
anisotropy in terms of mobility and solute drag on grain growth kinetics. The 2D
phase field simulations reveal that a representative grain boundary mobility and
a representative segregation energy can be quantitatively defined for uniformly
textured microstructures despite the anisotropy in GB properties. Furthermore,
the combined effect of anisotropic mobility and anisotropic solute drag on grain
growth can be described by superimposing the representative mobility and repre-
sentative segregation energy determined from simulations that considered individ-
ual anisotropies. As a result, the representative mobility for a given host metal can
be determined from either atomistic databases [136, 251] or grain growth experi-
ments in ultra pure alloys, whereas the representative solute segregation energies
can be determined from atomistic calculations that can be used to evaluate the
average grain size evolution in the presence of solutes.

Chapter 7 uses this model approach to determine the effect of Nb, Mo, Ti, Mn,
and V on austenite grain growth. Using the atomistic segregation data for nine
different symmetric tilt grain boundaries in FCC-Fe and a representative mobility
from experiments, the anisotropic phase field simulations indicate a secondary
role of the variability in solute binding energies on the grain growth rates. As a
result, a high coincidence Σ5(310)[001] GB, which is relatively easily accessible
to DFT calculations, is proposed as a representative grain boundary that is used to
determine the solute trends in agreement with experimental observations.

The proposed atomistically-informed approach is then extended in Chapter 8
to phase transformation in binary alloys where the binding energy profiles of so-
lute elements such as Nb, Mn, and Mo in semi-coherent FCC/BCC interface are
available. The solute drag pressure from a phase field model that explicitly ac-
counts for solute segregation agrees with the conventional solute drag model in
nanocrystalline materials for partitioning and partitionless phase transformations.
An appropriate friction pressure is parameterized from the solute drag model,
which is then used in a phase field model to simulate phase transformation ki-
netics in microcrystalline materials. The simulations suggest a non-negligible
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solute drag pressure in nanocrystalline materials but result in practically no so-
lute drag effect in microcrystalline materials during partitioning transformations.
These differences are attributed to the comparable diffusion distances in the inter-
face and in the parent phase in nanocrystalline materials. The kinetic transition
from partitioning to partitionless transformation, however, depends on the inter-
face diffusion, and therefore, would lead to an appreciable solute drag in both
nano and microcrystalline materials. In Fe-C-X alloys, the interface migration
rates are controlled by long range diffusion of carbon where the substitutional
solute may remain partitionless due to diffusivity differences between C and X.
The associated solute drag due to X may modify the microstructural evolution in
ternary steels. As a result, recommendations are made to extend the approach to
industrially relevant ternary Fe-C-X systems.

In this respect, the key novelty of the thesis is the approach to link atomistic
simulations with microstructure evolution models such that the proposed atom-
istically informed approach can be used to identify the role of different solutes
on microstructure evolution in metals and alloys. In particular for austenite grain
growth, the solute trends determined from the proposed approach are found to
be in agreement with the experimental observations. These physically motivated
models, e.g. similar to the grain growth and phase transformation models in the
present study, can be utilized to develop alloy design strategies to produce e.g.
the next generation of high-strength steels. Alternatively, the operational process
parameters for downstream processes, such as austenite conditioning and/or cool-
ing, during steel production may be corrected according to the residual/impurity
content that will be increased by the adoption of scrap-based steel production to
reduce the emissions due to steel manufacturing.

9.2 Recommendations for future work
Despite encouraging results, the present work benefited from several simplifying
assumptions that may not be applicable to other material systems. As a result,
the following future research directions can be considered, partly to relax the sim-
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plifying assumptions, and partly to improve the models developed in the present
work:

• In Chapter 5, reasonable estimates of grain boundary mobility in Au are
available from high-temperature data where the GB migration rates are un-
affected by the solutes. The same is, however, not apriori available for
other grain boundaries in different material systems. Here, opportunities
exist from experimental and theoretical approaches to determine the GB
mobility in the absence of solutes. In-situ measurement techniques such
as Laser Ultrasonics for Metallurgy [264] or Laser Scanning Confocal Mi-
croscopy [265] can be used to measure grain growth rates in ultra-pure ma-
terials to calibrate the effective mobilities in ultra-pure materials. On the
other hand, MD simulations can be used to determine the GB mobilities but
remain limited due to the accuracy of the interatomic potentials. Here, a
new class of Machine Learning interatomic potentials that can reach DFT
accuracy, and also allow transferability to unknown atomic environments
are promising [266] and can be used to determine the GB migration rates.

• Trans-GB diffusivity of solutes remains an unknown parameter, and more
focussed atomistic studies are required to determine their reasonable esti-
mates. Here, DFT simulations for a large number of configurations near the
grain boundary can be coupled with Kinetic Monte Carlo simulations that
can access longer time scales relevant to substitutional diffusion. In this
regard, a trans-GB diffusivity database of solutes in different host elements
will greatly benefit the solute drag community.

• Σ5(310)[001] tilt GB can be used as a representative GB to determine the
role of solutes and/or impurities on grain growth and recrystallization. The
proposed solute trend parameter can be used with high-throughput atom-
istic calculations to rapidly screen solute elements based on their potential
to retard grain growth rates in austenite. For steels, the interaction of carbon
with solutes needs to be quantified, as well as other potential energetic inter-

139



actions between different solutes. In a first approximation, DFT simulations
can provide insights into these interactions [267].

• The solute drag model presented in this work is applicable to dilute systems
which needs to be modified to include the interactions between the segre-
gating elements at different grain boundary sites. The recent theoretical
development from Alkayyali et al. [268], and Mishin et al. [269] provides a
framework to extend the conventional solute drag formalism.

• The anisotropic phase field simulations in the present work considers the in-
teraction of anisotropic GB mobility and segregation energy on grain growth
in two dimensions. Additional large-scale 3D simulations that account for
different textures are required to extend the proposed relationship for rep-
resentative GB properties. Further, the grain boundary energy also changes
with solute segregation and the structure dependence of GB energy with the
segregation energy in the context of grain growth requires more attention.

• Industrial steels contain at least one substitutional solute along with carbon,
where carbon partitions across the interface and interface migration is con-
trolled primarily by the long-range diffusion of carbon. The substitutional
solute, however, does not partition under industrial cooling conditions. The
atomistic approach suggested in the present study can be used to systemati-
cally assess the influence of solutes on the phase transformation kinetics in
ternary Fe-C-X alloys for different processing conditions.
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N. Kusampudi, L. Stephenson, M. Herbig, C. H. Liebscher, H. Springer,
S. Zaefferer, V. Shah, S.-L. Wong, C. Baron, M. Diehl, F. Roters, D. Ponge,
Current Challenges and Opportunities in Microstructure-Related Properties of
Advanced High-Strength Steels, Metallurgical and Materials Transactions A
51 (11) (2020) 5517–5586. → page 1

[4] D. A. Melford, The influence of residual and trace elements on hot shortness and
high temperature embrittlement, Philosophical Transactions of the Royal Society
of London. Series A 295 (1413) (1980) 89–103. → page 1

[5] M. Militzer, R. Pandi, E. B. Hawbolt, Ferrite nucleation and growth during
continuous cooling, Metallurgical and Materials Transactions A 27 (6) (1996)
1547–1556. → page 2

[6] F. Fazeli, M. Militzer, Application of solute drag theory to model ferrite formation
in multiphase steels, Metallurgical and Materials Transactions A 36 (6) (2005)
1395–1405.

[7] T. Jia, M. Militzer, Modelling Phase Transformation Kinetics in Fe–Mn Alloys,
ISIJ International 52 (4) (2012) 644–649. → pages 2, 22

[8] S.-J. Lee, Y.-K. Lee, Prediction of austenite grain growth during austenitization of
low alloy steels, Materials & Design 29 (9) (2008) 1840–1844. → pages 2, 18

141



[9] S. Uhm, J. Moon, C. Lee, J. Yoon, B. Lee, Prediction Model for the Austenite
Grain Size in the Coarse Grained Heat Affected Zone of Fe-C-Mn Steels:
Considering the Effect of Initial Grain Size on Isothermal Growth Behavior, ISIJ
International 44 (7) (2004) 1230–1237. → page 18

[10] K. Nakashima, K. Imakawa, Y. Futamura, T. Tsuchiyama, S. Takaki, Effect of
Copper Addition on Grain Growth Behavior of Austenite in Low Carbon Steels,
Materials Science Forum 467–470 (2004) 905–910. → page 2

[11] H. Pous-Romero, I. Lonardelli, D. Cogswell, H. Bhadeshia, Austenite grain
growth in a nuclear pressure vessel steel, Materials Science and Engineering: A
567 (2013) 72–79. → pages 2, 91, 94

[12] W. Kranendonk, The solute drag effect during recrystallisation and grain growth
in austenite, Materials Science Forum 715–716 (2012) 673–678. → page 2

[13] T. Watanabe, Grain boundary engineering: Historical perspective and future
prospects, Journal of Materials Science 46 (12) (2011) 4095–4115. → page 2

[14] G. Gottstein, L. S. Shvindlerman, Grain Boundary Migration in Metals, 2nd
Edition, Taylor and Francis, 2010. → pages 2, 5, 15, 73, 92, 98

[15] M. Militzer, C. Hutchinson, H. Zurob, G. Miyamoto, Modelling of the diffusional
austenite-ferrite transformation, International Materials Reviews (2022) 1–30 →
page 2

[16] H. Van Landeghem, B. Langelier, B. Gault, D. Panahi, A. Korinek, G. Purdy,
H. Zurob, Investigation of solute/interphase interaction during ferrite growth, Acta
Materialia 124 (2017) 536–543. → pages 2, 6

[17] P. Lejcek, Grain Boundary Segregation in Metals, Springer Berlin Heidelberg,
2010. → pages 8, 9

[18] N. Mavrikakis, W. Saikaly, D. Mangelinck, M. Dumont, Segregation of Sn on
migrating interfaces of ferrite recrystallisation: Quantification through APT
measurements and comparison with the solute drag theory, Materialia 9 (2020)
100541. → page 2

[19] M. Militzer, J. J. Hoyt, N. Provatas, J. Rottler, C. W. Sinclair, H. S. Zurob,
Multiscale Modeling of Phase Transformations in Steels, JOM 66 (5) (2014)
740–746. → page 2

[20] D. Turnbull, Theory of Grain Boundary Migration Rates, Journal of Metals 3 (8)
(1951) 661–665. → page 4

142



[21] J. Han, V. Vitek, D. J. Srolovitz, The grain-boundary structural unit model redux,
Acta Materialia 133 (2017) 186–199. → page 5

[22] J. W. Cahn, Y. Mishin, A. Suzuki, Coupling grain boundary motion to shear
deformation, Acta Materialia 54 (19) (2006) 4953–4975. → page 5

[23] D. Demianczuk, K. Aust, Effect of solute and orientation on the mobility of
near-coincidence tilt boundaries in high-purity aluminum, Acta Metallurgica
23 (10) (1975) 1149–1162. → pages 5, 6

[24] P. R. Cantwell, M. Tang, S. J. Dillon, J. Luo, G. S. Rohrer, M. P. Harmer, Grain
boundary complexions, Acta Materialia 62 (2014) 1–48. → page 5

[25] M. Upmanyu, G. N. Hassold, A. Kazaryan, E. A. Holm, Y. Wang, B. Patton, D. J.
Srolovitz, Boundary Mobility and Energy Anisotropy Effects on Microstructural
Evolution During Grain Growth, Interface Science 10 (2002) 201–216. → pages
5, 34

[26] P. A. Manohar, M. Ferry, T. Chandra, Five Decades of the Zener Equation., ISIJ
International 38 (9) (1998) 913–924. → page 5

[27] M. P. Seah, E. D. Hondros, A. Kelly, Grain boundary segregation, Proceedings of
the Royal Society of London. A. Mathematical and Physical Sciences 335 (1601)
(1973) 191–212. → pages 6, 7, 8
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[191] H. Strandlund, J. Odqvist, J. Ågren, An effective mobility approach to solute drag
in computer simulations of migrating grain boundaries, Computational Materials
Science 44 (2) (2008) 265–273. → page 35

[192] S. Shahandeh, M. Greenwood, M. Militzer, Friction pressure method for
simulating solute drag and particle pinning in a multiphase-field model,
Modelling and Simulation in Materials Science and Engineering 20 (6) (2012)
065008. → pages 35, 51, 52, 53, 54, 56, 89

[193] I. Steinbach, Phase-field models in materials science, Modelling and Simulation
in Materials Science and Engineering 17 (7) (2009) 073001. → pages
36, 119, 121, 130

[194] A. A. Wheeler, W. J. Boettinger, G. B. McFadden, Phase-field model for
isothermal phase transitions in binary alloys, Physical Review A 45 (10) (1992)
7424–7439. → pages 36, 37, 54, 118
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Appendix A

Atomistic calculation details

A.1 Computational setup
Density Functional Theory calculations are performed with the software Vienna
Ab-initio Simulation Package using the projector augmented wave-functions [209,
270–272]. The revised Perdew-Burke-Ernzerhof Exchange Correlation func-
tional [273] is employed as this permits to reproduce the bulk properties of Au, as
shown in detail by Haas et al. [274]. For example, a lattice parameter of 4.0812 Å
is obtained in agreement with the experimental results [274]. The potentials for
Au, Bi, and Fe are chosen according to the recommendations from the simulation
software [275]. All calculations with Fe are spin-polarized. For all the calcula-
tions, an energy cut-off of 300 eV is employed. The k-point mesh is chosen as
7×8×1 for the GB cell with the dimensions 7.069×6.453×41.620 Å3 containing
54 atoms, and 4×4×4 for the cubic bulk cell with 108 atoms. Ionic relaxations
are performed with a convergence criterion of a force per atom of 0.009 eV/Å
which results in a converged value of the binding energy with a variation of less
than 0.01 eV.

The ground state structure of the Σ13(134̄)[111] tilt GB considered in Chap-
ter 5 with DFT calculations is obtained using the γ-surface approach [227], where
two grains at the GB are shifted with respect to each other to identify the lowest
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energy structure. The GB energy is computed using

γGB = (EGB −EFS)/Atot (A.1)

where EGB and EFS denote the total energies of slabs containing the same amount
of atoms and the same cell dimensions but one with a GB and one without a
GB, respectively. The energy is normalized by the GB area, Atot . In both cases,
the free surfaces of the periodic images are separated by 10 Å of vacuum and
in the GB slab, the distance between the free surface and GB is taken larger than
10 Å. It is checked explicitly with convergence calculations that at these distances,
the interactions between the interfaces are below 0.01 eV. See [227] for further
details on the computation of GB energies. This approach yields a GB energy of
0.59 J/m2.

A.2 Binding energy
For an alloying element X , the binding energy to site i in the GB is computed
as [225, 276]

E i
seg = EGB(N −1,X@i)−EGB(N)−EX

re f (A.2)

where EGB(N) is the total energy of the GB slab with 54 atoms and EGB(N −
1,X@i) is the total energy of the same GB slab but the atom X is placed at the
substitutional site i. The binding energy is computed using the reference energies
of the alloying element in the bulk, EX

re f = E(M−1,X)−E(M), with E(M) being
the total energy of a cubic bulk FCC Au cell with 108 atoms and E(M − 1,X)

as the total energy of the same cell but with one Au atom replaced by an atom
X . Note that the sign convention is such that a negative E i

seg corresponds to a
favorable segregation at the GB site i.

In Sec. 5.2, the Bi-Bi interactions are determined by substituting the strongest
segregating site (see site 1 in Fig. 4.1) and then the binding energy for the next
strongest segregating site (see site 2 in Fig. 4.1) is determined analogous to
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Eq. (A.2) using,

E i,Bi@1
seg = EGB(N −2,Bi@1,Bi@i)−EGB(N −1,Bi@1)−EBi

re f (A.3)

where, EGB(N − 1,Bi@1) corresponds to the total energy of the structure with a
Bi atom at site 1, EGB(N − 2,Bi@1,Bi@i) corresponds to the total energy of the
structure with Bi at site 1 and at another GB site i, and EBi

re f is the reference energy
of Bi in the bulk. For further interaction of Bi with occupied GB sites, the binding
energy is calculated by substituting site 1 and 2 with Bi and adding the third Bi
atom to other GB site using,

E i,Bi@1&2
seg = EGB(N −3,Bi@1&2,Bi@i)−EGB(N −2,Bi@1&2)−EBi

re f (A.4)

where, EGB(N −2,Bi@1&2) corresponds to the total energy of the structure with
Bi atoms at sites 1 and 2. EGB(N − 3,Bi@1&2,Bi@i) is the total energy of the
structure with Bi at sites 1 and 2 and at another GB site i.

A.3 Activation energy for solute diffusion
For a vacancy-mediated diffusion of substitutional solute, the activation energy at
T = 0 K can be written as [126]:

Ea = Em +E f +Eb (A.5)

where Em is the migration barrier, E f is the vacancy formation energy, and Eb

is the solute-vacancy binding energy. The migration barrier is defined as the en-
ergy difference between the saddle point and the initial configuration [277]. Here,
the climbing-image Nudged Elastic Band [278] as implemented in the Transition
State Tools [279] is used with five intermediate images. The energies of the in-
termediate configurations along the transition path are minimized in all directions
except for the reaction path, and the maximum energy is taken as the saddle point.
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The defect formation energy, E f , is computed as:

E f = E(N −1,V )− N −1
N

E(N), (A.6)

where E(N −1,V ) is the total energy of the supercell containing N-1 host atoms
and one vacancy. Eb is defined here as:

Eb = E(N −2,X ,V )−EX
re f −E(N −1,V ) (A.7)

where E(N − 2,X ,V ) and E(N − 1,V ) are the total energies of supercells repre-
senting a cell with a bound solute atom and a vacancy and an isolated vacancy in
the cell, respectively. EX

re f is the same as for the calculation of the binding energy
in Eq. (A.2).
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Appendix B

Phase field model for anisotropic
grain boundary energy

The phase field model proposed by Moelans et al. [169, 221] is used to simulate
the variability in GB energy. As highlighted in Sec. 6.9, the phase field model pa-
rameters LG, λG,i j, κG, and mG in Eq. (4.22) are determined for a given maximum
(γmax), and minimum GB energy (γmin), GB mobility (M), and GB width (2δ ) as
follows:

• First, γinit = 0.5(γmax + γmin), is determined.

• mG is then calculated as,

mG =
6γinit

[2δ ]
(B.1)

• Qi j = γi/6γinit is calculated for maximum and minimum energy grain bound-
aries.

• Subsequently, λG,i j is determined as,

1
λG,i j

=103.3970Q6
i j −165.3930Q5

i j +105.3469Q4
i j

−44.5566Q3
i j +24.7348Q2

i j −11.2572Qi j +1.9996
(B.2)
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• f0,i j is determined from λG,i j as,

√
f0,i j =−0.07296

(
1

λG,i j

)5

+0.35784
(

1
λG,i j

)4

−0.68325
(

1
λG,i j

)3

+0.63578
(

1
λG,i j

)2

−0.48566
(

1
λG,i j

)
−0.53703

(B.3)

• κG,i j is then determined as 6 f0,i jγinit [2δ ].

• The model parameter, κG, from Eq. (4.23) for a grain boundary between
grain i and j, is then determined using

κ =
∑

p
i ∑

p
j ̸=i κG,i jφ

2
i φ 2

j

∑
p
i ∑

p
j ̸=i φ 2

i φ 2
j

(B.4)

LG is determined from Eq. (4.25) for all the cases with only anisotropic GB energy.
Note that the functions for f0,i and λG,i j are polynomial fits to the exact relationship
between GB energy and phase field model parameters and remain applicable for
γmax/γmin < 55 [221].
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Appendix C

Scaling Constants

C.1 Driving pressure
The anisotropic phase field simulations in Chapter 6 considered two types of grain
boundaries, each with different mobilities, i.e., maximum mobility (Mmax) and
minimum mobility (Mmin), characterized by the mobility ratio (r) and the fraction
of low mobile grain boundaries ( fs). The scaling constant k2 that is defined as the
product of average radius (R) and average curvature (κR) in Eq. (4.31) is deter-
mined for different values of r and fs and is shown in Fig. C.1. In comparison
to isotropic grain growth, the width of grain size distribution increases with an
increase in mobility ratio and reaches a maximum for an equal proportion of low
and high mobile grain boundaries for fixed mobility ratio (See Fig. 6.5). Conse-
quently, k2 also varies with anisotropic parameters. Using R2−R2

0 = 2k1k2Mrepγt,
k1k2Mrep is determined from phase field simulations for different anisotropy pa-
rameters. Alternative to the approach where k1 and k2 were fixed from ideal grain
growth simulations to determine Mrep for other anisotropic simulations, k1Mrep

can be determined considering k2 from anisotropic simulations. However, it is
apriori not clear whether k1 can be assumed to be constant for anisotropic simula-
tions, and as a result, determining Mrep is not possible. As a result, the isotropic
approach, i.e. with fixed k1 and k2 values, is considered in the main text.
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Figure C.1: k2 as a function of mobility ratio (r) and fraction of low mobile
grain boundaries ( fs). k2 determined from isotropic phase field simu-
lation is shown with the dashed line.

C.2 Solute drag
Phase field simulations are performed considering isotropic solute segregation en-
ergy, E, and isotropic mobility in the presence of solutes. The average grain size
evolution from simulations, shown in Fig. C.2, is used to fit with the phenomeno-
logical grain growth model, Eq. (4.31), considering representative GB mobility
as E, and k3 as fit parameter. The fit parameters for each simulation are listed in
Table. C.1.

Considering the equation of motion for individual grain boundaries as v =

M(∆G−∆GSD) and ∆GSD = αSDc0v/(1+β 2
SDv2), it is possible to determine the

critical driving pressure (∆Gtr) for the transition from the high to the low-velocity
limit. An abrupt transition exists if MαSDc0 ≥ 8, whereas a smooth transition exist
for 1 < MαSDc0 < 8 and no transition for MαSDc0 < 1, such that:

∆Gtr =


√

P
Mβ

(1+ MαSDc0
1+P ) if MαSDc0 ≥ 8

1+0.5MαSDc0
Mβ

if 1 < Mαc0 < 8
(C.1)
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Figure C.2: Normalized average grain size as a function of time normal-
ized with R2

0/Mmaxγ for phase field simulations considering isotropic
grain boundary mobility and isotropic segregation. Fit with the phe-
nomenological grain growth model is shown with dashed lines.

Table C.1: Fit parameter k3 considering fit of the grain growth model with
the average grain size evolution determined from phase field simula-
tions. For the considered initial microstructure, the product (MαSDc0)
and the ratio of grain size where the transition from high to low ve-
locity occurs (Rtr) with the initial average grain size(R0) is shown for
reference.

E MαSDc0 Rtr/R0 k3
(kJ/mol) (-) (-) (-)

20 1.5 8 1
50 33 2.2 0.45±0.05

100 4794 1.1 0.45±0.05

Here, P = 0.5(MαSDc0−2+
√

MαSDc0(MαSDc0 −8)). A schematic for three cases
of MαSDc0 is shown in Fig. C.3, and the critical driving pressure from Eqn. (C.1)
is shown with dashed lines. The average grain size for the transition can also
be estimated using ∆Gtr = k2γ/R. Considering that the maximum grain size is
approximately twice the average grain size due to the grain size distribution in the
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Figure C.3: Schematic for GB velocities as a function of driving pressure
for different Mαc0. The critical driving pressure for the two cases,
determined from Eq. (C.1), is shown in dashed lines.

microstructure and that the average grain size increases with an increase in time
during grain growth, the transition range can be defined as 1/c<Rtr/R0 < c where
c=4 for an increase in average grain size by a factor of 2 during the simulations. In
this regime, the averaged solute drag pressure depends on the local GB velocities
of the individual grain boundaries that will differ from the averaged GB velocity
considered in the phenomenological grain growth model. Table C.1 shows the
corresponding Rtr/R0 and MαSDc0 for the three cases of isotropic segregation such
that E = 50 kJ/mol and 100 kJ/mol corresponds to simulations where the driving
forces are in the transition range, and therefore, the scaling constant k3 that is
different than 1, is used in the phenomenological grain growth model.
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