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Abstract

Alluvial rivers arise through process interactions between water and a deformable
boundary. These processes are poorly understood in gravel-bed rivers as they
are difficult to measure, and are often described using simple conceptual models.
Perhaps the simplest is the ’fluvial trinity’ which describes the feedback between
sediment transport, morphology, and hydraulics. There are two aspects of channel
dynamics not explicated by this model: (1) the spatial distribution of channel
feedbacks, and (2) interactions between processes across spatial-temporal scales.
This thesis examined the effect of these two aspects using a recirculating stream
table, from which conceptual frameworks and analytical tools were developed.

First, I modelled the response of a channel to successive increases in discharge
and identified stage-dependent feedbacks that controlled the adjustment of the
system towards a steady-state. Notably, at low flows, transport capacity was mod-
ulated by the spatial concentration of shear stress and channel deformation was
controlled by larger-than-average grains. The following chapters focused on two
components of the fluvial trinity. I combined recent advances in fluid dynamics,
statistics, and remote sensing to estimate how roughness length varied across dif-
ferent physical scales. The novel technique provided an intuitive representation
of how morphology and hydraulics vary across different scales and affirmed the
importance of bar-scale roughness in pool-riffle settings.

I evaluated the performance of 1D and 2D bedload transport functions under
high relative shear stress conditions. The results clarified that although the spatial
distribution of shear stress may be required to predict transport under low stresses,
1D simplifications may be effective under high stresses. Despite being similarly
accurate, the 1D and 2D approaches provided substantially different estimates of
critical dimensionless shear stress, suggesting that the estimate and interpretation
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Abstract

of critical shear stress may depend on whether it is averaged or considered a dis-
tribution.

Finally, I reviewed hierarchical conceptual frameworks based on ideas of self-
organisation or ’emergence’ and their potential application to explain the relation-
ship between processes occurring across different spatio-temporal scales within
fluvial systems. These conceptual frameworks provide testable hypotheses about
the relationship between process scales and may have implications for understand-
ing sediment transport and approaching physical modelling of rivers.
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Lay Summary

River change occurs via the movement of water and sediment as they interact
with the shape of the channel. The interplay between these three components
(‘the fluvial trinity’) is poorly understood as natural rivers are difficult to measure,
especially in mountain settings. This thesis aims to understand the fluvial trinity
by physically modelling mountain rivers and developing the analyses and con-
cepts required to interpret their behaviour. The results highlight how interactions
between the fluvial trinity determine the amount of sediment that is moved and
demonstrate that these interactions are different at the scale of individual grains
versus the overall channel.
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Chapter 1

Introduction

Rivers are natural ‘machines’ that function to transmit water and sediment to-
wards base level (Ferguson, 1981). Alluvial rivers, with boundaries comprised
of erodible and transportable sediment, have many available modes of adjustment
or ‘degrees-of-freedom’ to accommodate changes in the volumes of material de-
livered from upstream (Phillips, 1991). These degrees of freedom may be de-
scribed in various complementary ways, for example, using hydraulic variables
(i.e. width, depth, velocity, slope, and frictional resistance), or process scales
(catchment, planform, bedform, and grain). In channels that receive a mixture of
sediment calibers which are typically transported as bedload (as opposed to sus-
pended load), generally characterising rivers in steep mountainous areas, the spa-
tial organisation of grain sizes represents an additional degree-of-freedom avail-
able to adjust transport rates to changes in sediment supply (Dietrich et al., 1989).
Given that these gravel-bedded rivers have only been the subject of concentrated
research within the past half-a-century, they remain poorly understood relative to
lowland rivers (Wohl, 2014). This thesis is concerned with the dynamics of steep
gravel-bed rivers, focusing on planform and bedform scales.

River change is highly varied in nature. On timescales that are observable by
humans, it may be driven by extreme events such as volcanic eruptions (Zheng
et al., 2014), glacial outburst floods (Desloges and Church, 1992), or landslides
(Davies and Korup, 2007), and may occur following alteration of land cover or
hydrology due to anthropogenic activity (e.g. Schumm, 1968; Millar, 2000; Green
and Westbrook, 2009; Polvi and Wohl, 2012; Collins et al., 2012). However, it
must be noted that large geomorphic effects need not be driven by large external
perturbations (Schumm, 1973, 1979), and researchers have failed to quantify a
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Chapter 1. Introduction

direct, proportional relationship between causes (events) and geomorphic effects
(responses) in the field (see Lisenby et al., 2018). Even explaining river behaviour
– why they change or do not change in response to intrinsic and extrinsic forces –
is a fundamental challenge in geomorphology.

River behaviour is often conceptualised as the outcome of feedbacks between
channel flow, morphology, and sediment transport (Figure 1.1) – termed the ‘flu-
vial trinity’ (Leeder, 1983; Ashworth and Ferguson, 1986; Best, 1986). As I re-
view in Chapter 2, researchers have elaborated on this simple explanatory model
by incorporating the spatial variation in these feedbacks (Lane and Richards,
1997; Eaton et al., 2006), as well as their variation across different spatio-temporal
scales (de Boer, 1992; Werner, 1999). Second, an understanding of the feedbacks
between these channel characteristics is hindered by difficulties associated with
measuring rivers in nature. Our inability to predict geomorphic change, and the
dangers associated with floods, erosion, and mass-wasting, means that researchers
typically obtain data before and after an event, but not during. As a result, con-
ceptual frameworks surrounding channel adjustment (of which the fluvial trinity
is one) are applied retrospectively or using deductive reasoning. Consequently,
physical and numerical models that reproduce natural processes are important
tools in geomorphology.
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1.1. Modelling

Figure 1.1: The ‘trinity’ of channel morphology, water flow, and sediment trans-
port in a feedback loop (from Leeder, 1983).

1.1 Modelling

Models are inherently simplified versions of reality, whether they are numerical,
conceptual, or physical. In fluvial geomorphology, numerical and physical mod-
els encompass a priori assumptions and convenient simplifications, such as the
elimination of certain processes that are considered secondary or tertiary, the re-
duction of system dimensions (i.e. one- or zero-dimensional representations), and
removal of larger spatio-temporal scales (i.e. findings are later extrapolated or
‘upscaled’) (Rhoads, 2006). These simplifications reduce the degrees-of-freedom
available to the model, which may suppress process feedbacks as well as spatially-
and temporally-dependent dynamics (Peirce et al., 2018). Given there is a re-
liance on laboratory models to understand river processes, these limitations are
not trivial. Without systematic comparisons to natural rivers, or hierarchical ap-
proaches in which ideas are tested in models with different degrees-of-freedom
(e.g. Werner, 1999), assumptions and simplifications that are left unverified be-
come self-reinforcing. The potential consequence is ascientific; insights gained
from models can be mistaken for truth instead of unproven working hypotheses of
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1.2. General research questions and thesis organisation

natural processes, which are potentially determined by formulation of the model
itself.

Physical and numerical models are equally susceptible to these shortcomings.
The growth of computer processing speed and memory capacity has enabled the
development of 2D models with coupled sediment transport and morphological
change, however, these models are far from complete and researchers remain wary
of their validity (Church and Ferguson, 2015). Notably, despite improvements
over 1D models, process simplification, averaging, and arbitrary parameterisa-
tion make it difficult to accurately replicate process feedbacks and predict sys-
tem trajectories (Hardy, 2012; Church, 2015). Geomorphologists have embraced
physical modelling for over a century (Gilbert, 1914; Friedkin, 1945; Schumm
and Khan, 1972), although most resemble 1D systems and replicate only a sub-
set of processes that occur in natural alluvial rivers. This limitation is potentially
alleviated in larger-scale physical models of rivers that embrace more degrees-of-
freedom (Peakall et al., 1996), which provides an opportunity to investigate river
behaviour. This thesis leverages these larger-scale models to investigate channel
processes, rather than upscaling findings from the grain or bedform-scale.

1.2 General research questions and thesis
organisation

This thesis tests two general sets of research questions which surround the funda-
mental concepts of space and scale in geomorphology. Subsequent hypotheses are
critically tested using scaled stream table experiments based on steep gravel-bed
rivers.

• Does the spatial distribution of channel processes mediate river adjustment?

• What is the direction (i.e. upwards or downwards) of the relationship be-
tween channel processes that are superimposed over different spatio-temporal
scales?
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1.2. General research questions and thesis organisation

In the literature review (Chapter 2), I elaborate on the general research ques-
tions to develop a series of more specific questions to be tested. The thesis com-
prises four original research chapters, three of which leverage physical modelling
of steep gravel-bed rivers to provide empirical data. The approach surrounding
this physical modelling, detailed in Chapter 3, comprises a Froude-scaled fixed-
bank stream table under recirculating conditions. I utilise a range of channel
widths and discharges to provide a suite of channel conditions, which provides the
appropriate data for addressing the empirical questions in the subsequent chapters.

In Chapter 4, I investigate the evolution of the three components of the fluvial
trinity in response to successive increases in discharge. In Chapters 5 and 6, I
examine the spatial distribution of morphology and process in the experiment;
first hydraulics (and specifically flow resistance), and then sediment transport. In
Chapter 7, I review the application of fluvial trinity and emergence concepts in
alluvial channels, and develop testable hypotheses regarding how scale-dependent
process interactions in rivers drive overall system behaviour. In Chapter 8, I
outline overall conclusions, implications, and further research opportunities.
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Chapter 2

Literature review

2.1 Introduction

The notion that rivers arise via feedbacks between morphology, hydraulics, and
sediment transport is a foundational idea in fluvial geomorphology. This idea un-
derpinned the work of early researchers (e.g. Gilbert, 1876, 1914; Rubey, 1931),
but was formalised in the 1980s by several British geomorphologists and sedimen-
tologists. In a review of bedform theory, Leeder (1983) suggested that a complete
understanding of bedforms required an understanding of the ‘trinity’ of turbulent
flow, sediment transport, and bedform morphology that interact in a continuous
feedback loop (Figure 1.1). Using this model, Leeder highlighted a key insight:
individual components (i.e. hydraulics or sediment transport) cannot be studied
in isolation if the system is to be understood as a whole. In a study of a proglacial
braided river, Ashworth and Ferguson (1986) presented a more complex interpre-
tation of these interactions to explain dynamics at the planform scale, including
an input from the river discharge (Figure 2.1). Ashworth and Ferguson (1986)
described a subset of the interactions within the fluvial system to accompany their
conceptual model:

Unsteady discharge through a system of highly non-uniform chan-
nels with rough beds produces a complicated spatial pattern of water
velocity that also changes over time. The vertical velocity gradient
at any point determines the shear stress on the bed and this together
with sediment availability governs the size and amount of bed mate-
rial that can be moved as bedload. In turn, bedload transport either
maintains the existing size, shape and pattern of channels or alters the
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2.1. Introduction

Figure 2.1: Interactions between channel morphology, channel flow, and sediment
transport (from Ashworth and Ferguson, 1986).

morphology by scour, fill and maybe lateral migration. It may also
alter the existing texture and structure of bed sediments by selective
entrainment and deposition. (pp. 361–2)

In addition, these researchers have theorised that these feedbacks facilitate
general temporal patterns or magnitudes of channel adjustment. For example,
Graf (1977) proposed that following disturbance, the rate of change in processes
(e.g. sediment transport rate) is rapid at first and decreases asymptotically towards
zero. This rate law hypothesis is ultimately testable (Rhoads, 2020), and provides
a general framework against which the components of the fluvial trinity may be
assessed (research question in Section 2.4). Wolman and Miller (1960) proposed
a general linear relationship between the magnitude of disturbance and response,
although field evidence has largely contradicted this, suggesting an additional set
of feedbacks or constraints (Lisenby et al., 2018).

The fluvial trinity may be expressed with different focus (depending on the
system of interest), as well as detail. For example, more detailed representations
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2.2. Space: 2D processes

(e.g. Figure 2.1) express the direction, type (i.e. positive or negative), or mag-
nitude of the feedback. These conceptual models provide a basis for many in-
vestigations of morphodynamics associated with bedforms (Rhoads and Welford,
1991), river confluences (Best, 1986), bedload transport (Church and Ferguson,
2015), channel planform (Lane and Richards, 1997; Eaton et al., 2006), and bio-
geomorphic interactions (Tal and Paola, 2010). However, it is especially obvious
to researchers that the simplicity of this model belies the enormous complexity of
the feedbacks between channel processes in nature (Leeder, 1983). In addition,
studies have identified how additional (i.e. non-fluvial) processes modulate these
feedbacks, such as vegetation, (Tal and Paola, 2010), large wood (Comiti and
Mao, 2012), instream biota (Fremier et al., 2018), landslides (Davies and Korup,
2007), and geomorphic history (Church and Ryder, 1972).

The fluvial trinity provides a solid foundation which may be built upon to
better explain channel dynamics. In this literature review I examine areas where
researchers have elaborated on the fluvial trinity, focusing on two aspects: space
and scale. I then identify research opportunities to examine or build on these ideas.

2.2 Space: 2D processes

Fluvial trinity models identify channel processes and the relationships between
them, commonly expressed as feedbacks. In its simplest form this model is a
truism; that there is interaction between channel form, flow, and sediment trans-
port is obvious. It is also typically a one-dimensional representation of a two-
dimensional set of processes, as noted by early proponents (Best, 1986; Ashworth
and Ferguson, 1986). Several areas of the literature emphasise that incorporating
the spatial variation in processes into conceptual models is essential in understand-
ing the system. I will now discuss two of these areas: flow resistance and bedload
transport.
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2.2. Space: 2D processes

2.2.1 Flow resistance

The ability to predict a priori the flow resistance generated by a surface, based
purely on its geometric characteristics, is of great interest to fluid research and
practice. It is particularly important in gravel-bed rivers where the measurement
of hydraulic variables is subject to practical limitations (Miller, 1958). However,
roughness correlations have traditionally been concerned with reach-averaged flow
characteristics rather than its spatial pattern.

Between the First and Second World Wars, the minimization of wing frictional
drag was a major challenge for airplane design, and necessitated the develop-
ment of boundary layer equations for both laminar and turbulent flow to estimate
aerodynamic efficiency (Eckert, 2007). This problem was addressed by several
German scientists, notably, Johann Nikuradse (1933) and Hermann Schlichting
(1936), who examined the effect of uniform roughness elements on the surface
of pipes. In 1938, American government scientist Garbis Keulegan extended the
theoretical investigations of Ludwig Prandtl and Theodore von Kármán, and the
experimental work of Nikuradse, from pipes to open channel flow. In gravel-bed
rivers, researchers have advanced this theory to account for the ratio of roughness
height (e.g. grain size, bedform amplitude) to flow depth which varies greatly
across flow stages. Notably, Ferguson (2007) presented the variable-power flow
resistance equation accounting for the influence of relative roughness

(8/ f )1/2 =
a1a2(d/k)

(a2
1 +a2

2(d/k)5/3)1/2 (2.1)

where f is the Darcy-Weisbach friction factor, a1 and a2 are empirically-
derived coefficients, d is a metric of flow depth, and k is a representative roughness
length. The value of k may take the form of a representative grain diameter (a relic
of Nikuradse’s experiments that used sand), but recent work has suggested that the
standard deviation of bed elevations σz may account for the influence of larger-
scale bed features (Smart et al., 2002; Aberle and Smart, 2003; Cadol and Wohl,
2013; Yochum et al., 2014).

These reach-averaged approaches provide little insight into the spatial varia-
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tion of flow resistance in gravel-bed rivers. Several researchers have identified
and classified a range of channel reach morphologies (Figure 2.2), each with their
own spatial pattern and hierarchy of roughness elements (Grant et al., 1990; Mont-
gomery and Buffington, 1997; Hassan et al., 2007). Some studies have attempted
to disaggregate the roughness length into grain and form contributions by correlat-
ing bar geometry with flow resistance (Davies and Sutherland, 1980; Prestegaard,
1983). Advances in remote-sensing and statistics have enabled researchers to de-
velop multiscalar decompositions of geometric roughness using analyses such as
variograms (Robert, 1988; Clifford et al., 1992) and transforms (Nyander et al.,
2003). Although multiscalar roughness correlations have not yet been developed
for rivers, this approach has been proposed for aeolian surfaces using Fourier
transform (Nield et al., 2013; Pelletier and Field, 2016; Field and Pelletier, 2018),
which may serve as a proof-of-concept. Methods that explicate the spatial varia-
tion or scaling characteristics of flow resistance (research question in Section 2.4)
may contribute to a more two-dimensional understanding of the interplay between
hydraulics, sediment transport, and morphology.
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2.2. Space: 2D processes

Figure 2.2: Schematic longitudinal profiles of alluvial channel morphologies at
low flow: (A) cascade; (B) step pool; (C) plane bed; (D) pool riffle; and (E) dune
ripple, from (Montgomery and Buffington, 1997).
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2.2.2 Bedload transport

To predict bedload transport, researchers have proposed mechanistic equations
– typically empirically-calibrated – that relate the rate of movement to a force-
balance between the flow and individual particles. One of the most simple and
widely used relations is the Meyer-Peter and Müller (1948) equation, a reach-
averaged or one-dimensional (1D) equation that estimates bedload transport as a
function of excess bed shear stress, which are non-linearly related:

qb = k(τ̄− τc)
1.6 (2.2)

where qb is width-averaged bedload transport, k accounts for flow resistance
and the relative density of sediment, τ̄ is reach-averaged bed shear stress, τc is the
critical shear stress for a given grain diameter, and the exponent 1.6 is based on the
empirical evaluation Wong and Parker (2006). This approach is typically referred
to as 1D as it reduces the spatial variation in shear stress to a simple average.
The extension of this approach to gravel-bed rivers, typically characterised by a
wide range of grain sizes, necessitated several modifications that accounted for the
differential mobility of grain sizes, hiding and exposure (Parker and Klingeman,
1982; Parker, 1990; Recking, 2013a; Wilcock and Crowe, 2003).

The application of 1D bedload transport equations to channel morphologies
with complex spatial patterns of processes (e.g. braided channels) indicated that
they may under-estimate bedload volumes (Paola and Seal, 1995; Paola, 1996;
Nicholas, 2000). Subsequent research emphasised that at conditions where τ̄ ≈ τc50

(τc for the median grain size), bedload transport is affected by the variance in shear
stress, not just its mean value (Ferguson, 2003; Bertoldi et al., 2009; Francalanci
et al., 2012; Recking et al., 2016). There is strong evidence that under a wide range
of flow conditions in gravel-bed rivers, accounting for the spatial distribution of
channel processes is necessary to predict bedload transport.

A considerable limitation of the above studies is that there is an abundance
of empirical data surrounding rivers at low to moderate flows, and a paucity at
high relative shear stress conditions τ̄ � τc50, where most channel change oc-
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curs. Thus, the inverse notion of the above studies – that bedload transport in
rivers collapses to a more simple function (i.e. with mean shear stress and median
grain size) under high excess shear stress conditions – is yet to be conclusively
demonstrated (research question in Section 2.4). Critically, there is insufficient
data collected at high excess shear stresses due to field data collection limita-
tions. Recently proposed 2D bedload transport functions that integrate across the
frequency distribution of shear stresses Monsalve et al. (2016, 2020) provide an
opportunity to test this hypothesis should the appropriate data become available.

2.3 Scale: space and time

The form and functioning of geomorphic systems is the end product of processes
interacting across a range of spatial and temporal scales. Thus, researchers are
presented with a fundamental problem of scale (Rhoads, 2006), which has stimu-
lated the development of terminology and concepts to interpret these interactions.
Based on the apparent similarity between geomorphic and ecologic (or other com-
plex) systems (Allen and Starr, 1982; Graf, 1988; Haken, 1983; Schweber, 1993;
Goldenfeld and Kadanoff, 1999), several contributions have developed and pro-
moted nested, hierarchical representations of geomorphic systems (Sugden and
Hamilton, 1971; Trudgill, 1976; Allen and Starr, 1982; Werner, 1995, 2003; Mur-
ray, 2003; Harrison, 2001; Phillips, 2016), including a comprehensive review and
synthesis of earlier contributions by de Boer (1992). Most of this work is pred-
icated upon the notion that scales of form and process are connected (Jackson,
1975; Douglas, 1976), and that spatial and temporal scales of process are linked
(Haigh, 1987; Graf, 1988). The central proposition across these studies is that
processes and forms at a given scale emerge from processes and forms at a finer
scale but are constrained by processes and patterns at a coarser scale (Schumm and
Lichty, 1965; Walsh et al., 1998; de Boer, 1992; Werner, 2003). A classical exam-
ple of such a top-down process is a sand dune, where the trajectories of individual
particles who compose the bedform are ultimately constrained by the bedform it-
self. Most contributions surrounding hierarchical processes have been concerned
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with geomorphology generally, with only some examples of fluvial processes.
In contrast to the concept of emergence, the concept of the fluvial trinity is a

gross simplification of the process interactions that drive river behaviour because
it is agnostic to scale. Fluvial processes occur across a wide range of spatial and
temporal scales, ranging from instantaneous sediment entrainment in the turbulent
boundary layer (Ancey, 2020a), to landscape denudation occurring over geologi-
cal timescales (Davis, 1899). The concept of scale is frequently acknowledged in
the literature surrounding rivers, although the hierarchical frameworks describing
how different scales interact are seldom referenced or utilised. For example, ac-
cording to Google Scholar in June 2022, the synthesis of de Boer (1992) has been
cited 216 times, with one notable usage in fluvial processes (Fryirs et al., 2018).
Another significant contribution – Werner (2003) – has been cited 95 times with
one notable citation (Hajek and Wolinsky, 2012). There are studies that embrace
hierarchical theories of fluvial processes without referencing foundational work
mentioned above (e.g. Kleinhans, 2010), although the lack of connectivity across
the literature means that important theory is potentially missed. This theory is
likely essential in interpreting how processes across different scales contribute to
channel adjustment.

The hierarchical theory of geomorphic processes, concerned with the process
of emergence, provides two key opportunities. First, the terminology and concepts
within this theory may be extended to fluvial geomorphology and the interpreta-
tion of channel behaviour (research question in Section 2.4). Second, these con-
cepts may guide physical modelling of channel processes given that this research
involves isolating a subset of fluvial processes.

2.4 Conclusion and specific research questions

In this literature review, I identified two areas of research that elaborate on the
fluvial trinity. First, researchers have emphasised the importance of the spatial di-
mension over which process feedbacks occur. Notably, processes associated with
flow resistance and bedload transport are highly spatially variable. I also identified
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opportunities to resolve these theoretical and analytical problems based on exist-
ing literature. Second, there is a fundamental problem of scale in geomorphology
whereby processes interact across multiple spatial and temporal scales. There is
an opportunity for hierarchical (i.e. scale-explicit) theories of geomorphology to
be integrated with the fluvial trinity to better interpret channel adjustment. I will
now present specific research questions based on the literature review:

Chapter 4

• Do nonlinear feedbacks between sediment transport, channel morphology,
and hydraulics disrupt the temporal pattern of adjustment proposed by Graf
(1977)? This pattern involves an initially rapid rate of change in processes,
which decreases asymptotically towards zero.

Chapter 5

• What is the relative contribution of different scales of river bed topography
to the total roughness length?

Chapter 6

• What is the relative effectiveness of 1D and 2D bedload transport functions
under high relative shear stress conditions?

• What is the conceptual difference between 1D and 2D conceptualisations of
excess shear stress and bedload transport?

Chapter 7

• How do fluvial trinity and emergence perspectives intersect?

• What are the potential implications for understanding sediment transport
and morphodynamics?

• What are the potential implications for how we physically model rivers?
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Chapter 3

Methodology

3.1 Approach

In Chapter 1.1, I identified that larger-scale physical models of rivers provide an
opportunity for investigating channel adjustment as they incorporate more degrees-
of-freedom (Peakall et al., 1996). The empirical data collection harnesses a stream
table that models reach-scale processes (i.e. spanning several bar wavelengths) in
laterally-constrained gravel-bed rivers. Consequently, the channel has been con-
strained to various widths to prevent significant lateral adjustment. Throughout
the runs, sediment is recirculated to model capacity-limited channels, whereby
the upstream supply of sediment is simply determined by the channel’s ability to
convey it under the imposed discharge. The runs model flood disturbance across
a range of discharges capable of reworking the bed surface and transporting large
volumes of sediment (Ashworth and Ferguson, 1989; Wolman and Miller, 1960).

Runs have been selected for each chapter based on two considerations: 1) the
most appropriate dataset for the research question at hand (justified in each chap-
ter), and 2) the available runs at the time of production given laboratory closures
and renovations at various times over the COVID-19 pandemic. Following a de-
tailed description of the run methodology and data products, I detail their usage
in each chapter (Table 3.5).
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3.2. Runs

3.2 Runs

3.2.1 Scaling

Laboratory models of channels lie on a spectrum defined by two end-members of
mechanical similarity: 1) 1 : 1 scale models, which maintain the kinematic (flow)
properties of Froude and Reynolds numbers observed in the field prototype (e.g.
Fenton and Abbott, 1977; Ancey et al., 2006), and 2) analogue or ‘toy’ models
with geometrical (physical) similarity, resembling a reduced complexity version
of nature in which flow properties are distorted compared to the field-scale but illu-
minate larger-scale processes (Hooke, 1968; Peakall et al., 1996). Subsequently,
model scale is necessarily a trade-off between maintaining flow mechanics and
allowing for various scales of processes that occur in the field. For example, if
grain-scale processes are of interest (notably, sediment transport and hydraulics)
kinematic similarity is typically prioritised to maintain flow properties, notably,
the particle Reynolds number (Church, 2021). At the same time, the geometric
similarity is relaxed, whereby a small vertical-to-horizontal scale ratio helps to
maintain adequate flow depth (Peakall et al., 1996). The corresponding reduction
in width-depth ratio suppresses emergent patterns such as bedforms, bars, and
planforms, and at its most narrow states culminates in a one-dimensional or ‘1D’
river (e.g. Wilcock and McArdell, 1993; Masteller and Finnegan, 2017).

This thesis is concerned with channel-scale processes in natural gravel-bed
streams, which necessitates a model with greater geometrical similarity. To this
end, the most appropriate laboratory approach is a Froude-scale model whereby
the Reynolds number is compromised whilst the Froude number of the field proto-
type is maintained (Peakall et al., 1996). Runs were performed in the Adjustable-
Boundary Experimental System (A-BES) at the University of British Columbia
(Figure 3.1). The A-BES comprised a 1.5 m wide by 12.2 m long tilting stream
table with a length scale ratio of 1:25 and a reach-averaged gradient of 2 percent.
The model parameters were based on a generic prototype rather than a specific
field channel. At the 0.3 m channel width, the A-BES had formative discharge Q
of approximately 1.5 L/s, and D50 of 1.6 mm (D84 = 3.2 mm, D90 = 3.9 mm).
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The lower end of the model sediment mixture was truncated at 0.25 mm to main-
tain a hydraulically rough boundary. The mixture comprised natural clasts with a
density of around 2,500 kg/m3.

Based on 2D hydraulic modelling detailed in Section 3.2.3, I outline the rel-
evant parameters for both geometrical and mechanical similarity in Table 3.1.
Model width-depth ratios varied between 15–32, except for two narrower experi-
ments where w/d ≈ 5. This range of values is typical for steep gravel-bed chan-
nels. Froude numbers varied between 0.80–1.03 with a median of 0.87. Runs were
characterised by flow within the upper end of the sub-critical regime, which is typ-
ical of gravel-bed channels undergoing flood discharges (Wahl, 1993). Reynolds
numbers ranged from 2528–6118 with a median of 3918. Based on the range
for transitional flow being approximately 2300 to 3500, eight runs were within
the transitional regime, and twelve were within the turbulent regime. Particle
Reynolds numbers (Re∗ = U∗k/v, where U∗ is shear velocity, k is D84, and v is
kinematic viscosity) across all runs ranged from 111–142, meaning that all were
within the fully rough regime defined by Re∗ ≥ 70 (Buffington and Montgomery,
1997; Schlichting, 1979). Given that channel geometry and Froude number of the
generic prototype were maintained, and the Reynolds number was only partially
distorted, the runs serve as an excellent model for steep gravel-bed river processes.
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Table 3.1: Summary of average mechanical and geometrical parameters for dis-
torted Froude-scaling modeling across model runs.

Run w/d Fr Re
2a 4.4 0.92 4431
2b 5.4 0.85 4431
1a 17.2 0.92 4117
1b 15.9 0.83 3132
1c(1) 15.0 0.80 2528
1c(2) 16.6 0.81 2995
1c(3) 16.5 0.87 4116
1c(4) 15.1 1.03 6118
3a 25.3 0.87 3869
3b 20.0 0.87 3609
3c(1) 17.9 0.83 3010
3c(2) 22.1 0.83 3173
3c(3) 23.6 0.89 4083
3c(4) 23.5 0.97 5405
4a 32.2 0.89 3966
4b 29.6 0.81 3194
4c(1) 23.5 0.84 3114
4c(2) 28.2 0.85 3398
4c(3) 29.9 0.93 4390
4c(4) 32.1 0.97 5660

Figure 3.1: Adjustable-Boundary Experimental System (A-BES) at the University
of British Columbia, featuring cameras (top-right) and bank control system at a
width of 30 cm.
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Table 3.2: Summary of unit discharges (Q/W ) used in each phase (P) of Runs a-c.
unit discharge q [L/s/m]
P1 P2 P3 P4

Run a 5.00
Run b 3.33
Run c 2.22 3.33 5.00 7.50

Table 3.3: Summary of runs conducted in the A-BES. Length refers to the median
length of digital elevation models (DEMs), which generally varies by ± 0.1 m,
and does not include approximately 20–30 cm of bed at the upstream end. DEM
count excludes screeded bed which has no associated hydraulic data.

Run W [m] L [m] Q [L/s] Dur. [hrs] DEMs
2a 0.08 8.7 0.40 16 24
2b 0.08 8.6 0.27 16 24
1a 0.30 10.8 1.50 16 24
1b 0.30 10.7 1.00 16 24
1c 0.30 10.8 0.66, 1.00, 1.50, 2.25 8, 4, 4, 4 20, 16, 16, 16
3a 0.45 10.8 2.25 16 24
3b 0.45 10.8 1.50 16 24
3c 0.45 10.7 1.00, 1.50, 2.25, 3.37 8, 4, 4, 4 20, 16, 16, 16
4a 0.60 10.8 2.00 16 24
4b 0.60 10.8 3.00 16 24
4c 0.60 10.7 1.33, 2.00, 3.00, 4.50 8, 4, 4, 4 20, 16, 16, 16

3.2.2 Run design and data collection

The runs utilised interlocking landscaping bricks to constrict the channel to var-
ious widths W between 0.08–0.60 m. The narrowest setting was selected based
on preliminary runs where the channel was narrowed until bar formation was sup-
pressed entirely. In addition to the various channel widths, four different unit
discharges (q = Q/W ) are used across the runs (i.e. discharge is scaled by width)
that increase by a factor of 1.5 (Table 3.2). There are two constant-discharge runs
that use the middle two discharges, and one multi-discharge run consisting of the
four discharges in increasing order. A full list of runs is provided in Table 3.3.

At the beginning of each run the bulk mixture was mixed by hand to minimise
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lateral and downstream sorting, and then the in-channel area was screeded to the
height of weirs at the upstream and downstream end using a tool that rolled along
the brick surface. The flow was run at a low rate with little-to-no movement of
sediment until the bed was fully saturated, and was then rapidly increased to the
target flow.

Three different types of data were collected throughout each run; surface pho-
tos, stream gauge measurements, and sediment output. A rolling camera rig po-
sitioned atop the A-BES consisted of five Canon EOS Rebel T6i DSLRs with
EF-S 18–55 mm lenses positioned at varying oblique angles in the cross-stream
direction to maximise coverage of the bed, and five LED lights. Photos were taken
in RAW format at 0.2 m downstream intervals, providing a stereographic overlap
of over two-thirds. Ten water stage gauges comprised of a measuring tape (with
2 mm intervals) on flat boards were located along the inner edge of the bricks
every 1 m (but every 0.8 m for the 0.08 m runs due to the slightly shorter length).
To minimise edge effects, gauges were not placed within 0.60 m of either the in-
let or the outlet. The gauges were read at an almost horizontal angle which, in
conjunction with the dyed blue water, minimised systematic bias towards higher
readings due to surface tension effects. Based on the measurement precision of
the stream gauge readings, errors of 6–11 percent could be expected for mean hy-
draulic depths (h = Ac/w, where Ac is flow cross-sectional area and w is wetted
width).

The data collection procedure was designed to maximise measurement accu-
racy as much as reasonably possible. Given that stream gauge data would later be
paired with topographic data, the timing of gauge readings needed to closely coin-
cide with surface photography. Every time photos were taken the bed was drained,
as the surface water would distort the photos. These constraints necessitated a pro-
cedure in which manual stream gauge readings (to the nearest 1 mm) were taken
30–40 seconds before the bed was rapidly drained, around the minimum time it
would take to obtain the readings. There was minor re-working during the drain-
down process, although the specific amount could not be quantified. Visually, the
amount of re-working during this period is considerably less than the amount of

21



3.2. Runs

morphologic change over the time-step, so its effect is negligible. In other words,
any minor alterations of the bed surface during the draw-down and re-wetting pro-
cedure was quickly re-worked by the target flow. The bed was then photographed
and gradually re-saturated before resuming the run, approximately 10 minutes.

Each run phase was divided into a series of segments between which the data
were collected. The procedure occurred in 5, 10, 15, 30, 60, and 120 minute seg-
ments with four repeats of each (i.e. 4 x 5 min, 4 x 10 min), which was designed
to reflect the relatively rapid rate of morphologic change at the beginning of each
phase. For example, in wider channels, alternate bars developed within an hour,
and there was relatively little morphologic change in the following hours (Adams
and Zampiron, 2020; Adams, 2021).

Throughout the runs, sediment falling over the downstream weir was collected
in a mesh bucket, drained of excess water, weighed damp to the nearest 0.2 kg,
placed on the conveyor belt at the upstream end, and gradually recirculated at the
same rate it was output, as opposed to a ‘slug’ injection. Based on the measure-
ment precision and output volumes, transport rates were measured with reason-
able accuracy for sediment transport analysis. With the exception of Runs 2a and
2b, which have lower sediment volumes and are not included in sediment trans-
port analysis (Chapter 6), the transport rate of the run with the lowest output rate
(Run 1c(1)) was within 12.5 percent of the exact value. In all other cases trans-
port rate was within 5 percent of the exact value. Based on a range of samples
collected across the runs, I determined the weight proportion of water to be ap-
proximately 5.8 percent and applied this correction factor to obtain approximate
dry weights. There was no initial feed of sediment, although this no-feed period
was only 5 minutes. The runs are best described as pseudo-recirculating as sed-
iment was fed at the end of each segment, and every 15 minutes, regardless of
whether the bed was drained.
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3.2.3 Data processing

Using the images, point clouds were produced using structure-from-motion pho-
togrammetry in Agisoft MetaShape Professional 1.6.2 at the highest resolution,
yielding an average point spacing of around 0.25 mm. Twelve spatially-referenced
control points and additional unreferenced ones were distributed throughout the
A-BES, which placed photogrammetric reconstructions within a local coordinates
system and aided in the photo-alignment process. Using inverse distance weight-
ing, the point clouds were converted to digital elevation models (DEMs) at 1 mm
horizontal resolution.

Despite the use of control points, the DEMs contained a slight arch effect in
a downstream direction whereby the middle of the model was bowed upwards,
which was an artefact of the photogrammetric reconstruction (see doming: James
and Robson, 2014). This effect was first quantified by applying a quadratic func-
tion (on average: p < 0.001, r2 = 0.9992, RMSE = 0.0017 mm) along the length
of the bricks, which represent an approximately linear reference elevation (brick
elevations vary randomly by ± 2 mm). The arch was then removed by deter-
mining correction values along the length of the DEM using the residuals, which
were then applied across the width of the model. The final least-squares linear
fit along the brick surface was homoscedastic with an average RMSE of 0.0018
mm (around the maximum height difference between adjacent bricks), indicating
that the DEM was successfully corrected. When performing geomorphic change
detection (i.e. differencing between DEMs) this method has a volumetric error
ranging from 1 to 16 percent with a median value of 6 percent (Booker and Eaton,
2022). All other analyses presented herein (e.g. flow modelling, channel profiles)
treat DEMs individually and are even less sensitive to alignment or correction
errors.

I estimated the position of the channel thalweg by manually locating pool cen-
troids and using Gaussian kernel regression to smooth the vertices between the
centroids. In the case of the 0.08 m channel which featured a plane-bed morphol-
ogy, the thalweg was assumed to be the channel centreline. For each DEM, ten
wetted cross-sections were reconstructed using the water surface elevation data,
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which were then used to estimate reach-averaged hydraulics. For more detailed
spatial analysis, the flow conditions of water depth, and shear stress were recon-
structed using a 2D numerical flow model (Nays2DH) to the final DEM of each
discharge phase. Nays2DH is a two-dimensional, depth-averaged, unsteady flow
model that solves the Saint-Venant equations of free surface flow with finite dif-
ferencing based on a general curvilinear coordinate system (further details can
be found in Nelson et al., 2016). Key input boundary conditions are the channel
DEM, an initial estimate of reach-averaged Manning’s n, cell resolution, and the
water discharge. I selected an n value of 0.045 based on the channel conditions,
a cell resolution equivalent to 5 mm, and a flow duration of 200 s was sufficient
to establish convergence. After initially estimating n, I back-calculated a spatially
variable value using the flow resistance law presented by Ferguson (2007), and
ran the solver again.

To minimise rounding errors associated with the relatively shallow depths in
our runs, the DEM size and discharge were adjusted to the prototype scale (i.e.
using a length scale ratio of 25). The estimated water depths, shear stresses and
velocities from Nays2DH were then back-transformed to the model scale (Ta-
ble 3.4). Cells with relatively shallow flows defined as depths less than 2D84

were removed as they contributed a large peak in the frequency distribution of
flow depths and likely account for a small proportion of bedload activity. Areas
of the bed with flows above this threshold are defined as ‘wetted’. The mean-
normalised frequency distributions of flow depths and shear stresses were fit-
ted with gamma and Gaussian distributions (coefficients presented later in Ta-
ble 6.1), where the goodness-of-fit was assessed using both Kolmogorov-Smirnov
and Anderson-Darling tests.
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Table 3.4: Summary of mean flow model results from Nays2DH. Parameters w =
wetted width [m], d = flow depth [m], U = velocity [m/s], Fr = Froude number, Re
= Reynolds number (Ud/v, where v is the kinematic viscosity), τ̄ = mean shear
stress [Pa].

Run w d w/d U Fr Re τ̄

2a 0.07 0.016 4.38 0.36 0.92 4431 2.47
2b 0.07 0.013 5.38 0.30 0.85 4431 2.18
1a 0.26 0.015 17.2 0.36 0.92 4117 2.65
1b 0.21 0.013 15.9 0.31 0.83 3132 2.34
1c(1) 0.18 0.012 15.0 0.28 0.80 2528 2.04
1c(2) 0.21 0.013 16.6 0.30 0.81 2995 2.25
1c(3) 0.26 0.016 16.5 0.34 0.87 4116 2.81
1c(4) 0.28 0.018 15.1 0.44 1.03 6118 3.36
3a 0.37 0.015 25.3 0.34 0.87 3869 2.69
3b 0.28 0.014 20.0 0.33 0.87 3609 2.45
3c(1) 0.23 0.013 17.9 0.30 0.83 3010 2.17
3c(2) 0.29 0.013 22.1 0.31 0.83 3173 2.35
3c(3) 0.36 0.015 23.6 0.35 0.89 4083 2.69
3c(4) 0.40 0.017 23.5 0.41 0.97 5405 3.21
4a 0.48 0.015 32.2 0.35 0.89 3966 2.74
4b 0.40 0.013 29.6 0.31 0.81 3194 2.28
4c(1) 0.31 0.013 23.5 0.31 0.84 3114 2.11
4c(2) 0.39 0.014 28.2 0.32 0.85 3398 2.33
4c(3) 0.46 0.015 29.9 0.37 0.93 4390 2.80
4c(4) 0.57 0.018 32.1 0.42 0.97 5660 3.15

The results of the flow model were quantitatively validated by comparing
measured reach-averaged depths to modelled reach-averaged depths (Figure 3.2).
Most readings fall within 10–15 percent of the line of equality, although the linear
fit has a different slope whereby the flow model estimates a narrower range of
mean flow depths across the runs. The flow model is likely a more accurate esti-
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Figure 3.2: Measured versus modelled mean hydraulic depth h (i.e. reach-
averaged) at the end of each run phase, featuring 16 percent bounds. Error bars
are based on the measurement precision of the stream gauges.

mate of flow depths compared to the stream gauge measurements. Gauge readings
are easily biased towards either large or small values due to the relatively small
sample size, and assume that the water surface is horizontal at the cross-section.

3.3 Data usage in Chapters

The above section detailed the range of stream table runs conducted and the gen-
eral data products. The runs were designed to provide a suite of data which con-
stitute tests of specific hypothesis. It is following their usage as tests when they
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are referred to as experiments.
I will now describe the usage of these data in the three empirical chapters (Ta-

ble 3.5). Chapter 4 utilises run 1c, which was the only multi-phase run available
at the time of production due to COVID-19. This chapter uses three data products:
DEMs, sediment output data, and stream gauge measurements to monitor channel
adjustment over the discharge phases. Chapter 5 uses runs 1 and 2 (all discharges),
the available runs at the time of production. Stream gauge data and DEMs form
the basis of the analysis of channel hydraulics. Chapter 6 utilises all runs besides
run 2 (W = 0.08 m), which were excluded due to them having a different mor-
phology (plane-bed), as well as sidewall effects on the shear stress (energy losses
to the channel boundary). This chapter utilised sediment output data and 2D flow
modelling to examine the relationship between shear stress and bedload transport.

Table 3.5: Runs and data products used in each empirical chapter.
Runs Data products

Chapter 4 1c DEMs, sediment output, stream gauge
Chapter 5 1, 2 DEMs, stream gauge
Chapter 6 All, except 2 Sediment output, 2D flow model
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Chapter 4

Adjustment of the fluvial trinity in
response to varying discharge

4.1 Introduction

River behaviour varies across a wide range of temporal scales, such that the no-
tion of system stability is intrinsically time-dependent (Schumm and Lichty, 1965;
Lane and Richards, 1997; Phillips, 2006). Over relatively short timescales where
climate and geology are fixed, river behaviour may be broadly classified into two
conditions; unsteady, where channel form and process are evolving, and steady,
where these characteristics oscillate around a mean state (‘steady-state’). For ex-
ample, Graf 1977 proposed that following disturbance the rate of change in pro-
cesses (e.g. sediment transport rate) is rapid at first and decreases asymptotically
towards zero. The concepts of unsteady and steady conditions are often framed
through the notion of the fluvial trinity (Ashworth and Ferguson, 1986; Best,
1986), which describes the feedbacks between morphology (form), hydraulics
(flow), and sediment transport (flux).

Recent work has emphasised how river behaviour, and particularly the rela-
tionship between causes (events) and the magnitude, timing, and manner of geo-
morphic effect (response), may be highly complex and nonlinear (Schumm, 1973;
Phillips, 1992; Lisenby et al., 2018). These nonlinear dynamics may be more gen-
erally prevalent in systems with multiple modes of adjustment (e.g. alluvial chan-
nels) and threshold mechanisms (Phillips, 2003), for example, channels where bed
material transport is restricted to conditions near the threshold of motion (‘thresh-
old’ channels; Church, 2006). Notably, a key model of channel adjustment is the
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Concepts surrounding the fluvial trinity, and the nonlinear dynamics that arise
from its interactions, have served as general explanations for river behaviour.
However, for philosophical and methodological reasons, there has been a lack
of quantitative evidence available to interrogate them. A Newtonian paradigm has
driven researchers to increasingly small spatio-temporal scales of inquiry and to
isolate processes of hydraulics and sediment transport where conservation laws
and force-balance relations may be more readily applied (Rhoads and Thorn,
1993; Church and Ferguson, 2015; Ancey, 2020b). In practice, this approach
has manifested in various simplifications, notably, physical and numerical models
that lack degrees-of-freedom available for adjustment in most natural channels,
and narrow grain size distributions that may not replicate important processes in
prototype streams (Booker and Eaton, 2020). By reducing the number of modes
of adjustment, and removing the potential for threshold-dependent transport (in
the case of threshold channels), these simplifications may significantly reduce the
potential for nonlinear behaviour that may be expected in nature (Phillips, 1993).
It is also worth noting a lack of available field data and remote sensing technol-
ogy, which has historically made quantitative investigations of channel behaviour
difficult.

As geomorphologists become increasingly aware of philosophical blind spots
and methodological oversimplifications, and have access to improved data collec-
tion techniques, there is an opportunity to examine and revise ideas surrounding
river behaviour. These investigations need not be exhaustive and elaborate, but
rather, should first seek to examine process feedbacks, steady-state conditions,
and nonlinear dynamics under relatively straightforward experimental scenarios.

To this end, I physically model the adjustment of an erodible channel under
varying discharge to answer the following research question: Do nonlinear feed-
backs between sediment transport, channel morphology, and hydraulics disrupt
the temporal pattern of adjustment proposed by Graf (1977)? The experiment
has fixed banks but is sufficiently wide to allow for the development of alternate
bars, and it has a relatively broad distribution of grain sizes (0.5–8.0 mm). The
results highlight a time-dependent interplay between form, flow, and flux towards
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steady-state conditions, as well as the presence of nonlinear dynamics such as in-
ternal thresholds that mediate channel adjustment. The findings have implications
for physical and numerical modelling of rivers, and suggest that the spatial distri-
bution of channel processes is necessary for understanding channel adjustment.

4.2 Data analysis

To test these hypotheses, I employed a generic Froude-scaled model of a steep
gravel-bed river. Specifically, I selected Run 1c (Section 3.3, Table 3.3) as it
was the only multiple-discharge experiment available at the time of writing. The
experiment models the adjustment of the channel to successive increases in dis-
charge under pseudo-recirculating conditions (i.e. material was recirculated at the
same rate it was output, with a brief time-lag). The channel was fixed at a width of
30 cm and comprises four experimental phases of increasing discharge (by 50 per-
cent each time): 1) 0.67 L/s for 8 hours, 2) 1 L/s for 4 hours, 3) 1.5 L/s for 4 hours,
and 4) 2.25 L/s for 4 hours. These times were selected based on preliminary runs
that indicated approximate times for each flow to reach a steady morphology and
sediment output rate. The fluvial trinity is indexed using reach-averaged flow
resistance, topographic variation, and bedload flux, which are commonly used
parameters that are readily available from the experiment (as opposed to being
fully representative of the trinity). Flow resistance is estimated by a variant of the
Darcy-Weisbach equation fsys = 8gRSv/U2, where g is gravity, R is the hydraulic
radius (or mean hydraulic depth), Sv is the valley gradient (almost identical to
channel gradient here), and U is velocity (Eaton et al., 2004). Topographic varia-
tion and bedload flux are indexed by the standard deviation of the thalweg eleva-
tion profile σz and width-averaged bedload transport qb, respectively. In addition,
volumetric morphologic activity Mraw is calculated using the height difference be-
tween successive digital elevation models (DEMs). The height difference in each
cell is multiplied by cell resolution and average porosity (0.46), and summed to
provide the total volumetric change.

30



4.3. Results

4.3 Results

In phase 1 the channel developed a set of alternate bars over four hours, and which
then rapidly re-arranged in response to a spontaneous shift in the bar at the up-
stream end, yielding 7 complete bars (and a half-bar at each end). The riffles
widened and bar-heads eroded in response to the first increase in flow (phase 2),
although the previous morphology was largely inherited as larger-than-average
grains (4.0–5.6 mm) could not be entrained from the bar-heads. The next phase
almost immediately eroded the bars and rapidly deposited a set of 4 complete
longer-wavelength alternate bars. Following the final increase in flow (phase 4),
the increased discharge immediately planed off the bars to form a flat bed, and
slowly redeposited a set of 3 complete alternate bars over four hours.

Each change in discharge yielded different combinations of adjustments be-
tween the three variables (Figure 4.1, see arrows). Following an initial increase
in the system’s frictional resistance during the first phase, there was a general de-
crease with increasing discharge as flow depth increased. The standard deviation
of bed elevations increased throughout the first phase, associated with the devel-
opment of the pool-bar-riffle sequence. Topographic variability peaked in phases
two and three as the pools deepened, but rapidly decreased in the final phase as
the bed was planed. There was an approximately exponential increase in bedload
transport with increasing discharge. Bedload transport rates were typically higher
at the beginning of each phase and decreased towards a relatively constant value.
The notable exception is the first phase where bedload transport was negligible
prior to the development of morphology.
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4.3. Results

Figure 4.1: a, c, e) Variation in flow resistance, topographic variability, and bed-
load transport over the duration of the multi-phase experiment, and b, d, f) ab-
solute percentage change in these variables over time (expressed as change per
minute). Vertical dashed lines represent the final measurement of each phase, and
arrows indicate the direction of adjustment from the previous phase (no arrow
indicates no change).

Morphological activity is typically presented as a volumetric change per unit
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time M, given that physical change is intrinsically a time-dependent process. I also
present raw values that are not normalised by time (Mraw) given that relatively long
measurement intervals in the latter portion of each phase tend to under-represent
morphologic activity (Figure 4.2). There was relatively little morphologic activity
prior the first bar re-arrangement, where there was a rapid increase (indicated by
α). For the remainder of the experiment Mraw oscillated around a relatively con-
stant value (visually identified and annotated with a horizontal line), except for
the periods at the beginning of phases three and four. These two bar reorganisa-
tion events are well reflected in periods of higher morphologic activity (β and γ ,
respectively). The rate of morphologic activity M follows a similar trend to other
variables whereby change tends to be greatest immediately after each increase in
discharge, before asymptoting towards zero. The relatively low rate of change at
the beginning of the first phase, compared to subsequent increases in discharge,
highlights the relatively small amount of volumetric change.
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4.3. Results

Figure 4.2: Reach-averaged morphologic activity over the duration of the multi-
phase experiment, presented as both a) raw values (Mraw), and b) normalised by
time (M). Bar reorganisation events associated with high morphologic activity are
indicated by Greek letters, and steady-state Mraw is indicated by a horizontal line.

Flow resistance and bedload transport most effectively discriminate between
the experimental phases and indicate four relatively distinct channel characters
(Figure 4.3a). With increasing discharge, there was a stepped transition from low
bedload flux and high flow resistance (phase 1), to high flux and low resistance
(phase 4). Topographic variability and bedload transport also distinguish between
the four phases fairly well, although there is little difference in topographic vari-
ability between phases 2 and 3 (Figure 4.3b).
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4.3. Results

Figure 4.3: Comparison of flow resistance, topographic variability, and bedload
transport values at each successive point of the experiment, combined in two dif-
ferent ways. Circled points represent the first measurement taken during each
phase.

Changes in flow resistance, topographic variability, bedload flux, and mor-
phologic activity were most rapid at the beginning of each phase (Figure 4.1b–
f, 4.2b). Bedload transport exhibited the fastest rates of change during this period.
Following the initial adjustment period spanning the first few observations (the
first 10–30 minutes), all variables reached a relatively constant rate of change.
There were some exceptions to this trend; ∆ fsys in phase 3, and ∆qb in phase 1.
In the latter, the high rate of change was an artefact of the very small volumes
of sediment output relative to measurement precision. In other cases, following
the initial adjustment period, ∆ fsys and ∆qb stabilised at relatively similar values,
approximately < 3 percent change per minute. Also, the magnitude of the adjust-
ment for each variable generally increased with increasing discharge, except for
the initial change from the screeded bed in phase one.

To further explore the patterns of adjustment towards and within steady-state
conditions, the rates of change in fsys and qb in each phase are presented in Fig-
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ure 4.4. Following each successive increase in discharge, there is generally an
initial period during which flow resistance and flux change at a relatively rapid
rate. Following this adjustment period, there is oscillation around a more constant
rate of change. These patterns vary across the different phases, in two notable
ways. First, there was only a relatively minor adjustment in sediment transport
and flow resistance at the beginning of the second phase. Second, during the
steady-state period in phase four there was a very small rate of change, whereby
sediment transport and flow resistance varied by less than 1 percent per minute.
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Figure 4.4: Change in fsys and qb at each successive point of the experiment,
separated by experimental phase. Circled points represent the first measurement
taken during each phase.

4.4 Discussion

The experimental results show an adjustment to the imposed changes in dis-
charge that involves the time-dependent evolution of flow resistance, bed mor-
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phology, and bedload transport towards conditions where these characteristics be-
come time-independent. The experiment comprises a test of these general tem-
poral trends, rather than a predictive model of the specific timing, magnitude, or
character of specific adjustments.

The adjustment of the three parameters was nonlinear within each phase such
that the rate of change was rapid at first but decreased toward zero, although fluc-
tuations continued within a finite envelope. This temporal pattern of response is
consistent with general models describing the nonlinear adjustment of geomor-
phic systems towards a constant variance around a mean value (Langbein and
Leopold, 1964; Graf, 1977; Rhoads, 2020, Fig. 6.20). Given the fluctuation in
flow, form, and flux variables despite constant flow conditions, one could specu-
late that in a real river system where discharge changes continuously the system
may be considerably less stable (Howard, 1982). The system may be even more
unstable if the rate of change in external conditions is rapid relative to the ad-
justment time, as it may never fully adjust to the change in conditions (Rhoads,
2020, Fig. 6.20). Based on high levels of temporal resolution and measurement
accuracy, the channel adjustment provides strong evidence for the approximately
exponential approach toward steady-state and the potential for transiency if dis-
turbance frequency exceeds the recovery time.

Channel adjustments (i.e. bar reorganisation events) were well reflected by
changes in morphologic activity, indicating the magnitude of physical change oc-
curring between time-steps. Subsequently, rapid changes in morphologic activ-
ity clearly indicated points in time where the system passed intrinsic thresholds
(Schumm, 1973, 1979), or where increases in discharge were geomorphically ef-
fective. The system crossed an intrinsic threshold in the first experimental phase
(event α), where a significant morphologic reorganisation (characterised by an
increase in topographic variability and pool depth) led to an increase in bedload
transport. The specific magnitude or timing of this adjustment may vary accord-
ing to initial conditions (say, in the case of a repeated experiment), although these
characteristics are not being tested.

Similar feedbacks between the spatial distribution of shear stress and bedload
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dynamics have been observed in the field and incorporated into models of sed-
iment transport (Paola and Seal, 1995; Paola, 1996; Nicholas, 2000; Ferguson,
2003; Monsalve et al., 2020). The concentration of flow in preferential paths
constitutes a fundamental feedback between channel morphology and sediment
transport (Church, 2010; Church and Ferguson, 2015).

As discharge was increased the system demonstrated a variety of adjustments.
In the second phase, the previous morphology was largely inherited from the
previous phase. Visual observations of selective removal of finer grains from
the bar-heads, resulting in coarser lag deposits, indicate that these larger-than-
average grains acted as keystones that maintained the bar positions. This effect
is consistent with studies that have identified larger-than-average grains control-
ling sediment transport and thresholds for channel deformation, rather than the
average grain size (MacKenzie and Eaton, 2017; MacKenzie et al., 2018; Booker
and Eaton, 2020). The entrainment threshold for larger-than-average grains was
crossed as the discharge was increased again (event β ), suggesting that the in-
fluence of these grain size fractions is greatest at threshold and partial transport
conditions (Wilcock and McArdell, 1993, 1997). Moreover, the lack of morpho-
logic response to the first increase in discharge is inconsistent with the concept
of geomorphic effectiveness (Wolman and Miller, 1960; Lisenby et al., 2018) and
the temporal pattern of channel response proposed by Graf (1977).

In the final phase, the increase in shear stress exceeded the entrainment thresh-
old above which bars could be maintained through deposition (event γ). Here,
shear stress was relatively higher than what could be expected in some natural al-
luvial channels as the discharge was contained within fixed banks, i.e. no widen-
ing nor over-bank spill could occur. The beginning of this phase was characterised
by a rapid change in morphology and bedload transport as the pool-bar-riffle se-
quence was planed, and bar redevelopment occurred far slower than in the previ-
ous phase due to a low rate of deposition.

There was a nonlinear response of morphology and sediment transport to the
regular increases in discharge throughout the experiment, and each aspect of the
fluvial trinity followed strongly inter-related but differing trajectories. There was
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a negative parabolic trend in topographic variability and an approximately expo-
nential increase in bedload transport, whilst flow resistance decreased relatively
steadily. Combinations of these two variables distinguish between channel charac-
ters that correspond to each phase of the experiment. In other words, each steady-
state condition was achieved via different combinations of form, flow, and flux.
The diverging trajectories of these parameters represent distinct manifestations
of morphodynamic interplay that facilitates the emergence of a constant variance
condition for each flow regime. Interestingly, the adjustment of the fluvial trinity
appeared to maintain a relatively constant level of morphological activity across
the different steady-state periods (i.e. even when discharge was increased).

For each discharge, each component of the fluvial trinity adjusted towards a
constant variance state, suggesting that in practice system stability could be de-
fined in various ways. Indeed, there are several definitions of channel stability
that have been proposed, relating to mass-balance (‘grade’, e.g. Mackin, 1948),
energy-balance (Nanson and Huang, 2017), and a constancy of channel morphol-
ogy (‘dynamic’ or ‘pattern’ stability, e.g. Hey and Thorne, 1986; Schumm, 1985).
These concepts provide a useful means of classifying channel dynamics into ‘sta-
ble’ and ‘unstable’ states by isolating a single aspect of the fluvial system. The
steady-state conditions observed in the experiment were characterised by differ-
ent degrees of variation, and there were also marginal departures from steady-
state conditions (secondary adjustments following the initial perturbation). These
results support a spectrum of system stability that is not reflected in binary rep-
resentations of behaviour and highlight the importance of determining historical
patterns of variability (Brierley and Fryirs, 2005; Wohl, 2011; Fryirs et al., 2012).

4.5 Conclusion

The adjustment of the channel to varying discharge highlighted several important
aspects of channel behaviour. As discharge was increased, each component of
the fluvial trinity exhibited a nonlinear adjustment towards a steady-state char-
acterised by fluctuations around a constant mean. Steady-state conditions were

40



4.5. Conclusion

achieved through the mutual adjustment between these components, suggesting
that the investigation and explanation of channel behaviour requires an appreci-
ation of all three. The experiment provides quantitative evidence for conceptual
models describing exponential approaches towards steady-state. This evidence is
only partial given that volumes of morphologic activity did not always follow the
exponential decay trend proposed by Graf (1977). The results also highlight how
in natural rivers, particularly those with greater degrees-of-freedom for adjust-
ment, continuous changes in discharge may lead to nonlinear rather than steady-
state behaviour.

Particularly at relatively low discharges, the feedbacks between the fluvial
trinity underscored the importance of geomorphic thresholds. Under these con-
ditions, channel adjustments comprised feedbacks between morphology and sedi-
ment transport, and channel deformation was controlled by larger-than-average
grain size fractions. These two processes occurred at the bar scale and were
highly spatialised, being associated with the lateral concentration of shear stress
and grain patchiness, respectively, which has two important implications. First,
reach-averaged representations of process provide only partial insight into channel
behaviour. Second, models of rivers that suppress feedbacks between the fluvial
trinity, and size-dependent transport, may not replicate important process feed-
backs that typically occur in field conditions.

There are, however, several challenges in studying river behaviour in nature.
Practical difficulties associated with the collection of field data often mean that
only short-term or temporally sporadic data are available. These data may be mis-
leading given the typically nonuniform rates of adjustment and relatively constant
changes in channel conditions (i.e. discharge) observed in nature. Given con-
tinual advances in field methods, and in particular remote sensing (Kasvi et al.,
2019; Dietrich, 2017), we can expect that historical approaches to assessing river
behaviour may become increasingly realistic. Especially in natural rivers with
greater degrees-of-freedom available (notably, lateral adjustment and meander-
ing) and greater potential for nonlinear behaviour, more holistic assessments of
channels that embrace different aspects of the system are critical in understanding
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the direction, magnitude, and timing of adjustments. Meanwhile, laboratory ex-
periments may provide further insights into nonlinear channel behaviour, where
researchers may take a ‘forensic’ approach to identify processes both temporally
and spatially.

The spatial dependence of feedbacks between the fluvial trinity may suggest
that understanding channel behaviour requires more spatially explicit representa-
tions of processes, rather than reach-averaged ones. In the following chapters, I
develop analyses that capture the scale-dependence of hydraulics and morphology.
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Chapter 5

Multiscalar roughness-length
decomposition

5.1 Introduction

Understanding flow resistance is of great interest to river research and practice.
The estimation of flow resistance is important for determining flood magnitudes,
predicting ecological habitat, estimating rates of sediment transport, and under-
standing channel behaviour. However, the hydraulics of gravel-bed channels, in
particular, are relatively poorly understood (see Ferguson, 2007). Given that most
of the foundational work in fluid dynamics, upon which conventional approaches
to predicting flow resistance are based, was conducted using regular (e.g. Schlicht-
ing, 1936) or uniscalar (e.g. Nikuradse, 1933) bed geometry, the multiscalar to-
pographic characteristics of these rivers presents a major challenge. In particular,
individual grains and assemblages of grains (‘forms’) on the bed surface, spanning
orders-of-magnitude of scale (ripples, dunes, bars), have variable contributions to
the total flow resistance across different channel types. Thus, moving forward,
mainstream empirical approaches to estimating flow resistance based solely on
grain diameter would ideally be replaced by approaches that explicitly account
for multiple nested spatial scales. Decomposing roughness lengths into different
scales may contribute to an understanding channel processes given that energy
dissipation is increasingly recognised as a condition governing river adjustment
(Eaton and Church, 2004; Nanson and Huang, 2018; Church, 2015). Also, the
partitioning of bed stresses between grain and form scales is an important step in
predicting bedload transport (Ancey, 2020b). More fundamentally, as discussed
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in the previous chapter, understanding how channel processes vary spatially is
important in understanding channel adjustment.

Inspired by early work in fluid dynamics (Schlichting, 1936; Keulegan, 1938)
and subsequent work in fluvial hydraulics (Einstein and Banks, 1950; Nowell
and Church, 1979), some geomorphologists sought to disaggregate the roughness
length into grain and form contributions by correlating bar geometry with flow
resistance (Davies and Sutherland, 1980; Prestegaard, 1983). However, further
work was likely hindered by limitations associated with the collection of topo-
graphic data in rivers (Furbish, 1987; Robert, 1988). Advances in remote-sensing
and statistics have since allowed researchers to explore detailed scaling charac-
teristics of gravel-bed surfaces using analyses such as variograms (Robert, 1988;
Clifford et al., 1992) and transforms (Nyander et al., 2003). Topographic analyses
have led to multiscalar decompositions of geometric roughness in rivers, although
full decompositions of hydraulic roughness have not yet been presented. The lat-
ter approach has been developed for complex aeolian surfaces using transforms
(Nield et al., 2013; Pelletier and Field, 2016; Field and Pelletier, 2018), which
serves as a proof-of-concept for a multiscalar roughness length decomposition.

A recent publication (Adams, 2020b) identified two relatively recent advance-
ments in the fields of statistics and fluid dynamics that could contribute to a multi-
scalar roughness length decomposition tool. The first advancement is the wavelet
transform, which is generally superior to the Fourier transform when analysing
the underlying structure of complex and aperiodic signals. This is due to the use
of a finite (rather than a continuous) wavelet function, that gives rise to a family
of wavelets that are dilated (stretched and compressed) and translated (shifted)
along the signal (Torrence and Compo, 1998). There are now various types of
wavelet transform suited to different applications, some of which have been ap-
plied in rivers (Kumar and Foufoula-Georgiou, 1997; Nyander, 2004; Keylock
et al., 2014). The second advancement is the development of roughness correla-
tions for irregular surfaces (e.g. Forooghi et al., 2017; De Marchis et al., 2020),
which estimate the roughness length of a surface based purely on its geometric
characteristics.
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In this chapter, I develop a novel technique to answer the question: What
is the relative contribution of different scales of river bed topography to the to-
tal roughness length? The general approach consists of: 1) a wavelet transform
in which the channel surface is decomposed into a set of more simple compo-
nents each at a different wavelength, and 2) a roughness correlation that estimates
the roughness length associated with each wavelength, which is expressed as the
equivalent sand roughness parameter ks (Nikuradse, 1933; Schlichting, 1936). By
modifying the specific roughness correlation that is used, the transform-roughness
correlation (TRC) approach may be applied across a wide range of channel types
and hydraulic conditions. To demonstrate the TRC analysis, I apply it to a series
of original laboratory experiments with high-resolution digital elevation models
(DEMs), as well as some additional published data. The proposed technique has
important implications for understanding the spatial distribution of channel mor-
phology and hydraulics.

5.2 Practical considerations

The transform-roughness correlation approach is a generic tool that should be
adapted based on the hydraulic conditions and the purpose of its application.
These considerations should span the dataset, the type of wavelet transform, and
the specific roughness correlation that is selected. I first discuss these general
considerations to provide important context for the TRC approach, prior to intro-
ducing the experimental data and the Forooghi et al. (2017) roughness correlation.

First, the minimum resolution and spatial extent of the topographic dataset
should be informed by the scale of the features of interest. The data should have a
sufficiently high spatial resolution such that it can capture the range of in-channel
features that produce drag. Also, to capture the characteristic geometry of bed
features (notably, height and spacing) and estimate a reach-averaged roughness
length, the spatial extent of the dataset should be at least the length of the largest
features that influence the flow, for example, it should span a series of dune crests
or pool-riffle pairs.
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Second, given that the hydraulic roughness of in-channel features is of interest,
the channel topography can be reduced to a one-dimensional profile extending
along the thalweg, representative of the primary flow path. It is important to note
here that this approach ignores resistance elements such as channel planform, and
three-dimensional interactions between flow and in-channel topography. If both
hydraulic and topographic data are available, this assumption may be validated
by comparing the roughness length estimated using the roughness correlation to a
measured roughness length. If the range of interactions between the flow and the
surface is of interest, multiple parallel elevation profiles could be analysed.

Third, the choice between discrete and continuous wavelet transforms (DWT
and CWT) is a trade-off between the resolution of the decomposition and the
physical resemblance to the original profile. Compared to the DWT, the CWT ex-
tracts more intricate structural characteristics from the signal and yields a greater
number of wavelengths between which information is shared (Addison, 2018).
However, the redundancy in the CWT generates a more abstract representation of
the topographic variation at a given wavelength. In Figure 5.1, I compare wave-
lengths extracted using a maximal overlap discrete wavelet transform (MODWT)
and a CWT using the same elevation profile. At the wavelength corresponding to
the spacing of a pool-bar-riffle sequence (λ ≈ 2 m), the oscillations output by the
MODWT are aligned with the pool-riffle undulations (i.e. the position of peaks
and the general shape are similar), but the CWT oscillations do not appear to align
with the original profile. Given that they do not resemble the channel surface, it
may be invalid to infer hydraulic behaviour from CWT wavelengths.
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Figure 5.1: a) Thalweg elevation profile at end of run 1a featuring a prominent
pool-riffle sequence, where the x-axis represents distance upstream, b) grain (λ
= 4 mm) and form (λ ≈ 2 m, dashed line) wavelengths derived from CWT, c)
the same two wavelengths derived from a MODWT, and d) the original signal
reconstructed from the MODWT by recombining wavelengths.

Fourth, the specific roughness correlation that is used should match the regime
of the channel’s boundary Reynolds number Re∗ = U∗k/v, where U∗ is shear
velocity, k is some representative roughness scale, and v is kinematic viscosity.
For example, given that gravel-bed rivers tend to be within the fully rough regime
where Re∗ ≥ 70 (Buffington and Montgomery, 1997; Schlichting, 1979), it may
only be valid to apply roughness correlations obtained for that regime specifically.
Also, the flow should be turbulent, and it should be two-dimensional, which may
be indicated (although not guaranteed) by flow aspect ratios or width-depth ratios
greater than 5 (Nezu and Nakagawa, 1993).

Last, roughness correlations in fluid dynamics tend to be developed for flows
sufficiently deep to have logarithmic velocity profiles, which should be considered
when they are applied to flows with less developed profiles. Jimenez (2004) sug-
gested that logarithmic layers develop where relative submergence h/k is greater
than 40, although Cameron et al. (2017) observed a logarithmic layer in rough
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Table 5.1: Summary of A-BES experimental data collected during the final por-
tion of each experimental phase. Values represent the mean of the last 12 measure-
ments using stream gauge data. The reported σz values were calculated following
the detrending process detailed in Section 5.3.2, and Re∗ was calculated with the
roughness length k = k∗s,rc, which is defined in Section 5.3.1. Units: h [m], U∗

[m/s], σz [mm], ks [m].
Run h U∗ U/U∗ σz h/D84 h/σz Re∗ k∗s,rc k∗s,CW
2a 0.015 0.053 6.85 1.55 4.53 9.35 213 0.005 0.008
2b 0.013 0.051 5.35 1.18 4.11 11.16 181 0.005 0.017
1a 0.015 0.053 6.74 6.06 4.56 2.41 619 0.015 0.011
1b 0.012 0.048 6.19 5.17 3.74 2.31 479 0.014 0.006
1c(1) 0.011 0.047 4.55 4.94 3.50 2.27 453 0.013 0.019
1c(2) 0.013 0.051 5.31 7.35 4.11 1.79 762 0.019 0.019
1c(3) 0.014 0.053 7.15 5.82 4.43 2.44 671 0.016 0.013
1c(4) 0.018 0.060 7.23 3.86 5.71 4.74 1034 0.023 0.008

open-channel flow at submergences as low as 1.9. During most flow conditions,
it is common for gravel-bed rivers to have relative submergences of less than 10,
and in some cases, as low as 0.1 (Lee and Ferguson, 2002; Ferguson, 2007), where
no logarithmic layer can develop because roughness elements are not submerged.
However, if one is interested in channel-forming flows capable of reworking the
bed surface (Ashworth and Ferguson, 1989; Wolman and Miller, 1960) where
relative submergence may be two orders-of-magnitude higher (Limerinos, 1970;
Bray, 1982), the logarithmic assumption should be satisfied for most rivers.

5.3 Application of TRC approach in gravel-bed
rivers

5.3.1 Stream table experiment

To demonstrate the TRC approach, I required a large set of DEMs and associated
hydraulic data for validation, and ideally straight channels where in-channel fea-
tures represent the dominant source of drag. I utilised all runs available at the time
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of writing, which were conducted at widths of 0.3 and 0.08 m (i.e. 1a,b,c and 2a,b
in Table 3.3) which feature relatively simple pool-bar riffle (or alternate bar) and
plane-bed morphologies, respectively. These runs were appropriate for testing the
TRC approach as they maintained relatively rough flow whilst they also repro-
duced multiple scales of bed features (notably, grains and a pool-riffle sequence).
A summary of hydraulic data is provided in Table 5.1, and data and code for the
TRC approach are available online (see Adams, 2020a, for link). In addition to
the estimate of ks obtained using the roughness correlation, I estimate ks using the
hydraulic data (k∗s,CW ), using a Colebrook-White type formula defined as

1√
f
=−K1log

(
ks

K2h
+

K3

4Re
√

f

)
(5.1)

where K1 = 2.03, K2 = 11.09, and K3 = 3.41 as determined by Keulegan (1938)
and Re is the Reynolds number. I neglect the second term within the logarithm
as it represents the contribution of viscous forces to friction, which is likely small
for hydrodynamically rough conditions. The Darcy-Weisbach friction factor f is
defined as √

f
8
=

√
ghS
U

(5.2)

In addition to the runs conducted for this study, I obtained topographic and hy-
draulic data for 86 step-pool runs published by Hohermuth and Weitbrecht (2018).
The runs were conducted in a 1:20 nays-scaled model of a mountain stream, uti-
lizing a range of bed slopes (8–11 percent), channel widths (0.15–0.35 m), and
unit discharges (0.019–0.167 m2/s). Four different grain size distributions were
used, where D50 varied from 2.1–7.0 mm, and D90 remained around 58 mm. For
a given run, a range of potentially usable elevation profiles were identified based
on criteria for erroneous values, then the profile closest to the channel centreline
was selected. Of the 86 runs conducted, 83 are used in this study. Thus, there
is a total of 247 DEMs with associated hydraulic data when combined with the
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5.3. Application of TRC approach in gravel-bed rivers

A-BES runs, which span three morphologic types; step-pool (SP), pool-bar-riffle
(PBR), and plane-bed (PB).

5.3.2 The transform-roughness correlation approach

Here I specifically tailor the TRC approach to the geometric and hydraulic char-
acteristics of gravel-bed channels. First, a MODWT was applied to the thalweg
elevation profiles of each DEM, yielding a set of simplified profiles represent-
ing topographic variation occurring at different wavelengths. Second, I selected
a roughness correlation developed by Forooghi et al. (2017) that predicts ks from
surface geometry in the fully rough regime, which was applied to each wave-
length. The relation was developed by conducting 38 direct numerical simulations
in closed channels with an array of systematically varied roughness geometries,
both regular and irregular. By correlating surface and flow properties, Forooghi
et al. (2017) proposed the following empirical relation

ks

kre f
= F(Sk,∆) ·F(ES) (5.3)

where kre f = 4.4σz, and Sk is the skewness of the probability distribution of
elevations. The functions F(Sk,∆), F(Sk), and F(ES) are defined, respectively,
as

F(Sk,∆) =

{
F(Sk), ∆≥ 0.35
F(Sk)(1+m(Sk) · (∆−∆0)), ∆≤ 0.35

(5.4)

F(Sk) = 0.67Sk2 +0.93Sk+1.3 (5.5)

and

F(ES) = 1.05 · (1− e−3.8·ES) (5.6)

where ∆ is a measure of variability in the elevation of the peaks of roughness
elements (height range divided by the mean, ∆ = 0 if peak heights are identical),

50



5.4. Results and Discussion

∆0 = 0.35 (not related to the critical ES value introduced below), and m(Sk) =
1.47Sk2−1.35Sk−0.66. The parameter ES is the effective slope, given by

ES =
1
L

∫
L

∣∣∣∣dz(x)
dx

∣∣∣∣dx (5.7)

where z(x) is the height array, x is the streamwise direction, and L is the surface
length in x. Effective slope may be interpreted as the mean gradient of the local
roughness elements (Napoli et al., 2008), and therefore represents the aspect-ratio
of roughness elements rather than their vertical height. With other surface pa-
rameters kept equal, the roughness length is strongly dependent on ES within the
range 0 < ES < 0.35 (Napoli et al., 2008; Schultz and Flack, 2009). I calculated
values of ∆ for each wavelength by identifying peaks of the oscillations, and found
∆ > 1 for almost all cases. Values of ∆ could not be estimated for the longest few
wavelengths as they typically contain very few (or even one) complete oscillations
that could be interpreted as roughness peaks. As a result, I simply used the F(Sk)
term in Equation 5.4. The roughness length for each wavelength is expressed as
ks,rc.

In addition to applying the roughness correlation to each wavelength, I applied
it to each thalweg elevation profile to obtain an estimate of ks, expressed as k∗s,rc.
Each profile was first detrended using the least-squares approach, which is not
necessary with the wavelet transform as the overall trend is represented by a single
wavelength and removed from all others. In the following section, I present the
results of the TRC approach applied to the runs.

5.4 Results and Discussion

In this section, I first seek to validate the TRC approach, and then focus on the
multiscalar roughness-length decomposition of run 1a, which features a well-
developed pool-bar-riffle sequence under a formative discharge. First, I com-
pare the topographic- and hydraulic-based estimates of ks. Second, I demonstrate
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the relationship between estimates of ks with and without the wavelet transform.
Third, I show how the key parameters of the roughness correlation (standard devi-
ation, effective slope, skewness) vary across each wavelength. Fourth, I estimate
the relative contribution of different scales of bed topography to the total rough-
ness length and explain how the estimated values relate to the key parameters
and the characteristics of the experiments. Fifth, I compare the performance of
different roughness lengths in estimating flow resistance. Finally, I discuss the
significance, limitations, and potential applications of the TRC approach.

5.4.1 Estimates of total ks

The relationship between the estimates of ks from the roughness correlation k∗s,rc
and the Colebrook-White equation k∗s,CW differs between the three different chan-
nel morphologies (Figure 5.2). Here, I consider k∗s,CW to be a ‘measured’ quantity
which the roughness correlation may be tested against. The pool-bar-riffle exper-
iments (W = 0.3 m) exhibit the closest relationship between the two ks estimates,
with the distribution centering along the line of equality (median k∗s,CW /k∗s,rc =
0.96). The close relationship between the two independent estimates of ks sup-
ports the one-dimensional approach for these experiments as it indicates that the
single elevation profile captures the roughness elements that contribute the great-
est resistance to flow. Also, the results support the application of the Forooghi
et al. (2017) roughness correlation to the A-BES experiments, which have more
complex surface characteristics and far lower values of relative submergence com-
pared to the numerical domain within which the correlation was developed.

The distribution of plane-bed experiments (W = 0.08 m) overlap with the line
of equality, although there is a consistent under-prediction of ks using the rough-
ness correlation by a factor-of-two or three (median k∗s,CW /k∗s,rc = 2.54). In the
case of the step-pool experiments, there is a significant under-prediction of ks

by the roughness correlation of around an order-of-magnitude (median k∗s,CW /k∗s,rc
= 9.48), which may be explained with the lower relative submergence (median
h/D84 = 1.48).
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Figure 5.2: Relationship between total ks estimated by the Forooghi et al. (2017)
roughness correlation (Equation 5.3) and the Colebrook-White approach (Equa-
tion 5.1). Data is grouped by channel morphology type.

The next stage in validating the TRC approach is comparing the values of k∗s,rc
and Σks,rc, whereby the latter is the estimate provided by applying the roughness
correlation to each wavelength (giving values of ks,rc), and then taking the sum.
In other words, this is comparing the values of ks estimated by the roughness cor-
relation with and without the wavelet transform as an intermediate stage. This
comparison is important for two reasons. First, the TRC approach is an exten-
sion of the linear superposition approach, which assumes that the hydraulic effect
of adding up different roughness elements is approximately linear (Millar, 1999;
Wilcox and Wohl, 2006; Rickenmann and Recking, 2011). In practice, superim-
posing roughness elements may have nonlinear feedback effects (Yen, 2002; Li,
2009; Wilcox and Wohl, 2006), such that k∗s,rc and Σks,rc may potentially not be
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correlated.
Second, values of k∗s,rc and Σks,rc may differ as the process of signal decom-

position and recomposition is characterised by wave interference. For example,
for each thalweg elevation profile there are two estimates of amplitude: (1) the
standard deviation of elevations σz, and (2) Σσλ , which is the sum of σz for each
wavelength. However, due to positive and negative wave interference σz and Σσλ

may significantly differ. Decomposing and recombining wavelengths alters the
position and magnitude of peaks and troughs in the wavelengths, and therefore,
their amplitude. Similarly, wave interference may potentially confound estimates
of ks if a transform is used. For the above two reasons, it is important to demon-
strate that values of k∗s,rc and Σks,rc are correlated, even if they are unlikely to have
the same absolute value.

The transform and non-transform estimates of ks are positively correlated with
a power-law relation (Figure 5.3). It is worth noting that the two datasets are
characterised by different slopes and intercepts, which may be explained with the
specific characteristics of each topographic dataset (e.g. geometry, resolution)
giving rise to different patterns of wave interference. However, it appears that
nonlinear superposition effects and wave interference do not invalidate the TRC
approach for these datasets.
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Figure 5.3: Relationship between k∗s,rc and Σks,rc for the A-BES and Hohermuth
and Weitbrecht (2018) experiments.

5.4.2 Application of TRC approach

In Experiment 1a there is a general increase in the standard deviation of elevations
with increasing wavelength (Figure 5.4a). Over the first ten minutes (i.e. the first
two elevation profiles), there is an increase in σz at λ > 0.5 m, with the greatest
increase at λ ≈ 2 m, but smaller wavelengths remain largely unchanged. At the
smallest wavelengths, the σz tends towards zero, and there is some contribution
to σz at the largest wavelengths due to the slightly concave shape of the profile,
evident in Figure 5.1a. Figure 5.4b presents the value of σz for each wavelength
as a cumulative percentage. This type of graph is similar to the form size distribu-
tion (FSD) proposed by Nyander et al. (2003), which is the cumulative variance of
each wavelength calculated using a 2D DWT. For comparison, I provide the bulk
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grain size distribution within the same space (where wavelength is grain diame-
ter). Grain-scale wavelengths account for less than five percent of all topographic
variation, given that the arrangement of grains contribute to bed structures that
usually exceed the amplitude of individual grains.

Figure 5.4: Form size distribution during Experiment 1a, where each line rep-
resents a point in time, and the initial screeded bed is included. The standard
deviation of each topographic wavelength is presented as an (a) absolute, and (b)
cumulative percentage, for each thalweg elevation profile. The bulk grain size
distribution is included, where the wavelength corresponds to grain diameter. The
vertical dashed line represents the largest grain diameter in the experiment.

The effective slope is greatest at the grain scale wavelengths (λ ≤Dmax) where
the surface is characterised by closely-bunched peaks and troughs associated with
individual grains (Figure 5.5a). Values of ES decrease with increasing λ , due to
the presence of more gently undulating roughness elements. This is evident in
the example (Figure 5.1c), where the 4 mm wavelength has high ES indicated
by sharp oscillations (but low σz), and the 2 m wavelength has low ES (but high
σz). The main exception to the downwards trend of ES with increasing λ is the
wavelength of around 2 m where there is a prominent peak in the ES distribution,
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Figure 5.5: a) Effective slope and b) skewness of each topographic wavelength
during Experiment 1a. The shaded area represents the range of ES and Sk values
of the surfaces generated by Forooghi et al. (2017). Refer to Figure 5.4 for legend.

associated with the development of the pool-riffle-bar sequence approximately ten
minutes into the experiment. Note that most of the topographic wavelengths have
values of ES (and ks/k in Equation 5.3) that are smaller than the surfaces used by
Forooghi et al. (2017) to develop the roughness correlation. Short wavelengths
tend to be positively skewed, moderate wavelengths (0.2 > λ > 2.0 m) tend to
be negatively skewed, and long wavelengths are either positively or negatively
skewed (Figure 5.5b). There is little change in the pattern of skewness over the
course of the experiment.

The distribution of ks,rc values predicted for each wavelength using Equation
5.3 is presented in Figure 5.6a. Following the format of ‘grain size distribution’
and ‘form size distribution’, I term this style of plot the ‘drag size distribution’
(DSD). There is a major peak in the DSD at λ ≈ 2 m (the spacing of pools, bars,
and riffles), and a minor peak at the scale of λ ≈ 0.008 m (around the size of the
largest grains). At small wavelengths, and large wavelengths especially, estimated
ks tends downwards. Figure 5.6b presents the DSD as a cumulative percentage,
which shows that the ks associated with the grain scale is estimated to account
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for approximately 30 percent of the total ks. This proportion of grain- and form-
drag is similar to estimates in gravel-bed rivers with similar morphologies (Hey,
1988; Parker and Peterson, 1980; Prestegaard, 1983), which further indicates that
the TRC approach provides a physically realistic decomposition of the roughness
length.

Figure 5.6: Drag size distribution over the course of Experiment 1a. The estimated
roughness length of each topographic wavelength presented as an (a) absolute, and
(b) cumulative percentage. Refer to Figure 5.4 for legend.

In Figure 5.7 I compare the performance of geometric (D84, σz) and hydraulic
(k∗s,rc, k∗s,CW ) estimates of roughness length in estimating flow resistance, using the
Ferguson (2007) variable-power equation (VPE, Equation 2.1). I provide two fit-
ted relations for the VPE that provide baselines for comparison: 1) coefficients de-
termined by a systematic review of σz as a roughness measure (Chen et al., 2020),
and 2) k∗s,CW values which are back-calculated from the hydraulic measurements.
Given that these two relations represent geometric and hydraulic approaches to
estimating roughness, they describe significantly different relationships between
the friction factor and relative submergence.

There is a weak relationship between f and h/k if k is estimated by the bulk
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D84 values (as an approximation of the surface GSD). Using σz as an estimate of k
the step-pool experiments are consistent with the VPE relation provided by Chen
et al. (2020), but σz overestimates k in the A-BES experiments. Using values
of ks from the roughness correlation, the values of relative submergence for the
A-BES experiments are consistent with the Colebrook-White relation, but there
is an underprediction of ks in the step-pool experiments. These results suggest
that estimates of ks from roughness correlations may provide better estimates of
flow resistance in some conditions. The results also affirm that roughness metrics
derived from surface topography are superior to ones derived from the grain size
distribution.
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Figure 5.7: Plot of (8/ f )1/2 against relative submergence for A-BES and Hoher-
muth and Weitbrecht (2018) data, using four different roughness lengths (D84, σz,
k∗s,rc, k∗s,CW ). The solid line is the Ferguson (2007) VPE using coefficients a1 =
3.94 and a2 = 1.36 determined by a systematic review of σz as a roughness mea-
sure (Chen et al., 2020). The dashed line is the VPE fitted to the h/k∗s,CW data,
yielding coefficients of a1 = 7.22 and a2 = 11.19.

5.5 Implications, applications, and limitations

Recently proposed roughness correlations in fluid dynamics (e.g. Forooghi et al.,
2017; De Marchis et al., 2020) incorporate information regarding both the height
of the roughness elements (a vertical roughness scale, e.g. σz) and the arrange-
ment or spacing of roughness elements (a horizontal roughness scale, e.g. ES).
In isolation, either one of these roughness metrics may contribute to an incom-
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plete – and potentially misleading – estimate of flow resistance. It is important to
recognise that, depending on the surface of interest, the total roughness length is
usually a compromise between vertical and horizontal roughness scales of the bed
surface.

In gravel-bed rivers, which are typically ungauged, and where measurement
of hydraulic variables is subject to practical limitations (Miller, 1958), flow re-
sistance is usually estimated using only a vertical roughness scale such as grain
diameter (Hey, 1979; Ferguson, 2007). However, the relationship between grain
diameter and flow resistance breaks down in natural channels for two main reasons
(see Adams, 2020b): 1) grain diameter does not account for larger and often more
dissipative roughness elements, and 2) it does not consider the horizontal spac-
ing of these larger roughness elements, which has a systematic effect on the flow
(Morris, 1955; Leonardi et al., 2007). In recent years, the increased availability
of high-resolution topographic data has led to the adoption of σz as a roughness
metric in gravel-bed rivers, on the basis that it includes information regarding
larger-scale bed structures (Chen et al., 2020). However, σz only improves upon
the first deficiency of grain-based roughness metrics and, consequently, it has in-
herent limitations. The roughness correlation presented by Forooghi et al. (2017)
may improve upon existing roughness metrics used in gravel-bed rivers, and it
may be applied to most datasets where σz is calculated.

The TRC analysis has direct applications across geomorphology. Quantifica-
tion of scale-dependent patterns of channel topography and roughness length may
contribute to form- and process-based classifications of channel morphology and
dynamics. There have been numerous attempts to classify channels based on in-
channel features and their associated processes (e.g. Montgomery and Buffington,
1997), however, analysis of bed topography is typically qualitative. One could
expect that different channel types exhibit distinctive scale-based patterns of σz

and ks, which would enable a quantitative and heuristic classification index.
The scale-based decomposition of ks may assist in identifying and forecasting

the hydraulic influence of specific roughness elements in channels. For example,
through the manipulation of spatial datasets by the addition or removal of features,
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the role of natural in-channel feautures (e.g. large wood) and engineering designs
(e.g. rock chutes) could be isolated and determined for flood conditions. Also,
multiscalar roughness length decomposition may contribute to an understanding
of bedload transport processes, where accurate predictions rely on partitioning
bed stresses between grain and form scales (Ancey, 2020b).

However, in its current form, there are some conditions in which the TRC ap-
proach is limited. The discrepancy between topographic and hydraulic estimates
of ks for step-pool channels highlights the potential limitations of the roughness
correlation in steep gravel-bed rivers where slope and relative submergence have
a greater hydraulic influence. In channels with significant planform resistance, the
approach may require modification to account for the slope and curvature of the
channel. In multi-thread channels, several profiles may need to be employed, and
the results weighted according to the size of the channel. Even under such con-
ditions, multiscalar roughness length decomposition may still have considerable
value with appropriate research questions.

5.6 Conclusions

In this chapter, I aimed to determine the relative contribution of different scales
of river bed topography to the total roughness length. In a laboratory pool-riffle
channel I studied these scaling patterns using a novel analysis. The transform-
roughness correlation approach estimates the relative contribution of various scales
of in-channel topography to the total roughness length. The channel was charac-
terised by a bimodal distribution of roughness lengths, comprising a minor mode
at the grain-scale and a major mode corresponding to the bar wavelength. The
estimated contributions of these modes to the total flow resistance conforms to
empirical disaggregations of grain-and-form roughness.

By modifying the roughness correlation to suit the hydraulic conditions, mul-
tiscalar roughness length decomposition may be achieved in virtually any type
of river or numerical model, and perhaps boundary-layers in other environments.
The only requirement is that the topographic data is of a sufficient resolution and
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spatial extent to capture the scales over which the roughness elements occur, and
data of this quality is only becoming more available to geomorphologists. In par-
ticular, one can expect that given the continual advances in methods for collecting
bathymetric data in both shallow (Kasvi et al., 2019) and deep channels (Dietrich,
2017), applying the TRC approach will become increasingly practical in natural
rivers.

Given that the TRC approach provides novel and detailed information regard-
ing the spatial interaction between surface topography and fluid dynamics, it may
contribute to advances in hydraulics, bedload transport, and channel behaviour.
Estimates of ks from roughness correlations may provide more immediate benefits
by improving upon representative roughness values in estimating flow resistance.
In the following chapter, I examine the spatial distribution of shear stress and test
its effect on bedload transport.
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Chapter 6

A comparison of 1D and 2D bedload
transport functions under high
excess shear stress conditions

6.1 Introduction

The adjustment of rivers to the imposed valley gradient, sediment supply, and
discharge is of central interest to geomorphology and has implications for under-
standing and managing natural hazards and ecological habitats. In alluvial chan-
nels, the adjustment is facilitated by the movement of sediment, arising via the
interaction between the flow and deformable boundary (Bridge and Jarvis, 1982;
Dietrich and Smith, 1983; Church, 2010; Church and Ferguson, 2015). Despite
there being no strict relationship between the magnitudes of perturbation and ge-
omorphic effect (Lisenby et al., 2018), larger-than-average flows (i.e. floods) are
typically associated with channel adjustment and relatively large volumes of ge-
omorphic work (Wolman and Miller, 1960). Extreme events may exert dispro-
portionate control over the channel planform (Eaton and Lapointe, 2001). The
study of sediment transport processes under these relatively high discharge events
is central to understanding river behaviour.

Researchers have dedicated considerable effort to deriving mechanistic bed-
load transport functions – typically empirically-calibrated – that relate the rate of
movement to a force-balance between the flow and individual particles (a thresh-
old). Other approaches exist, for example, non-threshold approaches that do not
utilise a critical shear stress (Recking, 2013a). One of the most simple and widely
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used threshold relations is the Meyer-Peter and Müller (1948) equation that esti-
mates bedload transport as a function of mean excess bed shear stress (τ̄ − τc,
where τc is critical shear stress) for a given grain diameter, typically the median
(i.e. τc50 for the D50 grain). The extension of 1D bedload transport functions to
gravel-bed rivers, typically characterised by a wide range of grain sizes, neces-
sitated several modifications that accounted for the differential mobility of grain
sizes, hiding and exposure (Parker and Klingeman, 1982; Parker, 1990; Recking,
2013b; Wilcock and Crowe, 2003). Further research emphasised that at condi-
tions where τ̄ ≈ τc50, bedload transport is affected by the spatial variance in
shear stress (Paola and Seal, 1995; Paola, 1996; Nicholas, 2000; Ferguson, 2003;
Bertoldi et al., 2009; Francalanci et al., 2012; Recking et al., 2016). More re-
cently, Monsalve et al. (2020) proposed a 2D bedload transport function that in-
tegrates across the distribution of shear stresses and can predict transport at lower
flow conditions where τ̄ < τc50. In concert, these advances suggest a consistent
trend: with decreasing excess shear stress more information regarding grain size
and shear stress (i.e. resisting and driving forces) is required to predict bedload
transport.

Considerably less is known about rivers under high relative shear stress con-
ditions τ̄ � τc50, where most channel change occurs. This is primarily due
to practical limitations. Dangers associated with floods and erosion mean that
researchers may collect data before and after an event, but not during. Large-
scale laboratory experiments (flumes) typically do not incorporate key degrees-
of-freedom for morphologic adjustment that are available to alluvial channels,
and thus do not model the full range of feedbacks between bedload transport and
the deformable boundary. The notion that bedload transport in rivers collapses to
a more simple function (i.e. with mean shear stress and median grain size) under
high excess shear stress conditions is yet to be conclusively demonstrated. If veri-
fied, it would serve as a highly convenient assumption in understanding landscape
evolution and river management. Smaller-scale laboratory experiments provide
an opportunity to test this hypothesis as they model larger bed and ideally bank
adjustments.
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In this chapter, I answer two research questions using a Froude-scaled physical
model of a gravel-bed river:

• What is the relative effectiveness of 1D and 2D bedload transport functions
under high relative shear stress conditions?

• What is the conceptual difference between 1D and 2D conceptualisations of
excess shear stress and bedload transport?

The experiments have a widely-graded sediment mixture and develop alternate
bars under pseudo-recirculating conditions at a range of widths and discharges.
Total bedload volumes, bathymetry are recorded and 2D hydraulic modelling is
conducted to apply several transport functions akin to Meyer-Peter and Müller
(1948) (i.e. based on median grain size) that capture different levels of infor-
mation regarding shear stress. The results highlight the effectiveness of simple
threshold-based bedload transport functions under high relative shear stress in lat-
erally constrained channels, as well as differences between 1D and 2D conceptu-
alisations of excess shear stress and bedload transport.

6.2 Data analysis

6.2.1 Determining a representative sediment transport rate

To investigate these questions, I utilised a generic Froude-scaled model of a steep
gravel-bed river. This model was selected as it reproduced channel-scale pro-
cesses and maintained the Froude regime of the generic field prototype, whilst
flow varied between transitional and turbulent. I used all available runs besides
run 2 (W = 0.08 m), which were excluded due to them having a different mor-
phology (plane-bed), as well as sidewall effects on the shear stress (energy losses
to the channel boundary) (Section 3.3, Table 3.3).

These runs are characterised by an alternate bar morphology formed under
constant discharge conditions for 4–16 hours, beginning from either a screeded
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bed or a morphology developed at a lower discharge. Each experimental phase
comprises an initial adjustment period during which morphology, hydraulics, and
sediment transport are non-stationary. This adjustment period, which may vary
from minutes to an hour, is followed by a steady-state period where these charac-
teristics fluctuate around a mean value (see Adams, 2020b; Adams and Zampiron,
2020). Under recirculating conditions, the stationarity of bedload transport repre-
sents a condition in which there is no net aggradation or degradation over time.
In Figure 6.1 I present two typical examples of sediment transport fluctuations
under constant conditions for 16 hours. In both examples, there is a brief adjust-
ment period with less sediment transport, followed by fluctuations around a mean
value. These fluctuations are associated with second-order processes such as bar
reshaping and sediment waves (e.g. Dhont and Ancey, 2018), which are outside
the scope of this study.

I determined a representative sediment transport rate for each experimental
phase by averaging output over the final three-hour period (Table 6.1), thus re-
moving the initial adjustment period. There is little difference between averaging
over the final hour versus the final three hours, with almost all average values
being ± 12.5 percent. There were three instances where these two averaging
windows yielded values differing by 15–25 percent due to high-magnitude fluctu-
ations around an otherwise stationary bedload transport rate.
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Figure 6.1: Width-averaged bedload transport over time in two runs with different
widths but similar reach-averaged shear stress: a) run 1b (W = 0.30 m, τ̄ = 2.34
Pa), and b) run 4b (W = 0.60 m, τ̄ = 2.28 Pa). The beginning of the time window
over which bedload transport is averaged is indicated by the solid vertical line,
and mean transport over this period is indicated by a horizontal dashed line.
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Table 6.1: Summary of mean experimental and flow model results. Parameters
w = wetted width [m], d = flow depth [m], τ̄ = mean shear stress [Pa], qb = unit
bedload transport [kg/m/min], στ is the standard deviation of shear stress, α and β

parameters describe the fitted gamma distribution of shear stress. The parameters
A1, A2, B1, B2 refer to the four approaches outlined in Table 6.2.
Exp w d τ̄ qb A1 A2 A3 A4 στ α β

1a 0.26 0.015 2.65 1.8 1.67 1.13 1.56 0.84 0.46 3.8 0.26
1b 0.21 0.013 2.34 1.11 1.12 0.81 0.96 0.61 0.5 3.15 0.32
1c(1) 0.18 0.012 2.04 0.62 0.67 0.44 0.55 0.3 0.49 3.04 0.33
1c(2) 0.21 0.013 2.25 1.27 0.98 0.74 0.85 0.79 0.53 2.41 0.42
1c(3) 0.26 0.016 2.81 2.06 1.99 1.4 1.77 1.03 0.46 3.6 0.28
1c(4) 0.28 0.018 3.36 3.75 3.25 2.2 2.96 1.3 0.39 5.79 0.17
3a 0.37 0.015 2.69 2.97 1.76 1.32 1.45 1.1 0.49 2.79 0.36
3b 0.28 0.014 2.45 2.14 1.3 0.88 1.24 0.87 0.47 3.09 0.32
3c(1) 0.23 0.013 2.17 1.04 0.85 0.52 0.92 0.4 0.46 3.24 0.31
3c(2) 0.29 0.013 2.35 1.7 1.14 0.81 0.96 0.82 0.49 3.04 0.33
3c(3) 0.36 0.015 2.69 2.68 1.76 1.35 1.59 1.27 0.5 2.54 0.39
3c(4) 0.4 0.017 3.21 4.7 2.9 2.24 2.44 1.82 0.47 3.3 0.3
4a 0.48 0.015 2.74 3.13 1.85 1.42 1.46 1.19 0.5 2.9 0.34
4b 0.4 0.013 2.28 1.54 1.02 0.77 1.02 0.95 0.53 2.15 0.46
4c(1) 0.31 0.013 2.11 1.2 0.76 0.48 0.95 0.5 0.49 2.45 0.41
4c(2) 0.39 0.014 2.33 1.9 1.1 0.8 1.11 0.91 0.5 2.94 0.34
4c(3) 0.46 0.015 2.8 3.48 1.98 1.37 1.7 1.18 0.45 2.82 0.35
4c(4) 0.57 0.018 3.15 4.47 2.76 1.86 2.68 1.9 0.4 5.15 0.19

6.2.2 1D and 2D excess shear stress

Based on goodness-of-fit, I examined the relationship between the observed rep-
resentative sediment transport rate and two formulations of excess shear stress
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based on the Meyer-Peter and Müller (1948) equation

qb = k(τ̄− τc)
1.6 (6.1)

where qb is width-averaged bedload transport, k accounts for flow resistance
and the relative density of sediment, and the exponent 1.6 is based on Wong and
Parker (2006). The value of k is highly variable across empirical datasets, whereas
the exponent is relatively consistent (Gomez and Church, 1989). The critical shear
stress value for the D50 (τc50) is estimated by τ∗c g(ρs−ρ)D, where τ∗c is the di-
mensionless critical shear stress, g is gravity, ρ is the density of water, ρs is the
density of sediment. This force-balance approach is fairly typical across bedload
transport equations, and the particular formulation is of no consequence in this
analysis.

I aimed to investigate the concepts underlying 1D and 2D bedload transport
equations, rather than refine them. Consequently, I ignored the parameter k that
typically varies across channels and simplify Equation 6.1 to express the relation-
ship between observed sediment transport and mean excess shear stress (raised to
the exponent):

qb ∝ (τ̄− τc50)
1.6 (6.2)

This equation was modified to integrate across the distribution of local shear
stresses

qb ∝

∫
(τ(x)− τc50)

1.6dx/A (6.3)

where τ(x) is local bed shear stress and A is the total bed area. Equations 6.2 and 6.3
are 1D and 2D approaches to correlating observed transport capacity with excess
shear stress. I applied both equations using shear stress values calculated in two
ways: 1) depth-slope product (τ = ρgdS), and 2) 2D flow modelling, thus yielding
four different approaches (Table 6.2). The former intentionally does not account
for sinuosity or side-wall effects. In the case of the 1D depth-slope approach,
depth was calculated using the mean depth and mean channel gradient, whereas
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in the 2D depth-slope depth was varied but the gradient remained constant. For
each approach, I back-calculated the optimal value of τ∗c by systematically varying
it and finding the strongest relationship (least-squares linear fit) between qb and
excess shear stress (i.e. [τ̄− τc50]

1.6 or Σ[τx− τc50]
1.6/A), indexed by root-mean-

square-error (RMSE), which is shown in Figure 6.2. I report optimised values of
τ∗c and least-squares goodness-of-fit statistics in Table 6.2, and also include values
obtained using the exponent 1.5 in each equation.

Table 6.2: Optimised values of τ∗c and goodness-of-fit statistics for excess shear
stress and observed bedload transport using four different approaches. Values ob-
taining using the exponent 1.5 are presented in parentheses, and τ̄/τc50 represents
the range of relative shear stress values across the experiments.

Approach Equation τ method τ∗c r2 RMSE τ̄/τc50

A1 6.2 (1D) d/S 0.066 (0.069) 0.96 0.51 (0.50) 1.36–2.11
A2 6.3 (2D) d/S 0.098 (0.101) 0.98 0.41 (0.40) 0.30–1.90
B1 6.2 (1D) modelled 0.050 (0.053) 0.97 0.44 (0.43) 1.56–2.53
B2 6.3 (2D) modelled 0.086 (0.090) 0.98 0.38 (0.37) 0.36–2.00

6.3 Results

Under the imposed channel widths (0.30–0.60 m) and unit discharges (2.22–
7.50 L/m/s) all channels developed an alternate bar morphology with pools, bars,
and riffles (see Figure 6.3 for an example). Especially at low unit discharges, wet-
ted areas (d > 2D84) on average occupied only a portion of the total available
width, between 52 and 95 percent. When unit discharge was calculated using
the wetted width, it was closely correlated with mean shear stress based on least-
squares linear regression (Figure 6.4a), indicating a coupled adjustment between
active width and shear stress.

The depth-slope method of calculating mean shear stress estimated higher val-
ues compared to the numerical model (7–23 percent higher), and also higher val-
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Figure 6.2: The goodness-of-fit for qb and excess shear stress (indexed by
RMSE) with varying critical dimensionless shear stress for each approach. Back-
calculated critical dimensionless value is indicated where RMSE is lowest (Table
6.2).

ues of critical dimensionless shear stress in the corresponding transport functions
(τ∗c = 0.066 and 0.050, respectively, Table 6.2). Both methods yielded similar es-
timates of excess shear stress (τ̄ / τc50 = 1.36–2.11 and 1.56–2.53, respectively).
The strong positive correlation between the two estimates of shear stress supports
the assumption that at the reach-scale τ̄ ≈ ρgdS.

Estimated values of τ∗c using the 2D approaches were consistently higher than
the values obtained using the 1D approaches, but were slightly less sensitive to
how shear stress was calculated (τ∗c ≈ 0.095 for both methods). Based on the
2D approach, the proportion of the wetted bed area experiencing excess shear
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Figure 6.3: Channel area at the conclusion of Experiment 3b (W = 0.45 m,
τ̄ = 2.41 Pa) displaying characteristics (top to bottom): a) elevation, b) flow depth,
and c) shear stress from flow model. Cells where d < 2D84 are not shown. Tran-
sect along path of highest bed shear stress is displayed as a black line.

stress was linearly related to unit discharge and ranged between 37–84 percent
(Figure 6.4b). In several experiments 2D estimates of τc50 were higher than τ̄ .

Local shear stresses at or below the mean were estimated to exceed τc50 only at
unit discharges exceeding approximately 5 L/m/s (Figure 6.4). This range of shear
stresses (i.e. τc50 < τ < τ̄) accounted for up to 37 percent of the total bed area at
the highest flows. These results indicate considerable shear stress concentration,
and the relative insignificance of moderate shear stresses in bedload transport.
Shear stress distributions and estimated critical values are further visualised using
examples in Figure 6.5b.

Frequency distributions of mean-normalised flow depth and shear stress (over
each 5x5 mm grid cell) followed both Gaussian and gamma distributions (Fig-
ure 6.5a), confirmed by both Kolmogorov-Smirnov and Anderson-Darling tests
(p < 0.1). These distributions are qualitatively similar based on their cumulative
distributions following the removal of shallow depths, which contribute a sec-
ond mode of flow depths corresponding to dispersive flow or stagnant water at
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Figure 6.4: a) Relationship between unit discharge q (calculated using wet-
ted width) and mean shear stress τ̄ using depth-slope product (RMSE = 0.097,
r2 = 0.93, p < 0.001) and modelled shear stresses (RMSE = 0.073, r2 = 0.96,
p < 0.001). Horizontal lines indicate fitted values of τc50, and circled points in-
dicate channels with the highest and lowest shear stress used in Figure 6.5b. (b)
Relationship between unit discharge and the proportion of the wetted channel area
(d > 2D84) where τ > τc50 using modelled shear stresses (i.e. approach B2), as
well as the proportion of channel area where τc50 < τ ≤ τ̄ .
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the channel margins. In the case of the shear stress distributions, the shape pa-
rameter α was linearly related to unit discharge based on least-squares regression
(RMSE = 0.69, r2 = 0.39, p < 0.01), and the scale parameter β was negatively
correlated (RMSE = 0.58, r2 = 0.32, p < 0.01). The parameters of the gamma
distribution indicate that with increasing unit discharge the distribution of shear
stress became more concentrated and less positively skewed.

Despite following similar frequency distributions, modelled local flow depth
and shear stress were not strongly coupled spatially (Figure 6.6). These two pa-
rameters are roughly correlated but with considerable scatter, whereby for a given
grid cell mean-normalised shear stress is commonly more than a factor-of-two
greater or less than normalised flow depth (i.e. high shear stress and deep flows
are close but not at exactly the same locations). The spatial decoupling of flow
depth and shear stress is also evident in Figure 6.3, especially where areas of high
shear stress are estimated to occur immediately downstream of pools where flow
is deepest.

I present the relationship between bedload transport and the four different rep-
resentations of excess shear stress in Figure 6.7. These represent combinations
of two different methods of calculating bed shear stress, depth-slope product and
numerically modelled, against 1D and 2D representations of excess shear stress
(Table 6.2). All four methods yield similar relationships between excess shear
stress and observed bedload transport, indicated by RMSE values between 0.38
and 0.51, where these end-values correspond to the 2D modelled shear stress (B2)
and 1D depth-slope product approach (A1), respectively. Changing the exponent
from 1.6 to 1.5 in Equations 6.2 and 6.3 had almost no effect on the estimated
values of τ∗c or the prediction errors. Altering the representative grain size from
D50 to D84 has no effect on the goodness-of-fit between qb and excess shear stress
(i.e. identical RMSE), and merely reduces the back-calculated estimates of τ∗c .
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Figure 6.5: a) Cumulative distribution functions of mean-normalised modelled
flow depth and shear stress at the end of each experimental phase, where the up-
per end of the kernal density distribution has been truncated to approximately
the 99th percentile to remove outliers. Note the absence of shallow depths
(d < 2D84). The average gamma distribution fit for the normalised shear stress
distribution is included (α = 3.30, β = 0.30), as well as the average Gaussian fit-
ted distribution (σ = 0.47). b) cumulative distribution function of non-normalised
modelled shear stresses in experimental phases with highest (run 1c(4)) and low-
est (run 1c(1)) mean shear stress (circled points in Figure 6.4). Estimates of τc50
using 1D and 2D approaches (B1 and B2, respectively) are indicated by dashed
lines, and the horizontal line is the median shear stress, which closely corresponds
to the mean.

76



6.3. Results

Figure 6.6: Relationship between local mean-normalised flow depth and shear
stress across all experiments, produced by randomly sampling 10 percent of cells
from each flow model. Contour lines represent 2D kernel density estimation, and
vertical dashed lines indicate the range of flow depths that were used to threshold
the flow model.
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Figure 6.7: Regression of excess shear stress and observed bedload transport (av-
eraged over final 3 hours of each experiment) using the four approaches outlined
in Table 6.2. The dashed black line is the least-squares best fit, and solid black
lines indicate ± 1 RMSE, and whiskers indicate ± 1 standard deviation over final
3 hours of sediment output measurements.
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6.4 Discussion

These experiments have several advantages over traditional field and flume datasets.
Although the experiments do not model lateral adjustment, the smaller scale-ratio
(1:25) means they incorporate morphology and processes at a larger scale com-
pared to most flumes with width-depth ratios between approximately 15 and 40.
The bulk mixture comprises a wide range of grain sizes (0.5–8.0 mm) that have
been demonstrated to modulate channel adjustment, especially under conditions
where the larger-than-average grain size is only partially mobile (MacKenzie and
Eaton, 2017; MacKenzie et al., 2018; Booker and Eaton, 2020; Adams, 2021). I
measured total bedload volumes and adjustments to bed topography during flood
stages, which is not possible in the field or in many recirculating experiments.
The applied flows are longer and more constant than floods typically observed
in nature (4–16 hours experimental time or 20–80 hours in the field prototype),
which allows the experiments to reach an idealised steady-state whereby mor-
phology, hydraulics, and bedload fluctuate around a mean condition (Figure 6.1).
These characteristics make the experimental dataset appropriate for investigating
the effectiveness of bedload transport equations in laterally-constrained gravel-
bed rivers under high relative shear stress conditions.

I evaluated four different bedload transport functions based on the goodness-
of-fit between excess shear stress and observed volumes of bedload transport, av-
eraged over the final three hours of each experimental phase. I first focus our
discussion on three of these approaches in increasing order of sophistication (A1,
B1, then B2), and then explain their relative effectiveness. Finally, I discuss the
conceptual differences between 1D and 2D bedload transport functions.

6.4.1 Comparison between prediction errors

Most bedload transport functions index the applied excess shear stress using the
mean depth-slope product as this data is relatively easy to collect in field con-
texts (Gomez and Church, 1989; Barry et al., 2004; Recking, 2013b). This ap-
proach relies on the assumption that local variations in channel gradient and flow
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depth cancel out, such that mean flow depth is proportional to mean shear stress
(Nicholas, 2000; Ferguson, 2003). This condition was observed herein, whereby
mean-normalised flow depth and shear stress followed similar frequency distribu-
tions (Figure 6.5a), despite being decoupled spatially (Figure 6.6). The approach
A1 (1D depth-slope product) in our analysis was the most simplistic, and in ad-
dition, did not account for sinuosity (note the slight sinuosity in Figure 6.3 that
reduces the mean channel gradient), flow resistance, or energy losses to the chan-
nel banks. The goodness-of-fit between excess shear stress and bedload transport
(RMSE = 0.51) provides an approximate reference point for other approaches.

In recent decades, technological advancements in remote sensing and hy-
draulic modelling have allowed researchers to directly model bed shear stress,
thus providing a potentially more accurate estimate. This advancement is utilised
in the B1 approach (1D modelled shear stress), which accounts for the effect of
both sinuosity, flow resistance, and energy losses to the channel banks. Account-
ing for these additional factors may explain the 13 percent reduction in RMSE
(0.44) compared to approach A1. Further advancements have led to the prolifera-
tion of 2D hydraulic models and some 2D bedload transport equations, which aim
to account for the proportion of the bed participating in transport and the spatial
variation in shear stress (Monsalve et al., 2020). The B2 approach (2D modelled
shear stress) that integrates across the frequency distribution of shear stresses did
not significantly improve upon approach A1, with a similar RMSE (0.38) to ap-
proach B1.

Numerical modelling of shear stress and accounting for its frequency distribu-
tion led to similarly strong goodness-of-fit between bedload transport and excess
shear stress, compared to the mean depth-slope product method. The ability of the
mean shear stress to effectively capture variation in bedload transport is consistent
with empirical evidence. In a re-analysis of data from Oak Creek, OR, Monsalve
et al. (2020) compared the Parker and Klingeman (1982) equation to a modified
2D version and found that accounting for the distribution of shear stresses reduced
prediction error by only 13 percent. Their study modelled a range of flows to the
same bathymetry, and there was a similar result here when the bed was allowed to
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fully adjust to the imposed flow. Using numerical and analytical models, several
studies have predicted that variance in shear stress may enhance bedload transport
but that this effect rapidly diminishes when τ̄ � τc (Ferguson, 2003; Francalanci
et al., 2012; Recking, 2013a). The most probable reason for this sensitivity is
the nonlinearity of the bedload transport law, which means that around τ̄ ≈ τc

small increases in τ produce relatively large increases in bedload transport. The
similar effectiveness of 1D and 2D functions herein provides empirical evidence
that bedload transport is less sensitive to the shape of the shear stress distribution
under high relative shear stress conditions.

6.4.2 Comparison between 1D and 2D approaches

The four approaches demonstrated key differences based on how shear stress was
calculated (depth-slope product vs numerically modelled) and more importantly
the formulation (1D vs 2D). Both estimates of mean shear stress were linearly
related to unit discharge but those based on the depth-slope product were 7–23
percent higher (Figure 6.4), which is consistent with findings by Monsalve et al.
(2020). These differences in estimated shear stress led to approximately com-
mensurate differences in the estimated 1D values of τ∗c (32 percent higher). Both
1D estimates of τ∗c were relatively high for gravel-bed rivers but were within the
range of reported estimates from both field and laboratory channels (Buffington
and Montgomery, 1997).

Despite having similar prediction errors, the 1D and 2D functions provided
considerably different estimates of critical dimensionless shear stress. Using the
2D approach, estimates of τ∗c were 48 and 72 percent higher than the 1D depth-
slope and modelled shear stress methods, respectively. In several channels, the
estimated critical shear stress was greater than the mean shear stress but bedload
transport was observed and well predicted by the model (Figure 6.4), which in
the case of a threshold-based 1D equation, would correspond to zero estimated
transport. This is a distinct advantage of 2D equations at low flows, as they can
account for flows where excess shear stress occupies only a fraction of the bed
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(Monsalve et al., 2020).
The differences between estimates of τ∗c arise from differences in how the

equations conceptualise excess shear stress. In a 1D equation, when bedload trans-
port data is available, τc may be back-calculated from the mean shear stress, as
is done herein. The value of τ∗c is adjusted until excess shear stress explains the
observed bedload transport, assuming that τ̄ is responsible for all entrainment. In
contrast, the 2D equation does not assume that the mean shear stress participates
in bedload entrainment. Based on the 2D approach, it is estimated that the mean
shear stress did not exceed the estimated critical value for the D50 until a cer-
tain discharge threshold (5 L/m/s), and even under the highest flows these areas
(i.e. τc50 < τ < τ̄) characterised a maximum of 37 percent of the wetted area.
These values were not valiated quantitatively as I did not anticipate the need for
observation, although the estimates appear reasonable compared to visual obser-
vations of the experiments. This result suggests that the mean shear stress is far
less significant for bedload transport compared to the larger-than-average stresses,
which is intuitive especially given that these are the first stresses to entrain bed
material as the flow is increased.

By conceptualising transport as a function of mean shear stress, 1D equations
may inflate the importance of relatively moderate shear stresses and deflate values
of τ∗c . This insight is based on back-calculated values rather than measurements
of incipient motion, although it is important to note that studies measuring in-
cipient motion have also been based on the mean shear stress and therefore this
1D paradigm is subsumed within the results (Gilbert, 1914; Kramer, 1935; Neill
and Yalin, 1969; Wilcock, 1988). I also relied on spatio-temporally integrated
rather than instantaneous local shear stresses that promote entrainment (e.g. Nel-
son et al., 1995a). Nevertheless, the higher estimates of critical dimensionless
shear stress using the 2D approach, evaluated by considering the relative im-
portance of shear stresses across the frequency distribution, may have a stronger
conceptual basis. More broadly, the results highlight that as long as τc is back-
calculated, its value will be highly dependent on how shear stress is estimated,
and whether its distribution is treated one- or two-dimensionally.
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The results may have implications for non-threshold approaches to predicting
bedload transport in natural gravel-bed rivers (Parker et al., 1982; Parker, 1990;
Wilcock and Crowe, 2003; Recking, 2013a). These approaches recognise that
usage of a single critical shear stress is ineffective at low flows and is always
an approximation, especially in the case of partial transport conditions where not
all grain sizes (or even grains of a given size) are equally mobile (Wilcock and
McArdell, 1993). The effectiveness of threshold-based approaches under high
excess shear stresses suggests that in channels with fully-developed morphology
and a wide range of grain sizes, non-threshold-based approaches may not render
an improvement. Also, the results challenge recent critiques of bedload trans-
port predictions based on mean shear stress, and particularly the depth-slope as-
sumption (Yager et al., 2018). There is indeed a poor mechanistic link between
shear stress bedload transport (e.g. Nelson et al., 1995a), which means that most
conventional transport functions are not fully mechanistic and are rather correla-
tions between quantities. Despite being a poor mechanistic characterization of the
transport process, the 1D approximation may be unreasonably effective when ap-
plied at a sufficiently large spatio-temporal scale or excess shear stress. I discuss
this further in Chapter 7.

Further work is required to investigate differences in 1D and 2D estimates of
τ∗c under lower excess shear stress conditions. If broadly applicable, the effective-
ness of highly reductionist bedload transport functions based only on median grain
size and mean shear stress would present a convenient assumption for researchers
and practitioners interested in channel-forming flows. More research is required
to substantiate this approach under supply-limited conditions and realistic hydro-
graphs that enable both upward and downward adjustments with inherited channel
conditions. Given that our experiments do not allow for significant lateral adjust-
ment and meandering, the results are most applicable to channels confined by
bedrock, or with cohesive or highly vegetated banks. Fully alluvial channels com-
prise additional feedbacks that are worthy of investigation, and the extent to which
these affect reach-averaged bedload transport remains poorly understood.
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6.5 Conclusions

I investigated the performance of 1D and 2D bedload transport functions under
high relative shear stress conditions in a Froude-scaled physical model. The re-
sults support the hypothesis that under these conditions, highly reductionist bed-
load transport functions based only on median grain size and mean shear stress
(calculated using the depth-slope product) are effective relative to 2D functions.
Numerically modelling shear stress to account for flow resistance and energy
losses from the channel planform and banks did not substantially reduce predic-
tion error, nor did accounting for the relative importance of shear stresses across
the frequency distribution. The results suggest that bedload transport may collapse
to a more simple function (i.e. with average shear stress and grain size) under high
excess shear stress conditions. Given the channels herein have limited lateral mo-
bility, our conclusions are most applicable to channels where lateral adjustment
is suppressed. Further work is required to examine the effect of planform adjust-
ments (widening, meandering), where small-scale laboratory experiments serve
as an effective research tool.

The 1D and 2D approaches provided substantially different estimates of crit-
ical dimensionless shear stress, reflecting differences in how these approaches
conceptualise excess shear stress. Estimates of τ∗c from 2D functions may have a
stronger conceptual basis, as they are derived by considering the relative impor-
tance of shear stresses across the frequency distribution, and do not assume that
the mean shear stress is sufficient to mobilise the median grain size. This answers
the second research question concerned with the conceptual difference between
the transport functions.
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Chapter 7

The trinity, emergence, and river
behaviour

7.1 Introduction

The form and functioning of geomorphic systems is the end product of processes
interacting across a range of spatial and temporal scales, from instantaneous sed-
iment entrainment to landscape denudation occurring over geological timescales
(Schumm and Lichty, 1965; Church, 1996; Phillips, 2016). Researchers have con-
centrated their efforts on individual scales, developing conceptual frameworks that
explain their dynamics. At the bedform- or reach-scale, perhaps the simplest and
most intuitive concept is the fluvial trinity, which describes the feedbacks between
hydraulics, morphology, and sediment transport (Ashworth and Ferguson, 1986;
Best, 1986; Leeder, 1983). However, reconciling the processes operating at dif-
ferent superimposed spatio-temporal scales is a considerable challenge, which has
ultimately driven the discipline to specialisation whereby research sub-fields are
often delimited by their scale (Douglas, 1982; Baker and Twidale, 1991; Harrison,
2001; Rhoads, 2006). The recognition of multiple scales leads to some fundamen-
tal questions. How do different scales of processes interact with each other? Are
all scales equally important (i.e. symmetry), or do certain scales exert control over
others (asymmetry)?

The challenge of multiple scales is not unique to geomorphology but is in
fact characteristic of physical and biological sciences concerned with non-linear
systems. In the second half of the 20th Century, researchers became increasingly
aware of the limitations of the ‘reductionist’ approach in theoretical physics. As
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Anderson asserted in his 1972 article titled More is different, ‘The ability to reduce
everything to simple fundamental laws does not imply the ability to start from
those laws and reconstruct the universe.’ The properties of nature not readily ap-
parent from so-called fundamental laws, instead arising through self-organisation
of elementary particles at larger scales, are then termed ‘emergent’ phenomena.
In the following decades, researchers have increasingly recognised that nature
is comprised of a hierarchy of emergent scales, largely decoupled from one an-
other and with their own fundamental laws and ontology (Haken, 1983; Schweber,
1993; Goldenfeld and Kadanoff, 1999). These hierarchies are often mirrored in
the division of work across academia, whereby researchers have organised them-
selves into groups corresponding to these scales (Anderson, 1972).

Based on the apparent similarity between geomorphic and ecologic (or other
complex) systems (Allen and Starr, 1982; Graf, 1988; Haken, 1983; Schweber,
1993; Goldenfeld and Kadanoff, 1999), several contributions have developed and
promoted nested, hierarchical representations of geomorphic systems (Sugden and
Hamilton, 1971; Trudgill, 1976; Allen and Starr, 1982; Werner, 1995, 2003; Mur-
ray, 2003; Harrison, 2001; Phillips, 2016), including a comprehensive review and
synthesis of earlier contributions by de Boer (1992). Most of this work is pred-
icated upon the notion that scales of form and process are connected (Jackson,
1975; Douglas, 1976), and that spatial and temporal scales of process are linked
(Haigh, 1987; Graf, 1988; Schumm and Lichty, 1965). The most central proposi-
tion across these studies is that processes and forms at a given scale emerge from
those at a finer scale but are constrained by processes and forms at a coarser scale
(Schumm and Lichty, 1965; Walsh et al., 1998; de Boer, 1992; Werner, 2003).

The existing literature on hierarchical perspectives of geomorphic systems,
however, has been rather general in scope (Werner, 1999, 2003; Harrison, 2001;
Murray, 2003; Murray et al., 2014). This work has been instrumental in pro-
viding a conceptual basis for numerical models such as cellular automata and
reduced complexity approaches (Murray and Paola, 1994; Wolfram, 2002). Such
modelling approaches remain relatively uncommon and have even been met with
resistance from proponents of the reductionist perspective, who remain sceptical
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of the presence of self-organised behaviour in rivers and the need for ‘fashionable
new paradigms’ (Seminara and Pittaluga, 2012). In practice, geomorphology as a
whole continues to embrace a broadly reductionist perspective that assumes linear
behaviour (see Rhoads, 2006; Preston et al., 2011). However, the variation of flu-
vial processes across various scales, the prevalence of non-linear dynamics, and
the ubiquity of self-organised phenomena limit the effectiveness of reductionist
approaches to explain river behaviour (Murray et al., 2009; Church and Ferguson,
2015), just as they have in other physical sciences (Schweber, 1993). However,
the dichotomy of reductionist and hierarchical viewpoints may not be necessarily
useful, and rather, there may be a space within which these respective ideas may
be most effective. There is an opportunity to explore the application of concepts
such as emergence targeting areas of geomorphology more specifically.

In this chapter, I aim to develop hypotheses and experimental methodologies
by translating the hierarchical perspective of non-linear systems from physical
sciences to fluvial geomorphology. I focus on alluvial rivers where the process of
emergence is most apparent, as these systems are maintained by the continuous
flux of energy and matter through them (Haken, 1983). To this end, I aim to
answer three questions:

• How do fluvial trinity and emergence perspectives intersect?

• What are the potential implications for understanding sediment transport
and morphodynamics?

• What are the potential implications for how we physically model rivers?

As a concept that embraces scale, emergence may complement the fluvial trin-
ity to potentially better explain the scale-dependent process interactions that drive
river behaviour. The integration of these two concepts provides three primary
opportunities in that: 1) the emergence perspective encompasses a language and
conceptual framework distinctively suited to understanding river behaviour, 2) the
conceptual intersection of these two perspectives define a set of novel hypotheses
that may stimulate further research, and 3) the emergence perspective itself guides
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the development of tests for these hypotheses based on a hierarchical modelling
approach.

7.2 Fluvial trinity

The notion that rivers arise via feedbacks between morphology, hydraulics, and
sediment transport (Figure 1.1) is a foundational idea in fluvial geomorphology
(e.g. Gilbert, 1876), and was later formalised as the ‘fluvial trinity’ (Leeder, 1983;
Ashworth and Ferguson, 1986; Best, 1986). It is central to an understanding of
channel adjustment, (Lane and Richards, 1997), bedform dynamics, (Rhoads and
Welford, 1991), bedload transport (Church and Ferguson, 2015), and biogeomor-
phic interactions (Tal and Paola, 2010). The fluvial trinity is traditionally ap-
plied within a relatively discrete range of spatial and temporal scales, which must
first be defined. The achievement of Schumm and Lichty’s (1965) seminal paper
‘Time, space, and causality in geomorphology’ has been the resolution of osten-
sible contradictions between contemporary and historical approaches to studying
the landscape, re-framing spatial and temporal dimensions as fundamental to geo-
morphology. The latter theme, ‘causality’, has had less impact despite having sig-
nificant implications for understanding basic river processes. Schumm and Lichty
(1965, p. 117) highlight that there are

...conflicting conclusions that could result from studying fluvial pro-
cesses in the hydraulic laboratory and in a natural stream. The mea-
sured quantity of sediment transported in a flume is dependent on the
velocity and depth of the flowing water and on flume shape and slope.
An increase in sediment transport will result from an increase in the
slope of the flume or an increase in discharge. In a natural stream,
however, over longer periods of time, it is apparent that mean water
and sediment discharge are independent variables, which determine
the morphologic characteristics of the stream and, therefore, the flow
characteristics.
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Here, Schumm and Lichty (1965) use the notion of causality to describe how
system variables may be dependent or independent as the scope of geomorpho-
logical inquiry changes (see Figure 7.1 for an example of these scales). At the
grain-scale, corresponding to instantaneous timescales in nature (and in the quote
a highly constrained system), sediment transport is only dependent on the flow
characteristics. At the landscape scale, which correspond to timescales spanning
the geological cycle, discharge and sediment transport are independent variables
associated with geology and climate. It is at intermediate scales where feedbacks1

between channel flow, morphology, and the movement of sediment are strongest
as there are fewer constraints (Ashworth and Ferguson, 1986; Best, 1986; Church,
2010; Church and Ferguson, 2015). The scale-dependence of processes implies
that the fluvial trinity is a gross simplification of the processes that drive river
behaviour (i.e. it is agnostic to scale).

1Feedbacks may be defined as mechanisms capable of reinforcing themselves, and can act as
fundamental drivers of dynamics as they connect, modify, and control system evolution (Murray
et al., 2014). They may be termed ‘positive’ if they loop back into the system so that initial
perturbations grow, creating at least a temporary accelerating run-away reaction (e.g. bank erosion
leading to removal of vegetation and reduction of effective cohesion). ‘Negative’ feedbacks tend
to dampen the growth of a perturbation (potentially acting against a positive feedback).
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Figure 7.1: Components of the fluvial system (A - catchment, B - planform, C -
bend, D - bedform, E - patch, and F - grain), from Schumm (1985)

Grains, bedforms, planforms, and catchments (or other intermediate scales)
provide a convenient description of the spatio-temporal scales over which fluvial
processes operate, as well as the division of labour across fluvial geomorphol-
ogy (Rhoads, 2006). Fragmentation is perhaps unsurprising given the order-of-
magnitude differences between these delimited scales, which for practical reasons
favour isolated rather than integrated study. In addition to appropriate data and
methodologies, researchers require theoretical frameworks that may inform meth-
ods and hypothesis generation. To address this, I explore how the concept of
emergence may provide an effective framework to elucidate interactions between
different and superimposed spatio-temporal scales of process.
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7.3 Emergence

Emergence is a common characteristic of thermodynamically open and dissipative
systems that allow for a variable exchange of energy and matter (Katchalsky and
Curan, 1967; Nicolis and Prigogine, 1977). Geomorphic systems are excellent ex-
amples of these systems as they are characteristically open and highly dissipative,
which can be observed in the conversion of coherent mechanical energy to heat
through grain contact or fluid shear (Werner, 1995). They are increasingly recog-
nised as nonlinear in that their dynamics depend in a nonlinear manner on external
environmental parameters or internal characteristics of the system, the character-
istics of the system modify the environment determining their dynamics, and the
constituents of the system are strongly coupled (Werner, 2003). I now introduce
the conceptual framework and terms surrounding emergence using examples of
alluvial systems.

In their most simple mereological (i.e. part-whole) form, self-organised sys-
tems may be described as having two sets of spatio-temporally defined compo-
nents; small-scale constituent variables and large-scale emergent variables. These
components may correspond to either a process (e.g. sediment transport), a phys-
ical form (i.e. bedform), or a form-process interaction (e.g. dune migration).
To communicate concepts surrounding emergence, the reader may imagine a two-
tiered geomorphic system that they are familiar with, for example, gravel particles
comprising an alternate bar or a stream channel atop an alluvial fan. In a natu-
ral system, however, there may be a hierarchy comprising n levels of variables,
each associated with a different scale. Every system scale may be described by
a phase space that contains repellor and attractor states, the latter representing
sets of points that system trajectories tend to converge on (Phillips, 1992; Werner,
1995). In the case of an alluvial fan, the large-scale phase space may comprise
the overall fan morphometry (e.g. gradient), whereas smaller-scale phase spaces
may comprise the properties of the active channel. Werner (2003) describes the
dynamics of self-organised systems by outlining three aspects of the relationship
between constituent and emergent variables.
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1. The development of order, whereby the correlated, coherent time-evolution
of constituent variables results in the dynamics of an ordered state, termed
emergent (or autogenic) behaviour, that is decoupled from the behaviour
of the constituents. The concepts of emergence and feedback are strongly
related as it is the latter that facilitates the development of emerging patterns
(Murray et al., 2014). This is the defining characteristic of alluvial channels,
in which the channel form (emergent state) arises from the behaviour of
individual grains (constituents).

2. Time-scale separation, defined by the intrinsic time-scale of adjustment
(the exponential decay time for the system evolving towards an attractor
state (Graf, 1977)) that determines how a landform responds to perturba-
tion. Emergent dynamics have a longer intrinsic time-scale than constituent
dynamics (and may be termed slow- and fast-scale variables, respectively),
and in this sense the interaction between the two is indirect, i.e. they are
‘dynamically decoupled’. For example, in the case of meander migration,
the time-scale over which individual grains are entrained and deposited is
far slower than the overall movement of the channel boundary, and thus the
two processes are dependent yet dynamically decoupled.

3. Dynamical asymmetry, in which there is an asymmetrical relationship be-
tween fast- and slow-scale variables, which is characterised by two recipro-
cal attributes:

(a) Abstraction, whereby the dynamics of emergent variables is not a di-
rect reflection of constituent dynamics (Werner, 1995, 1999).

(b) Slaving, whereby the dynamics of constituent variables are determined
directly by the dynamics at the emergent scale (Haken, 1983). For
example, in rivers, at the scale of individual grains sediment trans-
port appears independent, although at larger scales this fast process
is slaved to the slower motion of bedforms (e.g. dunes, pools, bars,
riffles), which are themselves confined to the path and pattern of the
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channel. Subsequently, although the propagation of cause and effect
may occur upward through the scales, it may more commonly occur
in a downwards direction (Werner, 1999; Murray et al., 2014).

These concepts may be further distilled into two central ideas:

1. Spatial and temporal scales are dynamically linked (large components ad-
just slowly relative to small ones), but there exist relatively distinct spatio-
temporal scales that are dynamically decoupled from each other; and

2. this decoupling is dynamically asymmetrical, whereby small-scale constituent
dynamics are enslaved by large-scale emergent dynamics

A key implication of these ideas is that the abstracted dynamics of emergent
scales may not be derived from the sum of its constituents (or the laws that de-
scribe them), given that the constituent dynamics may be itself determined by
emergent scales (Werner, 2003; Murray, 2007; Murray et al., 2014). Based on
this reasoning several researchers have proposed that the dynamics of emergent
scales are as ‘fundamental’ as the processes that concern the basic sciences (An-
derson, 1972; Haken, 1983; Werner, 2003).

The concept of emergence contributes to a hierarchical description of alluvial
systems, comprising a series of hypotheses surrounding the relationship between
grain, bedform, planform, and catchment scales (Figure 7.1). This is an explic-
itly scale-dependent perspective of process, which complements the fluvial trinity
perspective that simplifies modes of adjustment at any given scale. This unified
framework describes river behaviour as an outcome of process interactions be-
tween sediment transport, channel morphology, and hydraulics (form, flow, and
flux), occurring across different spatio-temporal scales (Figure 7.2). For simplic-
ity, I have defined these scales according to the diagram in Figure 7.1, although
one could propose an additional set of intermediate scales for a given system (e.g.
bedforms may be divided into ripple, dune, and bar scales). Each scale comprises
a phase space defined by the form, flow, and flux, in which attractor and repellor
states reside (i.e. the range of potential system states). In the following sections,
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I discuss the potential implications of the emergence perspective for sediment
transport, morphodynamics, and physical modelling.
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Figure 7.2: Simplified hierarchical representation of dynamically decoupled
scales in fluvial systems, comprising grain, bedform, planform, and catchment
variables. Form, flow, and flux variables define a phase space for each spatio-
temporal scale.
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7.4 Bedload transport

Mechanistic bedload transport equations are commonly based on the speculative
analysis conducted by Du boys (1879), who conceptualised bedload transport as
continuous layers of individual grains sliding against each other under the tractive
force of water (Ancey, 2020a). More fundamentally, this approach is analogous
to the force-balance equation describing the motion of a sliding block, whereby
sediment motion is predicted when the driving force (bottom shear stress) exceeds
the resisting force (critical shear stress). Thus, to estimate the volume of sediment
transport of many grains, the force-balance equation has been simply integrated
over the spatio-temporal scale of interest (e.g. Meyer-Peter and Müller, 1948).
This approach is typically referred to as one-dimensional or 1D, although it is
important to note that it is in fact 0D (i.e. representative of a single point or
average condition for both shear stress and critical shear stress). As demonstrated
in Chapter 6 such 0D equations may predict bedload transport accurately under
certain conditions. Here lies a key question: would the high efficacy of 0D bedload
transport equations at the reach-scale contradict the emergence hypothesis: i.e.
whether large-scale sediment dynamics can be predicted from small-scale (grain)
dynamics?

Conventional bedload transport equations are only loosely associated with
grain-scale dynamics and are not truly mechanistic. Several contributions have
observed a poor correlation between local shear stress and local bedload fluxes
(Nelson et al., 1995b; Yager et al., 2018). This may be due to individual tur-
bulence events or instances of flow separation which are not accounted for by
shear stress, meaning that it does not fully characterise the variations in pressure
that control the instantaneous lift-drag forces on the grain. Rather, conventional
bedload transport equations are best described as convenient correlations between
transport and fluid quantities. Consequently, such equations are not making pre-
dictions based on grain-scale processes and their efficacy would not disprove the
notion of scale separation.

On the other hand, a hierarchical view of alluvial systems would suggest
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that sediment transport is a multiscalar phenomenon, where coherent (i.e. non-
random) patterns emerge at relatively discrete spatial and temporal scales. For
a given system, observations of bedload transport fluctuations indicate the pres-
ence of various scales with differing degrees of order. At instantaneous or quasi-
instantaneous (i.e. minutes) time-scales, reviews of bedload transport formulae
have found errors of around an order-of-magnitude in field and laboratory settings
(Gomez and Church, 1989; Barry et al., 2004; Recking et al., 2012). This is due
to short-term fluctuations in sediment transport associated with variations in local
sediment supply (Leopold and Emmett, 1984), the migration of bedforms (Dhont
and Ancey, 2018), and the inherently stochastic nature of physical processes that
govern the entrainment and transport of grains (Einstein, 1951; Ancey, 2020b).
For a given hydraulic condition, prediction accuracy increases as the time-scale
for observations (or averaging) becomes longer (Recking et al., 2012), provided
that steady-state conditions are maintained. Framed within the language of emer-
gence, as fast-time-scale processes are integrated across time, their fluctuations
give rise to emergent temporal patterns of process at slower time-scales (i.e. a
reduced complexity state).

The potential practical implication of self-organisation is that larger-scale pro-
cesses may be more amenable to prediction as they may exhibit a higher degree
of order across time and space (Werner, 2003; Murray, 2007). In this sense, the
emergence perspective appears at odds with the process approach in geomorphol-
ogy. In the process approach, there is an assumption that determinism should
be most apparent at smaller scales, where larger confounding processes cannot
obfuscate more ‘fundamental’ interactions, which are typically framed as me-
chanical stresses and strains (Strahler, 1952; Rhoads, 2006). Almost a century
of research in sediment transport has demonstrated that the opposite is true; noise
is an intrinsic property of grain-scale processes (Ancey, 2020b), and patterns only
emerge at larger scales (Recking et al., 2012). Thus, there appears a potential mar-
riage of convenience between process geomorphology and emergence approaches,
whereby deterministic relations may be effective provided they are developed and
applied at a sufficiently large scale for the process of interest. The ability to study
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sediment transport processes at emergent time-scales may be aided by the use of
physical models with larger-scale ratios, where transport processes are acceler-
ated. I discuss this opportunity further in the following section.

7.5 Modelling morphodynamics

Models are tools that researchers may use to obtain observations and advance the-
ory, although the development of models may inform and constrain theory itself.
It is especially obvious to geomorphologists that all models are simplifications
of reality (Baker, 1996; Beven, 1996; Kirkby, 1996). In numerical modelling,
the concept of emergence has provided insight into approaches that lie between
two major end-members: 1) reductionism or ‘bottom-up’ approaches, where a de-
tailed model is built using constituent variables, and 2) universality or ‘top-down’
approaches, which employ fewer variables and attempt to model only the emer-
gent behaviours (Werner, 2003; Murray, 2003). Here I extend these insights to
physical modelling, which involve a different set of approaches and fundamental
constraints, and problematise the notion of model ‘simplification’.

Physical models of geomorphic systems generally lie on a spectrum defined by
two end-members of mechanical similarity: 1) 1 : 1 scale models, where all pro-
cesses are replicated perfectly (e.g. Fenton and Abbott, 1977; Ancey et al., 2006),
and 2) analogue or ‘toy’ models, resembling the universalist approach in which
the balance of forces differ significantly from the field-scale (i.e. prototype), but
illuminate the key positive and negative process feedbacks (Hooke, 1968; Peakall
et al., 1996). Given the large scale of geomorphic systems, in most applications,
the former serves as an idealised model, rather than one that is practical. In re-
ality, almost all models are scaled, with some degree of mechanical dissimilar-
ity and boundary conditions that constrain the system (Chorley, 1967; Schumm
et al., 1987). Physical models can be scaled in various ways (Peakall et al., 1996),
notably, based on the similarity of flow physics between model and prototype
(kinematic similarity), and the ratio of vertical to horizontal scale (geometrical
similarity).
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The perceived importance of kinematic and geometrical similarity varies across
different areas of research, although their implications are often not fully realised.
For example, if basic sediment transport processes are of interest kinematic sim-
ilarity is typically prioritised to maintain flow properties, notably, the particle
Reynolds number (Church, 2021). At the same time, the geometric similarity
is relaxed, whereby a small vertical to horizontal scale ratio helps to maintain
adequate flow depth (Peakall et al., 1996). The corresponding reduction in width-
depth ratio suppresses emergent patterns such as bedforms, bars, and planforms,
and at its most narrow states culminates in a one-dimensional or ‘1D’ river (e.g.
Wilcock and McArdell, 1993; Masteller and Finnegan, 2017).

Based on observations of self-organised geomorphic systems, Werner (2003)
suggested that research surrounding short-time-scale processes such as sediment
transport may not contribute to the understanding of long-time-scale properties of
landforms. As Anderson (1972) described in layman’s terms, ‘the whole becomes
not only more than but very different from the sum of its parts’. This notion
is supported by experimental studies that embrace larger-scale processes, such
as those characterising braided streams (Peirce et al., 2018). Recent findings in
the study of bedload have led to a reciprocal and confirmatory insight, that 1D
steady-state representations of sediment transport may be misleading because they
‘regard sediment transport as an isolated system whose variations are dictated
solely by the water flow, rather than the dynamic interplay between the stream,
the bed and the bedload’ (Ancey, 2020a, p. 6). If channel processes are slaved
to the emergent behaviour of the system, the notion that 1D physical models are
mere ‘simplifications’ may be flawed. These models may contribute to relations
that have limited relevance to large-scale channel adjustment, where there are
many more potential modes of adjustment.

The hierarchical view of systems calls into question whether findings in rela-
tively constrained physical models can be up-scaled to natural systems with many
more degrees-of-freedom. Indeed, both the smallest- and largest-scale processes
are always misrepresented to some degree, due to the distorted fluid density in
models (turbulence does not scale), truncation of grain size distributions to en-
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courage fully-rough flow, or space limitations that constrain the physical dimen-
sion of models. Instead, geomorphologists are forced to model a finite set of
intermediate-scale processes, which is akin to the ‘hierarchical’ or ‘abstraction’
approach developed by Werner (1999, 2003). These abstraction models are con-
structed at levels in a hierarchy corresponding to the emergent forms, patterns,
and behaviours of the landscape, isolating dynamics at different spatio-temporal
scales. Consequently, the hierarchical modelling methodology may provide a use-
ful roadmap for approaching physical modelling, which can be distilled into five
steps (to visualise how this may apply to modelling rivers, imagine the hierar-
chy is comprised of grain, bedform, pattern, and catchment scales, wherein each
scale the internal dynamical variables are hydraulics, morphology, and sediment
transport):

1. Identify internal dynamical variables of the system, corresponding external
environmental variables that influence the system and their intrinsic time-
scales.

2. For each level n in the hierarchy, abstract the dynamics of faster (or smaller-
scale) variables at level n+1 into a minimal set of rules that dynamically
relate the variables at level n to each other and the external environment.

3. Formulate and investigate the model at level n.

4. Test the consistency of the models by comparing the long-time-scale (time-
scale of level n) behaviour of the model at level n+1 with the behaviour at
level n.

5. Test the models by comparison with time-varying measurements on the nat-
ural system.

The first step is essential to any modelling approach, although the subse-
quent steps are particularly challenging as they involve isolating different spatio-
temporal scales of process. Isolating process is inherent in some numerical ap-
proaches (e.g. reduced complexity modelling), but is not possible in physical
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models as small-scale reality cannot be truncated or eliminated. However, re-
searchers may approximate this procedure in two ways: 1) varying boundary con-
straints (e.g. width-depth ratio, fixed or adjustable slope) to modify the available
degrees-of-freedom for adjustment, and 2) varying model scale ratio, which has
a similar effect but involves inherent distortions in the interaction between the
particle and the boundary layer. Increasing disciplinary specialisation means that
although geomorphologists already isolate various scales of process, it is less of-
ten conducted within the same research group or project. Also, a given research
group may have access to a limited range of physical modelling infrastructure (e.g.
a narrow hydraulic flume or wide stream table), meaning that they cannot achieve
the steps outlined above. A more comprehensive understanding of the hierarchy
of landscape processes may require a more formalised experimental approach, as
well as diversification of research infrastructure.

In the short-term lies an opportunity to improve language and communica-
tion surrounding the diversity of physical models. At present, beyond mechanical
similarity (e.g. Froude number etc.) there is no formalised terminology differ-
entiating between physical models as they are commonly referred to as ‘flumes’,
although models of larger-scale processes are often termed ‘stream tables’. The
various segments of the hierarchical representation in Figure 7.2 provide a useful
delineation of physical models that complements the distinction between 1 : 1,
Froude-scale, distorted-scale, and analogue models (Peakall et al., 1996). This
classification is based on the spatio-temporal scale of processes that are modelled,
but critically, it encompasses the degrees-of-freedom available for adjustment and
the potential for feedback and self-organisation. For example, at the narrow end
of the spectrum, researchers use flumes (i.e. with fixed boundaries) to model in-
channel processes such as small-scale granular physics and fluid mechanics (e.g.
Fenton and Abbott, 1977; Ancey et al., 2006). At the broad end of the spectrum,
researchers use stream tables (i.e. with erodible boundaries) to model large-scale
channel processes at the scale of the channel pattern (e.g,. Ashmore, 1982; Davies
et al., 2003).
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7.6 Conclusion

The concept of the fluvial trinity has historically served as an effective theoretical
anchor point in explaining river behaviour as it simplifies modes of adjustment
into three components; sediment transport, channel morphology, and hydraulics.
Concepts of self-organisation and emergence may potentially complement this
idea as they provide a theoretical framework predicting the interactions between
different spatial and temporal scales of process. Specifically, an emergence per-
spective has the potential to describe several important aspects of these interac-
tions if present, notably, dynamical asymmetry in which there is an asymmetrical
relationship between processes occurring on different scales, and dynamic de-
coupling in which these processes only interact indirectly because they occur on
different timescales. Thus, this perspective provides a hypothesis inverse to the
pervasive process approach in geomorphology by highlighting the potential for
large-scale system behaviour to arise from the collective behaviour of smaller-
scale processes.

The concept of self-organisation may provide additional insight into observa-
tions of sediment transport, where emergent dynamics over relatively long timescales
(time-averaged measurements) appear decoupled from highly variable stochastic
processes on instantaneous or near-instantaneous scales. Specifically, the abstrac-
tion of slow large-scale processes from smaller faster ones in self-organised sys-
tems would mean that the study of small-scale processes surrounding grain-scale
behaviour may not necessarily provide useful insights into the emergent dynamics
at the scale of the channel. Also, modelling approaches would be more effective
if they aimed to reproduce the emergent dynamics that are of interest, which en-
tails replicating the appropriate degrees-of-freedom for adjustment. Further work
is required to evaluate these hypotheses where hierarchical physical modeling ap-
proaches may be most effective.
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Conclusion

This thesis conducted stream table experiments of steep gravel-bed rivers to an-
swer two general research questions:

• Does the spatial distribution of channel processes mediate river adjustment?

• What is the direction (i.e. upwards or downwards) of the relationship be-
tween channel processes that are superimposed over different spatio-temporal
scales?

I first summarise the four original research chapters before outlining how they
answer the primary research questions.

8.1 Summary

In Chapter 4, I physically modelled a steep gravel-bed channel and investigated
the evolution of the fluvial trinity in response to successive increases in discharge.
In the experiment, I identified spatially variable stage-dependent feedbacks and
internal thresholds that controlled adjustments towards steady-state. At low dis-
charges, transport capacity was likely controlled by feedbacks between morphol-
ogy and sediment transport that concentrated flow and bedload within a narrow
section of the bed. At moderate discharges, the selective entrainment of fine sed-
iment from bar heads led to a concentration of larger-than-average grains which
impeded further channel deformation until the discharge was increased. Each
adjustment towards steady-state following perturbation involved different combi-
nations of variables, which varied in both direction (i.e. upwards or downwards)
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and magnitude. The feedbacks between hydraulics, sediment transport, morphol-
ogy, and sediment texture were highly spatially dependent, which suggested more
sophisticated analysis were required to interpret them.

Consequently, in the following chapters I focused on two components of the
fluvial trinity and developed the analytical tools necessary to interpret their spa-
tial variation. In Chapter 5 I used combined recent advances in fluid dynamics,
statistics, and remote sensing to estimate how roughness length varies across dif-
ferent physical scales in a pool-riffle channel, which provides insights into the
spatial variation of hydraulics. Although this was a specific tool primarily framed
around flow resistance, it provided a prototype for an intuitive representation of
how channel characteristics (e.g. morphology, hydraulics) vary across different
scales.

In Chapter 6, I evaluated the performance of 1D and 2D bedload transport
functions under high relative shear stress conditions in a Froude-scaled physi-
cal model. The results suggested that bedload transport may collapse to a more
simple function (i.e. with mean shear stress and median grain size) under high ex-
cess shear stress conditions. Despite being similarly accurate, the 1D and 2D ap-
proaches provided substantially different estimates of critical dimensionless shear
stress, reflecting differences in how these approaches conceptualise excess shear
stress.

In Chapter 7, I extended the hierarchical perspective of natural systems to
fluvial settings, integrating the conceptual frameworks of emergence and self-
organisation with the fluvial trinity. I argued that understanding the relationship
between different scales of process interactions is important if we are to under-
stand river behaviour, and discussed the potential implications for understanding
sediment transport and approaching physical modelling of rivers.

8.2 Synthesis

The effect of the spatial distribution of channel processes on channel adjustment
varied systematically with unit discharge. In Chapter 4, the adjustment of mor-
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phology and transport capacity to imposed increases in discharge was mediated
by flow concentration and surface texture patterns at relatively low discharges,
but not at discharges at or above bankfull-equivalent for the experimental proto-
type. This result is consistent with literature roughly correlating bankfull flows
with an effective discharge which re-shapes alluvial channel boundaries (Wolman
and Miller, 1960), as well as models predicting partially-constrained channel ad-
justment when larger-than-average grain sizes are partially mobile (Wilcock and
McArdell, 1997; MacKenzie et al., 2018). In Chapter 6, bedload transport was
well predicted by mean shear stress across all discharges, all of which had rela-
tively high excess shear stresses. This result is consistent with literature predicting
that at a sufficiently high excess shear stress bedload is well predicted by 1D ap-
proaches due to the nonlinear shape of the transport function (Ferguson, 2003;
Bertoldi et al., 2009; Francalanci et al., 2012; Recking et al., 2016). Together,
these results indicate that although accounting for the spatial distribution of pro-
cesses may be important for predicting channel dynamics at lower flows, they may
not be necessary at higher flows.

The empirical and conceptual research contributed to an understanding of mul-
tiple scales of process and the interactions between them. In Chapter 5, I identi-
fied scaling patterns of morphology and flow resistance in a laboratory pool rif-
fle channel based on spectral analysis. The results identified two distinct scales
corresponding to the grain and bar-scale, which indicate distinct scales at which
channel processes operate. This finding is consistent with previous channel clas-
sifications (Montgomery and Buffington, 1997; Hassan et al., 2007) and analyses
of process (Hey, 1988; Parker and Peterson, 1980). In Chapter 7 I drew upon
conceptual frameworks from other fields of natural science which may potentially
explain the interaction between processes occurring on these two spatio-temporal
scales, as well as larger planform and catchment scales. The integration of hierar-
chical frameworks in fluvial geomorphology leads to the hypothesis that dynamics
at a given scale are largely controlled by dynamics at a larger scale (i.e. down-
wards control, de Boer, 1992; Werner, 1999). This hypothesis is supported by
literature surrounding sediment transport (Ancey, 2020b; Recking et al., 2012),
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as well as the tendency for different scales of physical models to yield different
process insights (Masteller and Finnegan, 2017; Ashmore, 1982). Further work is
required to evaluate these ideas in fluvial systems.

8.3 Future work

There are several opportunities for expanding the suite of experiments to model
a wider range of conditions in gravel-bed rivers. Performing experiments with
greater initial widths and lower unit discharges would extend the range of width-
depth ratios and mean shear stresses, pushing the channels into different channel
morphologies (e.g. braiding) and transport regimes, respectively. There are addi-
tional conditions that characterise natural channels, which could be modelled by
removing the fixed banks and allowing for lateral adjustment and widening, in-
troducing large wood, using a constant or pulsed feed (rather than recirculating),
or increasing the initial channel gradient to model steeper channels. With an oth-
erwise similar experimental setup (i.e. widths, unit discharges, data collection),
these variations or treatments create a point of comparison with the runs presented
herein.

The analytical tools developed in this thesis have the potential to shed light
on many aspects of channel behaviour, especially if they are applied to under-
stand periods of adjustment rather than just steady-state. The multiscalar decom-
positions of hydraulic and topographic variables using wavelet transform can be
applied to track the evolution of different scales of process (notably, grain- and
bar-scale). The same technique may be applied to DEMs of difference (DODs)
that record differences in topography between points in time, to describe the scales
over which morphologic change occurs.

These experimental and analytical opportunities are important in answering
the next set of research questions that shed light on fundamental processes and
how they give rise to gravel-bed river behaviour. There are several questions that
may be most fruitful and could clarify or challenge the results from this thesis:

Under high discharges, are there conditions where 1D and 2D equations pre-
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dict significantly different bedload transport? It is conceivable that in natural
rivers, certain conditions could suppress feedbacks that cause channels with dif-
ferent width-depth ratios to converge on the same transport capacity, or result in a
different set of feedbacks. For example, in systems with adjustable banks, supply
limitations, greater width-depth ratios, or large wood, there may be a different set
of feedbacks that alter the transport capacity.

Would predictions of bedload transport be more accurate if they accounted for
the spatial distribution of shear stress, rather than just the frequency distribution?
Is this even possible? Using only the frequency distribution, proposed 2D equa-
tions (Chapter 6; Monsalve et al., 2020) remove the spatial dimension of trans-
port and are in fact only quasi-2D. Processes of sediment entrainment, transport,
and disentrainment are affected by local conditions that control the trajectories of
grains downstream. Values of θc cannot be measured, let alone spatially, and this
is currently limiting factor in developing true 2D sediment transport equations.

How do grain-scale phenomena such as migrating bedload sheets affect bed-
load transport as they interact with bar-scale processes? In 1D physical models
of rivers that lack reach-scale morphology, fluctuations in sediment transport are
often attributed to migrating patches of sediment, and inputs of fine material have
been shown to greatly increase transport capacity. We could expect that when
larger-scale processes such as bar dynamics are allowed to emerge, the effect of
grain-scale phenomena on bedload transport may be dampened. This hypothesis
can be tested using a hierarchical approach in which bedload transport is com-
pared in experiments with and without morphology (i.e. 1D and 2D).

Do intrinsic thresholds contradict an emergence perspective in which small
scales are enslaved by large scales? Experimental results here and in the liter-
ature demonstrate that up until a certain discharge threshold larger-than-average
grains can suppress bar-scale adjustments (Adams, 2021; MacKenzie and Eaton,
2017). This phenomenon could be interpreted as the reverse case in which large-
scale system is controlled by smaller-scale processes, which suggests that addi-
tional conceptual development may be required to incorporate the role of intrinsic
thresholds.
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How can we leverage multiscalar analysis of the fluvial trinity to conceptu-
alise and classify behaviour? The population of rivers are typically divided into
channels based on morphology, and the extent to which they change through time
(i.e. steady-state/stable or adjusting/unstable), depending on the spatial or tempo-
ral scale of interest. Multiscalar analyses of feedbacks between the fluvial trinity
may contribute to behaviour-based river classifications as they quantify the mag-
nitude of channel change across different spatial scales.
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8.4 Contributions

The specific contributions and significance of each thesis chapter are outlined be-
low:

Chapter 4

• First study to find conclusive quantitative evidence for conceptual models
describing exponential approaches towards steady-state and the potential
for transiency if disturbance frequency exceeds the recovery time (Rhoads,
2020).

• Highlighted the importance of spatially dependent geomorphic thresholds
(Paola and Seal, 1995; Nicholas, 2000; MacKenzie and Eaton, 2017) and
found that they are most prevalent under partial transport conditions. No-
tably, feedbacks between morphology and sediment transport on transport
capacity (associated with pools), and the effect of larger-than-average grain
size fractions on channel deformations (associated with bar-heads).

Chapter 5

• Utilised recent advances in statistics, fluid dynamics, and remote sensing
to develop a transform-roughness correlation approach that estimates how
roughness length varies across different spatial scales. This is the second
multiscalar decomposition of roughness length in the literature (Pelletier
and Field, 2016), and the first in fluvial hydraulics.

• Extended the roughness correlation developed by (Forooghi et al., 2017) to
open-channel hydraulics, and demonstrated that it may improve on tradi-
tional estimates of roughness length in rivers (grain size or topography) as
it incorporates a horizontal roughness scale.

Chapter 6
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• Provided empirical evidence to support the hypothesis that under high ex-
cess shear stress conditions 1D and 2D bedload transport functions are sim-
ilarly accurate

• First study to identify that 1D and 2D approaches yield substantially differ-
ent estimates of critical dimensionless shear stress, reflecting differences in
how these approaches conceptualise excess shear stress.

Chapter 7

• Integrated conceptual frameworks of the fluvial trinity and emergence to de-
scribe how process interactions occurring at different spatio-temporal scales
give rise to channel behaviour.

• Articulated the implications of the emergence perspective for physical mod-
elling approaches in fluvial geomorphology.
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Toward bed state morphodynamics
in gravel-bed rivers

David Lawson Adams
The University of British Columbia, Canada; The University of Melbourne, Australia

Abstract
In fluvial geomorphology, one of the most pervasive paradigms is that the size of the grains present in a river
exercises an important effect on its character. In gravel-bed rivers, there is considerable scatter in the
relations between so-called “representative grain sizes” and basic channel processes and morphologies.
Under a grain size paradigm, our ability to rationalize the characteristics of a given channel and predict how it
will respond to a change in conditions is limited. In this paper, I deconstruct this paradigm by exploring its
historical origins in geomorphology and fluid dynamics, and identify three of its underlying premises: (1) the
association between grain diameter and fluid drag derived from Nikuradse’s experiments with sand-coated
surfaces; (2) the use of grain size by early process geomorphologists to describe general trends across large
samples of sand-bed rivers; and (3) a classificatory approach to discerning bed structures originally developed
for bed configurations found in sand-bed rivers. The conflation of sand- and gravel-bed rivers limits our ability
to understand gravel-bed morphodynamics. Longstanding critique of the grain size paradigm has generated
alternative ideas but, due to technological and conceptual limitations, they have remained unrealized. One
such unrealized idea is the morphology-based definition of bed state – an important degree of freedom within
fluvial systems, particularly in reaches where adjustments to planform are not easily achieved. By embracing
recent advancements in fluid dynamics and remote sensing, I present an alternative or complementary
concept of bed state based on the notion that fluvial systems act to maximize flow resistance. The proposed
quantitative index represents the relative contribution of morphologic adjustments occurring at different
spatial scales (discriminated using a wavelet transform) to a stable channel configuration. By explicitly
acknowledging the complexity of bed adjustments we can move toward a more complete understanding of
channel stability in gravel-bed rivers.

Keywords
Gravel-bed rivers, channel stability, bed state, flow resistance, roughness correlations, wavelet transform

I Introduction

As the boundaries of scientific inquiry expand,

established paradigms may be retained as we

approach novel yet ostensibly similar research

frontiers. However, as ideas become increas-

ingly removed from their foundational context,

they may become less useful. In fluvial geomor-

phology, one of the most pervasive paradigms is

that the size of the grains present in a river exer-

cises an important effect on its character. This

notion was championed by the first process geo-

morphologists, who, amidst a quantitative rev-

olution, derived mathematically the general

relations between channel processes and the
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primary governing variables of valley slope,

discharge, and grain size (Lane, 1957; Leopold

et al., 1964; Mackin, 1948). These relations

were developed using data collected by govern-

ment agencies, largely from sand-bed rivers and

laboratory experiments with well-sorted and

fine-grained materials.

When a substantial research interest in

gravel-bed rivers emerged in the 1980s, the

application of existing frameworks to these rel-

atively unstudied rivers appeared to be a natural

extension. However, as several earlier authors

anticipated (Rubey, 1938; Shulits, 1941), this

has proven exceedingly difficult. Following the

established grain size paradigm, an understand-

ing of gravel-bed rivers requires the selection of

a “representative” grain diameter from a mix-

ture of various sizes (Shulits and Corfitzen,

1937). As a starting point, researchers sought

to associate the median surface grain diameter

D50 (i.e. 50th percentile) with flow resistance

(Bray, 1982; Hey, 1979), mobility of the entire

mixture (Buffington and Montgomery, 1997;

Komar, 1987; Parker, 1990; Parker et al.,

1982), channel stability (Diplas and Vigilar,

1992; Li, 1976; Parker, 1978), and the mean-

dering/braiding threshold (Eaton and Giles,

2009; Eaton et al., 2010; Henderson, 1964;

Millar, 2000, 2005). Averaged over a large

number of samples, these relations generally

hold but yield significant scatter (Barry et al.,

2004; Ferguson, 2007; Gomez and Church,

1989; Recking et al., 2012), such that our ability

to rationalize the characteristics of a given chan-

nel and predict how it will respond to a change

in conditions is limited (Eaton et al., 2004; Leo-

pold et al., 1964). The ability to achieve the

latter is a metric by which we may measure the

usefulness of our science (Leopold and Lang-

bein, 1963).

1.1 The problem

The capacity to predict morphodynamic

response is a contest between the apparent

disorder of rivers and theoretical frameworks

that strive to elucidate order. Luna Leopold and

Walter Langbein observed that the principle of

indeterminacy long recognized in physics was

one of geomorphology’s greatest adversaries

(Langbein, 1963; Leopold and Langbein,

1963; Leopold et al., 1964). They acknowl-

edged that given a large number of interacting

factors, seemingly insignificant differences in ini-

tial conditions beyond measurement capability

would give rise to vastly different outcomes. The

role of non-linear system dynamics such as chaos

has been more formally recognized in geomor-

phology since the 1990s (Malanson et al., 1990,

1992; Phillips, 1993, 2006). An implication is

that, for practical purposes, geomorphic pro-

cesses are best conceptualized as stochastic rather

than physically deterministic. However, main-

stream models of channel behavior continue to

embrace deterministic foundations.

On top of the irreducible uncertainty associ-

ated with non-linear systems lies a significant

degree of error associated with the state of the-

ory. The failure of existing theory to fully cap-

ture the morphodynamics of gravel-bed rivers

partly stems from the wide range of grain sizes

(Bathurst, 1985; Bray, 1979) and shapes (Ibbe-

ken and Schleyer, 2013). The unequal mobility

of grain sizes inherent in poorly sorted beds

(sensu Wilcock and McArdell, 1993, 1997)

enables more complex adjustments in the form

of various structural features (Grant et al., 1990;

Hassan et al., 2007; Montgomery and Buffing-

ton, 1997; Venditti et al., 2017), which are

necessitated by the steep nature of gravel-bed

rivers. Thus, the representative grain size is

arbitrary1 and too reductionist to capture the full

range of processes that may occur. Fundamen-

tally, it is not representative, yet the grain size

paradigm carries great inertia in river research

and practice.

Researchers have been aware of this for some

time. Early investigations found compelling

evidence contradicting the notion that any grain

size could be representative in the context of

2 Progress in Physical Geography XX(X)
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basic channel processes, except in the case of

the most simple bed configurations (Bathurst,

1978; van Rijn, 1982). This line of critique2

continues given that an alternative approach is

yet to emerge (Aberle and Smart, 2003; Lane,

2005; Morvan et al., 2008; Nikora et al., 1998).

As a result, researchers have spent decades

modifying the existing frameworks applied to

describe flow resistance, sediment entrainment,

and channel stability, incorporating additional

parameters to account for hiding/exposure (Ein-

stein, 1950; Fenton and Abbott, 1977), sorting

(Wilcock, 1988), the proportion of fine sedi-

ment (Venditti et al., 2010; Wilcock et al.,

2001), and the importance of larger-than-

average grains (MacKenzie et al., 2018; Reck-

ing, 2013), among others. However, given the

fundamental limitations of the underlying the-

ory, a complete understanding of channel beha-

vior is currently out of reach. It follows that

models of channel behavior could be enhanced

by reconceptualizing the characteristics of the

bed that control basic channel processes

(referred to collectively as “bed state”) outside

of the grain size paradigm.

1.2 A potential solution

Maximization of flow resistance has long been

considered a stability-inducing condition in

rivers (Leopold et al., 1964; Rubey, 1952), and

has recently been placed within more mechan-

istic frameworks (Eaton and Church, 2004,

2009; Millar, 2005). In contrast to models of

sediment transport, an understanding of flow

resistance does not require consideration of

any grain characteristics (sensu Einstein and

Banks, 1950). The action of bedload transport

contributes little to the total drag (Whiting and

Dietrich, 1991), so therefore, to estimate flow

resistance the channel boundary may be treated

as rigid as it is in other fields of fluid research

(Schlichting, 1936).

It is important to recognize that the use of

grain size to predict flow resistance is a

historical contingency given that Wolman

counts were, until recently, far more practicable

than topographic surveys. Indeed, recent inves-

tigations have shown that in steep mountain

streams even the most simple statistical analy-

ses of gravel-bed surface topography yield

superior estimates of flow resistance than

grain-based ones (Aberle and Smart, 2003;

Cadol and Wohl, 2013; Smart et al., 2002;

Yochum et al., 2014). The maximum flow resis-

tance approach to understanding channel stabi-

lity is attractive because, in theory, it obviates

the need for a priori selection of a representative

grain size. A key question here is, in practice,

how much can we understand about channel

morphodynamics without any consideration of

grains?

This is not a new line of thought. Arthur Now-

ell and Michael Church (1979) suggested a novel

paradigm of bed state morphodynamics, remark-

ing that understanding the relationship between

bed surface geometry and near-bed fluid drag is

important for understanding morphologic stabi-

lity. Several contemporary studies suggested a

similar approach (Davies and Sutherland, 1980;

Furbish, 1987), but further development of these

ideas was impeded by a range of technological

and conceptual limitations.

At the time, flows within the fully rough

regime3 – characteristic of gravel-bed rivers

(Buffington and Montgomery, 1997) – were

poorly understood. Quantitative models predict-

ing the fluid drag generated by a surface, based

purely on its geometric characteristics (known

as “roughness correlations”), had only been

developed for simple surfaces. Collecting topo-

graphic data in rivers was an arduous, manual

process, and data was limited in both resolution

and spatial extent (Furbish, 1987; Robert,

1988). Analysis of irregular and aperiodic sig-

nals using transforms was hindered by the nec-

essary number of Fourier components required

to represent non-sinusoidal shapes (Engelund

and Fredsoe, 1982; Plate, 1971).

Adams 3

136



Advances over the last three decades have

largely overcome these limitations. The charac-

teristics of flows within the fully rough regime

are now relatively well understood, culminating

in two major reviews (Jimenez, 2004; Raupach

et al., 1991). Roughness correlations developed

for relatively simple surfaces have been

extended to irregular surfaces (e.g. Barros

et al., 2018; Forooghi et al., 2017, 2018; Napoli

et al., 2008) due to improvements in experimen-

tal techniques and numerical models (notably,

direct numerical simulations and large-eddy

simulations), alongside significant increases in

computing power. Recent advances in laser

scanning and structure-from-motion photo-

grammetry now enable the rapid and relatively

inexpensive collection of high-resolution topo-

graphic data (Westoby et al., 2012). To capita-

lize on these new data, geomorphologists must

develop theory-driven analytical tools that

supersede the time-honored but crude cross-

sectional analyses and qualitative descriptions

of channel morphology, which are relicts of pre-

vious surveying technology. Also, the wavelet

transform has emerged as a technique suited to

analyzing the underlying structure of complex

geophysical signals (Kumar and Foufoula-

Georgiou, 1997).

Drawing from each of the advancements

listed above, this paper adapts Nowell and

Church’s (1979) proposal into a quantitative,

physically based index of bed state. This idea

is progressively developed through discussion

of three key areas: (1) the role of bed state resis-

tance in channel morphodynamics; (2) the phys-

ical structure of gravel-bed surfaces; and (3)

roughness correlations developed in comple-

mentary fields of fluid research that may be

suitable for use in gravel-bed rivers. In doing

so, I also clarify seemingly contradictory ideas

within the literature regarding gravel beds: (1)

the presence of distinctive and self-organized

particle clusters (Cin, 1968); (2) that gravel-

bed surfaces have fractal characteristics

(Robert, 1988); and (3) that large, periodic

structures often contribute the most to flow

resistance (Parker and Peterson, 1980).

The relative contribution of different physi-

cal scales of roughness to the total drag associ-

ated with the bed can be estimated by isolating

modes of topographic variation using the wave-

let transform and then applying a roughness cor-

relation to each. Thus, it is not the total

resistance that is of interest here, but rather, the

spatial scales of physical feedbacks by which

channels achieve stability. Endowed with the

bed state analysis developed herein, future

investigations may better evaluate morphologic

responses to disturbance (e.g. landslides and

storms) and longer-term system changes (e.g.

climate change). By correlating channel-

forming processes with theory-driven descrip-

tions of channel morphology, geomorphologists

may build toward morphodynamic models that

are more representative, and ultimately, the

ability to forecast channel responses.

II Channel morphodynamics

A quantitative understanding of alluvial channel

form and response to changes in primary gov-

erning conditions (discharge, sediment supply,

and valley slope) remains an important yet elu-

sive goal in fluvial geomorphology (Eaton et al.,

2004). Arguably, the nearest approach so far is

embodied in the various so-called “rational

regime models” (Ferguson, 1986), which for-

malize the relations among governing equations

traditionally applied to predict the geometry of

mobile-bed canals. To close the regime descrip-

tion of alluvial channels, researchers have

resorted to applying extremal hypotheses, i.e.

states that the fluvial system will optimize to

(Chang, 1979; Davies and Sutherland, 1983;

Eaton et al., 2004; Kirkby, 1977; White et al.,

1982; Yang, 1976). In some cases, these extre-

mal hypotheses are equivalent (Davies and

Sutherland, 1983; Millar, 2005; White et al.,

1982), but in some circumstances optimality

criteria such as minimum slope (Chang, 1979)
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and maximum transport capacity (White et al.,

1982) are limited in the range of adjustments

that they embrace (Eaton and Church, 2009).

Recently there has been a movement toward

more general statements of optimality that

can accommodate complex morphodynamic

responses, as they acknowledge more com-

pletely the degrees of freedom that alluvial sys-

tems have (Eaton et al., 2004; Millar, 2005).

Eaton et al. (2004) proposed that channels tend

toward a state of greatest relative stability,

achieved by maximizing resistance to flow

across the entire fluvial system. This is physi-

cally explained by the concept of excess kinetic

energy that can act to further deform the system

until it happens by chance to achieve a form that

has a higher resistance to flow and is, therefore,

more stable (Rubey, 1931). This aspect of sys-

tem behavior has been ascribed by Huang and

Nanson (2000) to a principle of least action,

whereby stability is achieved by minimizing the

potential for further deformation of the system.4

Eaton et al. (2004) propose that the total

resistance to flow in the system fsys can be

indexed by substituting the valley slope Sv for

the channel slope S in a flow resistance equation

fsys ¼
8gRSv

u2
ð1Þ

where g is gravity, u is mean velocity, and R is

the hydraulic radius, which replaces flow depth

h for narrow channels with rough banks and

higher relative roughness (the ratio of roughness

height to flow depth). This transforms the fric-

tion parameter from a property of the stream

channel (f) to a property of the alluvial system

(fsys) that incorporates various sources of resis-

tance. Thus, fsys is made up of the components

fsys ¼ f 0 þ f 00 þ f 000 ð2Þ
where f 0 is bed state resistance (grains and grain

structures), f 00 is within-channel resistance

(bars, pools, riffles), and f 000 is reach-scale resis-

tance (planform shape and gradient).5 This rep-

resentation explicitly states that a stable state

may be approached in multiple ways, which is

consistent with observations and models of

channel response (Kellerhals and Church,

1989; Montgomery and Buffington, 1998;

Schumm, 1969, 1971).

As a first-order approximation, one could

assume that the spatial scale at which the mor-

phologic adjustment occurs is simply a function

of the magnitude of the imposed change in con-

ditions. Rather, the nature of channel adjust-

ments is more complex due to physical

constraints. Modification of channel gradient

(i.e. through lateral migration) typically occurs

on a decadal scale,6 as it requires the shifting of

substantial volumes of bed material. Thus, on

the scale of an individual event, channel slope

may be relatively constant and stability tends to

be achieved through other degrees of freedom.

Eaton and Church (2009) demonstrated that

modulation of bed state (as well as scour7) rep-

resents the most rapid type of adjustment, as it

requires the least amount of geomorphic work.

Adjustments to bed state resistance represent

the only independent degree of freedom in lat-

erally confined reaches (Eaton and Church,

2009), indicating that this mode of adjustment

is common where lateral migration is hindered

by root-reinforced banks (Abernethy and

Rutherfurd, 2000, 2001; Andrews, 1984; Hey

and Thorne, 1986). Thus, it can be inferred that

adjustments to bed state resistance are particu-

larly important in humid and tropical regions

that are well-vegetated, and in mountain rivers,

which tend to be laterally confined. It follows

that a physically based description of bed state

is an essential component of a complete mor-

phodynamic model.

2.1 Proposed definitions of bed state

The term “bed state” has been used to refer to

various physical properties of gravel beds, but it

is yet to be explicitly linked to fluid drag fol-

lowing the maximum flow resistance hypoth-

esis. In flume experiments using sand–gravel
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mixtures, Iseya and Ikeda (1987) described

three types of bed state (congested, transitional,

smooth) associated with the concentration and

mobility of each size fraction on the bed surface.

Church and Kellerhals (1978) defined bed state

as the packing characteristics on the bed surface

(over-loose, normally loose, under-loose),

which are associated with sediment supply. The

most widely adopted definition of bed state is,

however, more general (e.g. Eaton and Church,

2009; Johnson, 2016; Johnson et al., 2009). For

example, Eaton and Church (2009) refer to bed

state as the adjustment of surface texture by

armoring, the occurrence of sediment patches,

and the development of sediment structures.

This definition of bed state is not a quantitative

index, but a mélange of grain and structural

characteristics, and thus any inference regarding

channel stability can only be qualitative.

Church (2006) proposed a more mechanistic

definition of bed state based on the dimension-

less critical shear stress t�c (or critical Shields

number) associated with the bed (Shields,

1936). This parameter is typically used as a

grain mobility index, representing the threshold

condition at which individual grains begin to be

entrained or, in practice, the state beyond which

rare entrainment events rapidly become more

common (Church, 2011). The critical Shields

number approach has considerable advantages

over other proposed definitions of bed state as it

may be interpreted as a direct measure of the

structural properties of the granular surface that

resist grain entrainment (e.g. hiding, imbrica-

tion, packing, bed structures) (Church, 2006).

How to assign a particular critical Shields num-

ber to a given bed is, however, by no means

clear (Church, 2011). This is a problem because,

if a definition of bed state is to be of any value, it

must be measurable.

Moreover, t�c is limited as an analytical tool

because it is a reach-averaged dimensionless

representation of many different structural fea-

tures, the influence of which is relatively

unknown. In a study of step-pool systems,

Zimmermann et al. (2010) found that the crit-

ical Shields number was unsatisfactory as an

indicator of bed stability as it could not account

for the effect of localized bed structures.

Therefore, even if t�c could be reliably esti-

mated or measured it would be difficult to

relate it to physical changes or conditions on

the bed. Given that no existing definition of

bed state is conducive to the maximum flow

resistance approach, I identify and evaluate

two potential approaches to discerning the

structural qualities of gravel beds.

III Gravel-bed structure

3.1 Classificatory approach

Scientific classifications are useful simplifying

devices. Leopold and Langbein (1963) framed

geomorphology as a pursuit that is first inter-

ested in classifying observed forms, from which

generalizations are drawn (an inductive

approach). The scientific study of rivers has led

to the development of many morphological

classifications, the most famous being the tri-

partite division of river planform into braided,

meandering, and straight (Leopold and Wol-

man, 1957). The classificatory approach has

been met with several critiques from within the

discipline (Goodwin, 1999a, 1999b; Juracek

and Fitzpatrick, 2003). Philosophical treatments

of classification and taxonomy (Collier, 1996;

James, 1907; Kripke, 1972), as well as perspec-

tives from other disciplines (Haslam, 2002;

Zachar, 2015), may be enlightening as we seek

to describe rivers.

Linnaeus, in his iconic Systema Naturae

(1735), pioneered the natural classification of

“kinds,” using a binomial ranking system of

genera and species. Darwin (1859) and Wallace

(1869) continued the “natural” classifications,

explained by the process of natural selection,

reflecting relationships between organisms over

geological time. In practice, natural sciences

benefit greatly from the recognition of natural
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kinds (Collier, 1996; Kripke, 1972), notably,

chemical elements and biological species. Nat-

ural kinds may: (1) be naturally occurring as

opposed to artificial; (2) have clearly demar-

cated boundaries separating members of the

natural kind from non-members; and (3) pos-

sess observable features that are causally pro-

duced by internal properties. Given that these

criteria are unrealistic in the case of many

branches of science, researchers have been

forced to embrace pragmatist theories of

classification (James, 1907) not based on

reproducible observations. For example, in

psychopathology, a range of models for classi-

fying psychiatric disorders have been pro-

posed, including practical, functional, fuzzy,

and discrete kinds (Haslam, 2002; Zachar,

2000, 2002, 2015).

Albeit without explicitly describing them as

such,8 these are types of models that geomor-

phologists frequently employ. An example of

fuzzy kinds may be found in the various sand-

bed morphologies that have been reproduced in

laboratory settings (i.e. lower-stage plane bed,

ripples, dunes, upper-stage plane bed, anti-

dunes, chutes-and-pools, cyclic steps). These

morphologies may be distinguished by their

clustering in phase diagrams defined by various

combinations of flow and sediment variables

(Allen, 1984; Cartigny et al., 2014; Southard,

1971, 1991; Venditti, 2013).

On the other hand, classificatory approaches

to describing bed morphology in gravel settings

have been far less effective. Researchers have

reported a miscellany of features, primarily

based on physical characteristics such as grain

size and morphology, which have been placed

within loose qualitative frameworks described

by Grant et al. (1990: 341) as “perplexing and

imprecise.” It is worth noting that classificatory

approaches are an inevitable consequence of an

emphasis on grain size, because if one acknowl-

edges the presence of grains, they must also

acknowledge the presence of forms. At best,

morphological classifications are fuzzy due to

the natural variability encountered in the field

(e.g. channel reach morphologies (Helm, 2019;

Tamminga and Eaton, 2018)), and at worst, they

are rather arbitrary (see Section 3.1.1). There

have been recent advances in qualitative,

process-based classifications of channel fea-

tures (Hassan et al., 2007; Montgomery and

Buffington, 1997; Venditti et al., 2017). How-

ever, quantifying the association between mor-

phologic kinds and basic channel processes is

difficult given that sediment entrainment and

fluid dynamics in gravel-bed rivers are them-

selves poorly understood (Barry et al., 2004;

Ferguson, 2007; Gomez and Church, 1989;

Recking et al., 2012).

The various morphologic kinds that have

been described are often superimposed; for

example, imbricated grains occurring within a

pool-riffle structure. The co-occurrence of dif-

ferent types under the same conditions indicates

that the suite of features described in gravel-bed

rivers cannot all neatly be classified as the same

kind of thing (and are often differentiated by the

terms “units,” “bedforms,” “structures,” etc.),

unlike their sand-bed counterparts. This is per-

haps why a progressive sequence of bed config-

urations (each associated with a unique

combination of slope, flow, or sediment vari-

ables) has not yet been identified (Venditti

et al., 2017). Also, the common distinction

between “grains” (the particle size distribution)

and “forms” (the features made up of particles)

is a false dichotomy, given that accumulations

of small particles can have the same hydraulic

effect as a single large particle (Figure 1).

A classification of gravel-bed structures, let

alone one that is both process-based and quan-

titative, is at present only an aspirational ideal. It

follows that this approach cannot currently be

used to define bed state. To further demonstrate

the potential problems associated with the clas-

sificatory approach, I will briefly critique one

proposed morphologic kind that has been the

topic of considerable study.
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3.1.1 The example of particle clusters. One of the

most pervasive ideas regarding the structure of

gravel beds is that of “particle clusters,” a term

describing the accumulation of relatively small

particles around larger ones, sitting above the

average elevation of the surrounding bed (Bray-

shaw, 1985; Cin, 1968; Strom and Papanico-

laou, 2008). It was noted early on that

understanding the role of these features is hin-

dered by difficulties in recognizing and identi-

fying them (Naden and Brayshaw, 1987).

Subsequently, research has been dedicated to

detecting these features using increasingly

sophisticated techniques, most recently, fractals

(Curran and Tan, 2014; Papanicolaou et al.,

2012; Tsakiris and Papanicolaou, 2008) and fac-

torial kriging (Wu et al., 2018). The relatively

unsatisfactory performance of statistical tech-

niques in identifying clusters has been inter-

preted as a shortcoming of the algorithms,

rather than the concept of clusters itself. This

violates an important principle: that classifica-

tions should be treated as hypotheses and not

paradigms, whereby each use of the classifica-

tion should be a test either verifying or nullify-

ing their explanatory capability (Goodwin,

1999a, 1999b). Moreover, most studies have

opted to identify clusters by hand (Entwistle

et al., 2008; Hendrick et al., 2010; L’Amoreaux

and Gibson, 2013; Strom and Papanicolaou,

2008), which introduces a series of potential

issues where complex surfaces and cognition

collide.

First, the reliance on visual identification

increases the potential for cognitive errors lead-

ing to false positives (or type I errors). Various

forms of erroneous pattern recognition are well

recognized; for example, “clustering illusion” is

a logical fallacy describing the tendency to

overestimate the importance of runs, streaks,

or clusters in large samples of random or

semi-random data (Iverson et al., 2008). These

illusions are known as “phantom patterns,” and

are caused by a human tendency to underpredict

the amount of variability likely to appear in such

data9 (Gilovich, 1991). For instance, Figure 2

consists of 10,000 randomly distributed points

of log-normal size distribution, consistent with

the approximate size distribution of most flu-

vial gravels (Folk, 1966; Folk and Ward, 1957;

Krumbein, 1938). Here, clusters and streaks of

points are visually obvious, such that an obser-

ver may attempt to rationalize the pattern.

However, these features arise through random

chance rather than some specific formative

process. The physical structure of gravel beds

and the processes that produce them, particu-

larly at the grain-scale, may be random enough

to allow for such cognitive errors (further

discussion in Section 3.2). This notion is

Figure 1. Schematic gravel bed with simplified velocity profiles where an accumulation of smaller particles
has the same hydraulic effect as a single large particle.
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supported by Nikora et al. (1998), who, in a

study of six river reaches, found no spatial cor-

relation between particles and were able to

reject spatial particle clustering.

Second, the concept of a cluster is essen-

tially arbitrary given that agglomerations of

particles of varying size, and variation in bed

elevations, are inherent characteristics of

poorly sorted river beds at many scales and

locations. On any given bed, a keen observer

could locate a series of features matching the

classical description of clusters. However, con-

tinued observation would yield features of

diminishing resemblance to the description,

which is perhaps why studies have been led

to describe so many types of clusters, such as

“pebble,” “line,” “comet,” “ring,” and “heap”

(Strom and Papanicolaou, 2008).

The investigation of clusters has confirmed

more general findings from other lines of

research, notably, that groups of particles con-

tribute to drag more than individual particles

(Clifford et al., 1992; Leopold et al., 1964;

Nikora et al., 1998; Robert, 1988), that larger-

than-average particles decrease grain mobility

through grain hiding (Einstein, 1950; Kirchner

et al., 1990; Wilberg and Smith, 1987), and that

therefore larger-than-average particles exert a

disproportionately large influence on channel

stability (MacKenzie and Eaton, 2017; MacK-

enzie et al., 2018). Clusters are an effective con-

cept that encapsulates these effects, but their

role as distinctive structural features that arise

through clear formative processes has probably

been over-emphasized. The simplified, sche-

matic representations of gravel-bed structures

are exactly that. They belie a more profound

quality at the grain-scale: deterministic chaos.

3.2 Statistical approach

For systems lacking easily discernible kinds, sta-

tistics can offer a powerful alternative. Follow-

ing advances in surveying and statistics in the

1980s, researchers were granted a range of new

techniques for analyzing the structure of river

beds. Mirroring developments in fluid dynamics

earlier in the decade (Musker, 1980), several

researchers (primarily European graduate stu-

dents) proposed that, to understand flow resis-

tance, gravel beds should be treated as a random

field of elevations rather than a size distribution

of grains (Aberle et al., 1999; Bergeron, 1996;

Butler et al., 2001; Clifford et al., 1992; Furbish,

1987; Robert, 1988, 1991). This obviates the

heuristic distinction between grain and form

components of resistance, and their often-

presumed equivalence with frictional drag (aris-

ing due to friction between the fluid and the

surface) and pressure drag (arising due to the

shape of the roughness element), respectively

(Furbish, 1987). A range of techniques has since

been applied to centimeter- or millimeter-scale

gravel-bed topography, usually in laboratory

flumes. Techniques include structure functions

(Butler et al., 2001; Clifford et al., 1992; Robert,

1988, 1991), filtering (Bergeron, 1996), trans-

forms (Aberle et al., 2010), as well as simple

analyses of the probability density function of

elevations (moments) (Bertin and Friedrich,

2018; Ockelford and Haynes, 2013).

Although these studies have not explicitly

linked bed statistics to channel stability, some

Figure 2. Ten thousand randomly distributed points
with a log-normal size distribution.
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of these analyses may inform how we can best

approach a statistical description of bed state.

Notably, the scaling characteristics of gravel

beds, relative to sand-bed rivers, may be illumi-

nating. For three decades, the scaling character-

istics of gravel-bed topography have been

considered fundamentally different from those

of sand-bed topography, as represented by var-

iograms (Figure 3). Variograms show the

amount of variability in elevation gðhÞ between

pairs of points at various distances (lags), and

the general forms shown in Figure 3 have been

confirmed by numerous investigations (Butler

et al., 2001; Clifford et al., 1992; Furbish,

1987; Nikora and Walsh, 2004; Powell et al.,

2016; Qin and Ng, 2011; Robert, 1988, 1991).

Published sand-bed variograms are typically

characterized by an exponential component and

an oscillatory component, which can be inter-

preted as small-scale stochastic and large-scale

periodic bed structures, respectively. Published

variograms of gravel beds have been restricted

to the grain-scale (often due to practical limita-

tions associated with past surveying tech-

niques), within which there are three relatively

distinct zones. The exponential component may

be divided into two parts, the scaling and transi-

tion regions, which plot as two straight lines.

The position of the inflection point at around

the size of the largest grains indicates that these

regions loosely correspond to individual grains

and arrangements of grains, respectively. The

third zone is known as the saturation region, at

which variance reaches a constant value with

distance.

The power-law trend of the scaling and tran-

sition regions represent fractal behavior,

whereby the slope b is inversely related to the

Hausdorff or fractal dimension D. Thus, the

most pervasive structural quality of gravel-bed

topography has been reported to be statistical

self-similarity10 or scale invariance, whereby

smaller scales are statistically similar to larger

parts when magnified (Xu et al., 1993). The

self-similar structure indicates that the forma-

tive processes (i.e. grain deposition) are charac-

terized by deterministic chaos.

The restriction of gravel-bed variograms to

the grain-scale (and perhaps the use of different

axis scales in Robert’s (1988) original sche-

matic) has obscured the fact that sand- and

gravel-beds can have very similar overall scal-

ing characteristics. Figure 4 reproduces two

published sand-bed variograms and compares

them to gravel-bed variograms based on stream

table data with well developed pool-riffle

sequences. When the length of the dataset spans

the reach scale (i.e. many channel widths),

gravel-bed variograms exhibit both exponential

and oscillatory scaling components, similar to

sand-bed variograms.

It is not the overall scaling characteristics,

but the position of the inflection point separat-

ing the exponential and oscillatory components,

that best distinguishes sand- and gravel-bed

topography. The lag at which the inflection

point is located, relative to the channel width,

is probably much smaller in sand-bed rivers

compared to gravel-bed rivers. Periodic features

on sandy beds may be observed at very small

scales relative to channel widths (e.g. ripples),

whereas periodic features on gravelly beds are

generally found at scales much greater than the

channel width (e.g. riffles). This is explained by

the fact that grains in sand-bed channels are

very small relative to the channel size and

Figure 3. Schematic of sand- and gravel-bed vario-
grams. Note the use of different axis scales.
Source: Robert (1988, Figure 1), adapted with per-
mission from Springer Nature.
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therefore are more easily mobilized and depos-

ited into coherent structures.

The inflection point is important when con-

sidering how we can best define bed state

because it indicates the threshold above which

structural features are geometrically coherent or

periodic (and therefore identifiable), and below

which the bed is relatively scale-invariant and

structural features are less identifiable (in which

case the surface is best described with D). In the

latter, various types of particle clustering

described by researchers represent a subset of

outcomes arising from a stochastic deposition of

grains, but fail to characterize the surface en

masse. The scale invariance of gravel beds up

to the length scale of multiple channel widths

partly explains why classificatory approaches to

understanding bed structure have been less suc-

cessful. It follows that it may be more fruitful to

describe bed state with reference to bed surface

geometry rather than grain characteristics or

morphologic kinds.

IV Roughness correlations

The ability to predict a priori the drag gener-

ated by a surface, based purely on its geometric

characteristics, is of great interest to fluid

research and practice. It is particularly impor-

tant in gravel-bed rivers where the measure-

ment of hydraulic variables is subject to

practical limitations. It is through the incor-

poration of roughness correlations into statisti-

cal representations of bed structure that we can

extend the general concept of “bed state” to

the bed state resistance of channel morphody-

namics (in other words, extending geometric

roughness to hydraulic roughness). To this end,

I first critique the grain-based roughness cor-

relations currently used in fluvial geomorphol-

ogy and explore their origin in the field of fluid

dynamics, then turn to modern fluid dynamics,

where we may find potential solutions.

4.1 In fluvial geomorphology

The foundational knowledge in fluid dynamics

leading to the development of roughness corre-

lations was gained at the precipice of global

conflict. Between the First and Second World

Wars, the minimization of wing frictional drag

was a major challenge for airplane design. The

process of “drag clean-up” necessitated the

development of boundary layer equations for

both laminar and turbulent flow to estimate

aerodynamic efficiency (Eckert, 2007). This

Figure 4. (a) Variograms based on sand-bed data
(Source: Robert (1988, Figure 2), adapted with per-
mission from Springer Nature), and (b) variograms
based on gravel-bed stream table data published by
MacKenzie and Eaton (2017), which contain well
developed pool-riffle sequences. Each gray line rep-
resents one longitudinal profile parallel to the thal-
weg. Dashed line represents typical maximum lag of
published gravel-bed variograms.
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problem was addressed by several German

engineers, physicists, and fluid dynamicists,

whose work has come to pervade the study of

rivers. Of particular note are the experiments of

Johann Nikuradse (1933), measuring the fric-

tional drag produced by regular arrays of uni-

form roughness elements on the surface of

pipes. Nikuradse (1933) used sand grains

because, at the time, they were the easiest way

to produce (almost) geometrically identical

roughness elements.

Based on these experiments, Schlichting

(1936) defined the equivalent sand roughness

parameter ks, which represents the size of the

uniformly distributed sand grains that would

obtain the same friction coefficient as the rough

surface under consideration. In 1938, American

government scientist Garbis Keulegan11

extended the theoretical investigations of Lud-

wig Prandtl and Theodore von Kármán, and the

experimental work of Nikuradse, from pipes to

open channel flow.

As Gilbert’s process geomorphology para-

digm rose to prominence over the following

decades (Ritter, 1988), the leading schools were

critical of grain-based roughness correlations in

natural channels. Although some early work

suggested the use of grain size,12 most came

to realize that the work of Nikuradse could not

be directly extended to rivers due to the pres-

ence of additional roughness components

(structural features and vegetation, for exam-

ple), and to gravel-bed rivers in particular due

to the wide range of grain sizes (Leopold and

Wolman, 1957; Leopold et al., 1964; Meland

and Norrman, 1969; Sundborg, 1956).

In their seminal work, Fluvial Processes in

Geomorphology, Leopold et al. asserted that:

. . . flow resistance unfortunately cannot be quantita-

tively specified from the type of channel boundary and

the size and forms of materials making up the channel

boundaries. The relation of the computed resistance to

the size and configuration of bed debris is so complex

that at present no simple transition between the two can

be made. (1964: 255)

Geomorphologists of the Uppsala School of

Physical Geography made similar remarks. In

1956 Åke Sundborg, a student of Henning Hjul-

ström, proposed that “if there are obstacles of

some kind on the bottom–bars, ripples, scattered

stones, or vegetation, the grain diameter does

not constitute a representative value for the

roughness” (Sundborg, 1956: 147). Meland and

Norrman (1969) suggested that accurately

defining the boundary layer over loose hetero-

geneous beds using grain size would be theore-

tically impossible.

When interest in gravel-bed rivers increased

in the 1970s, some form of roughness correla-

tion had to be adopted because most channels

were ungauged and direct measurement of their

flow was often impractical (Miller, 1958). Just

as Lane suggested in the 1957s, early investiga-

tions surmised that the surface D50 could be

used (presumably, an appeal to the notion of

averages as opposed to any theoretical basis),

but found that this metric underestimated the

total resistance (Leopold et al., 1964). A simple

comparison between Nikuradse’s experiments

and gravel-bed surfaces is all that is required

to explain this result (Bathurst, 1982). In addi-

tion to the presence of the many additional

roughness components discussed above, Nikur-

adse’s experiments were concerned with fric-

tional drag, whereas in rivers form drag is

generally more significant. Indeed, the physical

irrelevance of Nirkuradse’s experiments to natu-

ral or “realistic” roughness appears obvious to

other fields of fluid research, where ks is inter-

preted as an effective flow property rather than

any physical measure of roughness (Flack, 2018).

Thus, in practice, an estimation of ks in

gravel-bed rivers first requires an estimation of

how much the bed surface differs from that of

“sandpaper” made up of the D50, as imagined by

Einstein and Banks (1950). The initial solution

was to multiply the grain size by an empirical

constant C (Bray, 1982; Gladki, 1979; Hey,

1979; Leopold et al., 1964; Limerinos, 1970).

However, the true value of C varies by at least

12 Progress in Physical Geography XX(X)

145



an order-of-magnitude across the population of

gravel-bed rivers (van Rijn, 1982), and yet this

approach persists given there is still no rational

method to estimate it. After almost half a century,

geomorphologists and engineers have not signif-

icantly advanced on the foundational theories of

Nikuradse and Keulegan. As Lane (2005) has

suggested, isn’t it time for a re-evaluation? Intui-

tively, if there is an answer, we should look to

those who study the movement of fluids.

4.2 In fluid dynamics

For fluid dynamics, the work of Nikuradse rep-

resented only the beginning of roughness corre-

lation theory. It was Hermann Schlichting who

conducted the benchmark study on roughness

correlations – Nikuradse merely provided a

standard of reference. Schlichting (1936) per-

formed a series of experiments on rough plates

with different arrangements of roughness ele-

ments and found that drag is dependent on the

spacing or “density” of features, which can be

quantified using a solidity parameter L. The

experiments of Nikuradse and Schlichting give

rise to fundamentally different types of rough-

ness correlation: one a function of a single

roughness height, the other a function of both

the height and arrangement of roughness ele-

ments, respectively.13 Schlichting laid the foun-

dation for many future studies of drag associated

with the organization of discrete roughness ele-

ments of various geometries (e.g. length, height,

width, spacing, steepness, or slope).

Most importantly, it is now well known that

the effect of roughness element spacing on drag

is systematic (Leonardi et al., 2007; Morris,

1955). At sparse spacing, roughness elements

are hydraulically isolated and their effect on

near-surface flow properties is small (isolated

roughness flow). At close spacing, roughness

elements are tightly packed such that wakes

cannot form and the wall is almost smooth

(skimming flow). Thus, drag is maximized at

intermediate spacing where wakes associated

with roughness elements interact with those

located downstream, creating complex turbu-

lent flow (wake-interference flow). Parallel to

investigations of roughness element spacing,

researchers have pursued an approach stem-

ming from the work of Musker (1980), whereby

drag can be related to the statistics of the eleva-

tion field (Anderson and Meneveau, 2011; Bar-

ros et al., 2018; De Marchis et al., 2015; Yuan

and Piomelli, 2014). The two approaches were

defined by Grinvald and Nikora (1988) as dis-

crete element and random field approaches,

respectively.

Until recently, roughness correlations had

almost solely been developed for simplified,

regular arrays of roughness elements,14 which

culminated in two major reviews (Flack and

Schultz, 2010, 2014). Fluvial geomorphologists

have been aware of these approaches for some

time (Gomez, 1993; Herbich and Shulits, 1964;

Nowell and Church, 1979; Sundborg, 1956);

however, as Ferguson and Ashworth (1992)

recognized, they are difficult to use in practice

due to the irregularity and multiscalarity of

gravel beds. In the last decade, tremendous

progress has been made in roughness correla-

tions for irregular surface topographies in the

fully rough regime (Flack, 2018). Thus, recent

developments in fluid dynamics have extended

roughness correlations to hydrodynamic condi-

tions and surface geometries similar to those of

gravel beds, which may provide geomorpholo-

gists with a suite of new tools for understanding

channel processes (Stewart et al., 2018).

However, as Schlichting observed in his pio-

neering work, the intensive and systematic

exploration of roughness correlations has been

frustrated by the fact that “the number of para-

meters describing roughness is extraordinarily

large owing to the great diversity of geometric

forms” (Schlichting, 1979: 615). Among the

main findings of recent systematic explorations

are that the predictive power of specific rough-

ness correlations is dependent on the geometry

of the surface itself, and that different
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descriptions of roughness are best used in com-

bination to account for a variety of energy dis-

sipation mechanisms associated with different

surface properties. With this in mind, a

“universal” roughness correlation may be for-

mulated for a wide range of surfaces by incor-

porating multiple roughness parameters, as well

as conditional statements regarding certain sur-

face characteristics. For example, using direct

numerical simulation of flow in channels with

systematically generated surface geometries,

Forooghi et al. (2017) derived the roughness

correlation for the fully rough regime

ks

kz

¼ f ðSk;DÞ � f ðESÞ ð3Þ

f ðSk;DÞ ¼ f ðSkÞ; D � 0:35

f ðSkÞð1þ mðSkÞ � ðD� 0:35ÞÞ; D � 0:35

�

ð4Þ

f ðSkÞ ¼ 0:67Sk2 þ 0:93Sk þ 1:3 ð5Þ

f ðESÞ ¼ 1:05 � ð1� e�3:8�ESÞ ð6Þ
where kz is the mean maximum peak-to-valley

height (calculated over multiple subsets of the

surface, for example), Sk is the skewness of the

probability distribution of elevations, D is a mea-

sure of the diversity of roughness peak heights,

and mðSkÞ ¼ 1:47Sk2 � 1:35Sk � 0:66. The

parameter ES is the effective slope (Napoli

et al., 2008), which may be interpreted as the

mean gradient of the local roughness elements,

and is given by

ES ¼ 1

L

Z
L

j dkðxÞ
dx
jdx ð7Þ

where kðxÞ is the height array, x is the stream-

wise direction, and L is the surface length in x.

Effective slope accounts for the arrangement

of roughness elements, whereby the gradient of

roughness elements is inversely related to their

spacing. As a result, ES controls the relative

contribution of frictional and form drag (Napoli

et al., 2008). Using a relation such as Equation

3, the total drag associated with the flow (within

the fully rough regime) can be estimated based

on its physical properties alone. The energy loss

may be expressed as ks, or another hydraulic

scale such as the Hama roughness function

(Flack and Schultz, 2010; Hama, 1954). More-

over, unlike L, which requires identification of

individual roughness elements, it is possible to

calculate ES for complex surfaces akin to river

beds (Stewart et al., 2018). In the following sec-

tion, I discuss how roughness correlations can

best contribute to a new index of bed state resis-

tance in rivers.

V Toward bed state
morphodynamics

In the above discussion I have conceptualized

bed state as an important mode of channel

adjustment contributing to morphologic stabi-

lity, whereby stability coincides with maximi-

zation of flow resistance across the entire fluvial

system. To this end, I suggested how we can

best conceptualize gravel beds to estimate flow

resistance based on geometry alone. In this sec-

tion, I draw together these insights to form a

prototypical index of bed state resistance that

embraces technological and conceptual innova-

tions increasingly available to and utilized by

geomorphologists.

If we are to acknowledge the degrees of free-

dom comprising bed state resistance, which

manifest in the wide range of spatial scales over

which gravel-bed surfaces vary, the modes of

topographic variation and their effects on flow

resistance must be isolated. There have been

numerous attempts to isolate the influence of

different resistance components (sensu Eaton

et al., 2004) using linear and non-linear detrend-

ing (e.g. Prestegaard, 1983; Weichert et al.,

2009). Transforms are an alternative approach

to the detrending process, as they are commonly

used to solve problems where the intricate

underlying structure of a signal is of interest.

Various transforms have been employed in
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more general treatments of gravel-bed surfaces,

and have successfully elucidated some impor-

tant structural characteristics (Keylock et al.,

2014; Nyander, 2004; Qin and Ng, 2011; Singh

et al., 2011; Smith, 2014). The most successful

transform used in this context has been the

wavelet transform, given its use of a finite ana-

lyzing function (the “wavelet”). Wavelet trans-

form has a considerable advantage over the

well-known Fourier Transform, in which the

continuous analyzing function removes loca-

lized information in the case of highly irregular

and aperiodic signals.

By breaking down a complex surface into a

set of more simple components each at a differ-

ent wavelength l (Figure 5), a roughness corre-

lation can be applied to each wavelength as if it

were in isolation. This provides an estimate of

the contribution of each scale of topographic

variation to the total drag, rather than just a few

arbitrarily selected ones (as necessitated by con-

ventional detrending techniques). The combina-

tion of both the discrete element and random

field approaches (i.e. shape and height) in Equa-

tion 3 is important, as it may differentiate the

flow resistance associated with vastly different

roughness elements, ranging from individual

grains (i.e. steep but small) to bars (i.e. gradual

but tall). The drag contribution may be indexed

by the Hama roughness function DUþ, repre-

senting the downward shift in the logarithmic

and outer layers of the mean streamwise velo-

city (Hama, 1954). Scale (i.e. wavelength) can

be normalized by either bankfull depth or width

following the typical treatment of bed structures

such as steps and pools (Hassan et al., 2007).

We can postulate that, for any given bed, very

small and very large scales would represent

minima of drag contribution, and a maxima

would occur at some intermediate scale

(Figure 6). In many cases, the drag size distri-

bution (DSD) would be complex. For example,

large-scale bed features may comprise 10%–

75% of the total drag in gravel-bed rivers (Die-

trich et al., 1984; Hey, 1988; Parker and Peter-

son, 1980; Prestegaard, 1983). Thus, we could

expect skewed or even bimodal distributions,

whereby the most significant mode is associated

with scales greater than the channel width.

The DSD can also be presented as a cumula-

tive distribution in the same way that grain size

Figure 5. Three arbitrarily selected wavelengths
that visualize long, medium, and short modes of
topographic variation, which have been derived from
a continuous wavelet transform of the stream table
data used in Figure 4b.

Figure 6. Conceptual diagram showing the distribu-
tion of drag contributions on a gravel bed. Bed one has
a unimodal distribution of drag contributions, whereas
bed two consists of a minor mode occurring at a small
scale and a major mode occurring at a large scale.
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data is typically displayed. This presentation

highlights the relative contribution of each

spatial scale when different datasets are being

compared. The cumulative distribution can

effectively visualize trajectories of bed state

adjustment over time (Figure 7), and provide a

direct comparison with the evolution of surface

grain size distributions. For example, Nyander

(2004) developed a “form size distribution,”

defined as the cumulative variance of each

wavelength, and applied them to flume experi-

ments conducted over approximately 80 hours.

As the bed was subjected to increasing dis-

charge, the relative height of large-scale bed

features increased, and the adjustment to the

“higher” bed state was recorded in the cumula-

tive distribution by a shift in the inflection point

toward larger scales. Nyander (2004) observed

that morphologic change did not cease once a

higher bed state was achieved, but rather con-

tinued within an envelope of stability. We can

expect that this behavior will also be captured

using the roughness correlation approach. The

treatment of bed state proposed herein explicitly

acknowledges the complexity of bed state

adjustments, as well as the fuzzy nature of mor-

phologic stability.

5.1 Assumptions and limitations

Some assumptions and limitations define a

space within which the proposed index of bed

state resistance is best applied, and help to clar-

ify its interpretation. The major assumption

inherent in the approach is one that is commonly

used in investigations of flow resistance over

surfaces with superimposed roughness ele-

ments. Components of flow resistance may be

treated as linearly additive via some type of

linear superposition model (Cowan, 1956; Ein-

stein and Banks, 1950; Einstein and Barbarossa,

1952; Hey, 1988; Leopold et al., 1960; Meyer-

Peter et al., 1948; Millar, 1999), but it is impor-

tant to note that this is a heuristic approach

(Furbish, 1987). Recent investigations have

demonstrated that this assumption is, in a strict

sense, invalid in gravel-bed rivers because the

interaction between superimposed roughness

elements may produce drag feedbacks in either

direction (Li, 2009; Wilcox and Wohl, 2006).

The technique developed herein may be used to

discern prominent modes of bed state resistance

and their relative magnitudes, but care should be

taken in the interpretation of less distinctive

peaks.

The major limitation of the approach is that it

ignores the effect of relative roughness, or the

ratio of roughness height to flow depth (Fergu-

son, 2007), the latter being inversely related to

ks (Knight, 1981). Most geometry-based rough-

ness correlations have been developed in

experiments with low relative roughness,

whereas under most flow conditions in

gravel-bed rivers the relative roughness is

high. The concept of effective discharge pre-

sents a reasonable solution to these limitations,

for two reasons. First, the bankfull flow is often

assumed to be the “channel-forming” dis-

charge (at which most geomorphic work is per-

formed) and flows at and above this stage are

most capable of reworking the bed surface

(Ashworth and Ferguson, 1989; Wolman and

Miller, 1960). Second, except in the case of the

Figure 7. Conceptual diagram showing the cumu-
lative distribution of drag contributions in the case
where a gravel bed has adjusted to a “higher” bed
state.
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roughest channel morphologies (notably, step-

pool), the effect of relative roughness at bank-

full flow is relatively low and ks reaches a

constant value with further increases in flow

depth (Knight, 1981).

The Reynolds number is an important factor

even within the fully rough regime; however,

there have been few investigations of its specific

effects on drag (e.g. Barros et al., 2018),

because numerical simulations of flow over

irregular boundaries at high Re are computa-

tionally intensive. Further work is required to

understand the Reynolds number dependence

of roughness correlations.

Another consideration is whether the rough-

ness correlation should be applied to the entire

surface (i.e. three-dimensionally) or streamwise

profiles. It is now well known that the structure

of gravel beds varies directionally (Butler et al.,

2001), and that cross-stream structure exerts

important hydraulic effects (Colombini and Par-

ker, 1995; Forooghi et al., 2017; Kline et al.,

1967). On the other hand, some studies have

suggested that two-dimensional hydraulics are

fairly representative of hydraulics associated

with three-dimensional gravel beds and may

be a reasonable simplification (e.g. Sambrook

Smith and Nicholas, 2005).

VI Conclusion

In this paper, I have deconstructed the grain size

paradigm underlying the mainstream under-

standing of river channel morphodynamics by

exploring its origins in geomorphology and

related disciplines. In doing so, I have identified

three ideological strands that have coalesced

from a liberal, but largely unchecked, exchange

of ideas between different fields of research: (1)

the relations between grain diameter and fluid

drag derived from Nikuradse’s (1933) experi-

ments with sand-coated surfaces; (2) the use

of grain size by early process geomorphologists

to describe general trends across large samples

of sand-bed rivers; and (3) the classificatory

approach to discerning bed structures, originally

developed for periodic bed structures found in

sand-bed rivers, which is an inevitable conse-

quence of an emphasis on grain size. The con-

flation of sand- and gravel-bed dynamics was

largely achieved using empirical relations that

now permeate the discipline. Over half a cen-

tury, the grain size paradigm has shed light on

many important processes associated with

gravel-bed rivers. However, we must recognize

that its pervasiveness limits our ability to under-

stand channel behavior. Alternative or comple-

mentary models of understanding must be

actively pursued.

The inertia of the grain size paradigm against

longstanding critique highlights the influence of

historical contingencies on the advancement of

the discipline. At the genesis of modern process

geomorphology, Sundborg (1956) and Leopold

et al. (1964) emphasized the limitations of

Nikuradse’s relations. Keulegan (1938) recog-

nized that the arrangement of roughness ele-

ments in a river could be more important than

their heights alone. Furbish (1987) proposed

that gravel beds and their hydraulic effects

could be best understood using statistics rather

than consideration of grains and forms as sepa-

rate entities. Although some earlier authors had

hinted along similar lines, Klingeman directly

questioned the validity of a representative grain

size in gravel-bed rivers and its association with

channel morphology (Leopold, 1992, see dis-

cussion). Nowell and Church (1979) and Davies

and Sutherland (1980) proposed that to formu-

late maximum flow resistance as a stability-

inducing criterion, bed state is best defined with

reference to the arrangement of features on the

bed surface, akin to Schlichting’s (1936) experi-

mental relations. The sum of these notions

amounts to a radical reconceptualization of bed

state outside of the grain size paradigm – a stal-

wart of process geomorphology since its incep-

tion – that is yet to be achieved in practice.

Embracing recent advancements in comple-

mentary fields of fluid research, remote sensing,
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and statistics, I have reformulated the aspira-

tional ideas of Nowell and Church (1979) and

Davies and Sutherland (1980) as a testable, phy-

sically based index of bed state. This approach

not only acknowledges bed state as an important

degree of freedom within the fluvial system but

also recognizes the varied contribution of spe-

cific adjustments on the bed occurring at differ-

ent scales and different spatial locations. The

statistical representations may also be more

conducive to visualizing and examining sto-

chastic behavior. Only by explicitly acknowl-

edging the complexity of channel adjustment

can we move toward a more complete under-

standing of channel stability, let alone predic-

tions of morphodynamic response.

6.1 Future work

In part, it is through systematic experimentation

and observation, in which channel-forming pro-

cesses are measured against theory-driven

descriptions of channel morphology, that geo-

morphologists can better approach the task of

building predictive morphodynamic models.

Such models appear distant at this time. In the

foreground lies a set of more basic questions

that can be tackled forthwith.

First, how quickly does morphodynamic

change occur? In the simple case of a change

in discharge, the rate of morphologic adjust-

ment to reach a new stable configuration is

dependent on whether the change in energy state

is upward (e.g. during a flood) or downward

(e.g. following flow regulation). The former has

been reported to be far more rapid (Church,

1995; Desloges and Church, 1992).

Second, how does the rate of morphologic

change through time vary between the point of

disturbance and the attainment of stability? We

might expect that the rate of change would be

rapid at first but decrease asymptotically toward

zero (Graf, 1977), but there is currently a lack of

concrete evidence to support this hypothesis.

Third, how static is the state of morphologic

stability itself? Paintal (1971) showed that

transport occurs even at sub-critical bed states

(sensu Church, 2006), indicating that some

degree of morphologic change must occur past

a point usually considered to represent stable

conditions. For example, using statistical repre-

sentations, Nyander (2004) observed oscilla-

tions in physical bed structure around a mean

value.

Fourth, how do bed state and channel plan-

form co-evolve? Some studies have attempted

to isolate the contribution of bed morphology

and channel slope to a stable channel configura-

tion (Aberle, 2000; Weichert et al., 2009), but

this question remains largely unanswered due to

the paucity of field data and the preponderance

of flume studies in which planform is fixed. The

contribution of these two primary degrees of

freedom to stability is certainly not as linearly

additive as the model presented by Eaton et al.

(2004).

Fifth, what is the explanatory capability of

the maximum flow resistance hypothesis with

regard to channel stability? Recent stream table

experiments involving the addition of larger-

than-average grains highlight that relatively

small changes in governing conditions may

impose a stable state characterized by higher

thresholds for grain mobility, rather than a

transport-driven modification of channel

boundaries (MacKenzie and Eaton, 2017). This

prompts a question asked since the early geo-

morphologists (e.g. Rubey, 1933): how far can

the concept of self-formed stability take us?

Under what specific conditions is this not a use-

ful paradigm?

Last, how much can we understand about

morphodynamic behavior without consider-

ation of grains? Stabilization by larger-than-

average grains represents an extreme example

where surface geometry and stability appear to

be decoupled. On the other hand, it is now well

understood that bedload transport models, many

of which are predicated on experiments with

featureless beds (e.g. Shields, 1936), also
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require more careful consideration of surface

structure due to its direct and indirect influences

on particle mobility (Cudden and Hoey, 2003;

Iseya and Ikeda, 1987; Kasprak et al., 2015;

Kuhnle and Southard, 1988; Rickenmann,

2018). Thus, it is clear that morphodynamic

models require simultaneous knowledge of

grain and surface characteristics, and that only

through the recognition of this duality can they

fully represent fluvial systems. The questions

outlined above have been pondered by geomor-

phologists for many decades but current

answers are unsatisfactory or lacking entirely.

Some answers are likely embedded within the

types of data already available to geomorphol-

ogists. If this is the case, the conceptual frame-

work and analytical techniques presented herein

may be illuminating as we seek to model the

behavior of gravel-bed rivers. We are currently

conducting both fixed- and mobile-bank stream

table experiments to test these ideas.
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Notes

1. For example, Stelczer (1981) compiled a broad list of

representative grain size percentiles used by various

researchers in bed-load transport functions, ranging

from D35 (e.g. Einstein, 1950) to Dmax (e.g. Gessler,

1965).

2. Nikora et al. (1998: 517) remarked that “gravel-bed

roughness in natural streams can be characterized by a

single size percentile, say D84, only if we assume that

the shape of the particle size distribution, bed arrange-

ment, particle shape and orientation, packing, spacing

and sorting, particle clusters, etc. are universal, that is,

hold at all sites and flows.”

3. The fully rough regime is characterized by turbulent

flows over surfaces with large roughness elements, or

more precisely, when the boundary Reynolds number

Re� � 68, where Re� ¼ u�k=v (u� is the friction velo-

city, v is the kinematic viscosity, and k is the height of

roughness elements making up the boundary).

4. Interestingly, these works are more formal expres-

sions of ideas commonly held by early process geo-

morphologists. For example, Bagnold (1956)

proposed that in the condition of bed instability

brought upon by an excess in applied fluid stress,

stability can only once again be attained if the grains

are redeposited in a way which would increase resis-

tance. Rubey (1952) suggested that the precise form

of a graded slope with the imposed conditions of

discharge, load, grain size, and degree of sorting is

governed by something like the principle of least

work.

5. Eaton and Church (2009) found that within-channel

resistance may not be an independent, adjustable vari-

able, most likely because bars are associated with both

the bed and the channel planform. Thus, f 00 could be

subsumed into either of the other components.

6. This period may be substantially longer. For example,

Brooks (2003) found that the Red River of Manitoba has

been adjusting stream gradient over the past 8000 years.

7. In practice, scour can be considered an aspect of bed

state resistance due to the association between relative

roughness and flow resistance (Ferguson, 2007).

8. A notable exception is Cullum et al. (2017), who sug-

gested the use of fuzzy logic in landscape classification.

9. For example, Londoners developed specific theories

about the pattern of impacts from World War II flying

bombs, but Clarke (1946) showed that the impacts

were a close fit to a random distribution.
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10. Given that D tends to be different in downstream and

cross-stream directions, gravel-bed surfaces are best

described as self-affine (Butler et al., 2001).

11. At the time of Keulegan’s retirement at the age of 98

he was the oldest and longest-serving (67 years)

employee in federal service.

12. Upon introducing his method of sampling coarse bed

material, Wolman (1954) remarked that these data

could be used to estimate hydraulic roughness. Lane

(1957: 41) suggested that “for streams in material

coarser than sand, perhaps k [the representative rough-

ness height] can be expressed as a function of the

particle size.” Rubey (1933) had questioned the under-

lying assumptions of this approach two decades prior.

13. Interestingly, Keulegan (1938) proposed that, in the

case of “wavy” surfaces, resistance is some function of

the ratio of roughness height to length (which he

termed “relative waviness”). This relation was forma-

lized by Schlichting (1936) just two years prior. It is

worth noting that the distinction between rough and

wavy surfaces is arbitrary. The wavy-wall equation

was discarded by subsequent studies in favor of the

rough-wall equation that is more conducive to the

Wolman sampling approach. Thus, the importance

of the arrangement of roughness elements in rivers has

been recognized for almost a century but is yet to be

fully embraced.

14. Typically cubes, cylinders, transverse square bars,

pyramids, wedges, hemispheres, egg carton shapes,

and sinusoids.
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Abstract

Alluvial channels arise through the interaction between morphology, hydraulics, and

sediment transport, known as the ‘fluvial trinity’. Over relatively short timescales

where climate and geology are fixed but discharge and sediment supply may vary,

this process facilitates adjustments towards steady state, where the system oscillates

around a mean condition. The relationship between changes in conditions and

geomorphic response may be highly complex and nonlinear, especially in systems

with multiple modes of adjustment. This study examines the adjustment of an erod-

ible channel with fixed banks and a widely graded sediment mixture to successive

increases in discharge. With each increase in discharge, components of the fluvial

trinity adjusted towards a steady state. Particularly at relatively low discharges,

adjustments were controlled by intrinsic thresholds and highlighted important

morphodynamic processes. Notably, there was a strong interplay between channel

morphology and sediment transport, and an effect whereby larger-than-average

grains controlled channel deformation. These two processes occurred at the bar scale

and were highly spatialised, which has two important implications: (1) reach-averaged

representations of process provide only partial insight into morphodynamics; and

(2) models of rivers that suppress these process feedbacks and size-dependent

transport may not replicate morphodynamics that typically occur in field conditions.

The experiments provide quantitative evidence for conceptual models describing

exponential approaches towards steady state and the potential for transiency if

disturbance frequency exceeds the recovery time. They also highlight how in natural

rivers, particularly those with greater degrees of freedom for adjustment (notably,

lateral adjustment and meandering), continuous changes in discharge may lead to

nonlinear rather than steady-state behaviour. In these settings, more holistic analyti-

cal frameworks that embrace different aspects of the system are critical in under-

standing the direction, magnitude and timing of channel adjustments.

K E YWORD S

alluvial channels, channel adjustment, fluvial trinity, morphodynamics, nonlinear dynamics, river
behaviour, steady state

1 | INTRODUCTION

River behaviour varies across a wide range of temporal scales, such

that the notion of system stability is intrinsically time-dependent

(Lane & Richards, 1997; Phillips, 2006; Schumm & Lichty, 1965).

Over relatively short timescales where climate and geology are fixed,

river behaviour may be broadly classified into two conditions:

unsteady, where channel form and process are evolving; and steady,

where these characteristics oscillate around a mean state (‘steady
state’). Morphodynamics is concerned with adjustments to channel

form and process, which are facilitated by feedbacks between mor-

phology (form), hydraulics (flow) and sediment transport (flux), or the

‘fluvial trinity’ (Ashworth & Ferguson, 1986; Best, 1986). Recent

work has emphasised how morphodynamics, and particularly the
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relationship between causes (events) and the magnitude, timing and

manner of geomorphic effect (response), may be highly complex and

nonlinear (Lisenby et al., 2018; Phillips, 1992; Schumm, 1973). These

nonlinear dynamics may be more generally prevalent in systems with

multiple modes of adjustment (e.g., alluvial channels) and threshold

mechanisms (Phillips, 2003)—for example, channels where bed mate-

rial transport is restricted to conditions near the threshold of motion

(‘threshold’ channels: Church, 2006).
These notions that surround morphodynamics are highly general-

ised but ultimately testable, although for both philosophical and meth-

odological reasons they have not been comprehensively interrogated.

A Newtonian paradigm has driven researchers to increasingly small

spatiotemporal scales of inquiry and to isolate processes of hydraulics

and sediment transport where conservation laws and force–balance

relations may be more readily applied (Ancey, 2020; Church &

Ferguson, 2015; Rhoads & Thorn, 1993). In practice, this approach

has manifested in various simplifications—notably, physical and

numerical models that lack degrees of freedom available for adjust-

ment in most natural channels, and narrow grain size distributions that

may not replicate important processes in prototype streams (Booker

& Eaton, 2020). By reducing the modes of adjustment, and removing

the potential for threshold-dependent transport (in the case of

threshold channels), these simplifications may significantly reduce the

potential for nonlinear behaviour that may be expected in nature

(Phillips, 1993). It is also worth noting a lack of available field data and

remote sensing technology, which has historically made quantitative

investigations of channel behaviour difficult.

As geomorphologists become increasingly aware of philosophical

blind spots and methodological oversimplifications, and have access

to improved data collection techniques, there is an opportunity to

examine and revise ideas surrounding channel morphodynamics.

These investigations need not be exhaustive and elaborate, but rather

should first seek to examine process feedbacks, steady-state condi-

tions and nonlinear dynamics under relatively straightforward exper-

imental scenarios. To this end, this paper analyses the adjustment of

an erodible channel under varying discharge. The experiment has

fixed banks but is sufficiently wide to allow for the development of

alternate bars, and it has a relatively broad distribution of grain

sizes. The results highlight a time-dependent interplay between

form, flow and flux towards steady state conditions, as well as the

presence of nonlinear dynamics such as internal thresholds that

affect channel adjustment. The findings have implications for physi-

cal and numerical modelling of rivers as well as approaches to ana-

lysing morphodynamics.

2 | METHODS

The analysis is of an experiment reported by Adams and

Zampiron (2020, Exp1c), which models the adjustment of a steep

mountain channel to successive increases in discharge under pseudo-

recirculating conditions (i.e., material was recirculated at the same rate

it was output, with a brief time lag). The experiment was conducted

on a generic Froude-scaled stream table (12.2 � 1.5 m) that is based

on field measurements from Fishtrap Creek in British Columbia,

Canada. The model has a slope of 2% and a length-scale ratio of

approximately 1:25, yielding a scaled channel width of 30 cm, forma-

tive discharge of 1.5 L/s and bulk material ranging from 0.25 to 8 mm.

The banks were lined with interlocking bricks to make a straight

30 cm wide fixed-bank configuration (Figure 1), and the bed was

screeded flat. Reach-averaged water depth and sediment flux are

available throughout four successive experimental phases of increas-

ing discharge (by 50% each time): (1) 0.67 L/s for 8 h; (2) 1 L/s for 4 h;

(3) 1.5 L/s for 4 h; and (4) 2.25 L/s for 4 h. Topography and flow

depth data were collected at increasingly long intervals, although sedi-

ment output was measured every 15 min at a minimum.

The fluvial trinity is indexed using reach-averaged flow resistance,

topographic variation and bedload flux, which are commonly used

parameters that are readily available from the experiments. Flow resis-

tance is estimated by a variant of the Darcy–Weisbach equation

fsys ¼8gRSv=u2, where g is gravity, R is the hydraulic radius (or mean

hydraulic depth), Sv is the valley gradient (almost identical to channel

gradient here) and u is velocity (Eaton et al., 2004). Topographic varia-

tion and bedload flux are indexed by the standard deviation of the

thalweg elevation profile σz and width-averaged volumetric output

rate qb, respectively. In addition, volumetric morphological activity

Mraw is calculated using the height difference between successive dig-

ital elevation models (DEMs). The height difference in each cell is

F I GU R E 1 Adjustable-boundary experimental
system (A-BES) at the University of British
Columbia, showing the 30 cm channel
configuration (Adams & Zampiron, 2020,
CC BY 4.0)
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multiplied by cell resolution and average porosity (0.46), and summed

to provide the total volumetric change.

3 | RESULTS

In phase 1 the channel developed a set of alternate bars over

four hours, and which then rapidly rearranged in response to a shift in

the bar at the upstream end, yielding seven complete bars (and a half-

bar at each end). The riffles widened and bar-heads eroded in

response to the first increase in flow (phase 2), although the previous

morphology was largely inherited as larger-than-average grains

(4.0–5.6 mm) could not be entrained from the bar-heads. The next

phase almost immediately eroded the bars and rapidly deposited a set

of four complete longer-wavelength alternate bars. Following the final

increase in flow (phase 4), the increased discharge immediately planed

off the bars to form a flat bed, and slowly redeposited a set of three

complete alternate bars over four hours.

Each change in discharge yielded different combinations of

adjustments between the three variables (Figure 2; see arrows). Fol-

lowing an initial increase during the first phase, there was a general

decrease in the system’s frictional resistance with increasing discharge

as flow depth increased. The standard deviation of bed elevations

increased throughout the first phase, associated with the develop-

ment of the pool–bar–riffle sequence. Topographic variability peaked

in phases 2 and 3 as the pools deepened, but rapidly decreased in the

final phase as the bed was planed. There was an exponential increase

in bedload transport with increasing discharge. Bedload transport

rates were typically higher at the beginning of each phase and

decreased towards a relatively constant value. The notable exception

is the first phase, where bedload transport was negligible prior to the

development of morphology.

Morphological activity is typically presented as a volumetric

change per unit time M, given that physical change is intrinsically a

time-dependent process. We also present raw values that are not

normalised by time (Mraw), given that relatively long measurement

intervals in the latter portion of each phase tend to underrepresent

morphological activity (Figure 3). There was relatively little morpho-

logical activity prior to the first bar rearrangement, where there was a

rapid increase (indicated by α). For the remainder of the experiment

Mraw oscillated around a relatively constant value (annotated with a

horizontal line), except for the periods at the beginning of phases

F I GU R E 2 (a,c,e) Variation in flow resistance, topographic variability and bedload transport over the duration of the multi-phase experiment,
and (b,d,f) absolute percentage change in these variables over time (expressed as change per minute). Vertical dashed lines represent the

beginning of each phase, and arrows indicate the direction of adjustment from the previous phase (no arrow indicates no change)
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3 and 4. These two bar reorganisation events are well reflected in

periods of higher morphological activity (β and γ, respectively). The

rate of morphological activity M follows a similar trend to other vari-

ables, whereby change tends to be greatest immediately after each

increase in discharge, before asymptoting towards zero. The relatively

low rate of change at the beginning of the first phase, compared to

subsequent increases in discharge, highlights the relatively small

amount of volumetric change.

Flow resistance and bedload transport most effectively discrimi-

nate between the experimental phases and indicate four relatively

distinct channel characters (Figure 4a). With increasing discharge,

there was a stepped transition from low bedload flux and high flow

resistance (phase 1) to high flux and low resistance (phase 4).

Topographic variability and bedload transport also distinguish

between the four phases fairly well, although there is little difference

in topographic variability between phases 2 and 3 (Figure 4b).

Changes in flow resistance, topographic variability, bedload flux

and morphological activity were most rapid at the beginning of each

phase (Figures 2b–f, and 3b). Bedload transport exhibited the fastest

rates of change during this period. Following the initial adjustment

period spanning the first few observations (the first 10–30 min), all

variables reached a relatively constant rate of change. There were

some exceptions to this trend; Δfsys in phase 3 and Δqb in phase 1. In

the latter, the high rate of change was an artefact of the very small

volumes of sediment output relative to measurement precision. In

other cases, following the initial adjustment period, Δfsys and Δqb

F I GU R E 3 Reach-averaged morphological
activity over the duration of the multi-phase
experiment, presented as both (a) raw values
(Mraw), and (b) normalised by time (M). Bar
reorganisation events associated with high
morphological activity are indicated by Greek
letters, and steady-state Mraw is indicated by a

horizontal line

F I GU R E 4 Comparison of flow resistance, topographic variability and bedload transport values at each successive point of the experiment,

combined in two different ways. Circled points represent the first measurement taken during each phase
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stabilised at relatively similar values: approximately <3% change per

minute. Also, the magnitude of the adjustment for each variable gen-

erally increased with increasing discharge, except for the initial change

from the screeded bed in phase 1.

To further explore the patterns of adjustment towards and within

steady state conditions, the rates of change in fsys and qb in each

phase are presented in Figure 5. Following each successive increase in

discharge, there is generally an initial period during which flow resis-

tance and flux change at a relatively rapid rate. Following this adjust-

ment period, there is oscillation around a more constant rate of

change. These patterns vary across the different phases in two

notable ways. First, there was only a relatively minor adjustment in

sediment transport and flow resistance at the beginning of the second

phase. Second, during the steady state period in phase 4 there was a

very small rate of change, whereby sediment transport and flow resis-

tance varied by less than 1% per minute.

4 | DISCUSSION

The experimental results show an adjustment to the imposed changes

in discharge that involves the time-dependent evolution of flow

resistance, bed morphology and bedload transport towards conditions

where these characteristics become time-independent. The adjust-

ment of these three parameters was nonlinear within each phase,

such that the rate of change was rapid at first but decreased towards

zero, although fluctuations continued within a finite envelope. This

temporal pattern of response is consistent with general models

describing the nonlinear adjustment of geomorphic systems towards a

constant variance around a mean value (Graf, 1977; Langbein &

Leopold, 1964; Rhoads, 2020, fig. 6.20). Given the fluctuation in flow,

form and flux variables despite constant flow conditions, the results

suggest that in a real river system where discharge changes continu-

ously the system would be considerably less steady (Howard, 1982).

The system may be even more unsteady if the rate of change in exter-

nal conditions is rapid relative to the adjustment time, as it may never

fully adjust to the change in conditions (Rhoads, 2020, fig. 6.20). To

our knowledge, the results of this study are the first to conclusively

demonstrate for adjustment of river morphology the exponential

approach to steady state and the potential for transiency if distur-

bance frequency exceeds the recovery time.

Channel adjustments (i.e., bar reorganisation events) were well

reflected by changes in morphological activity, indicating the magni-

tude of physical change occurring between time steps. Subse-

quently, rapid changes in morphological activity clearly indicated

points in time where the system passed intrinsic thresholds

(Schumm, 1973, 1979), or where increases in discharge were

geomorphically effective. The system crossed an intrinsic threshold

in the first experimental phase (event α), where a significant mor-

phological reorganisation (characterised by an increase in topo-

graphic variability and pool depth) led to an increase in bedload

transport. Similar feedbacks between the spatial distribution of shear

stress and bedload dynamics have been observed in the field and

incorporated into models of sediment transport (Ferguson, 2003;

Monsalve et al., 2020; Nicholas, 2000; Paola & Seal, 1995;

Paola, 1996). The concentration of flow in preferential paths consti-

tutes a fundamental feedback between channel morphology and sedi-

ment transport (Church, 2010; Church & Ferguson, 2015).

As discharge was increased, the system demonstrated a variety

of adjustments. In the second phase, the previous morphology was

F I GU R E 5 Change in fsys and qb at each
successive point of the experiment, separated by
experimental phase. Circled points represent the
first measurement taken during each phase
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largely inherited as the increase in shear stress was not sufficient

to entrain larger-than-average grains located at bar-heads. This is

consistent with studies that have identified larger-than-average

grains controlling sediment transport and thresholds for channel

deformation, rather than the average grain size (Booker &

Eaton, 2020; MacKenzie & Eaton, 2017; MacKenzie et al., 2018).

The entrainment threshold for larger-than-average grains was

crossed as the discharge was increased again (event β), suggesting

that the influence of these grain size fractions is greatest at thresh-

old and partial transport conditions (Wilcock & McArdell, 1993,

1997). Moreover, the lack of morphological response to the increase

in discharge highlights the limitations of the geomorphic work

concept in nonlinear systems (Lisenby et al., 2018; Wolman &

Miller, 1960).

In the final phase, the increase in shear stress exceeded the

entrainment threshold above which bars could be maintained through

deposition (event γ). Here, shear stress was relatively higher than

what could be expected in some natural alluvial channels as the

discharge was contained within fixed banks; that is, no widening or

overbank spill could occur. The beginning of this phase was

characterised by a rapid change in morphology and bedload transport

as the pool–bar–riffle sequence was planed, and bar redevelopment

occurred far more slowly than in the previous phase due to a low rate

of deposition.

There was a nonlinear response of morphology and sediment

transport to the regular increases in discharge throughout the experi-

ment, and each aspect of the fluvial trinity followed strongly interre-

lated but differing trajectories. There was a negative parabolic trend

in topographic variability and an exponential increase in bedload

transport, while flow resistance decreased relatively steadily. Subse-

quently, combinations of these three variables distinguish between

channel characters that correspond to each phase of the experiment.

In other words, each steady state condition was achieved via different

combinations of form, flow and flux. The diverging trajectories of

these parameters represent distinct manifestations of morphodynamic

interplay that facilitates the emergence of a constant variance condi-

tion for each flow regime. Interestingly, the adjustment of the fluvial

trinity appeared to maintain a relatively constant level of morphologi-

cal activity across the different steady state periods (i.e., even when

discharge was increased).

For each discharge, each component of the fluvial trinity adjusted

towards a constant variance state, suggesting that in practice system

stability could be defined in various ways. Indeed, there are several

definitions of channel stability that have been proposed, relating to

mass balance (‘grade’; e.g., Mackin, 1948), energy balance (Nanson &

Huang, 2017) and a constancy of average channel morphology

(‘dynamic’ or ‘pattern’ stability; e.g., Hey & Thorne, 1986; Schumm,

1985). These concepts provide a useful means of classifying channel

dynamics into ‘stable’ and ‘unstable’ states by isolating a single aspect

of the fluvial system. The steady state conditions observed in the

experiment were characterised by different degrees of fluctuation,

and there were also marginal departures from steady state conditions

(secondary adjustments following the initial perturbation). These

results support a spectrum of system stability that is not reflected in

binary representations of behaviour and highlight the importance of

determining historical patterns of variability (Brierley & Fryirs, 2005;

Fryirs et al., 2012; Wohl, 2011).

5 | CONCLUSION

The adjustment of the channel to varying discharge highlighted

several important aspects of morphodynamics. As discharge was

increased, each component of the fluvial trinity exhibited a nonlinear

adjustment towards a steady state characterised by fluctuations

around a constant mean. Steady state conditions were achieved

through the mutual adjustment between these components,

suggesting that the investigation and explanation of channel behav-

iour require an appreciation of all three. The experiments provide

quantitative evidence for conceptual models describing exponential

approaches towards steady state and the potential for transiency if

disturbance frequency exceeds the recovery time. They also highlight

how in natural rivers, particularly those with greater degrees of free-

dom for adjustment, continuous changes in discharge may lead to

nonlinear rather than steady state behaviour.

Particularly at relatively low discharges, the morphodynamics

underscored the importance of geomorphic thresholds. Under these

conditions, channel adjustments comprised feedbacks between

morphology and sediment transport, and channel deformation was

controlled by larger-than-average grain size fractions. These two pro-

cesses occurred at the bar scale and were highly spatialised, being

associated with the lateral concentration of shear stress and grain

patchiness, respectively, which has two important implications. First,

reach-averaged representations of process provide only partial insight

into morphodynamics. Second, models of rivers that suppress

morphodynamic feedbacks and size-dependent transport may not

replicate morphodynamics that typically occur under field conditions.

There are, however, several challenges in studying morpho-

dynamics in nature. Practical difficulties associated with the collection

of field data often mean that only short-term or temporally sporadic

data are available. These data may be misleading given the typically

non-uniform rates of adjustment and relatively constant changes in

channel conditions (i.e., discharge) observed in nature. Given continual

advances in field methods, and in particular remote sensing

(Dietrich, 2017; Kasvi et al., 2019), we can expect that historical

approaches to assessing river behaviour may become increasingly

realistic. Especially in natural rivers with greater degrees of freedom

available (notably, lateral adjustment and meandering) and greater

potential for nonlinear behaviour, more holistic assessments of chan-

nels that embrace different aspects of the system are critical in under-

standing the direction, magnitude and timing of adjustments.

Meanwhile, laboratory experiments may provide further insights into

nonlinear channel morphodynamics, where researchers may take a

‘forensic’ approach to identify processes both temporally and

spatially.
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Abstract. In natural open-channel flows over complex surfaces, a wide range of superimposed roughness ele-
ments may contribute to flow resistance. Gravel-bed rivers present a particularly interesting example of this kind
of multiscalar flow resistance problem, as both individual grains and bedforms may contribute to the roughness
length. In this paper, we propose a novel method of estimating the relative contribution of different physical
scales of in-channel topography to the total roughness length, using a transform-roughness correlation (TRC)
approach. The technique, which uses a longitudinal profile, consists of (1) a wavelet transform which decom-
poses the surface into roughness elements occurring at different wavelengths and (2) a “roughness correlation”
that estimates the roughness length (ks) associated with each wavelength based on its geometry alone. When
applied to original and published laboratory experiments with a range of channel morphologies, the roughness
correlation estimates the total ks to approximately a factor of 2 of measured values but may perform poorly in
very steep channels with low relative submergence. The TRC approach provides novel and detailed information
regarding the interaction between surface topography and fluid dynamics that may contribute to advances in
hydraulics, bedload transport, and channel morphodynamics.

1 Introduction

Understanding flow resistance is of great interest to river
research and practice. The estimation of flow resistance is
important for determining flood magnitudes, predicting eco-
logical habitat, estimating rates of sediment transport, and
understanding channel morphodynamics. However, the hy-
draulics of gravel-bed channels, in particular, are relatively
poorly understood (see Ferguson, 2007). Given that most of
the foundational work in fluid dynamics, upon which con-
ventional approaches to predicting flow resistance are based,
was conducted using regular (e.g. Schlichting, 1936) or uni-
scalar (e.g. Nikuradse, 1933) bed geometry, the multiscalar
topographic characteristics of these rivers present a major
challenge. In particular, individual grains and assemblages
of grains (“forms”) on the bed surface, spanning orders of

magnitude of scale, have variable contributions to the total
flow resistance across different channel types. Thus, mov-
ing forward, mainstream empirical approaches to estimating
flow resistance based solely on grain diameter would ideally
be replaced by approaches that explicitly account for multi-
ple spatial scales (see Adams, 2020a). Decomposing rough-
ness lengths into different scales may contribute to an un-
derstanding of channel morphodynamics given that energy
dissipation is increasingly recognized as a condition govern-
ing system behaviour (Eaton and Church, 2004; Nanson and
Huang, 2018; Church, 2015). Also, the partitioning of bed
stresses between grain and form scales is an important step
in predicting bedload transport (Ancey, 2020).

Inspired by early work in fluid dynamics (Schlichting,
1936; Keulegan, 1938) and subsequent work in fluvial hy-
draulics (Einstein and Banks, 1950; Nowell and Church,
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1979), some geomorphologists sought to disaggregate the
roughness length into grain and form contributions by corre-
lating bar geometry with flow resistance (Davies and Suther-
land, 1980; Prestegaard, 1983). However, further work was
likely hindered by limitations associated with the collec-
tion of topographic data in rivers (Furbish, 1987; Robert,
1988). Advances in remote sensing and statistics have since
allowed researchers to explore detailed scaling characteris-
tics of gravel-bed surfaces using analyses such as variograms
(Robert, 1988; Clifford et al., 1992) and transforms (Nyan-
der et al., 2003). Topographic analyses have led to multi-
scalar decompositions of geometric roughness in rivers, al-
though to our knowledge, full decompositions of hydraulic
roughness have not yet been presented. The latter approach
has been developed for complex aeolian surfaces using trans-
forms (Nield et al., 2013; Pelletier and Field, 2016; Field and
Pelletier, 2018), which serves as a proof of concept for a mul-
tiscalar roughness length decomposition.

In a review of flow resistance in gravel-bed rivers, Adams
(2020a) identified two relatively recent advancements in the
fields of statistics and fluid dynamics that could contribute
to a multiscalar roughness length decomposition tool. The
first advancement is the wavelet transform, which is gener-
ally superior to the Fourier transform when analysing the un-
derlying structure of complex and aperiodic signals. This is
due to the use of a finite (rather than a continuous) wavelet
function, which gives rise to a family of wavelets that are
dilated (stretched and compressed) and translated (shifted)
along the signal (Torrence and Compo, 1998). There are now
various types of wavelet transforms suited to different ap-
plications, some of which have been applied in rivers (Ku-
mar and Foufoula-Georgiou, 1997; Nyander, 2004; Keylock
et al., 2014). The second advancement is the development of
roughness correlations for irregular surfaces (e.g. Forooghi
et al., 2017; De Marchis et al., 2020), which estimate the
roughness length of a surface based purely on its geometric
characteristics.

In this study, we present a novel method of estimating
the relative contribution of different physical scales of river
bed topography to the total roughness length based on lon-
gitudinal profiles. The general approach consists of (1) a
wavelet transform in which the channel surface is decom-
posed into a set of more simple components each at a dif-
ferent wavelength and (2) a roughness correlation that esti-
mates the roughness length associated with each wavelength,
which is expressed as the equivalent sand roughness param-
eter ks (Nikuradse, 1933; Schlichting, 1936). By modifying
the specific roughness correlation that is used, the transform-
roughness correlation (TRC) approach may be applied across
a wide range of channel types and hydraulic conditions. To
demonstrate the TRC analysis, we apply it to a series of orig-
inal laboratory experiments with high-resolution digital ele-
vation models (DEMs), as well as some additional published
data.

2 Methodological considerations

The transform-roughness correlation approach is a generic
tool that should be adapted based on the hydraulic condi-
tions and the purpose of its application. These considera-
tions should span the dataset, the type of wavelet transform,
and the specific roughness correlation that is selected. We
first discuss these general considerations to provide impor-
tant context for the TRC approach, prior to introducing the
experimental data and the Forooghi et al. (2017) roughness
correlation in Sect. 3.2.

First, the minimum resolution and spatial extent of the
topographic dataset should be informed by the scale of the
features of interest. The data should have a sufficiently high
spatial resolution such that they can capture the range of in-
channel features that produce drag. Also, to capture the char-
acteristic geometry of bed features (notably, height and spac-
ing) and estimate a reach-averaged roughness length, the spa-
tial extent of the dataset should be at least the length of the
largest features that influence the flow; for example, it should
span a series of dune crests or pool–riffle pairs.

Second, given that the hydraulic roughness of in-channel
features is of interest, the channel topography can be reduced
to a one-dimensional profile extending along the thalweg,
representative of the primary flow path. It is important to
note here that this approach ignores resistance elements, such
as channel planform, and three-dimensional interactions be-
tween flow and in-channel topography. If both hydraulic and
topographic data are available, this assumption may be vali-
dated by comparing the roughness length estimated using the
roughness correlation to a measured roughness length (see
Sect. 3.1.2). If the range of interactions between the flow and
the surface is of interest, multiple parallel elevation profiles
could be analysed.

Third, the choice between discrete and continuous wavelet
transforms (DWT and CWT) is a trade-off between the res-
olution of the decomposition and the physical resemblance
to the original profile. Compared to the DWT, the CWT ex-
tracts more intricate structural characteristics from the signal
and yields a greater number of wavelengths between which
information is shared (Addison, 2018). However, the redun-
dancy in the CWT generates a more abstract representation
of the topographic variation at a given wavelength. In Fig. 1,
we compare wavelengths extracted using a maximal overlap
discrete wavelet transform (MODWT) and a CWT using the
same elevation profile. At the wavelength corresponding to
the spacing of a pool–bar–riffle sequence (λ≈ 2 m), the os-
cillations output by the MODWT are aligned with the pool–
riffle undulations (i.e. the position of peaks and the general
shape are similar), but the CWT oscillations do not appear to
align with the original profile. Given that they do not resem-
ble the channel surface, it may be invalid to infer hydraulic
behaviour from CWT wavelengths.

Fourth, the specific roughness correlation that is used
should match the regime of the channel’s boundary Reynolds
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Figure 1. (a) Thalweg elevation profile at end of Experiment 1a (this study) featuring a prominent pool–riffle sequence, where the x axis
represents distance upstream, (b) grain (λ= 4 mm) and form (λ≈ 2 m, dashed line) wavelengths derived from CWT, (c) the same two
wavelengths derived from a MODWT, and (d) the original signal reconstructed from the MODWT by recombining wavelengths.

number Re∗ = U∗k/v, where U∗ is shear velocity, k is a
representative roughness scale, and v is kinematic viscos-
ity. For example, given that gravel-bed rivers tend to be
within the fully rough regime where Re∗ ≥ 70 (e.g. Buff-
ington and Montgomery, 1997; Schlichting, 1979), it may
only be valid to apply roughness correlations obtained for
that regime specifically. Also, the flow should be turbulent,
and it should be two-dimensional, which may be indicated
(although not guaranteed) by flow aspect ratios (w/h, where
w is the wetted width and h is flow depth) greater than 5
(Nezu and Nakagawa, 1993).

Last, roughness correlations in fluid dynamics tend to be
developed for flows sufficiently deep to have logarithmic ve-
locity profiles, which should be considered when they are
applied to flows with less developed profiles. Jimenez (2004)
suggested that logarithmic layers develop where relative sub-
mergence h/k is greater than 40, although Cameron et al.
(2017) observed a logarithmic layer in rough open-channel
flow at submergences as low as 1.9. During most flow con-
ditions, it is common for gravel-bed rivers to have relative
submergences of less than 10 and, in some cases, as low
as 0.1 (Lee and Ferguson, 2002; Ferguson, 2007), where no
logarithmic layer can develop because roughness elements
are not submerged. However, if one is interested in channel-
forming flows capable of reworking the bed surface (Ash-
worth and Ferguson, 1989; Wolman and Miller, 1960) where
relative submergence may be 2 orders of magnitude higher
(Limerinos, 1970; Bray, 1982), the logarithmic assumption
should be satisfied for most rivers.

3 Application of TRC approach in gravel-bed rivers

3.1 Stream table experiment

To demonstrate the TRC approach, we required a large set
of DEMs and associated hydraulic data for validation and
ideally straight channels where in-channel features represent
the dominant source of drag. We conducted a set of experi-
ments using the Adjustable-Boundary Experimental System
(A-BES) at the University of British Columbia (Fig. 2). The
A-BES comprises a 1.5 m wide by 12.2 m long tilting stream
table and a recirculating water pump controlled by a digi-
tal flow meter. The experiments were run as generic Froude-
scaled models with an initial bed slope of 2 % and a length
scale ratio of 1 : 25, based on field measurements Fishtrap
Creek in British Columbia, Canada. The bulk material ranged
from 0.25 to 8 mm (Dmax), with a D50 of 1.6 mm and D84 of
3.2 mm (see MacKenzie and Eaton, 2017), and the grain size
distribution (GSD) is included in Fig. 6.

3.1.1 Experimental procedure

Roughly cast interlocking concrete bricks were configured to
make two straight channels of different widths: (1) a 30 cm
wide configuration that represents the scaled width of the
field prototype and (2) an 8 cm wide configuration which
was selected based on preliminary experiments where chan-
nel width was decreased until bar formation was suppressed
entirely. Thus, the two widths yield a range of bed morpholo-
gies and hydraulic conditions.
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Figure 2. Adjustable-Boundary Experimental System (A-BES) at
the University of British Columbia, showing the camera rig and the
30 cm wide channel configuration.

A set of experiments was carried out for each configuration
(Table 1), yielding two broad types of in-channel morphol-
ogy: (1) pool–bar–riffle (PBR), consisting of a gently mean-
dering, undulating thalweg with alternate bars, and (2) plane
bed (PB), with no discernible morphology beyond the grain
scale. The first experiment (“a”) consisted of a formative dis-
charge (1.5 L/s for the 30 cm channel) for a duration of 16 h,
where the discharge was scaled by the width of the exper-
imental channel W . The second experiment (“b”) consisted
of a flow two-thirds of the formative discharge for 16 h. The
third experiment (“c”), conducted for the 30 cm wide channel
only, consisted of low flow for 8 h and then three 4 h phases
with discharge increasing by a factor of 1.5 each time.

Before each experiment, the bulk material was hand-mixed
to minimize downstream and lateral sorting, and the channel
area was screeded to the height of weirs at the upstream and
downstream end. The flow was run at a low rate (at which
there was little to no movement of sediment) until the bed
was fully saturated and was then rapidly increased to the tar-
get flow. At the downstream end, where water free-falls over
the weir, there was slight and localized lowering of the water
surface due to a downdraw effect but no discernable back-
water. Each period of constant discharge was divided into
phases of increasing duration, between which the bed was
rapidly drained (to minimize the potential for morphologic
change), photographed, and re-saturated before resuming the
experiment. Phases for the 16 h experiments consisted of 5,
10, 15, 30, 60, and 120 min, with four repeats of each. The
4 and 8 h periods of constant discharge followed the same
sequence but did not include the longest phases. In the final
30 s of each phase, the water surface elevation was recorded
at each gauge to the nearest 1 mm. Water gauges were read
at an almost horizontal angle, which in conjunction with the
dyed blue water, minimized systematic bias towards higher
readings due to surface tension effects.

The camera rig consisted of five Canon EOS Rebel T6i
DSLRs with EF-S 18–55 mm lenses, positioned at varying
oblique angles in the cross-stream direction to maximize cov-
erage of the bed, and five LED lights. Photos were taken
in RAW format at 20 cm intervals, yielding a stereographic
overlap of over two-thirds. Throughout the experiment, sed-
iment collected in the trap was drained of excess water,
weighed wet to the nearest 0.2 kg, placed on the conveyor
belt at the upstream end, and recirculated at approximately
the same rate it was output. Zero sediment was fed into the
system during the first 5 min phase. For the 5 and 10 min
phases, recirculation occurred at the end of the phase, and
for the phases of longer duration, recirculation occurred ev-
ery 15 min regardless of whether the bed was drained.

3.1.2 Data processing

Using the images, point clouds were produced us-
ing structure-from-motion photogrammetry in Agisoft
Metashape Professional 1.6.2 at the highest resolution, yield-
ing an average point spacing of around 0.25 mm. Twelve spa-
tially referenced control points (and additional unreferenced
ones) were distributed throughout the A-BES, which placed
photogrammetric reconstructions within a local coordinate
system and aided in the photo-alignment process. The point
clouds were imported into RStudio where inverse distance
weighting was used to produce DEMs at 1 mm horizontal
resolution. Despite the use of control points, the DEMs con-
tained a slight arch effect whereby the middle of the model
was bowed upwards. This effect was first quantified by ap-
plying a quadratic function along the length of the bricks,
which represent an approximately linear reference elevation
(brick elevations vary by ±4 mm). The arch was then re-
moved by determining correction values along the length of
the DEM using the residuals, which were then applied across
the width of the model.

At two points in time across the experiments, Exp1a T60.1
(5 h 0 min) and Exp1c Phase 2 T30.3 (3 h 30 min), due to
errors during photo collection or the photogrammetry pro-
cessing, the DEMs were slightly shorter at the upstream end
(9.4 and 7.9 m in length, respectively). These DEMs were
still sufficiently long to include most of the bed topography
and stream gauges and have been included in the following
analysis.

We estimated the position of the channel thalweg in the
30 cm experiments by manually locating pool centroids and
using Gaussian kernel regression to smooth the vertices be-
tween the centroids. An example of the estimated thalweg lo-
cation is shown in Fig. 3. Given the absence of bars, the thal-
weg elevation profile of the 8 cm experiments was assumed
to be the channel centreline.

By determining the position of stream gauges within the
DEM, 10 wetted cross sections were reconstructed using the
water surface elevation data (assuming a relatively horizon-
tal water surface elevation), which were then used to esti-

Earth Surf. Dynam., 8, 1039–1051, 2020 https://doi.org/10.5194/esurf-8-1039-2020

173



D. L. Adams and A. Zampiron: Multiscalar roughness length decomposition in fluvial systems 1043

Table 1. Summary of experimental conditions in the A-BES. Length refers to the median length of DEMs, which generally varies by±0.1 m
and does not include approximately 20–30 cm of bed at the upstream end. The DEM count excludes the screeded bed which has no associated
hydraulic data.

Run Width W [m] (±0.015) Length [m] Discharge Q [L/s] (±0.03) Duration [h] DEMs Morphology

Exp1a 0.3 10.8 1.5 16 24 PBR
Exp1b 0.3 10.7 1.0 16 24 PBR
Exp1c 0.3 11.0 0.67, 1.0, 1.5, 2.25 8, 4, 4, 4 68 PBR
Exp2a 0.08 8.7 0.4 16 24 PB
Exp2b 0.08 8.6 0.27 16 24 PB

mate reach-averaged hydraulics. Mean hydraulic depth was
calculated as h= A/w, where A is cross-sectional area and
w is the wetted width. Velocity was estimated using the con-
tinuity equation U =Q/A. Shear velocity is U∗ =

√
ghS,

where g is gravity and S is mean bed slope, and Froude num-
ber Fr = U/(gh)1/2. Based on the measurement precision
of stream gauge readings, errors of 6 %–11 % could be ex-
pected for mean hydraulic depths (relative errors are variable
due to different depths), with a median of ±7.6 %. Account-
ing for the propagation of error from discharge and gauge
readings, we estimate that the ratio U/U∗ has a median error
of ±11.5 %, with a maximum of ±15 % for the shallowest
depths. A summary of reach-averaged hydraulic data is pre-
sented in Table 2.

To obtain an estimate of ks using the hydraulic data
(k∗s,CW), we used a Colebrook–White type formula defined
as

1
√
f
=−K1 log

(
ks

K2h
+

K3

4Re
√
f

)
, (1)

whereK1 = 2.03,K2 = 11.09, andK3 = 3.41 as determined
by Keulegan (1938) and Re is the Reynolds number. We ne-
glect the second term within the logarithm as it represents
the contribution of viscous forces to friction, which is likely
small for hydrodynamically rough conditions. The Darcy–
Weisbach friction factor f is defined as√
f

8
=

√
ghS

U
. (2)

3.1.3 Additional experiments

In addition to the experiments conducted for this study,
we obtained topographic and hydraulic data for 86 step–
pool experiments published by Hohermuth and Weitbrecht
(2018). The experiments were conducted in a 1 : 20 Froude-
scaled model of a mountain stream, utilizing a range of bed
slopes (8 %–11 %), channel widths (0.15–0.35 m), and unit
discharges (0.019–0.167 m2/s). Four different grain size dis-
tributions were used, where D50 varied from 2.1–7.0 mm,
and D90 remained around 58 mm. For a given experiment,

a range of potentially usable elevation profiles were identi-
fied based on criteria for erroneous values; then the profile
closest to the channel centreline was selected. Of the 86 ex-
periments conducted, 83 experiments are used in this study.
Thus, there is a total of 247 DEMs with associated hydraulic
data when combined with the A-BES experiments.

3.2 The transform-roughness correlation approach

Here we specifically tailor the TRC approach to the geo-
metric and hydraulic characteristics of gravel-bed channels.
First, a MODWT was applied to the thalweg elevation pro-
files of each DEM, yielding a set of simplified profiles rep-
resenting topographic variation occurring at different wave-
lengths. Second, we selected a roughness correlation devel-
oped by Forooghi et al. (2017) that predicts ks from surface
geometry in the fully rough regime, which was applied to
each wavelength. The relation was developed by conduct-
ing 38 direct numerical simulations in closed channels with
an array of systematically varied roughness geometries, both
regular and irregular. By correlating surface and flow proper-
ties, Forooghi et al. (2017) proposed the following empirical
relation:

ks

kref
= F (Sk,1) ·F (ES), (3)

where kref = 4.4σz and Sk is the skewness of the probabil-
ity distribution of elevations. The functions F (Sk,1), F (Sk),
and F (ES) are defined, respectively, as

F (Sk,1)=
{
F (Sk), 1≥ 0.35
F (Sk)(1+m(Sk) · (1−10)), 1≤ 0.35 , (4)

F (Sk)= 0.67Sk2
+ 0.93Sk+ 1.3, (5)

and

F (ES)= 1.05 · (1− e−3.8·ES), (6)

where 1 is a measure of variability in the elevation of
the peaks of roughness elements (height range divided by
the mean; 1= 0 if peak heights are identical), 10 = 0.35
(not related to the critical ES value introduced below), and
m(Sk)= 1.47Sk2

− 1.35Sk− 0.66. The parameter ES is the
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Table 2. Summary of A-BES experimental data collected during the final portion of each experimental phase. Values represent the mean
of the last five measurements. The reported σz values were calculated following the detrending process detailed in Sect. 3.2, and Re∗ was
calculated with k =D84. The roughness length k∗s,rc is defined in Sect. 3.2. Units:W [m],Q [L/s], h [m], U [m/s], U∗ [m/s], σz [m], k∗s [m].

Exp W Q h Fr U U∗ σz h/D84 h/σz Re∗ k∗s,rc k∗
s,CW

Exp1a 0.30 1.50 0.015 0.96 0.36 0.053 0.0055 4.09 2.67 578 0.014 0.011
Exp1b 0.30 1.00 0.012 0.86 0.30 0.049 0.0054 3.40 2.26 547 0.015 0.012
Exp1c(1) 0.30 0.67 0.012 0.61 0.21 0.048 0.0051 3.26 2.30 486 0.013 0.023
Exp1c(2) 0.30 1.00 0.014 0.72 0.26 0.051 0.0068 3.79 1.99 706 0.018 0.019
Exp1c(3) 0.30 1.50 0.015 1.01 0.38 0.054 0.0057 4.24 2.71 678 0.017 0.010
Exp1c(4) 0.30 2.25 0.018 1.03 0.44 0.060 0.0034 5.13 5.34 514 0.011 0.011
Exp2a 0.08 0.40 0.015 0.94 0.36 0.054 0.0014 4.19 10.75 196 0.005 0.012
Exp2b 0.08 0.27 0.013 0.74 0.27 0.051 0.0012 3.76 10.82 182 0.005 0.018

Figure 3. DEM of the pool–bar–riffle channel morphology at the end of Experiment 1a, with estimated position of the thalweg. Zero
represents the downstream extent of the model.

effective slope, given by

ES=
1
L

∫
L

∣∣∣∣dz(x)
dx

∣∣∣∣dx, (7)

where z(x) is the height array, x is the streamwise direction,
and L is the surface length in x. Effective slope may be inter-
preted as the mean gradient of the local roughness elements
(Napoli et al., 2008) and therefore represents the aspect ratio
of roughness elements rather than their vertical height. With
other surface parameters kept equal, the roughness length is
strongly dependent on ES within the range 0< ES< 0.35
(Napoli et al., 2008; Schultz and Flack, 2009). We calculated
values of 1 for each wavelength by identifying peaks of the
oscillations and found that1> 1 for almost all cases. Values
of 1 could not be estimated for the longest few wavelengths
as they typically contain very few (or even one) complete os-
cillations that could be interpreted as roughness peaks. As a
result, we simply used the F (Sk) term in Eq. (4). The rough-
ness length for each wavelength is expressed as ks,rc.

In addition to applying the roughness correlation to each
wavelength, we applied it to each thalweg elevation profile
to obtain an estimate of ks , expressed as k∗s,rc. For this calcu-
lation, each profile was detrended using a quadratic function
to remove any hydraulically irrelevant large-scale variation
that σz may be sensitive to. Further detrending is not neces-
sary with the wavelet transform as the overall trend is repre-
sented by a single wavelength and removed from all others.
The experimental data and code that performs the MODWT
and applies the roughness correlation are available online. In
the following section, we present the results of the TRC ap-
proach applied to the experiments.

4 Results and discussion

In this section, we first seek to validate the TRC approach,
and then focus on the multiscalar roughness length decom-
position of Experiment 1a, which features a well-developed
pool–bar–riffle sequence under a formative discharge. First,
we compare the topographically and hydraulically based es-
timates of ks . Second, we demonstrate the relationship be-
tween estimates of ks with and without the wavelet trans-
form. Third, we show how the key parameters of the rough-
ness correlation (standard deviation, effective slope, skew-
ness) vary across each wavelength. Fourth, we estimate the
relative contribution of different scales of bed topography to
the total roughness length and explain how the estimated val-
ues relate to the key parameters and the characteristics of the
experiments. Fifth, we compare the performance of differ-
ent roughness lengths in estimating flow resistance. Finally,
we discuss the significance, limitations, and potential appli-
cations of the TRC approach.

4.1 Estimates of total ks

The relationship between the estimates of ks from the rough-
ness correlation k∗s,rc and the Colebrook–White equation
k∗s,CW differs between the three different channel morpholo-
gies (Fig. 4). Here, we consider k∗s,CW to be a “measured”
quantity which the roughness correlation may be tested
against. The pool–bar–riffle experiments (W = 0.3 m) ex-
hibit the closest relationship between the two ks estimates,
with the distribution centring along the 1 : 1 line (median
k∗s,CW/k

∗
s,rc = 0.96). The close relationship between the two

independent estimates of ks supports the one-dimensional
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Figure 4. Relationship between total ks estimated by the Forooghi
et al. (2017) roughness correlation (Eq. 3) and the Colebrook–White
approach (Eq. 1). Data for the A-BES experiments are grouped by
channel morphology (Table 1), and the Hohermuth and Weitbrecht
(2018) step–pool (SP) experiments are included.

approach for these experiments as it indicates that the sin-
gle elevation profile captures the roughness elements that
contribute the greatest resistance to flow. Also, the results
support the application of the Forooghi et al. (2017) rough-
ness correlation to the A-BES experiments, which have more
complex surface characteristics and far lower values of rela-
tive submergence compared to the numerical domain within
which the correlation was developed.

The distribution of plane-bed experiments (W = 0.08 m)
overlaps with the 1 : 1 line, although there is a consistent
under-prediction of ks using the roughness correlation by
a factor of 2 or 3 (median k∗s,CW/k

∗
s,rc = 2.54). In the case

of the step–pool experiments, there is a significant under-
prediction of ks by the roughness correlation of around 1
order of magnitude (median k∗s,CW/k

∗
s,rc = 9.48), which may

be explained with the lower relative submergence (median
h/D84 = 1.48).

The next stage in validating the TRC approach is compar-
ing the values of k∗s,rc and 6ks,rc, whereby the latter is the
estimate provided by applying the roughness correlation to
each wavelength (giving values of ks,rc), and then taking the
sum. In other words, this is comparing the values of ks es-
timated by the roughness correlation with and without the
wavelet transform as an intermediate stage. This compari-
son is important for two reasons. First, the TRC approach is
an extension of the linear superposition approach, which as-
sumes that the hydraulic effect of adding up different rough-
ness elements is approximately linear (Millar, 1999; Wilcox
and Wohl, 2006; Rickenmann and Recking, 2011). In prac-
tice, superimposing roughness elements may have non-linear

Figure 5. Relationship between k∗s,rc and6ks,rc for the A-BES and
Hohermuth and Weitbrecht (2018) experiments.

feedback effects (Yen, 2002; Li, 2009; Wilcox and Wohl,
2006), such that k∗s,rc and 6ks,rc may potentially not be cor-
related.

Second, values of k∗s,rc and6ks,rc may differ as the process
of signal decomposition and recomposition is characterized
by wave interference. For example, for each thalweg eleva-
tion profile there are two estimates of amplitude: (1) the stan-
dard deviation of elevations σz and (2)6σλ, which is the sum
of σz for each wavelength. However, due to positive and neg-
ative wave interference, σz and 6σλ may significantly differ.
Decomposing and recombining wavelengths alters the posi-
tion and magnitude of peaks and troughs in the wavelengths
and, therefore, their amplitude. Similarly, wave interference
may potentially confound estimates of ks if a transform is
used. For the above two reasons, it is important to demon-
strate that values of k∗s,rc and 6ks,rc are correlated even if
they are unlikely to have the same absolute value.

The transform and non-transform estimates of ks are pos-
itively correlated with a power-law relation (Fig. 5). It is
worth noting that the two datasets are characterized by differ-
ent slopes and intercepts, which may be explained with the
specific characteristics of each topographic dataset (e.g. ge-
ometry, resolution) giving rise to different patterns of wave
interference. However, it appears that non-linear superposi-
tion effects and wave interference do not invalidate the TRC
approach for these datasets.

4.2 Application of TRC approach

In Experiment 1a there is a general increase in the standard
deviation of elevations with increasing wavelength (Fig. 6a).
Over the first 10 min (i.e. the first three elevation profiles),
there is an increase in σz at λ > 0.5 m, with the greatest in-
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crease at λ≈ 2 m, but smaller wavelengths remain largely
unchanged. At the smallest wavelengths, the σz tends to-
wards zero, and there is some contribution to σz at the largest
wavelengths due to the slightly concave shape of the pro-
file, evident in Fig. 1a. Figure 6b presents the value of σz
for each wavelength as a cumulative percentage. This type
of graph is similar to the form size distribution (FSD) pro-
posed by Nyander et al. (2003), which is the cumulative
variance of each wavelength calculated using a 2D DWT.
For comparison, we provide the bulk grain size distribution
within the same space (where wavelength is grain diame-
ter). Grain-scale wavelengths account for less than 5 % of all
topographic variation, given that the arrangement of grains
contribute to bed structures that usually exceed the amplitude
of individual grains.

The effective slope is greatest at the grain-scale wave-
lengths (λ≤Dmax) where the surface is characterized by
closely bunched peaks and troughs associated with individ-
ual grains (Fig. 7a). Values of ES decrease with increasing
λ, due to the presence of more gently undulating roughness
elements. This is evident in the example (Fig. 1c), where the
4 mm wavelength has high ES indicated by sharp oscillations
(but low σz), and the 2 m wavelength has low ES (but high
σz). The main exception to the downwards trend of ES with
increasing λ is the wavelength of around 2 m where there is
a prominent peak in the ES distribution, associated with the
development of the pool–riffle–bar sequence approximately
10 min into the experiment. Note that most of the topographic
wavelengths have values of ES (and ks/k in Eq. 3) that are
smaller than the surfaces used by Forooghi et al. (2017) to de-
velop the roughness correlation. Short wavelengths tend to be
positively skewed, moderate wavelengths (0.2> λ > 2.0 m)
tend to be negatively skewed, and long wavelengths are ei-
ther positively or negatively skewed (Fig. 7b). There is little
change in the pattern of skewness over the course of the ex-
periment.

The distribution of ks,rc values predicted for each wave-
length using Eq. (3) is presented in Fig. 8a. Following the for-
mat of “grain size distribution” and “form size distribution”,
we term this style of plot the “drag size distribution” (DSD).
There is a major peak in the DSD at λ≈ 2 m (the spacing
of pools, bars, and riffles) and a minor peak at the scale of
λ≈ 0.008 m (around the size of the largest grains). At small
wavelengths, and large wavelengths especially, estimated ks
tends downwards. Figure 8b presents the DSD as a cumula-
tive percentage, which shows that the ks associated with the
grain scale is estimated to account for approximately 30 % of
the total ks . This proportion of grain and form drag is similar
to estimates in gravel-bed rivers with similar morphologies
(Hey, 1988; Parker and Peterson, 1980; Prestegaard, 1983),
which further indicates that the TRC approach provides a
physically realistic decomposition of the roughness length.

In Fig. 9 we compare the performance of geometric (D84,
σz) and hydraulic (k∗s,rc, k∗s,CW) estimates of roughness length
in estimating flow resistance, using the Ferguson (2007)

variable-power equation (VPE, Appendix A). We provide
two fitted relations for the VPE that provide baselines for
comparison: (1) coefficients determined by a systematic re-
view of σz as a roughness measure (Chen et al., 2020) and (2)
k∗s,CW values which are back-calculated from the hydraulic
measurements. Given that these two relations represent ge-
ometric and hydraulic approaches to estimating roughness,
they describe significantly different relationships between
the friction factor and relative submergence.

There is a weak relationship between f and h/k if k is es-
timated by the bulk D84 values (as an approximation of the
surface GSD). Using σz as an estimate of k, the step–pool ex-
periments align with the VPE relation provided by Chen et al.
(2020), but σz overestimates k in the A-BES experiments.
Using estimates of ks from the roughness correlation, the val-
ues of relative submergence for the A-BES experiments are
consistent with the Colebrook–White relation, but there is an
under-prediction of ks in the step–pool experiments. These
results suggest that estimates of ks from roughness correla-
tions may provide better estimates of flow resistance in some
conditions. The results also affirm that roughness metrics de-
rived from surface topography are superior to ones derived
from the grain size distribution.

5 Implications, applications, and limitations

Recently proposed roughness correlations in fluid dynamics
(e.g. Forooghi et al., 2017; De Marchis et al., 2020) incorpo-
rate information regarding both the height of the roughness
elements (a vertical roughness scale, e.g. σz) and the arrange-
ment or spacing of roughness elements (a horizontal rough-
ness scale, e.g. ES). In isolation, either one of these rough-
ness metrics may contribute to an incomplete – and poten-
tially misleading – estimate of flow resistance. It is impor-
tant to recognize that, depending on the surface of interest,
the total roughness length is usually a compromise between
vertical and horizontal roughness scales of the bed surface.

In gravel-bed rivers, which are typically ungauged, and
where measurement of hydraulic variables is subject to prac-
tical limitations (Miller, 1958), flow resistance is usually es-
timated using only a vertical roughness scale such as grain
diameter (Hey, 1979; Ferguson, 2007). However, the rela-
tionship between grain diameter and flow resistance breaks
down in natural channels for two main reasons (see Adams,
2020a): (1) grain diameter does not account for larger and
often more dissipative roughness elements, and (2) it does
not consider the horizontal spacing of these larger roughness
elements, which has a systematic effect on the flow (Morris,
1955; Leonardi et al., 2007). In recent years, the increased
availability of high-resolution topographic data has led to the
adoption of σz as a roughness metric in gravel-bed rivers,
on the basis that it includes information regarding larger-
scale bed structures (Chen et al., 2020). However, σz only
improves upon the first deficiency of grain-based roughness
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Figure 6. Form size distribution during Experiment 1a, where each line represents a point in time and the initial screeded bed is included.
The standard deviation of each topographic wavelength is presented as an (a) absolute and (b) cumulative percentage, for each thalweg
elevation profile. The bulk grain size distribution is included, where the wavelength corresponds to grain diameter. The vertical dashed line
represents the largest grain diameter in the experiment.

Figure 7. (a) Effective slope and (b) skewness of each topographic wavelength during Experiment 1a. The shaded area represents the range
of ES and Sk values of the surfaces generated by Forooghi et al. (2017). Refer to Fig. 6 for legend.

metrics and, consequently, it has inherent limitations. The
roughness correlation presented by Forooghi et al. (2017)
may improve upon existing roughness metrics used in gravel-
bed rivers, and it may be applied to most datasets where σz is
calculated.

The TRC analysis has direct applications across geomor-
phology. Quantification of scale-dependent patterns of chan-
nel topography and roughness length may contribute to form-
and process-based classifications of channel morphology and
dynamics. There have been numerous attempts to classify
channels based on in-channel features and their associated
processes (e.g. Montgomery and Buffington, 1997); however,
analysis of bed topography is typically qualitative. We expect
that different channel types exhibit distinctive scale-based
patterns of σz and ks , which would enable a quantitative and
heuristic classification index.

The scale-based decomposition of ks may assist in iden-
tifying and forecasting the hydraulic influence of specific
roughness elements in channels. For example, through the
manipulation of spatial datasets by the addition or removal
of features, the role of natural in-channel features (e.g. large
wood) and engineering designs (e.g. rock chutes) could be
isolated and determined for flood conditions. Also, multi-
scalar roughness length decomposition may contribute to an
understanding of bedload transport processes, where accu-
rate predictions rely on partitioning bed stresses between
grain and form scales (Ancey, 2020).

However, in its current form, there are some conditions
in which the TRC approach is limited. The discrepancy be-
tween topographic and hydraulic estimates of ks for step–
pool channels highlights the potential limitations of the
roughness correlation in steep gravel-bed rivers where slope
and relative submergence have a greater hydraulic influence.
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Figure 8. Drag size distribution over the course of Experiment 1a. The estimated roughness length of each topographic wavelength presented
as an (a) absolute and (b) cumulative percentage. Refer to Fig. 6 for legend.

Figure 9. Plot of (8/f )1/2 against relative submergence for A-BES
and Hohermuth and Weitbrecht (2018) data, using four different
roughness lengths (D84, σz, k∗s,rc, k∗

s,CW). The solid line is the
Ferguson (2007) VPE using coefficients a1 = 3.94 and a2 = 1.36
determined by a systematic review of σz as a roughness measure
(Chen et al., 2020). The dashed line is the VPE fitted to the h/k∗

s,CW
data, yielding coefficients of a1 = 7.22 and a2 = 11.19.

In channels with significant planform resistance, the ap-
proach may require modification to account for the slope and
curvature of the channel. In multi-thread channels, several
profiles may need to be employed and the results weighted
according to the size of the channel. Even under such condi-
tions, multiscalar roughness length decomposition may still

have considerable value with appropriate research questions
and interpretation.

6 Conclusions

The transform-roughness correlation approach estimates the
relative contribution of various scales of in-channel topogra-
phy to the total roughness length. By modifying the rough-
ness correlation to suit the hydraulic conditions, multiscalar
roughness length decomposition may be achieved in virtually
any type of river or numerical model and perhaps boundary
layers in other environments. The only requirement is that the
topographic data are of a sufficient resolution and spatial ex-
tent to capture the scales over which the roughness elements
occur, and data of this quality are only becoming more avail-
able to geomorphologists. In particular, we expect that given
the continual advances in methods for collecting bathymetric
data in both shallow (Kasvi et al., 2019) and deep channels
(Dietrich, 2017), applying the TRC approach will become
increasingly practical in natural rivers.

Given that the TRC approach provides novel and detailed
information regarding the interaction between surface topog-
raphy and fluid dynamics, it may contribute to advances in
hydraulics, channel morphodynamics, and bedload transport.
Estimates of ks from roughness correlations may provide
more immediate benefits by improving upon representative
roughness values in estimating flow resistance. We are cur-
rently conducting experiments to further develop and apply
these ideas.
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Appendix A: Ferguson (2007) variable-power
equation

Ferguson (2007) presented the variable-power flow resis-
tance equation:

(8/f )1/2
=

a1a2(h/k)
(a2

1 + a
2
2(h/k)5/3)1/2

, (A1)

where a1 and a2 are empirically derived coefficients, h is
flow depth or hydraulic radius, and k is a representative
roughness length.
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Abstract. Channel processes under high-magnitude flow events are of central interest to river science and man-
agement as they may produce large volumes of sediment transport and geomorphic work. However, bedload
transport processes under these conditions are poorly understood due to data collection limitations and the
prevalence of physical models that restrict feedbacks surrounding morphologic adjustment. The extension of
mechanistic bedload transport equations to gravel-bed rivers has emphasised the importance of variance in both
entraining (shear stress) and resisting (grain size) forces, especially at low excess shear stresses. Using a fixed-
bank laboratory model, we tested the hypothesis that bedload transport in rivers collapses to a more simple
function (i.e. with mean shear stress and median grain size) under high excess shear stress conditions. Bedload
transport was well explained by the mean shear stress (1D approach) calculated using the depth–slope product.
Numerically modelling shear stress to account for the variance in shear stress (2D) did not substantially im-
prove the correlation. Critical dimensionless shear stress values were back-calculated and were higher for the
2D approach compared to the 1D. This result suggests that 2D critical values account for the relatively greater
influence of high shear stresses, whereas the 1D approach assumes that the mean shear stress is sufficient to
mobilise the median grain size. While the 2D approach may have a stronger conceptual basis, the 1D approach
performs unreasonably well under high excess shear stress conditions. Further work is required to substantiate
these findings in laterally adjustable channels.

1 Introduction

The adjustment of rivers to the imposed valley gradient, sed-
iment supply, and discharge is of central interest to geomor-
phology and has implications for understanding and manag-
ing natural hazards and ecological habitats. In alluvial chan-
nels, the adjustment is facilitated by the movement of sed-
iment arising via the interaction between the flow and de-
formable boundary (Bridge and Jarvis, 1982; Dietrich and
Smith, 1983; Church, 2010; Church and Ferguson, 2015).
Despite there being no strict correlation between the magni-
tudes of perturbation and geomorphic effect (Lisenby et al.,

2018), larger-than-average flows (i.e. floods) are typically as-
sociated with channel adjustment and relatively large vol-
umes of geomorphic work (Wolman and Miller, 1960). Ex-
treme events may exert disproportionate control over the
channel planform (Eaton and Lapointe, 2001). The study of
sediment transport processes under these relatively high dis-
charge events is central to understanding river behaviour.

Researchers have dedicated considerable effort to deriving
mechanistic bedload transport functions – typically empiri-
cally calibrated – that relate the rate of movement to a force
balance between the flow and individual particles. Other ap-
proaches exist: for example, non-threshold approaches that
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do not utilise a critical shear stress (Recking, 2013a). One of
the most simple and widely used threshold relations is the
Meyer-Peter and Müller (1948) equation that estimates bed-
load transport as a function of mean excess bed shear stress
(τ̄ − τc, where τc is critical shear stress) for a given grain
diameter, typically the median (i.e. τc50 for the D50 grain).
The extension of 1D bedload transport functions to gravel-
bed rivers, typically characterised by a wide range of grain
sizes, necessitated several modifications that accounted for
the differential mobility of grain sizes, hiding, and exposure
(Parker and Klingeman, 1982; Parker, 1990; Recking, 2013b;
Wilcock and Crowe, 2003). Further research emphasised that
at conditions in which τ̄ ≈ τc50, bedload transport is affected
by the spatial variance in shear stress (Paola and Seal, 1995;
Paola, 1996; Nicholas, 2000; Ferguson, 2003; Bertoldi et al.,
2009; Francalanci et al., 2012; Recking et al., 2016). More
recently, Monsalve et al. (2020) proposed a 2D bedload trans-
port function that integrates across the distribution of shear
stresses and can predict transport at lower flow conditions
in which τ̄ < τc50. In concert, these advances demonstrate a
consistent trend: with decreasing excess shear stress more in-
formation regarding grain size and shear stress (i.e. resisting
and driving forces) is required to predict bedload transport.

Considerably less is known about rivers under high rela-
tive shear stress conditions τ̄ � τc50, in which most chan-
nel change occurs. This is primarily due to practical limita-
tions. Dangers associated with floods and erosion mean that
researchers may collect data before and after an event, but
not during. Laboratory experiments (flumes) typically do not
incorporate key degrees of freedom for morphologic adjust-
ment that are available to alluvial channels and thus do not
model the full range of feedbacks between bedload transport
and the deformable boundary. Subsequently, the notion that
bedload transport in rivers collapses to a more simple func-
tion (i.e. with mean shear stress and median grain size) un-
der high excess shear stress conditions is yet to be conclu-
sively demonstrated. If verified, it would serve as a highly
convenient assumption in understanding landscape evolution
and river management. Smaller-scale laboratory experiments
provide an opportunity to test this hypothesis as they model
larger-scale bed and ideally bank adjustments.

We test the relative performance of 1D and 2D bedload
transport functions under high relative shear stress condi-
tions in a Froude-scaled physical model. The experiments
have a widely graded sediment mixture and develop alter-
nate bars under pseudo-recirculating conditions at a range of
widths and discharges. We record total bedload volumes and
bathymetry, and we perform 2D hydraulic modelling to apply
several transport functions akin to Meyer-Peter and Müller
(1948) (i.e. based on median grain size) that capture differ-
ent levels of information regarding shear stress. The results
highlight the effectiveness of simple threshold-based bedload
transport functions under high relative shear stress conditions
in laterally constrained channels, as well as differences be-

Figure 1. Adjustable-Boundary Experimental System (A-BES) at
the University of British Columbia, featuring camera rig (top right)
and bank control system at a width of 30 cm.

tween 1D and 2D conceptualisations of excess shear stress
and bedload transport.

2 Methodology

Experiments were performed in the Adjustable-Boundary
Experimental System (A-BES) at the University of British
Columbia (Fig. 1), some of which have been reported by
Adams and Zampiron (2020). The A-BES comprises a 1.5 m
wide by 12.2 m long tilting stream table; the experiments
were run as generic Froude-scaled models based on 2003
field measurements from Fishtrap Creek in British Columbia,
Canada. The channel had a gradient S of 0.02 m m−1, aver-
age bankfull width of 10 m, formative discharge of approx-
imately 7500 L s−1, and bulk D50 of 55 mm. With a length
scale ratio of 1 : 25, the A-BES was scaled to within around
30 % of the prototype, with an initial width of 0.30 m, for-
mative discharge Q of approximately 1.5 L s−1, and D50 of
1.6 mm (D84 = 3.2 mm, D90 = 3.9 mm; GSD2 in MacKen-
zie and Eaton, 2017). The sediment mixture comprised natu-
ral clasts with a density of around 2500 kg m−3.

The experiments utilised interlocking landscaping bricks
to constrict the channel to various widthsW between approx-
imately 0.30 and 0.60 m. In addition to the various channel
widths, four different unit discharges (q =Q/W ) were used
across the experiments (i.e. discharge was scaled by width)
that increased by a factor of 1.5 (Table 1). Two constant-
discharge runs used the middle two discharges, and one
multi-discharge run consisted of the four discharge phases
in increasing order. A full list of experiments is provided in
Table 2.

At the beginning of each experiment the bulk mixture was
mixed by hand to minimise lateral and downstream sorting,
and then the in-channel area was screeded to the height of
weirs at the upstream and downstream end using a tool that
rolled along the brick surface. The flow was run at a low rate
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Table 1. Summary of unit discharges q (Q/W ) used in each phase
(P) of experimental runs a–c.

Unit discharge q [L m−1 s−1]

P1 P2 P3 P4

Run a 5.00
Run b 3.33
Run c 2.22 3.33 5.00 7.50

with little to no movement of sediment until the bed was fully
saturated, and it was then rapidly increased to the target flow.

Three different types of data were collected throughout
each experiment; surface photos, stream gauge measure-
ments, and sediment output. A rolling camera rig positioned
atop the A-BES consisted of five Canon EOS Rebel T6i
DSLRs with EF-S 18–55 mm lenses (set at 30 mm) posi-
tioned at varying oblique angles in the cross-stream direction
to maximise coverage of the bed, as well as five LED lights.
Photos were taken in RAW format at 0.2 m downstream in-
tervals, providing a stereographic overlap of over two-thirds.
A total of 10 water stage gauges comprised of a measuring
tape on flat boards were located along the inner edge of the
bricks every 1 m. To minimise edge effects, gauges were not
placed within 0.60 m of either the inlet or the outlet. The
gauges were read at an almost horizontal angle, which, in
conjunction with the dyed blue water, minimised systematic
bias towards higher readings due to surface tension effects.

The data collection procedure was designed to max-
imise measurement accuracy as much as reasonably possible.
Given that stream gauge data would later be paired with topo-
graphic data, the timing of gauge readings needed to closely
coincide with surface photography. Every time photos were
taken the bed was drained, as the surface water would dis-
tort the photos. These constraints necessitated a procedure in
which manual stream gauge readings (to the nearest 1 mm)
were taken 30–40 s before the bed was rapidly drained, which
is around the minimum time it would take to obtain the
readings. The bed was then photographed and gradually re-
saturated before resuming the experiment, which took ap-
proximately 10 min.

Each discharge phase was divided into a series of segments
between which the data were collected. The procedure oc-
curred in 5, 10, 15, 30, 60, and 120 min segments with four
repeats of each (i.e. 4×5 min, 4×10 min, and so on), which
was designed to reflect the relatively rapid rate of morpho-
logic change at the beginning of each phase. For example, in
wider channels, alternate bars developed within an hour, and
there was relatively little morphologic change in the follow-
ing hours (Adams and Zampiron, 2020; Adams, 2021).

Throughout the experiments, sediment falling over the
downstream weir was collected in a mesh bucket, drained of
excess water, weighed damp to the nearest 0.2 kg, placed on
the conveyor belt at the upstream end, and gradually recircu-

lated at the same rate it was output, as opposed to a “slug”
(i.e. all at once) injection. Based on a range of samples col-
lected across the experiments, we determined the weight pro-
portion of water to be approximately 5.8 % and applied this
correction factor to obtain approximate dry weights. There
was no initial feed of sediment, although this no-feed pe-
riod was only 5 min. The experiments are best described as
pseudo-recirculating as sediment was measured and recircu-
lated at the end of the 5 and 10 min segments and, for longer
segments (i.e. 30, 60, 120 min), every 15 min.

2.1 Data processing

Using the images, point clouds were produced us-
ing structure-from-motion photogrammetry in Agisoft
MetaShape Professional 1.6.2 at the highest resolution,
yielding an average point spacing of around 0.25 mm. A to-
tal of 12 spatially referenced control points and additional
unreferenced ones were distributed throughout the A-BES,
which placed photogrammetric reconstructions within a local
coordinate system and aided in the photo-alignment process.
Using inverse distance weighting, the point clouds were con-
verted to digital elevation models (DEMs) at 1 mm horizontal
resolution.

Despite the use of control points, the DEMs contained a
slight arch effect in the downstream direction whereby the
middle of the model was bowed upwards, which was an
artefact of the photogrammetric reconstruction (see doming:
James and Robson, 2014). This effect was first quantified by
applying a quadratic function (on average: p < 0.001, r2

=

0.999, RMSE= 0.0017 mm) along the length of the bricks,
which represent an approximately linear reference elevation
(brick elevations vary randomly by ±2 mm). The arch was
then removed by determining correction values along the
length of the DEM using the residuals, which were then ap-
plied across the width of the model. The final least-squares
linear fit along the brick surface was homoscedastic with
an average root mean square error (RMSE) of 0.0018 mm
(around the maximum height difference between adjacent
bricks), indicating that the DEM was successfully corrected.

For each DEM, 10 wetted cross-sections were recon-
structed using the water surface elevation data, which were
then used to estimate reach-averaged hydraulics. For more
detailed spatial analysis, the flow conditions of water depth
and shear stress were reconstructed using a 2D numerical
flow model (Nays2DH) to the final DEM of each discharge
phase. The selection of the final DEM was arbitrary as any
DEM over the steady-state portion of the experiment could
have been selected. Nays2DH is a two-dimensional, depth-
averaged, unsteady flow model that solves the Saint-Venant
equations of free surface flow with finite differencing based
on a general curvilinear coordinate system (further details
can be found in Nelson et al., 2016). Notably, local shear
stress is calculated using the bed friction coefficient and
depth-averaged flow velocity components. Key input bound-
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Table 2. Summary of experiments conducted in the A-BES. The DEM count excludes screeded bed. Experiment 1 is published in Adams
and Zampiron (2020).

Exp. W [m] Q [L s−1] Duration [h] DEMs

Exp1a 0.30 1.50 16 24
Exp1b 0.30 1.00 16 24
Exp1c 0.30 0.66, 1.00, 1.50, 2.25 8, 4, 4, 4 20, 16, 16, 16
Exp3a 0.45 2.25 16 24
Exp3b 0.45 1.50 16 24
Exp3c 0.45 1.00, 1.50, 2.25, 3.37 8, 4, 4, 4 20, 16, 16, 16
Exp4a 0.60 2.00 16 24
Exp4b 0.60 3.00 16 24
Exp4c 0.60 1.33, 2.00, 3.00, 4.50 8, 4, 4, 4 20, 16, 16, 16

ary conditions are the channel DEM, an initial estimate of
reach-averaged Manning’s n, cell resolution, and the water
discharge. We selected an n value of 0.045 based on the
channel conditions, a cell resolution equivalent to 5 mm, and
a flow duration of 200 s, which was sufficient to establish
convergence. After an initial model run, we back-calculated
a spatially variable value using the flow resistance law pre-
sented by Ferguson (2007) that accounts for the influence of
relative roughness,

(8/f )1/2
=

a1a2(d/k)
(a2

1 + a
2
2(d/k)5/3)1/2

, (1)

where f is the Darcy–Weisbach friction factor, a1 and a2 are
empirically derived coefficients, d is local flow depth, and the
representative roughness length k =D84. The spatially vari-
able roughness value was used as an input to run the solver
again.

To minimise rounding errors associated with the rela-
tively shallow depths in our experiments, the DEM size
and discharge were adjusted to the prototype scale (i.e. us-
ing a length scale ratio of 25). The estimated water depths,
shear stresses, and velocities from Nays2DH were then back-
transformed to the model scale (Table 3). We removed cells
with relatively shallow flows defined arbitrarily as depths less
than 2D84 (6.4 mm) as they contributed a large peak in the
frequency distribution of flow depths and likely account for a
small proportion of bedload activity. Across the flow models,
grid cells with flows less than this threshold accounted for
20 %–63 % of the channel area where d > 0 but only 1 %–
21 % of the total cross-sectional flow area (mean 11 %). This
is consistent with visual observations of dispersive and stag-
nant flow at the channel margins. We defined areas of the bed
with flows above the 2D84 threshold as “wetted”. The mean-
normalised (i.e. local value divided by reach average) fre-
quency distributions of flow depths and shear stresses were
fitted with gamma and Gaussian distributions (coefficients in
Table 3), for which the goodness of fit was assessed using
both Kolmogorov–Smirnov and Anderson–Darling tests.

The results of the flow model were quantitatively validated
by comparing measured reach-averaged hydraulic depths

Figure 2. Measured versus modelled mean hydraulic depth h

(i.e. reach-averaged) at the end of each experimental phase, featur-
ing 16 % bounds. Error bars are based on the measurement precision
of the stream gauges.

(h= Ac/w, where Ac is flow cross-sectional area and w

is wetted width) to modelled ones (Fig. 2). Most estimates
fell within 10 %–15 % of the line of equality, although the
flow model estimated a narrower range (approximately 12–
18 mm) of mean hydraulic depths across the experiments
compared to the stream gauge measurements (11–21 mm).
Stream gauges are easily biased towards deep or shallow
flows due to there being only 10 fixed points, thus explain-
ing the wider range of the estimates. The stream gauges only
serve as an approximation to validate the flow model. Based
on the measurement precision of the stream gauge readings
(1 mm), random errors of 6 %–11 % could be expected for
mean hydraulic depths.

2.2 Determining a representative sediment transport
rate

The channels were formed under constant-discharge condi-
tions for 4–16 h, beginning from either a screeded bed or
a morphology developed at a lower discharge. Each exper-
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Table 3. Summary of reach-averaged hydraulics (from the 2D flow model) and sediment transport (from measurements). Parameters are as
follows. w: wetted width [m], d: flow depth [m], U : velocity [m s−1], Fr: Froude number, Re: Reynolds number (Ud/v, where v is the
kinematic viscosity), τ̄ : mean shear stress [Pa], qb: unit bedload transport [kg m−1 min−1]. σqb is the standard deviation of unit bedload
transport, στ is the standard deviation of shear stress, and α and β parameters describe the fitted gamma distribution of shear stress. The
parameters A1, A2, B1, and B2 refer to the four approaches outlined in Table 4.

Exp. w d w/d U Fr Re τ̄ qb σqb A1 A2 A3 A4 στ α β

1a 0.26 0.015 17.2 0.36 0.92 4117 2.58 2.03 0.33 1.49 0.97 1.42 0.84 0.46 3.80 0.26
1b 0.21 0.013 15.9 0.31 0.83 3132 2.25 1.38 0.31 0.93 0.69 0.84 0.61 0.50 3.15 0.32
1(1) 0.18 0.012 15.0 0.28 0.80 2528 2.01 0.58 0.18 0.58 0.36 0.46 0.30 0.49 3.04 0.33
1(2) 0.21 0.013 16.6 0.30 0.81 2995 2.19 1.20 0.25 0.83 0.63 0.74 0.79 0.53 2.41 0.42
1(3) 0.26 0.016 16.5 0.34 0.87 4116 2.76 2.11 0.19 1.84 1.22 1.62 1.03 0.46 3.60 0.28
1(4) 0.28 0.018 15.1 0.44 1.03 6118 3.27 3.98 0.29 2.98 1.94 2.77 1.30 0.39 5.79 0.17
3a 0.37 0.015 25.3 0.34 0.87 3869 2.54 2.99 0.41 1.42 1.15 1.31 1.10 0.49 2.79 0.36
3b 0.28 0.014 20.0 0.33 0.87 3609 2.40 1.76 0.74 1.18 0.74 1.11 0.87 0.47 3.09 0.32
3c(1) 0.23 0.013 17.9 0.30 0.83 3010 2.17 1.02 0.27 0.81 0.42 0.80 0.40 0.46 3.24 0.31
3c(2) 0.29 0.013 22.1 0.31 0.83 3173 2.29 1.85 0.22 0.99 0.68 0.84 0.82 0.49 3.04 0.33
3c(3) 0.36 0.015 23.6 0.35 0.89 4083 2.61 2.53 0.38 1.54 1.18 1.44 1.27 0.50 2.54 0.39
3c(4) 0.40 0.017 23.5 0.41 0.97 5405 3.16 4.83 0.57 2.72 2.00 2.27 1.82 0.47 3.30 0.30
4a 0.48 0.015 32.2 0.35 0.89 3966 2.63 3.05 0.88 1.59 1.24 1.32 1.19 0.50 2.90 0.34
4b 0.40 0.013 29.6 0.31 0.81 3194 2.21 1.72 0.49 0.87 0.65 0.89 0.95 0.53 2.15 0.46
4c(1) 0.31 0.013 23.5 0.31 0.84 3114 2.17 0.94 0.37 0.81 0.38 0.83 0.50 0.49 2.45 0.41
4c(2) 0.39 0.014 28.2 0.32 0.85 3398 2.30 1.88 0.40 1.00 0.68 0.99 0.91 0.50 2.94 0.34
4c(3) 0.46 0.015 29.9 0.37 0.93 4390 2.76 3.27 0.80 1.84 1.19 1.55 1.18 0.45 2.82 0.35
4c(4) 0.57 0.018 32.1 0.42 0.97 5660 3.17 4.64 0.55 2.73 1.63 2.50 1.90 0.40 5.15 0.19

imental phase comprised an initial adjustment period dur-
ing which morphology, hydraulics, and sediment transport
were nonstationary. This adjustment period, which varied
from minutes to an hour, was followed by a steady-state
period during which these characteristics fluctuated around
a mean value (see Adams, 2020, and Adams and Zamp-
iron, 2020). Under recirculating conditions, the stationarity
of bedload transport represents a condition in which there is
no net aggradation or degradation over time. In Fig. 3 we
present two typical examples of sediment transport fluctua-
tions under constant conditions for 16 h. In both examples,
there is a brief adjustment period with less sediment trans-
port, followed by fluctuations around a mean value. These
fluctuations were explained by processes such as bar reshap-
ing and sediment waves (e.g. Dhont and Ancey, 2018), which
are outside the scope of this study.

We determined a representative sediment transport rate for
each experimental phase by averaging output over the final
3 h period (Table 3), thus removing the initial adjustment
period. There was little difference between averaging over
the final hour versus the final 3 h, with almost all average
sediment output values being ±12.5 %. There were three in-
stances in which these two averaging windows yielded val-
ues differing by 15 %–25 % due to high-magnitude fluctua-
tions around an otherwise stationary bedload transport rate.
In addition, we calculated the standard deviation of sediment
output over the final 3 h period.

Figure 3. Width-averaged bedload transport over time in two exper-
iments with different widths but similar reach-averaged shear stress:
(a) experiment 1b (W = 0.30 m, τ̄ = 2.34 Pa) and (b) experiment 4b
(W = 0.60 m, τ̄ = 2.28 Pa). The beginning of the time window over
which bedload transport is averaged is indicated by the solid vertical
line, and mean transport over this period is indicated by a horizontal
dashed line.
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2.3 1D and 2D excess shear stress

We examined the correlation between the observed represen-
tative sediment transport rate and two formulations of ex-
cess shear stress based on the Meyer-Peter and Müller (1948)
equation,

qb = k(τ̄ − τc)1.6, (2)

where qb is width-averaged bedload transport, k accounts for
flow resistance and the relative density of sediment, and the
exponent 1.6 is based on Wong and Parker (2006). The value
of k is highly variable across empirical datasets, whereas the
exponent is relatively consistent (Gomez and Church, 1989).
The critical shear stress value for the D50 (τc50) is estimated
by τ ∗c g(ρs−ρ)D, where τ ∗c is the dimensionless critical shear
stress, g is gravity, ρ is the density of water, and ρs is the
density of sediment

We aimed to investigate the concepts underlying 1D and
2D bedload transport equations rather than to refine them.
Subsequently, we ignored the parameter k that typically
varies across channels and simplified Eq. (2) to express the
correlation between observed sediment transport and mean
excess shear stress (raised to the exponent).

qb ∝ (τ̄ − τc50)1.6 (3)

This equation was modified to integrate across the distri-
bution of local shear stresses,

qb ∝

∫
(τ(x)− τc50)1.6dx/A, (4)

where τ(x) is local bed shear stress and A is the total bed
area. Equations (3) and (4) are 1D and 2D approaches to cor-
relating observed transport capacity with excess shear stress.
We applied both equations using shear stress values calcu-
lated in two ways: (1) the depth–slope product (τ = ρgdS)
based on numerically modelled flow depths and (2) numeri-
cally modelled shear stresses, thus yielding four different ap-
proaches (Table 4). Each of these approaches is summarised
in Appendix A. We intentionally did not account for sin-
uosity or sidewall effects in the depth–slope product ap-
proach. In the case of the 1D depth–slope approach, depth
was calculated using the mean depth and mean channel gra-
dient, whereas in the 2D depth–slope we varied depth but
the gradient remained constant. For each approach, we back-
calculated the optimal value of τ ∗c by systematically vary-
ing it and finding the strongest correlation (least-squares lin-
ear fit) between qb and excess shear stress (i.e. [τ̄ − τc50]

1.6

or 6[τx − τc50]1.6/A), indexed by root mean square error
(RMSE), which is shown in Fig. 4. We report optimised val-
ues of τ ∗c and least-squares goodness-of-fit statistics in Ta-
ble 4 and also include values obtained using the exponent 1.5
in each equation.

Figure 4. The correlation between qb and excess shear stress (in-
dexed by RMSE) with varying critical dimensionless shear stress
for each approach. A back-calculated critical dimensionless value
is indicated where RMSE is lowest (Table 4).

3 Results

Under the imposed channel widths (0.30–0.60 m) and unit
discharges (2.22–7.50 L m−1 s−1) all channels developed an
alternate bar morphology with pools, bars, and riffles (see
Fig. 5 for an example). Especially at low unit discharges,
wetted areas (d > 2D84) on average occupied only a por-
tion of the total available width: between 52 % and 95 %.
When unit discharge was calculated using the wetted width,
it was closely correlated with mean shear stress based on
least-squares linear regression (Fig. 6a), indicating a coupled
adjustment between active width and shear stress.

The depth–slope method of calculating mean shear stress
estimated higher values compared to the numerical model
(7 %–23 %) and also higher values of critical dimension-
less shear stress in the corresponding transport functions
(τ ∗c = 0.066 and 0.050, respectively; Table 4). Both meth-
ods yielded similar estimates of excess shear stress (τ̄/τc50 =

1.36–2.11 and 1.56–2.53, respectively). The strong correla-
tion between the two estimates of shear stress supports the
assumption that at the reach scale τ̄ ≈ ρgdS.

Estimated values of τ ∗c using the 2D approaches were con-
sistently higher than the values obtained using the 1D ap-
proaches, but they were slightly less sensitive to how shear
stress was calculated (τ ∗c ≈ 0.095 for both methods). Based
on the 2D approach, the proportion of the wetted bed area
experiencing excess shear stress was linearly related to unit
discharge and ranged between 37 % and 84 % (Fig. 6b). In
several experiments 2D estimates of τc50 were higher than τ̄ .

Local shear stresses at or below the mean were estimated
to exceed τc50 only at unit discharges exceeding approxi-
mately 5 L m−1 s−1 (Fig. 6). This range of shear stresses (i.e.
τc50 < τ < τ̄ ) accounted for up to 37 % of the total bed area
at the highest flows. These results indicate considerable shear

Earth Surf. Dynam., 10, 895–907, 2022 https://doi.org/10.5194/esurf-10-895-2022

189



D. L. Adams and B. C. Eaton: 1D and 2D bedload transport functions 901

Table 4. Optimised values of τ∗c and goodness-of-fit statistics for correlations between excess shear stress and observed bedload transport
using four different approaches. Values obtaining using the exponent 1.5 are presented in parentheses, and τ̄/τc50 represents the range of
relative shear stress values across the experiments.

Approach Equation τ method τ∗c r2 RMSE τ̄/τc50

A1 3 (1D) d/S 0.066 (0.069) 0.96 0.51 (0.50) 1.36–2.11
A2 4 (2D) d/S 0.098 (0.101) 0.98 0.41 (0.40) 0.30–1.90
B1 3 (1D) modelled 0.050 (0.053) 0.97 0.44 (0.43) 1.56–2.53
B2 4 (2D) modelled 0.086 (0.090) 0.98 0.38 (0.37) 0.36–2.00

Figure 5. Channel area at the conclusion of experiment 3b (W = 0.45 m, τ̄ = 2.41 Pa) displaying the following characteristics (a–c): (a) el-
evation, (b) flow depth, and (c) shear stress from the flow model. Cells where d < 2D84 are not shown. A transect along the path of the
highest bed shear stress is displayed as a black line.

stress concentration and the relative insignificance of moder-
ate shear stresses in bedload transport. We further visualise
shear stress distributions and estimated critical values using
examples in Fig. 7b.

Frequency distributions of mean-normalised flow depth
and shear stress (over each 5× 5 mm grid cell) followed
both Gaussian and gamma distributions (Fig. 7a), con-
firmed by both Kolmogorov–Smirnov and Anderson-Darling
tests (p < 0.1). These distributions were qualitatively similar
based on their cumulative distributions following the removal
of shallow depths, which contributed a second mode of flow
depths corresponding to dispersive flow or stagnant water at
the channel margins. In the case of the shear stress distri-
butions, the shape parameter α was linearly related to unit
discharge based on least-squares regression (RMSE= 0.69,
r2
= 0.39, p < 0.01), and the scale parameter β was nega-

tively correlated (RMSE= 0.58, r2
= 0.32, p < 0.01). The

parameters of the gamma distribution indicate that with in-
creasing unit discharge the distribution of shear stress be-
came more concentrated and less positively skewed.

Despite following similar frequency distributions, mod-
elled local flow depth and shear stress were not strongly cou-
pled spatially (Fig. 8). These two parameters were roughly

correlated but with considerable scatter, whereby for a given
grid cell mean-normalised shear stress was commonly more
than a factor of 2 greater or less than normalised flow depth
(i.e. high shear stress and deep flows are close but not at
exactly the same locations). The spatial decoupling of flow
depth and shear stress is also evident in Fig. 5, especially
where areas of high shear stress are estimated to occur im-
mediately downstream of pools where flow is deepest.

We present the correlation between bedload transport and
the four different representations of excess shear stress in
Fig. 9. These represent combinations of two different meth-
ods of calculating bed shear stress – the depth–slope prod-
uct and numerical modelling – against 1D and 2D repre-
sentations of excess shear stress (Table 4). All four methods
yielded similar correlations between excess shear stress and
observed bedload transport, as indicated by RMSE values be-
tween 0.38 and 0.51; these end values correspond to the 2D
modelled shear stress (B2) and 1D depth–slope product ap-
proach (A1), respectively. Changing the exponent from 1.6
to 1.5 in Eqs. (3) and (4) had almost no effect on the esti-
mated values of τ ∗c or the prediction errors. Altering the rep-
resentative grain size from D50 to D84 had no effect on the
correlation between qb and excess shear stress (i.e. identical
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Figure 6. (a) Relationship between unit discharge q (calculated using wetted width) and mean shear stress τ̄ using depth–slope product
(RMSE= 0.097, r2

= 0.93, p < 0.001) and modelled shear stresses (RMSE= 0.073, r2
= 0.96, p < 0.001). Horizontal lines indicate fitted

values of τc50, and circled points indicate channels with the highest and lowest shear stress used in Fig. 7b. (b) Relationship between unit
discharge and the proportion of the wetted channel area (d > 2D84) where τ > τc50 using modelled shear stresses (i.e. approach B2), as well
as the proportion of channel area where τc50 < τ ≤ τ̄ .

Figure 7. (a) Cumulative frequency distributions of mean-normalised modelled flow depth and shear stress at the end of each experimental
phase, in which the upper end of the kernel density distribution has been truncated to approximately the 99th percentile to remove outliers.
Note the absence of shallow depths (d < 2D84). The average gamma distribution fit for the normalised shear stress distribution is included
(α = 3.30,β = 0.30), as is the average Gaussian fitted distribution (σ = 0.47). (b) Cumulative frequency distribution of non-normalised
modelled shear stresses in experimental phases with the highest (Exp1c(4)) and lowest (Exp1c(1)) mean shear stress (circled points in
Fig. 6). Estimates of τc50 using 1D and 2D approaches (B1 and B2, respectively) are indicated by dashed lines, and the horizontal line is the
median shear stress, which closely corresponds to the mean.

RMSE), and it merely reduced the back-calculated estimates
of τ ∗c .

4 Discussion

These experiments had several advantages over traditional
field and flume datasets in modelling and recording chan-
nel processes. Although the experiments did not model lat-

eral adjustment, the smaller scale ratio (1 : 25) allowed for
morphology and processes at a larger scale compared to
most flumes with width–depth ratios between approximately
15 and 40. The bulk mixture comprised a wide range of
grain sizes (0.5–8.0 mm) that have been demonstrated to
modulate channel adjustment, especially under conditions in
which the larger-than-average grain size is only partially mo-
bile (MacKenzie and Eaton, 2017; MacKenzie et al., 2018;
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Figure 8. Relationship between local mean-normalised flow depth
and shear stress across all experiments, produced by randomly sam-
pling 10 % of cells from each flow model. Contour lines represent
2D kernel density estimation, and vertical dashed lines indicate the
range of flow depths used to threshold the flow model.

Booker and Eaton, 2020; Adams, 2021). We measured total
bedload volumes and adjustments to bed topography during
flood stages, which is not possible in the field or in many re-
circulating experiments. The applied flows were longer and
more constant than floods typically observed in nature (4–
16 h experimental time or 20–80 h in the field prototype),
which allowed the experiments to reach an idealised steady
state whereby morphology, hydraulics, and bedload fluctu-
ated around a mean condition (Fig. 3). These characteristics
make the experimental dataset appropriate for investigating
the effectiveness of bedload transport equations in laterally
constrained gravel-bed rivers under high relative shear stress
conditions.

We evaluated four different bedload transport functions
based on the correlation between excess shear stress and ob-
served volumes of bedload transport, averaged over the final
3 h of each experimental phase. We first focus our discus-
sion on three of these approaches in increasing order of so-
phistication (A1, B1, then B2) and then explain their relative
effectiveness. Finally, we discuss the conceptual differences
between 1D and 2D bedload transport functions.

4.1 Comparison between prediction errors

Most bedload transport functions index the applied excess
shear stress using the mean depth–slope product as these
data are relatively easy to collect in field contexts (Gomez
and Church, 1989; Barry et al., 2004; Recking, 2013b). This
approach relies on the assumption that local variations in
channel gradient and flow depth cancel out such that mean
flow depth is proportional to mean shear stress (Nicholas,
2000; Ferguson, 2003). We did indeed observe this condition
whereby mean-normalised flow depth and shear stress fol-

lowed similar frequency distributions (Fig. 7a), despite being
spatially decoupled (Fig. 8). The approach A1 (1D depth–
slope product) in our analysis was the most simplistic and, in
addition, did not account for sinuosity (note the slight sinuos-
ity in Fig. 5 that reduced the mean channel gradient), flow re-
sistance, or energy losses to the channel banks. The strength
of the correlation between excess shear stress and bedload
transport (RMSE= 0.51) provides an approximate reference
point for other approaches.

In recent decades, technological advancements in remote
sensing and hydraulic modelling have allowed researchers to
directly model bed shear stress, thus providing a potentially
more accurate estimate. This advancement is utilised in the
B1 approach (1D modelled shear stress), which accounted
for the effect of sinuosity, flow resistance, and energy losses
to the channel banks. Accounting for these additional factors
may explain the 13 % reduction in RMSE (0.44) compared to
approach A1. Further advancements have led to the prolifer-
ation of 2D hydraulic models and some 2D bedload transport
equations, which aim to account for the proportion of the bed
participating in transport and the spatial variation in shear
stress (Monsalve et al., 2020). The B2 approach (2D mod-
elled shear stress) that integrates across the frequency distri-
bution of shear stresses did not significantly improve upon
approach A1, with a similar RMSE (0.38) as approach B1.

Numerical modelling of shear stress and accounting for
its frequency distribution led to similarly strong correlations
between bedload transport and excess shear stress compared
to the mean depth–slope product method. The ability of the
mean shear stress to effectively capture variation in bedload
transport is consistent with empirical evidence. In a reanal-
ysis of data from Oak Creek, OR, Monsalve et al. (2020)
compared the Parker and Klingeman (1982) equation to a
modified 2D version and found that accounting for the dis-
tribution of shear stresses reduced prediction error by only
13 %. Their study modelled a range of flows to the same
bathymetry, and we obtained a similar result when the bed
was allowed to fully adjust to the imposed flow. Using nu-
merical and analytical models, several studies have predicted
that variance in shear stress may enhance bedload transport
but that this effect rapidly diminishes when τ̄ � τc (Fergu-
son, 2003; Francalanci et al., 2012; Recking, 2013a). The
most probable reason for this sensitivity is the nonlinearity
of the bedload transport law, which means that around τ̄ ≈ τc
small increases in τ produce relatively large increases in bed-
load transport. The similar effectiveness of 1D and 2D func-
tions herein provides empirical evidence that bedload trans-
port is less sensitive to the shape of the shear stress distribu-
tion under high relative shear stress conditions.

4.2 Comparison between 1D and 2D approaches

The four approaches demonstrated key differences based on
how shear stress was calculated (depth–slope product vs. nu-
merical modelling) and more importantly the formulation
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Figure 9. Correlation between excess shear stress and observed bedload transport (averaged over the final 3 h of each experiment) using the
four approaches outlined in Table 4. The dashed black line is the least-squares best fit, solid black lines indicate ±1 RMSE, and whiskers
indicate ±1 standard deviation over the final 3 h of sediment output measurements.

(1D vs. 2D). Both estimates of mean shear stress were lin-
early related to unit discharge, but those based on the depth–
slope product were 7 %–23 % higher (Fig. 6), which is con-
sistent with findings by Monsalve et al. (2020). These dif-
ferences in estimated shear stress led to approximately com-
mensurate differences in the estimated 1D values of τ ∗c (32 %
higher). Both 1D estimates of τ ∗c were relatively high for
gravel-bed rivers but were within the range of reported es-
timates from both field and laboratory channels (Buffington
and Montgomery, 1997).

Despite having similar prediction errors, the 1D and 2D
functions provided considerably different estimates of criti-
cal dimensionless shear stress. Using the 2D approach, es-
timates of τ ∗c were 48 % and 72 % higher than the 1D
depth–slope and modelled shear stress methods, respectively.
In several channels, the estimated critical shear stress was
greater than the mean shear stress, but bedload transport was
observed and well predicted by the model (Fig. 6), which in
the case of a threshold-based 1D equation would correspond
to zero estimated transport. This is a distinct advantage of 2D
equations at low flows, as they can account for flows wherein

excess shear stress occupies only a fraction of the bed (Mon-
salve et al., 2020).

The differences between estimates of τ ∗c arise from differ-
ences in how the equations conceptualise excess shear stress.
In a 1D equation, when bedload transport data are available,
τc may be back-calculated from the mean shear stress, as is
done herein. The value of τ ∗c is adjusted until excess shear
stress explains the observed bedload transport, assuming that
τ̄ is responsible for all entrainment. In contrast, the 2D equa-
tion does not assume that the mean shear stress participates
in bedload entrainment. Based on the 2D approach, we esti-
mated that the mean shear stress did not exceed the estimated
critical value for the D50 until a certain discharge thresh-
old (5 L m−1 s−1), and even under the highest flows these
areas (i.e. τc50 < τ < τ̄ ) characterised a maximum of 37 %
of the wetted area. We did not validate these values as we
did not anticipate the need for observation, although the esti-
mates appear reasonable compared to our visual observations
of the experiments. This result suggests that the mean shear
stress is far less significant for bedload transport compared to
the larger-than-average stresses, which is intuitive, especially
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given that these are the first stresses to entrain bed material
as the flow is increased.

By conceptualising transport as a function of mean shear
stress, 1D equations may inflate the importance of relatively
moderate shear stresses and deflate values of τ ∗c . This insight
is based on back-calculated values rather than measurements
of incipient motion, although it is important to note that stud-
ies measuring incipient motion have also been based on the
mean shear stress, and therefore this 1D paradigm is sub-
sumed within the results (Gilbert, 1914; Kramer, 1935; Neill
and Yalin, 1969; Wilcock, 1988). We also relied on spatio-
temporally integrated rather than instantaneous local shear
stresses that promote entrainment (e.g. Nelson et al., 1995).
Nevertheless, the higher estimates of critical dimensionless
shear stress using the 2D approach, evaluated by consider-
ing the relative importance of shear stresses across the fre-
quency distribution, may have a stronger conceptual basis.
More broadly, the results highlight that as long as τc is back-
calculated, its value will be highly dependent on how shear
stress is estimated and whether its distribution is treated one-
or two-dimensionally.

The results may have implications for non-threshold ap-
proaches to predicting bedload transport in natural gravel-
bed rivers (Parker et al., 1982; Parker, 1990; Wilcock and
Crowe, 2003; Recking, 2013a). These approaches recognise
that usage of a single critical shear stress is ineffective at low
flows and is always an approximation, especially in the case
of partial transport conditions in which not all grain sizes
(or even grains of a given size) are equally mobile (Wilcock
and McArdell, 1993). The effectiveness of threshold-based
approaches under high excess shear stresses suggests that in
channels with fully developed morphology and a wide range
of grain sizes, non-threshold-based approaches may not ren-
der an improvement. Also, the results challenge recent cri-
tiques of bedload transport predictions based on mean shear
stress, particularly the depth–slope assumption (Yager et al.,
2018). Although there is a poor mechanistic link between
shear stress and bedload transport (e.g. Nelson et al., 1995),
this approximation may be unreasonably effective when ap-
plied at a sufficiently large spatio-temporal scale or excess
shear stress.

Further work is required to investigate differences in 1D
and 2D estimates of τ ∗c under lower excess shear stress con-
ditions. If broadly applicable, the effectiveness of highly re-
ductionist bedload transport functions based only on median
grain size and mean shear stress would present a convenient
assumption for researchers and practitioners interested in
channel-forming flows. More research is required to substan-
tiate this approach under supply-limited conditions and real-
istic hydrographs that enable both upward and downward ad-
justments with inherited channel conditions. Given that our
experiments do not allow for significant lateral adjustment
and meandering, the results are most applicable to channels
confined by bedrock or with cohesive or highly vegetated
banks. Fully alluvial channels comprise additional feedbacks

that are worthy of investigation, and the extent to which these
affect reach-averaged bedload transport remains poorly un-
derstood.

5 Conclusions

We investigated the performance of 1D and 2D bedload
transport functions under high relative shear stress conditions
in a Froude-scaled physical model. The analysis highlights
the effectiveness of highly reductionist bedload transport
functions based only on median grain size and mean shear
stress calculated using the depth–slope product. Numerically
modelling shear stress to account for flow resistance and en-
ergy losses from the channel planform and banks did not sub-
stantially reduce prediction error, nor did accounting for the
relative importance of shear stresses across the frequency dis-
tribution. The results suggest that bedload transport may col-
lapse to a more simple function (i.e. with average shear stress
and grain size) under high excess shear stress conditions.
Given that the channels herein have limited lateral mobility,
our conclusions are most applicable to channels where lat-
eral adjustment is suppressed. Further work is required to ex-
amine the effect of planform adjustments (widening, mean-
dering), for which small-scale laboratory experiments serve
as an effective research tool. The 1D and 2D approaches
provided substantially different estimates of critical dimen-
sionless shear stress, reflecting differences in how these ap-
proaches conceptualise excess shear stress. Estimates of τ ∗c
from 2D functions may have a stronger conceptual basis, as
they are derived by considering the relative importance of
shear stresses across the frequency distribution and do not
assume that the mean shear stress is sufficient to mobilise the
median grain size.

Appendix A: Four bedload transport equations

A1 Approach A1: mean shear stress assuming
depth–slope product

qb ∝ (τ̄ − τc50)1.6 (A1)

Here, qb is unit bedload transport, τ̄ is estimated with ρgdS
(where g is gravity, d is mean flow depth from a 2D flow
model, and S is the channel gradient), and τc50 is estimated
by τ ∗c g(ρs−ρ)D, where τ ∗c is the dimensionless critical shear
stress chosen using the best fit (Table 4), ρ is the density of
water, and ρs is the density of sediment.

A2 Approach A2: distribution of shear stresses
assuming depth–slope product

qb ∝

∫
(τ(x)− τc50)1.6dx/A (A2)

Here, τ(x) is the local bed shear stress calculated using local
depth from a 2D flow model (ρgd(x)S), and A is the total
active bed area (defined as areas where d > 2D84).
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A3 Approach B1: mean shear stress based on
numerical model

qb ∝ (τ̄ − τc50)1.6 (A3)

Here, τ̄ is estimated using a 2D flow model.

A4 Approach B2: distribution of shear stresses based
on numerical model

qb ∝

∫
(τ(x)− τc50)1.6dx/A (A4)

Here, τ(x) values are based on a 2D flow model.

Code and data availability. Raw hydraulic and sediment trans-
port data from Tables 3 and 4 and Figs. 2, 3, and 6–8 are available
at Zenodo (https://doi.org/10.5281/zenodo.6795606, Adams, 2022)
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