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Abstract

Internet-of-Things (IoT) is one of the fast growing technologies in the current era which holds

a large and rapidly increasing global market size. Device-to-device (D2D) communication is

a key enabler for connecting devices together to form the IoT, especially when the cellular

coverage is limited. Similarly, non-terrestrial networks (NTNs) involving satellites which

complement the terrestrial cellular networks to provide global coverage also play a vital role

in expanding IoT. Both D2D and satellite links are essential in providing seamless universal

cellular IoT (C-IoT) coverage. In this thesis, we propose enhancements for C-IoT devices

which address up-to-date problems in D2D communication and NTNs.

Leveraging the unlicensed frequency bands for D2D communication reduces the costs,

and offloads network traffic from the licensed spectral resources. To this end, we design

a new low-cost radio access technology (RAT) protocol called Sidelink Communications

on Unlicensed BAnds (SCUBA). SCUBA complements the primary RAT, and functions by

reusing the existing hardware on a non-overlapping time-sharing basis. We prove the effec-

tiveness of our protocol with analyses and simulation results of the medium access control

layer of SCUBA.

One of the most critical problems faced by NTN is the uplink (UL) synchronization fail-

ure due to high Doppler offset. While NTN new radio (NR) devices rely on global navigation

satellite system (GNSS) to resolve this issue, it is not always feasible for power-critical IoT

user equipments (UEs). Therefore, we design Synchronization signal-based Positioning in

IoT Non-terrestrial networks (SPIN) which enables the IoT UEs to tackle the UL synchro-
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Abstract

nization problem. Our evaluations show that SPIN positioning accuracy achieves the Cramér-

Rao lower bound and meets the target accuracy required for UL synchronization, along with

significant battery life savings over GNSS-based solution.

Another pertinent problem faced by C-IoT devices in NTN is the extended round-trip

time resulting in a degraded network throughput. To this end, we propose smarter hybrid

automatic repeat request (HARQ) scheduling methods that can increase the efficiency of re-

source utilization. We conduct end-to-end link-level simulations of C-IoT traffic over NTNs.

Our numerical results of data rate show the improvement in performance achieved using our

proposed solutions against legacy scheduling methods.
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Lay Summary

Internet-of-Things (IoT) refers to the interconnected network of physical objects which col-

lect and share data. IoT transforms unintelligent objects into intelligent devices thereby real-

izing a smarter world. In this thesis, we identify problems related to cellular IoT (C-IoT) de-

vices in terrestrial and non-terrestrial networks (NTN) and propose different solutions which

enable them to have seamless global coverage. There exists no device-to-device (D2D) com-

munication technology in C-IoT which can reuse the existing radio on the devices in a time-

shared manner with the primary radio technology. Further, the recently standardized C-IoT

NTN experiences initial access failure due to high Doppler offset and throughput degradation

due to large propagation delay. To this end, we design a time-multiplexed D2D communica-

tion protocol, a self-positioning solution, and smarter resource scheduling techniques for the

C-IoT devices. Our main design criteria include low cost and low power consumption which

make our solutions ideally fit into an IoT device.
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Chapter 1

Introduction

The Internet-of-Things (IoT) enables almost every device to connect to the internet, and

thereby creates a smart world where seamless connection exists between different systems

and devices. The paradigm of IoT provides connection to devices deployed in various ap-

plications demanding flexible and wide range of data rates, latency, coverage, and power

constraints. The key enablers of IoT include Bluetooth, Wi-Fi, Zigbee, low-power wide-area

(LPWA) technologies such as LoRa, Sigfox, and recent generations of cellular communica-

tion standards such as long term evolution (LTE) and 5G. Currently, when the world is wit-

nessing a drastic increase in the number of IoT devices, a plethora of use cases among them

demand low-cost and low-power solutions. The 3rd generation partnership project (3GPP)

has introduced many variants of cellular communication standards as part of LTE and 5G

which include LTE-machine-type communication (LTE-M) and narrowband IoT (NB-IoT)

primarily aimed at low-power and low-cost devices. These cellular communication technolo-

gies are distinct from other IoT counterparts due to their long range connectivity, ability to

support flexible performance requirements, standard deployment, and fast pace of evolution.

Nevertheless, the cellular IoT (C-IoT) network is not seamless or ubiquitous. First, there

might be coverage gaps or holes in between the cells served by the cellular base station (BS).

However, the user equipments (UEs) located in these regions might have close proximity to

other UEs which are in coverage of the cellular network. Device-to-device (D2D) commu-

nication is relevant in this scenario as it enables direct communication between the nearby

UEs. D2D links help in eliminating the coverage gaps [1] either by allowing direct commu-
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Figure 1.1: An illustration of a cellular IoT network complemented by D2D and satellite
links.

nication between the end devices or by enabling the UE to communicate with the network

by hopping through another UE in coverage. In addition, D2D offloads the traffic from the

cellular link which allows the BS to serve more UEs, which is particularly beneficial for the

C-IoT networks having large UE density. Second, there are large geographical regions on

the earth such as deserts, oceans, forests, and remote villages which are currently unserved

by the cellular network. It is not economical and/or practical to invest on, deploy, operate,

and maintain cellular network infrastructure in these regions. However, this problem can be

resolved if satellite networks complement the cellular network [1]. Toward this end, in Re-

lease 17, 3GPP standardized the first phase of enabling non-terrestrial network (NTN) access

for the cellular users including LTE-M and NB-IoT devices, with the objective to eventually

provide quasi-ubiquitous cellular connectivity.

As discussed above, D2D and satellite communication are two critical components of C-

IoT which help in providing seamless global coverage. In Figure. 1.1, we show an illustration

of a conventional cellular IoT network complemented by D2D and satellite communication

links. While the UEs in close proximity communicate to each other via D2D links regardless

of their cellular coverage, the UEs located in remote unserved regions communicate to the

network through the satellite links. The existing D2D solutions have several shortcomings
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(discussed later in Section 1.2.1) and hence they are not ideal to be implemented in C-IoT de-

vices. On the other hand, NTN integration with C-IoT is still in its standardization phase and

hence there are several problems remaining to be resolved. To this end, in this research, we

focus on further enhancing the performance of low-cost C-IoT devices by proposing various

solutions. First, we design a D2D communication protocol which enables the low-cost C-IoT

devices to directly talk to each other on unlicensed bands. Then, we design a self-positioning

solution for C-IoT devices to enable them compensate for the delay and Doppler impacts in

NTN, thereby allowing initial access to the NTN and further location-based services (LBS).

Finally, we propose smarter hybrid automatic repeat request (HARQ) scheduling techniques

for C-IoT UEs to tackle the throughput degradation due to large propagation delay in NTN.

1.1 Background and Motivation

In this section, we discuss the relevant background information and the motivations for the

cellular IoT research problems addressed in this thesis.

1.1.1 Sidelink Communication

As briefly discussed above, D2D communication is a critical constituent of the IoT. IoT

and machine-type communication (MTC) devices interacting directly with each other on the

sidelink (SL), in lieu of using uplink (UL) and downlink (DL) paths to talk via a central BS,

require no continuous supervision from a central access point or a BS [2–4]. By allowing net-

work nodes to communicate directly with each other, D2D offers potential reduction in the

total power consumed and the network resources used, improvement in the achieved latency,

and possible coverage enhancement [5–10]. In 3GPP cellular standards, SL1 refers to the

1We adopt the term SL from 3GPP standards, and use the terms SL communications and D2D communica-
tions interchangeably throughout the thesis.
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direct D2D communication interface which enables proximity services and relaying in LTE-

Advanced [11–14], and advanced vehicle-to-everything (V2X) communication in 5G new

radio (NR) [14, 15]. SL communication is a key component to realize 5G-mobile edge com-

puting (MEC) based networks primarily aimed at V2X applications [16–20]. D2D solutions

are also suitable in a wide range of MTC and IoT applications such as sensors, wearables,

public lighting, container tracking, and smart metering [21, Chs. 2, 4]. Additionally, us-

ing SL on unlicensed bands (SL-U) is a cost-effective solution to obtain all the benefits of

D2D communications with the potential of reducing the communication latency, while also

alleviating traffic on the already congested cellular bands [22–24].

1.1.2 IoT NTN

NTN refers to a network which involves satellites in low earth orbit (LEO), medium earth

orbit (MEO), or geostationary earth orbit (GEO) or unmanned aircraft systems (UAS) en-

abling radio frequency communication between users [25]. In Release 17, 3GPP standard-

ized the first phase of integration of conventional terrestrial cellular networks with NTN with

an objective to achieve global cellular coverage. The 3GPP NTN standardization plan for

Release 17 and beyond includes NTN support for NR and IoT which covers both enhanced

mobile broadband (eMBB) and massive machine type communications (mMTC) use cases.

Cellular-NTN integration helps in extending the cellular communication service to currently

unserved and underserved NR and IoT users which include those located in remote villages,

aircrafts, ships, and cell-edge regions [26–30]. While NTN use cases in eMBB mainly refer

to high data rate applications such as broadband connectivity and media and entertainment,

NTN-IoT use cases consider services such as wide and local area connectivities [26, 31, 32].

The wide area NTN IoT services include global connectivity between sensors and actuators

scattered over a large geographical area, which are used in a variety of applications such as
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automotive and road transport, energy, and livestock management. On the other hand, local

area IoT services provided by NTN encompass connectivity to sensors and actuators located

in a smart grid system or a moving platform, e.g., a container on-board a vessel, a truck, or a

train [26].

In a cellular-NTN integrated network, the BS is present either on-board the satellite or on

the earth connected to the satellite through a gateway. The main challenges faced by NTN

communication are long propagation delay due to the large distance between satellite and

UE, significant difference in timing advance (TA) between UEs at different locations within

the cell due to its large size, and huge Doppler shifts due to the movement of satellites.

The large propagation delay results in stop-and-wait gaps in the bidirectional communication

between the UE and the BS. On the other hand, the disparity of TAs between UEs situated at

different locations in the cell results in a large overlap of UL signals at the BS. Furthermore,

the Doppler shift due to satellite velocity results in a high frequency offset in the UL signal

at the BS. While the long propagation delay affects the data rate of communication, TA

disparity and Doppler shift directly impact the UL synchronization, thus making the network

inaccessible to the UE.

1.1.3 Self-Positioning in IoT NTN

To solve the synchronization problem, 3GPP considers common TA and Doppler compensa-

tions with respect to a reference point (RP) in the cell. In addition, the working assumptions

include global navigation satellite system (GNSS) capability in the UE. Thus, with the knowl-

edge of its relative location with respect to the RP, the UE can compute and compensate for

the residual TA and Doppler. The GNSS based solution is feasible for NR devices, whereas it

is not always viable for IoT devices for several reasons including battery and cost constraints.

While several state-of-the-art solutions are available to counter the NTN UL synchronization
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problem [33–36], a solution specifically tailored for IoT UEs which considers both the power

constraints and the required accuracy is still unavailable. To this end, we design a positioning

solution which utilizes the existing synchronization signals (SSs) in IoT NTN, and operates

with minimal power consumption. In the following, we explain the motivation of our work

by having a detailed discussion of the UL synchronization issues and GNSS based solution

and its drawbacks.

UL Synchronization Problem

To partially solve the UL synchronization problem, 3GPP has agreed to enable the BS to com-

pensate for the common TA and Doppler offset with respect to an RP in the cell [25]. While

the BS pre-compensates the common TA and Doppler offset in DL, it post-compensates the

common offsets on the received UL signal. During DL synchronization process, the UE

estimates the sum of residual Doppler and crystal oscillator offset. However, unless the in-

dividual offset components are estimated, the UE cannot accurately pre-compensate for the

residual Doppler. Likewise, for timing synchronization, the UE is unable to estimate accurate

residual TA. Consequently, the UL signal suffers from large residual TA and Doppler shift

depending on the location of the UE within the cell. For instance, if the RP is the cell center,

the UEs located at the cell edge experience large residual Doppler and TA. Subsequently after

DL synchronization, the UE tries to establish a connection with the network by initiating ran-

dom access (RA) procedure, which involves the transmission of an RA preamble. However,

the frequency offset due to the residual Doppler and the timing offset due to the residual TA

will cause the preambles to remain undetected at the BS, resulting in connection establish-

ment failure. It should be noted that the residual TA and Doppler offset are significantly high

for LEO satellites while they are negligible for MEO or GEO satellites [37]. Moreover, UAS

also usually experiences lower delay and Doppler which makes it similar or equivalent to a
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terrestrial network [25]. Therefore, we consider only LEO satellites in our design, analyses,

and evaluation.

Need for UE Location

Since the network compensates common TA and Doppler offset with respect to an RP, the UE

requires the knowledge of its own location, satellite location and velocity, and the coordinates

of the RP to compute the residual offsets. To this end, 3GPP has decided to enable the

network to broadcast the location coordinates of the RP and the ephemeris which consists

of the position and velocity vectors of the satellite. In addition, 3GPP considers only those

UEs with GNSS capability such that the UEs know their location and hence can compute

and pre-compensate residual Doppler and TA. However, when battery-powered low-cost IoT

UEs are considered, the assumption of GNSS capability poses several challenges which are

discussed in the following.

GNSS Optimization Problem

3GPP has recently agreed to allow UEs to have time gaps for the purpose of performing

GNSS position fix. The working assumptions for IoT NTN include UE incapability to per-

form GNSS and cellular operations simultaneously. Therefore, before the positioning time

gaps, an IoT UE must terminate radio resource control (RRC) connected mode and transi-

tion to RRC idle mode to perform GNSS positioning. After obtaining the position fix, the

UE must re-establish connection which involves synchronization and RA procedures, thus

resulting in huge battery drain. Consequently, for a battery-powered mobile IoT UE which

occasionally changes its location, and has long connected modes, it is not feasible to rely

on the GNSS assisted UL synchronization. In this regard, the 3GPP work item description

(WID) document for NTN IoT Release 18 includes an item which is aimed at optimizing the
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GNSS operations involved in the UL synchronization procedure [38].

GNSS Unavailability Problem

Though 3GPP is currently focusing on IoT UEs with GNSS capability, there are many sce-

narios where GNSS is unavailable. First, GNSS chipset is not necessarily integrated into all

cellular IoT devices for cost and battery impact reasons. Second, GNSS suffers from poor

link budget due to long distance [39]. Consequently, GNSS fails even in soft indoor cases

such as logistic applications involving UEs placed inside containers or carriages [40]. On

the other hand, LEO satellites with antenna gains same as or more than that of GNSS, have

better link budget [39]2. Furthermore, GNSS signals are also highly susceptible to jamming

and spoofing [34,40]. All the above problems result in GNSS unavailability which eventually

leads to NTN communication failure in the UE.

Location-Based Services (LBS)

There is a wide range of services which essentially require the UE’s location, called LBS.

Among them are emergency services, e.g., E911, and infotainment services such as map

services, direction to a location, and local advertising [41] [42, Ch. 1]. In terrestrial networks,

UEs rely on GNSS, cellular positioning, or a hybrid of both to obtain the location. However,

in an IoT NTN, these methods either do not work due to the lack of cellular coverage and the

unavailability of GNSS or are not feasible due to UE power constraints. Alternatively, the

focus on utilizing LEO communication satellites for LBS has been growing recently in light

of the massive LEO constellations such as Starlink and Amazon-Kuiper [43].

To solve all the above discussed problems, we need a positioning solution as an alternative

to GNSS which should be designed to specifically cater to the NTN-IoT requirements.

2This is not always true, since sometimes the LEO satellites may have lower antenna gains which results in
a link budget similar to that of GNSS [25].
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As briefly discussed in Section 1.1.2, another major problem faced by NTN is the degra-

dation of network throughput due to the extended round-trip time (RTT). We find that the

current HARQ specification is not optimal to deal with the huge propagation delay in NTN.

In the next section, we discuss the effect of extended RTT on IoT NTN throughput and the

need for enhanced HARQ techniques.

1.1.4 HARQ in IoT NTN

We investigate the impact of the extended RTT of bidirectional signals caused due to the

large propagation distance in NTNs on the network throughput. Typically, the achievable

data rate may not be the primary target performance indicator to focus on while designing

C-IoT and mMTC systems. One of the reasons for this is the greater resource consumption

(e.g., extended bandwidth requirement) and higher transmit power associated with achieving

increased throughput. However, we find that the network throughput can be improved with-

out demanding additional resources or increasing transmit power, but instead by efficiently

scheduling the HARQ processes. As a result, the IoT-NTN can support a larger number of

mMTC devices, which is critical in NTNs due to the significantly larger cell size compared

to conventional terrestrial networks. Toward this end, we exploit the lengthy RTT in NTN

links to overlap bidirectional signals in the air. We further utilize the frequency-division full-

duplex nature of BSs to allow simultaneous transmission and reception at the satellites and

BSs.

1.2 Related Work

In the previous section, we discussed our research problems and also provided necessary

background information. In this section, we provide a summary of the related works in each

9
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of the above research problems.

1.2.1 Sidelink Communication

While several commercial D2D communication radio access technologies (RATs), such as

Bluetooth [44], ZigBee [45], and Wi-Fi-Direct [46], which operate on unlicensed frequency

bands, already exist, and various other solutions to this end have been proposed in the

past [47–55], including the LTE D2D and 5G NR sidelink (NR SL) by 3GPP [11–15], we

identify the following major shortcomings in these prior-arts.

First, many of the existing D2D solutions demand a dedicated radio in addition to the

already existing cellular radio in the UE. This results in increased hardware overhead and

additional cost, which are undesirable, especially for low-cost and low-power MTC and IoT

devices [56, 57]. The SL-U method proposed in [53] based on an optimal scheduling and

resource allocation algorithm, the D2D clustering based technique in [54] that achieves SL

communication using an SL device with the best channel interacting with the BS on behalf of

every other user in its cluster, and the millimeter and microwave based D2D communication

solution in [52], all require Wi-Fi interfaces to enable SL operation.

Second, several of the prior arts require continued aid from the network BS for operation

assistance and control, e.g., resource scheduling, which undermines the gains achieved by

transitioning SL to unlicensed bands. The millimeter wave unlicensed band D2D communi-

cations solutions in [52, 55], the SL-U on television white space solution in [47], the D2D

clustering based technique in [54], and several other prior arts in [48–51], all rely on a central

BS for scheduling, data collection and processing, and/or resource grant allocation.

Furthermore, without further enhancements, commercially available technologies such as

Bluetooth and Wi-Fi-Direct require manual device pairing and repeated user interventions to

re-establish connections when disruptions occur [58–60].
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1.2.2 UL Synchronization in IoT NTN

To address the NTN UL synchronization problem during GNSS unavailability, a positioning

solution using time difference of arrival (TDOA) measurements, is proposed in [33]. This

method uses NR primary synchronization signals (PSS) from the serving LEO communica-

tion satellite to get the position fix. However, this solution has several shortcomings. First, the

method targets 5th generation (5G) NR UEs and hence cannot be directly adopted for NTN

IoT standards such as LTE-M or NB-IoT. For instance, when an NB-IoT UE uses narrow-

band primary synchronization signals (NPSS) and/or narrowband secondary synchronization

signals (NSSS) in place of NR PSS, the accuracy will be worse due to their smaller band-

width. Second, the method directly uses the time of arrival (TOA) estimates obtained from

the cellular synchronization step for positioning, which is limited by the sampling rate. De-

spite using a high sampling rate of 30.72 Msps in NR UEs, the achieved accuracy is found

to be insufficient. Directly adopting this solution for NB-IoT and LTE-M UEs which use

an acquisition sampling rate of 1.92 Msps makes it completely unfit for UL synchroniza-

tion purpose. Moreover, the method considers only NR PSS for which the accuracy could

be improved by including NR secondary synchronization signal (SSS). The next problem is

that the method uses unweighted least squares for solving the first order Taylor series based

linearized equations. In an NTN network consisting of LEO satellites which move at a high

velocity relative to the UE, the signal-to-noise ratio (SNR) of the received signal varies sig-

nificantly over time. Under the highly varying SNR, a weighted least squares (WLS) solution

undoubtedly gives better accuracy. Furthermore, the solution does not utilize the frequency

difference of arrival (FDOA) measurements which could significantly improve the position

estimation [61] [62, Ch. 5]. Another pertinent problem with the method is that it uses beam

center broadcast by the network as the initial location for the iterative positioning algorithm.

However, we find that the beam center for set-3 and set-4 satellites, the newly introduced
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satellite scenarios [63], can be very far from the true UE location. This may cause the posi-

tioning algorithm to wrongly converge to a local minimum. More importantly, this solution

defines only position acquisition which is performed before initiating an RRC connection. It

does not define any position tracking, which is essential for maintaining the accuracy when

the UE is mobile and stays in connected mode for long time. Finally, we also find some

shortcomings regarding the evaluation assumptions including the number of satellites, mea-

surement noise model, and the UE location. The method considers only a single satellite for

positioning which largely affects the achievable accuracy and the time taken to get a position

fix. It takes approximately 4.2 minutes to achieve a positioning accuracy of around 700 m.

The achieved accuracy is insufficient for the purpose of UL synchronization in NTN espe-

cially when the synchronization error attributed by other sources, e.g., crystal offset, is high.

In addition, the large positioning time results in high latency and huge energy consumption

which are not feasible for an IoT UE. Currently planned and recently deployed LEO satellite

constellations, e.g., Starlink [64, 65] and Amazon-Kuiper [65], are large such that the UEs

may get visibility to several LEO communication satellites simultaneously or sequentially

in a specified duration of time. Therefore, the positioning solution and evaluation should

consider a reference constellation which is a realistic scenario.

Another state-of-the-art solution for the UL synchronization problem is the network as-

sisted closed-loop frequency and TA control [66]. This method can work even when the UE

is in RRC connected mode. This is in contrast with the GNSS solution which cannot function

simultaneously with cellular connected mode, especially in low-cost IoT devices. However,

closed-loop control requires configuration of measurement signals, e.g., sounding reference

signal (SRS), and frequency and TA offset signaling via media access control (MAC) layer

control element (CE) and/or downlink control information (DCI). In addition, closed-loop

control can work only after the UL transmission of msg1 [67], which demands the support
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for enhanced physical random access channel (PRACH) formats and/or preambles [25]. The

signaling overhead, the specification impact, and the requirement for enhanced PRACH make

the closed-loop frequency and TA control an unfavorable choice.

Another solution recently introduced to tackle the UL synchronization problem during

GNSS unavailability is to directly estimate the Doppler shift using the cellular reference sig-

nals transmitted at more than one frequency [34]. However, the method requires the network

to transmit additional synchronization signal blocks (SSBs) at frequencies sufficiently far

from that of the cell-defining SSB (CD-SSB). In addition, the network is also required to

include indication of time and frequency locations of the additional SSB in the system infor-

mation broadcast 1 (SIB1) associated with the CD-SSB. This signaling associated with the

additional SSBs results in network overhead. Moreover, the SSB based solution is applicable

only to NR UEs, and hence cannot be directly adopted to IoT UEs.

1.2.3 HARQ in IoT NTN

IoT-NTN studies have thus far, rightly, focused predominantly on initial access aspects, such

as analysis of link budget [68, 69], challenges of Doppler effects and solutions to counter

them [69–71], and issues related to random access [69, 72–74]. Enhancing scheduling for

IoT-NTN networks has also been considered in the past, but from a system-level perspective,

i.e., enhancements at the BS-end for scheduling transmissions among users [75, 76]. The

solutions proposed are beneficial in countering the impact of increased Doppler shift in IoT-

NTN systems, but do not address the link-level packet scheduling issue that we consider in

this work to enhance data rates.

In the context of NTN, solutions that have previously been proposed to counter the impact

of large propagation delay can be roughly classified into three categories:

A) targeting a low initial block error rate (iBLER),
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B) disabling the use of HARQ feedback at the MAC layer, and

C) increasing the number of HARQ processes.

In the following, we consider solutions from each of these categories and discuss the reasons

why they are not applicable to solve the problem at hand.

Low Target iBLER

The issue of stop-and-wait gaps produced due to the lengthy RTT is recognized in [77,

78] for GEO systems. These works acknowledge that packet errors and the resulting re-

transmissions can significantly increase transmission gaps especially for high altitude GEO

links and thereby reduce the data rate. While [77] only discusses the open issue of stop-

and-wait gaps, [78] proposes a solution to counter this by simply improving robustness, i.e.,

targeting a low iBLER to avoid re-transmissions. Although using low iBLERs can help in

reducing re-transmissions, previous simulation studies have shown that a high target iBLER

instead is optimal to reduce the overall UE power consumption. This is because a larger tar-

get iBLER demands fewer repetitions and can accommodate a higher coding rate [79]. The

study in [79] however only considers terrestrial networks operating with negligible propaga-

tion delay. When a large iBLER is used in NTNs, it does result in increased stop-and-wait

gaps.

Disabled HARQ

Although link-level scheduling research in IoT-NTN is still in its infancy, the issue has been

studied extensively for supporting eMBB applications in NR-NTN. An overview of these

methods is reported in [25]. We evaluate if the methods suggested for NR-NTN can be

adapted also for IoT-NTN. One solution to solve the issue of stop-and-wait gaps in HARQ
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transmissions is to disable the use of HARQ feedback [25, Sec. 6], [80]. In this case, re-

transmissions can be handled at the radio link control (RLC) layer. However, several prob-

lems exist with this technique. First, the benefits of HARQ combining at the physical (PHY)

or MAC layer are absent, and thus, more re-transmissions may be needed, which then results

in poor overall spectral efficiency. Furthermore, relying on RLC layer for re-transmission in-

troduces additional user-plane latency and increased jitter when errors occur due to the high

re-transmission timeout. This is because, without HARQ feedback, the network relies on the

RLC feedback. In this case, the status report, which contains the acknowledgment message

(ACK) or negative ACK (NACK) feedback, can be severely delayed. For example, when

there is no UL data to transmit, the UE must send a scheduling request on PUCCH to re-

quest the scheduling of UL data just to send the status report [11]. This can take longer than

three times the RTT, depending on PUCCH configuration. Furthermore, when there are burst

errors, the status report can only be sent after a valid packet is received, which also causes

increased latency. Additionally, if the last physical data unit is in error, the status report is not

sent until the transmitter requests it. A possible solution to counter the delayed status report-

ing is to let the transmitter request an RLC status report often via the poll bit [81]. While this

reduces signaling latency, it introduces a large signaling overhead, which may be tolerable

for eMBB applications but is significant for IoT-NTN scenarios.

Increasing the Number of HARQ Processes

An alternative solution to reduce or eliminate the stop-and-wait gaps is to increase the number

of HARQ processes, NHARQ, together with using multiple transport block grant (MTBG) and

bundled ACK to reduce the associated signaling overheads [25]. However, there are a few

issues with this approach. First, the use of MTBG and ACK bundling increases the system

complexity and may not be implemented in all networks, especially those catering to low-cost
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Seamless Global C-IoT Coverage
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D2D protocol
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Solve throughput  
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Solution: SCUBA Solution: SPIN Solution: Enhanced 
HARQ

Figure 1.2: The overview of our research objectives and proposed solutions.

IoT devices. Furthermore, ACK bundling is only efficient when the iBLER is small. But as

discussed earlier, a lower iBLER results in poorer spectral efficiency, lower speed, and higher

UE power consumption. Therefore, increasing the NHARQ to fill the stop-and-wait gaps is not

ideal for IoT-NTN systems.

1.3 Research Objectives, Challenges, and Contributions

In this section, we provide a summary of our research objectives based on the discussions in

the previous sections. We also discuss the challenges associated with the research problems

before listing the main contributions of our thesis. An overview of the research objectives and

our proposed solutions to address the problems are shown in Figure. 1.2. As discussed at the

beginning of this chapter, our main research goal is to enable seamless global coverage to all

C-IoT UEs which can be achieved by using D2D and satellite links. As discussed in the pre-

vious section, we identify several problems associated with the C-IoT UEs in D2D/sidelink

and satellite links. In this thesis, we develop and analyze solutions to address these problems.
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1.3.1 Sidelink Communication

To implement D2D links for C-IoT UEs, our objective is to design a sidelink protocol which

acts as a secondary RAT (S-RAT) and can coexist with the primary RAT (P-RAT) on the de-

vices. As C-IoT UEs are low-cost devices, the main challenge is to reuse the single radio on

the device and operate S-RAT in a time division multiplexed (TDM) manner with the P-RAT.

To this end, we need to analyze the feasibility by assuming appropriate traffic models for both

P-RAT and S-RAT. As the prospective protocol operates on unlicensed frequency bands, it

is also important to study the regulations governing the concerned bands and consider that

in the protocol design. In addition to the insights obtained from the feasibility analysis, we

need to consider the power and latency constraints associated with C-IoT applications. More

importantly, to provide seamless D2D connectivity, the protocol design should additionally

make sure that it works regardless of the network coverage scenarios. To this end, we de-

sign a new low-cost RAT protocol, called Sidelink Communications on Unlicensed BAnds

(SCUBA), which can be implemented on cellular devices such that it coexists with the legacy

cellular protocol by operating as an S-RAT in a time division multiplexed manner using the

existing radio hardware. Our key contributions in the context of SCUBA are as follows:

I We present a detailed feasibility analysis of an in-device TDM SL protocol for low-

cost half-duplex frequency division duplexing (HD-FDD) devices, where we identify

unoccupied time-slots in cellular UEs to accommodate an S-RAT for SL communi-

cations, and also specify requirements for the new SL-U protocol to meet regulatory

requirements in the European and North American regions.

II We develop a novel MAC protocol called SCUBA, the key features of which include

SL discontinuous reception (DRX) mechanism to provide a flexible battery-latency

trade-off, and synchronization methods to establish successful SCUBA links between

devices that are out-of-sync with each other. To the best of our knowledge, our protocol
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SCUBA is the first D2D protocol which is particularly designed as a secondary RAT

which can function by sharing the radio in a TDM manner with the primary RAT.

1.3.2 Self-Positioning in IoT NTN

In the above, we discussed the challenges associated with the design of an S-RAT protocol

to realize the D2D links and also listed the corresponding contributions of this thesis. While

D2D communication enabled by SCUBA provides seamless coverage to the C-IoT UEs in

close proximity, satellite communication enables global coverage by extending the service

to C-IoT UEs located in remote regions and/or scattered over large geographical area. As

discussed in Section 1.1, we identify two main problems associated with the C-IoT UEs in the

satellite link. The first problem in IoT NTN is the UL synchronization failure due to the large

Doppler offset caused by the velocity of the satellite. We design a self-positioning algorithm

for the UE based on the available DL broadcast signals such that the location information can

be used to compute and pre-compensate the Doppler offset in UL signals. One of the main

challenges in designing such an algorithm is to achieve sufficient accuracy which is often

limited by the low sampling rate in the C-IoT UE. Additionally, we need to ensure that the

positioning solution does not result in significant battery drain or demand high computational

complexity. To this end, we design Synchronization signal-based Positioning in IoT Non-

terrestrial networks (SPIN) which enables the IoT UEs to tackle the UL synchronization

problem. We list our key contributions related to this work as follows:

I We design a new positioning algorithm called SPIN, by exploiting appropriate state-of-

the-art signal processing techniques including fast Fourier transform (FFT), correlation,

and fine resolution curve fitting, and joint TDOA and FDOA based positioning, with an

objective to achieve the theoretical bounds of position and velocity estimation accuracy.

II A major novelty of SPIN is the capability to perform position tracking in a time-

18



Chapter 1. Introduction

multiplexed manner with the underlying communication. Such a tracking mechanism

provides continuous positioning and hence guarantees uninterrupted cellular connec-

tion in a mobile IoT UE with long connected mode.

III In the best case, SPIN results in 29− 64% battery life savings over GNSS based solu-

tion, whereas it is 12 − 43% in the worst case. The computational complexity in any

step of SPIN is less than 30 million operations per second (MOPS), which is less than

the existing most computationally demanding case in NB-IoT.

1.3.3 HARQ in IoT NTN

The second problem associated with the C-IoT UEs in NTN is the reduction in the throughput

due to the extended time of flight between the UEs and the BS. Since the C-IoT UEs are low-

complexity and power-critical devices, the solution to this problem should not demand high

computational complexity or signaling overhead. To tackle the throughput degradation prob-

lem associated with large propagation delay in NTN, we design smarter HARQ scheduling

techniques. The key contributions of our thesis in this context are listed as follows:

I We identified that the fixed processing delays between grant and data, and data and

acknowledgment message are the key limiting factors to increasing the throughput by

utilizing the bidirectional overlap of signals in the air. Based on this finding, we design

flexible HARQ scheduling techniques for IoT-NTN systems to increase the UL and

DL resource utilization efficiency and throughput. To this end, we develop flexible DL

data to acknowledgment (DD2A) delays and UL grant to data (UG2D) delays for more

efficient bidirectional signaling.

II Our proposed HARQ scheduling solution with flexible UG2D delay delivers through-

put gain of 28% and 31% for LTE-M and NB-IoT, respectively. The major highlights of
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our solution are the throughput gain obtained without extra resources, and the minimal

or no signaling overhead.

1.4 Organization of the Thesis

The remainder of this thesis is organized as follows. We present the feasibility analysis for

sidelink communication and the SCUBA protocol design, analyses, and numerical results

in Chapter 2. In Chapter 3, we extend the application of SCUBA to all cellular coverage

scenarios by designing different synchronization mechanisms. In Chapter 4, we provide the

design of our positioning algorithm, SPIN, which primarily solves the UL synchronization

problem in IoT NTN. We develop enhanced HARQ scheduling techniques for IoT NTN

in Chapter 5. Finally, we conclude the thesis in Chapter 6 by summarizing our work and

providing possible future research directions.
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SCUBA: Sidelink Communication on

Unlicensed Bands

2.1 Introduction

Towards the final goal of enhancing the performance of C-IoT networks by closing the net-

work coverage gaps, we first focus on designing a D2D protocol for low-cost IoT UEs. As

part of reducing the cost and power consumption of IoT and MTC devices, the use of HD-

FDD operation is often considered [56, 57, 82–84]. Applying SL on unlicensed bands for

HD-FDD devices using existing commercial D2D protocols such as Bluetooth [44], Zig-

bee [45], and Wi-Fi-Direct [46] is expensive, since these radio access technologies require an

additional radio chain. Furthermore, these technologies also require manual device pairing

and repeated user interventions [58–60], which reduce the appeal of D2D communications

for IoT and MTC applications. Alternative D2D solutions that have been proposed in the

literature may counter a few of the above challenges, but still fall short of meeting the needs

of incorporating SL communications in low-cost low-power IoT devices (as explained in

Section 1.2.1). For example, the solutions in [47–49, 51] achieve D2D communication in

unlicensed bands, but require significant and continued assistance from a centralized BS for

successful operation. This undermines the benefits achievable with the use of SL. There-

fore, we develop a novel protocol called Sidelink Communications on Unlicensed BAnds

(SCUBA) for D2D communications in unlicensed bands.
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To this end, we first explore the feasibility of a cost-efficient solution that integrates D2D-

U along with cellular operation using a single radio that can operate even on, say, category-

M1 (Cat-M1) LTE UEs, which typically support only one radio due to cost constraints. To-

wards developing an in-device multiplexed D2D-U protocol, we investigate the feasibility

of peer-to-peer communication as an overlay RAT, with legacy cellular operation as the P-

RAT. Therefore, we require a prospective D2D-U protocol to be compatible with all forms

of duplexing applied within the device, including the elementary HD-FDD used by Cat-M1

LTE-M devices. These prerequisites also restrict us from directly adopting existing radio in-

terface technologies, such as Bluetooth, ZigBee, or Wi-Fi-Direct. Considering these targets,

we initiate the process of designing a customized D2D-U protocol by conducting a feasi-

bility study and suggesting operating guidelines for the protocol. Such a protocol ideally fits

within the framework of MulteFire, which aims at enabling new wireless networks with LTE-

like operations in the unlicensed bands [85], for standardization, or for use as a proprietary

solution.

We begin by examining the regulations that govern the use of our chosen unlicensed fre-

quency bands in terms of the permissible operating bandwidth (BW), transmission power,

and spectrum usage. We then employ standard MTC traffic models to determine the traffic

handling requirements to be specified in the prospective D2D-U protocol to ensure duty cycle

compliance mandated by regulations. Further, we provide an analysis of the MAC procedure

of the legacy cellular operation to identify time opportunities for multiplexing D2D-U, and

suggest possible features to be incorporated in a custom D2D-U protocol to ensure coex-

istence with cellular communication. We verify our analysis by considering MTC as the

P-RAT and simulate the MAC layer of the LTE-M standard with realistic MTC traffic. Based

on our results, we suggest techniques to be incorporated within the custom protocol to en-

hance D2D-U communications.
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Based on the insights obtained from the feasibility analysis, we then design a new protocol

called SCUBA, which

• is compatible with UEs that use HD-FDD operation,

• uses the existing single cellular radio to function in a time division multiplexed (TDM)

manner as the S-RAT on the device,

• meets typical SL latency and battery-life targets,

• conforms to regulatory requirements in various geographical regions, and

• provides flexibility for latency-power trade-off.

While transitioning SL operation to the unlicensed bands and functioning with a single radio

architecture solution enabled by the TDM operation reduce the monetary cost associated with

SCUBA, our proposed protocol also presents a low opportunity cost by coexisting with the

underlying P-RAT without requiring any modifications to the legacy cellular operation.

The rest of the chapter is organized as follows. In Section 2.2, we discuss the preliminaries

which include the PHY and the UE modes. We present the feasibility analysis in Section 2.3

and its numerical results in Section 2.4. The system model is provided in Section 2.5 and

the traffic model is shown in Section 2.6. We present the SCUBA design in Section 2.7. We

provide power consumption and collision rates analyses in Section 2.8, and their simulation

results in Section 2.9. In Section 2.10, we discuss our protocol by highlighting its salient fea-

tures and identifying potential future work. Finally, a summary of the chapter is provided in

Section 2.11. Furthermore, for ease of reading, we have provided lists of important notations

in SCUBA and their meanings in Table 2.3.
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ConA

CDRXIDRX
𝑡𝑡Data−INAT = 0

Figure 2.1: State transition diagram for UE operation modes.

2.2 Preliminaries

2.2.1 Physical Layer

We consider low-cost LTE-M Cat-M1 UEs that use a maximum of six physical resource

blocks occupying a BW ofW ≤ 1.4 MHz. The UL and DL operations in LTE-M are specified

in units of 1 ms long subframes (SFs). Further to time division duplexing, Cat-M1 devices

also separate the UL and DL signals in frequency to operate in a HD-FDD fashion. The UL

and DL SFs are separated in time by a guard period to allow the hardware to switch between

transmitter (Tx) and receiver (Rx) paths. Note that since we consider HD-FDD operation for

the underlying cellular RAT, much of our analyses also hold true when constraints are relaxed

to accommodate other forms of duplexing.

2.2.2 UE Modes

Most cellular standards, such as LTE and LTE-M, allow for flexible battery life and latency

tradeoff by using DRX, which enables UEs to sleep periodically for pre-defined cycles. Ac-

cordingly, a UE may be in one of two states: RRC connected or RRC idle discontinuous

reception (IDRX) state. In IDRX, the UE sleeps for a majority of the time and wakes up only

periodically to page on pre-defined UE-specific SFs called paging occasions (POs). When

the UE either receives a valid DL page from the BS during its PO, or when it has UL data

itself, it transitions back into the RRC connected state. An illustration of the mode transi-
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tions is provided in the state diagram in Figure. 2.1. The RRC connected state begins with

an active period (ConA) during which the UE may have continuous UL and DL communi-

cations with the BS. During ConA, the UE maintains two timers, the DRX inactivity timer

(tDRX-INAT) and the data inactivity timer (tData-INAT), with tDRX-INAT ≤ tData-INAT, to switch its

operating modes. Both these timers restart every time a UL/DL data transmission begins.

Upon encountering tDRX-INAT = 0, the UE transitions from ConA to the RRC connected dis-

continuous reception mode (CDRX). CDRX consists of extended periods of time when the

UE sleeps to conserve power, and periodically turns on during the CDRX-ON period. Upon

the further expiry of tData-INAT, it then transitions into IDRX. On the other hand, if the UE

receives a DL transmission during CDRX-ON, it reverts back to ConA and restarts tDRX-INAT

and tData-INAT. Optionally, the UEs may also transition directly from the ConA to IDRX mode

upon receiving such an instruction from the BS using release assistance indication (RAI). As

part of our feasibility analysis, we examine each of the above discussed modes to identify

time opportunities for D2D-U.

2.3 Feasibility Analysis

We begin our feasibility analysis by studying the regulatory requirements imposed on access-

ing the unlicensed bands.

2.3.1 Regulatory Requirements

A primary aspect of communications in the unlicensed band is to comply with regulations

governing the usage of the chosen spectrum that are designed to ensure fair use by all par-

ticipants. We consider the use of 865 − 868 MHz and 902 − 928 MHz bands for D2D-U in

Europe and United States (US), respectively, as these frequencies are relatively less occupied
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portions of the unlicensed spectra. Nevertheless, depending on coverage requirements and

hardware constraints within the devices, alternative unlicensed bands, such as the 2.4 GHz

Industrial Scientific and Medical (ISM) band, could also be used, and a similar analysis is

applicable for any considered frequency spectrum.

902-928 MHz

Section 15.247 of US Code of Federal Regulations (CFR) [86] specifies regulations imposed

on operations in the 902−928 MHz band for digitally modulated systems, such as operations

based on LTE [87]. CFR requires that the 6 dB bandwidth (W6dB) of all digitally modulated

systems to be W6dB ≥ 500 kHz, without a restriction on the maximum occupied BW. The

regulations limit the peak conducted output power of the transmitter to a maximum of 1 W,

and the 100 kHz band power in the undesired frequencies to 20 dB lower than the peak power

in the desired 100 kHz bands. Furthermore, apart from the total signal power, the power

spectral density (PSD) of the signal is also mandated to be ψ ≤ 8 dBm/3 kHz. All the above

requirements can be met with physical layer power and BW specifications of the prospective

D2D-U protocol.

865-868 MHz

The regulatory requirements in Europe for the frequency band 865− 868 MHz are provided

by the European Telecommunications Standards Institute (ETSI) [88, 89]. The regulations

require the effective radiated power, Perp ≤ 25 mW and the spectrum to be accessed with

a duty cycle, τ ≤ 1%. As an alternative to complying with limits on τ , devices may also

choose to use clear channel assessment (CCA) with adaptive frequency agility while using

the spectrum [88, 89]. However, since implementing CCA requires high sensitivity at the

receiver to sense transmissions over long distances [85], we suggest applying limits on τ to

26



Chapter 2. SCUBA: Sidelink Communication on Unlicensed Bands

Table 2.1: MTC traffic characteristics [90, Annex. A].

Traffic type Traffic model IAT (s) Data size (bits)
Regular report Periodic 300− 3600, nreg = 1000,

60 (optional) 10000 (optional)
Triggered report Poisson Mean = 30 ntrig = 256, 1000

be a more suitable strategy for low-cost MTC devices. Unlike US regulations that can be

addressed by physical layer protocol specifications, addressing limit on τ requires evaluating

spectrum usage for various traffic scenarios encountered in D2D communications.

Duty Cycle Analysis

Depending on the D2D traffic being served, the protocol may need to additionally ensure that

τ ≤ 1% is met by, say, introducing buffer-times for overflowing packets. In the following, we

analyze the duty cycle using different D2D traffic and the time duration required to complete

data transmission. To this end, we adopt the MTC traffic models specified by 3GPP [90],

with the notion that traffic in MTC cellular devices follows the MTC traffic model in both

the cellular link and the sidelink. We summarize the pertinent models in Table 2.1 with their

packet inter-arrival time (IAT) and data size3.

For UEs involved in periodic reporting, the duty cycle can be computed as

τreg =
treg

TIAT
, (2.1)

where treg is the time duration over which the D2D-U data is transmitted and TIAT is the

data IAT. As treg is the time duration corresponding to the number of transport blocks (TBs)

3Note that we consider the traffic model specified in TR 36.888 [90] since they present a worse traffic
condition, i.e., lower IAT, than that specified in the updated traffic model [91].
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spanning the transmission of nreg data bits, it can be computed as

treg =

(
nreg

NTBS −NOH

)
tTBS, (2.2)

where tTBS is the time occupied by 1 TB, NTBS is the transport block size (TBS) chosen based

on the transmission BW and the modulation and coding scheme (MCS) used, and NOH is the

total number of bits consumed by the cumulative cross-layer overheads, such as headers from

multiple layers. The worst-case duty cycle can then be computed using (2.1) with the lowest

IAT from Table 2.1.

In contrast to the analysis for periodic MTC traffic, since data packets arrive randomly

when the UE is involved in triggered reporting, the duty cycle computation further requires

determining the number of arrivals in an observation window, Tobs. For a Poisson traffic

model where the packet IAT is an exponentially distributed random variable with a mean of

1
λtrig

, we obtain the probability of observing m arrivals in Tobs as [92, Ch. 4]

p(m,Tobs, λtrig) =
(λtrigTobs)

me−λtrigTobs

m!
. (2.3)

For an exponentially distributed IAT, the total number of packet arrivals, M , within Tobs

could approach infinity, and therefore a finite duty cycle cannot be guaranteed with absolute

certainty. However, the specification indicates that the duty cycle requirement suffices to be

met by the devices 99% of the time [88]. Thus, we determine the value of M that achieves

the 99th percentile condition by solving

M∑
m=0

p(m,Tobs, λtrig) = 99%. (2.4)
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We then compute the duty cycle as

τtrig =
M̃ · ttrig
Tobs

, (2.5)

where M̃ is the solution of (2.4), and ttrig =
(

ntrig

NTBS−NOH

)
tTBS, similar to (2.2). We present the

results of (2.1) and (2.5) later in Section 2.4.

2.3.2 Sidelink Transmission Opportunities

Since we consider D2D-U as an in-device time division multiplexed S-RAT in practice, we

identify the time opportunities available between cellular operation for D2D-U. We perform

this analysis for each of the three modes that the UE operates in, i.e., ConA, CDRX, and

IDRX. To this end, we include the time consumed in setting up the connection when the UE

transitions from IDRX to ConA (tRRC) within the ConA mode. Similarly, we include the

DRX inactivity time also within ConA. Therefore, the cumulative time spent by the UE in

ConA and RRC connected modes are

TConA = tRRC + tdata + tDRX-INAT (2.6)

TCONN = tRRC + tdata + tData-INAT, (2.7)

respectively, where tdata is the total time required to complete the UL/DL transmission.

Connected Active Mode

The first time opportunity we identify for D2D-U is the guard period included for switching

between cellular UL and DL when using HD-FDD or TDD operation. This guard period

varies between 1 to 3 SFs depending on the use-case and device complexity. However, our

chipset suppliers report that it takes only 80 µs and 250 µs − 450 µs for Tx-Tx/Rx-Rx and
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Tx-Rx/Rx-Tx switching, respectively, even without including any switching hardware opti-

mization. Thus, we identify at least 1
2

SF or 0.5 ms of time to be available for a short D2D-U

message transfer. If the actual switching time in the UE is similar to the aforementioned

values, this D2D-U opportunity is nearly guaranteed with bidirectional cellular link traffic.

Furthermore, the UE may also often enjoy free SFs in between its cellular operation when it

has no UL/DL for communication. Additionally, the DRX inactivity period, when the UE is

constantly listening for a potential DL message, may also be used to transmit a short D2D-U

message if the possible risk of losing a DL message is acceptable.

Connected DRX Mode

The free time available in the CDRX mode is significantly less stochastic when compared

to the ConA mode. A UE in CDRX is in either CDRX-ON or CDRX-OFF state, with the

CDRX-ON period being the only time duration when the UE is busy with the cellular link.

While the CDRX-OFF duration is entirely available for D2D-U, their positions in absolute

time are not always fixed and are customizable by the network. Therefore, the D2D-U proto-

col requires a mechanism where a UE can advertise its CDRX-OFF locations, possibly using

a broadcast signal.

Idle DRX Mode

Unlike operation in the RRC connected modes, the UE activities in the IDRX mode are

deterministic in nature. In every IDRX cycle, the UE wakes up during its IDRX PO and is

available at all other times for D2D-U.
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2.3.3 Mode Probabilities

As the next step in determining the feasibility of achieving an in-device D2D-U, we compute

the mode probabilities for each of ConA, CDRX, and IDRX modes. This analysis drives the

design of the D2D-U protocol by suggesting UE operating conditions that potentially need

to be prioritized. The mode probabilities depend on the cellular traffic that the UE serves

and the system parameters set by the network. In the following, we compute the probabilities

individually for both kinds of cellular traffic, Poisson and periodic, served by the UE.

Poisson Cellular Traffic

The UE is present in ConA at any point in time as long as it has obtained one or more UL/DL

request(s) in the previous TConA duration of time. Therefore, the probability of encountering

a UE to be in ConA is

pConA,trig =
∞∑

m=1

p(m,TConA, λtrig)

= 1− e−λtrigTConA . (2.8)

Next, we determine the probability that the UE is in the RRC connected mode, i.e., either

ConA or CDRX modes. As described in Section 2.3.2, the UE remains in the RRC connected

mode until the expiry of the data inactivity timer. Hence, the probability of encountering the

UE in connected mode is

pCONN,trig =
∞∑

m=1

p(m,TCONN, λtrig)

= 1− e−λtrigTCONN . (2.9)

Since CDRX fills the remainder duration of the RRC connected mode after encountering no
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UL/DL for a period of DRX inactivity time, the CDRX probability can be expressed as

pCDRX,trig = pCONN,trig − pConA,trig

= e−λtrigTConA − e−λtrigTCONN . (2.10)

Finally, as the UE is either in the RRC connected or the IDRX mode, the IDRX probability

can be calculated to be

pIDRX,trig = 1− pCONN,trig

= e−λtrigTCONN . (2.11)

Periodic Cellular Traffic

With periodic cellular traffic being served, the probability of encountering a UE in ConA,

CDRX, and IDRX modes are

pConA,reg =
TConA

TIAT
, (2.12)

pCDRX,reg = pCONN,reg − pConA,reg

= min

{
TCONN

TIAT
, 1

}
− TConA

TIAT
, (2.13)

pIDRX,reg = 1− pCONN,reg

= max
{(

1− TCONN

TIAT

)
, 0

}
, (2.14)

respectively. Note that the min{·} and max{·} conditions in (2.13) and (2.14), respectively,

handle the rare scenarios where TCONN > TIAT, i.e., when the reporting data is large and/or the

IAT is short enough resulting in the data inactivity timer not expiring before the beginning of

the next reporting activity. In such cases, the UE remains in the RRC connected mode at all
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Table 2.2: Simulation settings for feasibility evaluation.

Parameter Value Parameter Value
λ−1

trig 30 s CDRX-ON duration 20 ms
TIAT (periodic) 5 min Long CDRX cycle 640 ms

tdata 250 ms IDRX cycle 640 ms
tData-INAT 10 s tRRC 100 ms

times and never enters the IDRX state. However, we impose the condition that TConA < TIAT,

which generally holds true for practical application scenarios and network settings.

The design of any D2D-U protocol must consider the above discussed mode probabilities

to ensure satisfactory latency targets. In the next section, we present the numerical results of

mode probabilities and their impact on the protocol design.

2.4 Feasibility Evaluation

In this Section, we verify and validate the analysis in Section 2.3 by simulating the MAC layer

of LTE-M using the traffic models provided in TR 36.888 [90]. We summarize the network

parameters we used in Table 2.2, whose values conform with the set of values allowed by the

3GPP specification [81].

2.4.1 Duty Cycle

For each MTC use-case, we compute the worst-case τ using the largest data size and the short-

est IAT to examine if any additional measures are required to be implemented by the D2D-U

protocol to ensure compliance with regulations. Note that we do not use the “optional” IAT

and packet sizes specified in the traffic models (see Table 2.1), as they only represent rare

operating conditions. To evaluate the worst-case duty cycle values, we assume that the UE

is free from cellular traffic, i.e., UE is always available for D2D-U. We also consider the
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Figure 2.2: Duty cycle vs MCS for periodic traffic with packet size = 1000 bits and IAT =
5 min (left), and Poisson traffic with packet size = 1000 bits and mean IAT = 30 s (right).

D2D-U protocol to be built along the lines of the LTE specifications, similar to LTE-D2D.

Accordingly, we employ MCS and TBS values from TS 36.213 [93, Table 7.1.7.2.1-1, Ta-

ble 8.6.1-1]. To investigate transmission in poor channel conditions, we only examine using

lower order MCS schemes. We also limit the number of physical resource blocks (PRBs),

NPRB, to 3 ≤ NPRB ≤ 6, considering the hardware limitations of LTE-M devices. Further,

we use NOH = 19 bytes [94], and evaluate the duty cycle only for NTBS > NOH to ensure

non-zero number of data bits within a TB.

Periodic MTC traffic: Using the worst-case values from Table 2.1, i.e., nreg = 1000 bits

and TIAT = 300 s in (2.1) and (2.2), we obtain the results shown in the left-half of Figure. 2.2

for a standard TBS length of 1 SF, i.e., tTBS = 1 ms. We observe that across different values of

NPRB and MCS schemes, the duty cycle associated with complete data transmission including

overheads is well below the τ ≤ 1% limit imposed by regulations.

Poisson MTC traffic: The duty cycle for random traffic arrival is defined over Tobs =

1 hour [88]. We solve (2.4) with ϵ = 0.01 and find that M̃ = 146 corresponds to the 99th
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percentile duty cycle value. Next, we use the worst-case data traffic size of ntrig = 1000

bits as given in Table 2.1 to compute the duty cycle using (2.5). We plot the results for

varying values of the chosen NPRB and MCS schemes on the right-half of Figure. 2.2. We

notice that τ ≤ 1% is guaranteed under all conditions. Therefore, recalling the regulatory

limits from Section 2.3.1, if Perp ≤ 25 mW is applied on D2D-U transmission, no special

accommodations need to be enforced in the protocol. Note that every D2D transmission may

also be further reciprocated with an acknowledgment message, which does not impact the

duty cycle computations as the acknowledgment is transmitted by a different UE.

2.4.2 Mode Probabilities

For establishing the cellular mode probabilities, we perform a Monte-Carlo simulation by

generating 105 message arrivals each for both types of traffic models. We consider a pair of

UEs, the packet arrivals for which are independent of each other, and measure the probabil-

ities of the UE pair in all combinations of cellular modes. We compare these probabilities

against the analytical values computed as

pαβ =


p2α, for α = β

2pαpβ, for α ̸= β

(2.15)

where α, β ∈ {ConA, CDRX, IDRX}, and the individual probabilities are computed us-

ing (2.8)-(2.14). Across our simulations, we vary the DRX inactivity timer between 1 ≤

tDRX-INAT ≤ 2560 ms in steps specified by TS 36.311 [81]. We show the mode-pair probabili-

ties in Figure. 2.3 and Figure. 2.4 for Poisson and periodic MTC traffic models, respectively.

We notice that for both types of traffic, a pair of UEs are in IDRX for the majority period

of time, which indicates sufficient time opportunity for D2D-U. For the busier Poisson traf-

fic with a mean IAT of 30 s, we encounter a larger number of conditions where at least

35



Chapter 2. SCUBA: Sidelink Communication on Unlicensed Bands

one UE is in ConA. Since time opportunities available for D2D-U is limited in ConA, the

D2D-U latency performance may suffer when UEs are busy in the cellular link. Therefore,

applications that involve periodic reporting with lower IAT, e.g., smart metering and health

monitoring, potentially enjoy superior latency performance while talking between devices in

the unlicensed band. On the other hand, the UEs associated with triggered reporting, such as

container tracking or smart public lighting, may occasionally face relatively poorer latency in

the D2D-U link. Nevertheless, we note from Figure. 2.3 that the worst-case tDRX-INAT = 2.56 s

still experiences over 80% of the cases where both UEs are in one of the DRX modes, indi-

cating sufficient time opportunity for D2D-U.

We further focus on the condition where tDRX-INAT = 100 ms, which is reported in the

literature to be a commonly used value for the DRX inactivity timer [95]. From Figure. 2.3

and Figure. 2.4 we notice that this setting guarantees that a pair of UEs are in one of the

DRX modes for at least 97% of the time for either type of cellular traffic. UEs in the DRX

modes are largely free from cellular operation. Therefore, based on the mode probabilities

in Figure. 2.3 and Figure. 2.4, and the results in Figure. 2.2, which show that the worst-case

duty cycle is lower than 0.2%, it is clear that D2D-U transmission can be completed within

the available free time. These results also indicate that devising a protocol that utilizes the

DRX sleeping duration in CDRX and IDRX is potentially sufficient to integrate low-power

low-latency D2D-U operation within legacy cellular devices.

In the above, we presented a detailed feasibility analysis of an in-device TDM SL protocol

for low-cost HD-FDD devices, where we identified unoccupied time-slots in cellular UEs to

accommodate an S-RAT for SL communications. We also specified requirements for the new

SL-U protocol to meet regulatory requirements in the European and North American regions.

Despite addressing these issues, we still face the following additional challenges for SL-U.

Since we target deploying SL-U to operate on low-cost and low-complexity devices, such as
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Figure 2.3: Probability of RRC states vs tDRX-INAT for a Poisson MTC traffic.

MTC and NB-IoT UEs, SL-U should ensure extended UE battery life while also providing

reasonable control- and user-plane latency. Further, since we aim to operate independently

without constant control and assistance from a central BS, SL-U must enable UEs to operate

in a distributed manner, e.g., determining SL availability status of the destination UE.

Considering the above design criteria and challenges, we develop SCUBA as an addi-

tional S-RAT to cellular communication in a TDM fashion, such that it exploits the existing

hardware radio resource during idle times. In the rest of this chapter, we present the design

of SCUBA, its performance analysis, and numerical evaluations. For ease of reading, we

37



Chapter 2. SCUBA: Sidelink Communication on Unlicensed Bands

100 101 102 103 104
tDRX-INAT (ms)

0

1

2

3

4

5

6

7

M
od

e 
P

ro
ba

bi
lit

y 
(%

) CDRX-IDRX (analysis)
CDRX-IDRX (simulation)
ConA-IRX (analysis)
ConA-IDRX (simulation)
CDRX-CDRX (analysis)
CDRX-CDRX (simulation)
ConA-CDRX (analysis)
ConA-CDRX (simulation)
ConA-ConA (analysis)
ConA-ConA (simulation)

IDRX-IDRX = 93.2%

Figure 2.4: Probability of RRC states vs tDRX-INAT for periodic MTC traffic.

summarize the mathematical notations used in SCUBA in Table 2.3.

2.5 System Model

We consider a hybrid network of UEs with SCUBA as the S-RAT that is integrated with a

primary LTE-like RAT such as LTE, LTE-Advanced, LTE-M, or NB-IoT. In the following, we

choose LTE-M operating on an elementary HD-FDD radio as the P-RAT for the design and

analyses, such that constraints adopted in this study can be relaxed to extend the analysis for

devices with greater capability, e.g., full-duplex FDD as in 5G NR UEs. A conceptual repre-

sentation of a SCUBA integrated network with LTE-M as the P-RAT and SCUBA enabling

D2D on the unlicensed frequencies as an S-RAT is shown in Figure. 2.5.
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Table 2.3: List of important notations in SCUBA.

Notation Meaning
αUE UE identity derived from IMSI
ENoData Energy consumption during SCUBA idle state
ERXData Energy consumption during SCUBA reception
ESL-TX Energy consumption during SCUBA transmission
iSL-PO SF index of the SL-PO
Ncluster Number of clusters in SL-PO
ndist SF separation between clusters in SL-PO
Nframe SL-HARQ frame length in units of SFs
NSL-grant SF separation between SL data and SL grant
nSL SL data duration in units of SFs
NHARQ Number of parallel synchronous SL HARQ processes
NCDRX Cellular CDRX cycle in units of SFs
NIDRX Cellular IDRX cycle in units of SFs
NSAM SAM period
NSAM-U SAM-U transmission interval in units of SFs
NSAM-D SAM-D transmission interval in units of SFs
nSAM-U SAM-U duration in units of SFs
nSAM-D SAM-D duration in units of SFs
nSL-PO SL-PO duration in units of SFs
nSL-INAT SL inactivity time in units of SFs
NSL-DRX SL-DRX cycle in units of SFs
TSL-DRX SL-DRX cycle in units of radio frames

2.5.1 UE Operation in Primary RAT

We consider low-cost and low-complexity HD-FDD LTE Cat-M1 UEs [96]. Since we fo-

cus on the example of LTE-M being applied in the P-RAT, we follow the mode operations

and frame structures accordingly. It can be seen that adopting the study to other P-RATs

is straightforward. The UE modes of operation in P-RAT is shown in Figure. 2.1 and is

discussed in detail in Section 2.2.2.
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Figure 2.5: A realization of SCUBA coexisting in an LTE-M network.
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Figure 2.6: An illustration of the TDM nature of SCUBA, which operates as an S-RAT only
when both devices are idle in their P-RATs.

2.5.2 UE Operation in Secondary RAT

SCUBA is an S-RAT that allows UEs to communicate directly with each other in the SL.

To this end, SCUBA ensures that it operates in a TDM manner with the P-RAT, such that

the cellular communication, i.e., the P-RAT, operates unimpeded considering the HD-FDD

constraint. An illustration of TDM operation of SCUBA along with P-RAT is shown in

Figure. 2.6, where the UEs communicate with each other via SCUBA only when both are

free from their respective P-RAT.
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Table 2.4: Regulatory requirements.

Parameter
Europe US

(865-868 MHz) (902-928MHz)

Maximum ERP 25 mW 1 W

Maximum duty cycle 1% -

Minimum bandwidth - 500 kHz

We design SCUBA to operate in the unlicensed bands of 865 − 868 MHz in Europe and

902 − 928 MHz in US, as they are comparatively less occupied by other unlicensed RATs.

We provide the summary of the relevant regulatory requirements discussed in Section 2.3.1,

which govern the choice of effective radiated power (ERP), duty cycle, and bandwidth of

SCUBA in Table 2.4. Nevertheless, SCUBA is also applicable across other unlicensed spec-

tra together with any applicable upper-layer traffic shaping that may be required to satisfy

the duty cycle regulations associated with the used frequencies. These restrictions drive the

physical layer design and the applicability of SCUBA across communication systems. For

example, since the US Federal Communications Commission (FCC) regulates a minimum

transmission bandwidth of 500 kHz to be used in the 902− 928 MHz band, SCUBA may not

be applicable in some devices which only support NB-IoT operating bandwidth of 180 kHz.

2.6 Traffic Model

Table 2.5: Traffic model [90, Annex. A].

RAT Traffic model IAT (s)

Primary RAT

e.g., LTE-M

Periodic 300

Poisson Mean = 30

SCUBA Poisson Mean = 30
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Figure 2.7: Building blocks of SCUBA protocol.

We consider the MTC traffic models recommended by 3GPP [90, Annex. A] for the design,

analysis, and simulation of SCUBA by applying MTC traffic at both cellular link and SL. As

shown in Table 2.5, we consider both types of traffic models with the respective IATs as spec-

ified in [90, Annex. A], i.e., periodic and Poisson data arrivals for the cellular link. A typical

application of SCUBA is a network of sensors reporting to a central node or tracking devices

attached to a number of assets. The data traffic between a pair of UEs in such a scenario is

expected to be random in nature. Therefore, we apply Poisson traffic model from [90, Annex.

A] for SCUBA traffic to evaluate its performance. Since the above Poisson traffic model with

a small IAT simulates a busy traffic scenario, it also represents the worst-case condition and

hence the resultant analysis and evaluations guarantee performance targets.
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Table 2.6: Opportunities available for SCUBA in each cellular mode.

Cellular Mode Cellular Operation Availability for SCUBA

ConA

DL/UL No
Switch SF Yes

DRX inactivity No
RRC connection setup No

CDRX
DRX-ON No
DRX-OFF Yes

IDRX
IDRX PO No

IDRX sleep Yes

2.7 SCUBA

As SCUBA is intended to operate on a device that uses an LTE-like protocol as the P-RAT,

it borrows the PHY signal waveforms and also higher layer specifications, except the MAC

layer, from the baseline protocol used within the UE. We thus focus on filling this gap by

defining the MAC layer of SCUBA in this section. We define the MAC protocol by first

introducing each of its fundamental structural components, as shown in Figure. 2.7, that

finally integrate to provide the overall SCUBA MAC protocol.

Prior to describing our protocol, we first highlight the challenges that we face and system

requirements that need to be met by SCUBA. SCUBA is intended to provide an integrated

single-radio SL-U solution for cellular UEs by incorporating a TDM SL as an S-RAT that

reuses the existing hardware. Therefore, the first challenge is to identify time occasions in

the UE that are available for SCUBA transmission, i.e., the time instances where the UEs

are free from cellular operations. For LTE-M as the P-RAT, a compiled list of the available

opportunities in each of ConA, CDRX, and IDRX modes is shown in Table 2.6. The UE is

available for SCUBA transmission and reception in CDRX and IDRX when it is scheduled

to sleep for cellular communication. Therefore, the UE is free for SCUBA in all times ex-

cept when it listens for a possible DL message during the CDRX-ON period or IDRX PO.
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Considering typical MTC traffic types [90], these periods are sufficient for efficient SCUBA

communications. Nevertheless, the switching SFs that are allocated to switch the UE hard-

ware from the transmission to reception modes, several of which may be available when the

UE is in the ConA mode, can also be used for short SCUBA message transmissions, since

these durations are typically over allocated, i.e., most UEs can switch their hardware well

within an entire SF. Once these available time slots are determined, a straightforward SL

implementation is to let all network UEs listen for an SL message at all opportunities. Con-

sider a portion of the network shown in Figure. 2.5, where a source UE (SRC) has SCUBA

data to transmit to a destination UE (DST). A continuous listening technique is beneficial

to achieve near-instant communication and therefore provides negligible control- and user-

plane latency, since a DST is nearly guaranteed to be listening on a particular time-slot, given

the sparse nature of MTC traffic in the cellular link [90]. However, listening for a SCUBA

message on all available time slots significantly drains the UE battery. Therefore, to provide

a flexible trade-off between the desired battery and latency, we borrow and extend the idea of

DRX from cellular communications into SCUBA to introduce the concept of SL-DRX.

2.7.1 SL-DRX

Inspired by DRX modes present in conventional cellular communication [97, 98], we intro-

duce SL-DRX cycles in SCUBA to provide a flexible application-controlled trade-off be-

tween network latency and UE battery life. As a solution, we specify SL paging occasions

(SL-POs) during which the device wakes up to page for a potential SL message from an SRC.

Every UE pages for a duration of nSL-PO SFs once in every NSL-DRX SFs, where NSL-DRX is the

SL-DRX cycle in units of subframes. We let the application program interface (API) choose

NSL-DRX according to the latency-power consumption trade-off it desires, including the option

of setting NSL-DRX = 0 for latency critical applications (see Section 2.7.5).
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As the number of UEs in the network grows, the probability of two or more UEs sharing

the same SL-PO also increases, which results in an increased rate of packet collisions. Recall

that unlike other proposed SL-U solutions [47–49,51], SCUBA does not rely on a central BS

for resource scheduling or operation monitoring. Therefore, we introduce an inherent ele-

mentary collision control mechanism in choosing the SL-POs. The collision control method

we propose reduces potential slot overlaps, i.e., overlap of SL-POs of different UEs and also

an overlap of SL-POs with the IDRX PO of the UE P-RAT.

We begin with a brief overview of selecting the IDRX-PO, which also guides us in de-

signing the SL-PO slot allocation. The IDRX-PO location in conventional cellular operation

is computed by first locating the paging frame (PF) as [99]

iPF = iSFN ∈ ISFN

s.t. iSFN mod TIDRX = NID, (2.16)

where ISFN is the set of system frame numbers (SFNs), whose range of values is ISFN =

{0, 1, .., 1023} for LTE-like standards, iSFN is one SFN from the set, iPF are those SFNs which

qualify to be the paging frames,

NID =
TIDRX

Nmin
(αUE mod Nmin), (2.17)

Nmin = min(TIDRX, Ncontrol), (2.18)

αUE = αIMSI mod β, (2.19)

TIDRX is the IDRX paging cycle in radio frames, Ncontrol is a control parameter signaled in

the system information block-2 (SIB2), αIMSI is the international mobile subscriber identity

(IMSI) of the UE, and the value of β is 1024 for LTE, 4096 for NB-IoT, and 16384 for NB-

IoT on non-anchor carrier and LTE-M. Next, the pointing index is that points to the exact
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Figure 2.8: SL-DRX cycles when the UE is in (a) CDRX mode (b) IDRX mode.

location of the paging occasion inside an iPF is calculated as

is =
⌊ αUE

Nmin

⌋
mod max

(
1,
Ncontrol

TIDRX

)
. (2.20)

Finally, the SF index of the PO, iPO, inside the paging frame is obtained from a lookup table

(LUT) based on the values of is and Ncontrol [99].

With this backdrop, we design the SL-PO for an SL paging cycle of TSL-DRX radio frames,

such that it does not overlap with iPO. We compute iSL-PF, the SL paging frame which accom-

modates the SL-PO, as

iSL-PF = iSFN ∈ ISFN s.t.

iSFN mod TSL-DRX =


NID, for TSL-DRX ≥ TIDRX

NID mod TSL-DRX, otherwise.
(2.21)

We then refer to the same LUT used for iPO to obtain the SF index of the SL-PO, iSL-PO, but

offset it by noff SFs to assure no collision between IDRX PO and SL-PO. This UE IMSI-
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dependent SL-PO positioning randomizes the locations of the SL-PO and reduces the proba-

bility of inter-SL-PO overlaps. At the same time, an SRC can determine the SL-PO location

of the DST using the a-priori DST IMSI information. We further propose a method to op-

tionally modify the locations of SL-PO in Section 2.7.5 to avoid the rare occurrence of an

overlap of the SL-PO with ConA UL/DL communication and/or CDRX-ON duration.

For the paging cycles to be consistently periodic across different hyper-frames, which

consists of 1024 radio frames, (2.21) requires TSL-DRX to be a factor of the hyper-frame dura-

tion of 10.24 s, and thus SCUBA sets the allowed set of SL-DRX cycle values accordingly.

Note that the same computation can be adapted when the P-RAT uses other forms of DRX,

e.g., extended DRX (eDRX) as in LTE [99], which can then also support SL-DRX cycles

higher than 10.24 s.

The SL-DRX cycles and SL-PO locations when the UE is in CDRX and IDRX are shown

in Figure. 2.8(a) and Figure. 2.8(b), respectively. While IDRX PO is typically fixed to be a

single SF, SCUBA provides a flexible SL-PO of nSL-PO ≥ 1 to facilitate quick retransmis-

sions. The multiple SFs in an SL-PO may be either continuous or interleaved to support

efficient transmission of SL messages of different lengths.

In general, we divide every SL-PO opportunity consisting of nSL-PO SFs into Ncluster sep-

arate clusters of SFs whose starting SFs are ndist SFs apart, with ndistNcluster ≥ nSL-PO. Larger

SL messages prefer higher values of nSL-PO and lower ndist since multiple transport blocks can

be transmitted with low latency, while smaller values of Ncluster are desirable for short mes-

sages since the UE can go back to sleep without requiring to complete paging on all nSL-PO

SFs. At the same time, larger values of ndist also provide greater time diversity but with a pos-

sible increase in network latency. SCUBA provides UE APIs with the flexibility to choose

these parameters based on the intended use-case. By carefully choosing desired values of pa-

rameters {nSL-PO, Ncluster, ndist}, the resultant SL-PO may either be interleaved or consecutive.
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Figure 2.9: Timing diagram for (a) Interleaved and (b) Consecutive SL-PO.

We show the examples of interleaved and consecutive SL-POs in Figure. 2.9(a) and (b) with

{nSL-PO, Ncluster, ndist} = {4, 4, 10}, {4, 1,N/A}, respectively, where the UE listens for paging

on SFs marked as RX (receive).

2.7.2 SCUBA Server

As evident in Section 2.7.1, SCUBA requires an SRC to have a-priori knowledge of the

NSL-DRX and αUE of the DST to determine its iSL-PO to transmit on. One solution to this end

is to embed these parameters within every UE and update it as necessary when new UEs join

the network. Such a method is suitable for a largely static network with few participating

UEs. However, this technique introduces significant signaling overhead when the number of

network nodes increases and/or UEs are mobile. Therefore, we propose the use of a central

SCUBA server with the database of all UE and network parameters that can be accessed and

updated using the conventional cellular link. A SCUBA server could be the network BS or

a dedicated SCUBA infrastructure node. Since updating and accessing these parameters by

UEs are typically infrequent (αUE is unique to every UE and hence is acquired only once

per DST, and NSL-DRX is fairly static), occasionally communicating with the SCUBA server

introduces negligible signaling overhead.
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… RX RX RX RX SW TX TX TX TX SW …

Figure 2.10: An example of SL SF pattern for 4 parallel HARQ processes

2.7.3 SL Connected Mode

The latency associated with the SL communication is directly proportional toNSL-DRX chosen

by the DST. But after a SCUBA message exchange is initiated, waiting for the next SL-

PO to continue transmission introduces unnecessary delays. Therefore, SCUBA includes

an SL connected mode, where the SRC and DST UEs engage in interactive communication

until both their associated SL buffers are emptied. Note that this operation continues to be

contingent on the UE being free from its P-RAT, as is the case with all SCUBA operations.

SL connected mode includes NHARQ continuous transmit (TX) SFs followed by a switching

(SW) SF and additional NHARQ RX SFs and so on, with as many cycles as required for data

transfer to complete. An example of the RX-TX SF pattern with NHARQ = 4 is shown in

Figure. 2.10. Following completion, we allot an SL inactivity time, controlled by the SL

inactivity timer (SL-INAT), during which both UEs monitor for a potential SL message. This

period potentially provides further reduction in network latency, similar to the DRX inactivity

time seen in LTE cellular link.

2.7.4 SL HARQ

To counter varying channel and noise conditions, we incorporate adaptive MCS and backward

error correction in the form of HARQ in SCUBA. We support NHARQ parallel synchronous

HARQ processes in the SL connected mode to efficiently utilize the processing time of a

transport block (TB) for reception of further TBs. Additionally, we also propose the use of

the following two HARQ schemes in SCUBA which the UE API can choose from, along

with a suitable value for NHARQ.
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Figure 2.11: Timing diagram for (a) Fixed MCS and (b) Grant-based HARQ schemes.

Fixed MCS/TBS

In this method, the SRC transmits SL data and control channels using a fixed MCS and TB

size (TBS) chosen from a small set of pre-defined values. The grant-free nature of this scheme

results in blind decoding at the DST, which adds to the processing complexity and time, but

improves latency as signaling overhead introduced by grants is avoided. The pre-defined

set of MCS and TBS values can either be pre-programmed on all UEs, or can be obtained

from the SCUBA server. After successfully decoding every SL TB, the DST responds to

the SRC individually with an ACK NHARQ SFs after receiving the message. Therefore, the

value of NHARQ must also be chosen based on the computational ability of the UEs. The

SRC retransmits any unacknowledged TB using the same pre-defined MCS and TBS, with

the associated sequence number in the RLC header distinguishing a retransmission from a

fresh transmission, similar to the use of RLC sequence number in LTE [100].

Grant-based HARQ

In this scheme, SRC begins transmission by sending a grant in the control channel for the

upcoming data transmission, indicating its MCS and retransmission flag. The MCS is chosen

adaptively using the channel quality indication (CQI) feedback provided by the DST, or with

a conservative MCS for a cold transmission. Although this scheme may increase network
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latency due to the signaling overhead introduced by transmitting a grant preceding every data

SF, it provides the ability to adapt transmission to the varying channel and noise conditions to

maximize the overall throughput. To ease grant decoding complexity at the DST, we impose

the SL grant to be transmitted at least NSL-grant SFs before the SL data is transmitted.

For defining grant and data locations, we define an SL-HARQ frame length as, Nframe =

2(NHARQ + 1), which is the time taken to complete one cycle of TX-RX together with an SF

for switching between TX and RX. Figure. 2.11 shows the timing diagrams for the fixed MCS

scheme (Figure. 2.11(a)) with NHARQ = 4, and the grant-based HARQ (Figure. 2.11(b)) with

NSL-grant = 2 and NHARQ = 4. Similar to LTE, we use shared channel (SCH) to transmit the

SL data, and control channel (CCH) to send grant and ACK. The notations Gi, Di, and Ai in

the figures represent the ith grant, data, and ACK, respectively. For a grant transmitted on the

ith SF in an SL-HARQ frame, the corresponding SL data is transmitted on the kth SF, where

k =


i+NSL-grant, for i < NHARQ − 1

i+ 2NHARQ, otherwise.
(2.22)

2.7.5 Special Cases

In the following, we describe two modifications to native SCUBA to accommodate special

needs of dedicated use-cases.

SCUBA-SAM

When a UE is relatively busy with the P-RAT characterized by long durations of ConA, sev-

eral of its SL-PO opportunities are overlapped by the cellular link, which in turn may lead

to a massive increase in the control plane latency for SCUBA. This situation can be exacer-

bated when the DST uses a large SL-DRX cycle. To counter this problem, in addition to the
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existing SL-POs, we introduce dynamic SL-POs, which are positioned at the earliest avail-

able time opportunity when the UE is free from the cellular link. Such opportunities could

either be the CDRX-OFF states, or the IDRX sleep duration when RAI is enabled. Since

the locations of these dynamic POs are stochastic in nature and are unknown to other UEs,

they need to be specifically advertised. We thus propose a short broadcast message called SL

Availability Message for Dynamic SL-PO (SAM-D), as shown in Figure. 2.12, which noti-

fies UEs of an upcoming dynamic SL-PO. Any SRC can then decode a SAM-D to identify

the SL availability of a DST. For a rational SAM scheme that does not introduce extended

SAM-listening periods, both the availability and unavailability statuses of a UE needs to be

regularly communicated. Accordingly, we also use SAM to indicate the unavailability of a

DST UE, e.g., during the ConA mode. To this end, we utilize the short time opportunities

available during the ConA, e.g., radio switching SFs and/or other idle SFs, to transmit an

Unavailability SAM (SAM-U), as shown in Figure. 2.13. We set the length of SAM to be

nSAM-D = nSAM-U ≤ 0.5 SF to ensure that it fits within the shortest available time-frame

in the ConA mode (≈ 0.6 ms). Since continuous listening for a SAM introduces unrea-

sonable power consumption, we define a SAM period of NSAM SFs within which every UE

must transmit a SAM, and whose value can be obtained from the SCUBA server. We choose

NSAM > DRX-INAT to guarantee that at least one SAM can be sent by every UE within

NSAM. Note that since SAM transmission and listening results in increased power consump-

tion, we recommend SCUBA-SAM to be used only by UEs with busy cellular traffic, where

ConA operation often blocks the SL-POs.

SCUBA-LLM

UEs that are not limited by battery life, e.g., alternating current (AC) powered devices, and

are used for latency critical applications can use a special option of our protocol, called
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Figure 2.12: SAM-D transmissions and the associated dynamic SL-POs when the UE enters
(a) CDRX mode, and (b) IDRX mode directly, when RAI is activated.
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Figure 2.13: SAM-U transmissions when the UE is in ConA.

SCUBA low latency mode (SCUBA-LLM). This setting assigns NSL-DRX = 0, and thus the

UE listens for a potential SL message on all available time opportunities (see Table 2.6)

without entering the sleep state. SCUBA-LLM subsumes SCUBA-SAM to enable SAM-U

and SAM-D advertisements for control plane latency enhancement in busy devices, since the

additional power required to transmit and receive SAMs is not a factor of consideration to

these UEs that are not constrained by power consumption.

2.7.6 Data Transfer

We now specify the rules for SCUBA transmission considering the features introduced in

Sections 2.7.1 to 2.7.5. Since SCUBA is an S-RAT, its data transmission is always contingent

on both the UEs, SRC and DST, being free from cellular operation. However, SCUBA does

not impose any further traffic shaping measures as we already showed previously that, with
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Algorithm 1: SCUBA transmission procedure at the SRC.
1 Start: SL transmission request from the application layer
2 Compute iSL-PO of DST using (2.21) and the LUT from [99];
3 while SRC free from cellular link do
4 Transmit grant/data on the next iSL-PO of DST;
5 if ACK received then
6 Enter SL connected mode;
7 if SL-INAT expires then
8 break;

9 else
10 go to: Step 3;

the right choice of TBS, all types of MTC traffic specified by 3GPP [90] conforms well within

the duty cycle limits introduced by regulatory authorities.

SCUBA Transmission

An SRC that receives transmission request from the application layer uses the values of

NSL-DRX and αUE (either obtained newly from the SCUBA server or that it knows a-priori)

to compute iSL-PO of the DST. Based on the HARQ method used and the SL-PO type applied

at the DST, the SRC initiates transmission on the DST SL-PO. Upon positive reaffirmation of

a successful transmission by way of ACK reception, the SRC enters the SL connected mode

with the DST, and exits after SL data transfer completion. If no ACK is received, the SRC

retries at the next available DST SL-PO. This operation is summarized in Algorithm 1.

SCUBA-SAM Transmission

Upon receiving an SL transmission request from the application layer, an SRC UE begins lis-

tening for a SAM forNSAM SFs as long as the SRC is not in the connected mode. If it receives

a SAM-U from the DST indicating that the DST is in ConA mode, the SRC goes to sleep for a

period of DRX-INAT, since that is the minimum period that the DST would remain in ConA.
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If the SRC receives a SAM-D instead, it initiates SL communication with the DST on the

dynamic SL-PO indicated in the SAM-D. On the other hand, if the SRC does not receive any

SAM, it concludes that the DST is in the IDRX state. It then computes the SL-PO of the

DST and attempts transmission on iSL-PO. A successful SL initiation is indicated by an ACK

transmitted by the DST. If the SRC does not receive an ACK, it retries transmission in the

next iSL-PO. A summary of the SCUBA-SAM transmission is also provided in Figure. 2.14.

SRC in 
IDRX?

Listen for SAM for 
SAM period

SAM 
received?

SAM -D?

SL TX on DST 
dynamic SL-PO
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SL TX Success

ACK 
received?
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on next DST 

SL-PO?

SL TX on DST 
SL-PO

No

Wait
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No

No

SL TX Request

Yes

No

No

Sleep for DST 
DRX-INAT

Figure 2.14: Flowchart for SCUBA-SAM transmission.
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SCUBA-LLM Transmission

The transmission procedure in LLM follows the same rules of SCUBA-SAM transmission as

shown in Figure. 2.14. When the DST also applies SCUBA-LLM, the DST SL-PO spans a

large duration, which provides near-instant transmission opportunity to the SRC.

2.8 Performance Analysis

In this section, we analyze the performance of our proposed protocol in terms of the power

consumed in each UE and the packet collision rate in a SCUBA network for varying traf-

fic conditions. Throughout the analysis, we consider fixed MCS/TBS scheme as defined

in Section 2.7.4 since conventional SL communication protocols like LTE-D2D are typically

grant-free in nature. The analysis can be extended in a similar way for the grant-based HARQ

scheme by making appropriate changes to include SL grant SFs.

2.8.1 Power Consumption

We analyze the power consumption for all three modes of operation. In general, the average

overall power consumption can be computed as

P = λTXDataETXData + λRXDataERXData + λNoDataENoData, (2.23)

where λTXData, λRXData, and λNoData are the average event rates for UE having SL data to

transmit, to receive, or neither, respectively, and λTXData + λRXData + λNoData = 1. ETXData,

ERXData, and ENoData are the total energy consumed by the UE during SCUBA transmission,

reception, and idle states, respectively. We begin with computing the energy consumption

for completing the SCUBA transmission and reception, ESL-TX and ESL-RX, respectively, for
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variable packet sizes as

ESL-TX = tSF

(
PTXnSL︸ ︷︷ ︸

TX SL-U data

+PRXnSL︸ ︷︷ ︸
RX ACK

+Pswitch

⌈
nSL

NHARQ
+ 1

⌉
︸ ︷︷ ︸

Switch b/w TX and RX

+PRXnSL-INAT︸ ︷︷ ︸
SL inactivity

)
,

ESL-RX = tSF

(
PRX(NHARQ + max(0, nSL −NHARQ))︸ ︷︷ ︸

RX SL data

+PTXnSL︸ ︷︷ ︸
TX ACK

+ Pswitch

⌈
nSL

NHARQ
+ 1

⌉
︸ ︷︷ ︸

Switch b/w TX and RX

+PRXnSL-INAT︸ ︷︷ ︸
SL inactivity

)
, (2.24)

where PTX, PRX, and Pswitch represent the UE power consumption for any data TX, RX, and

switching between TX and RX operations, respectively, nSL and nSL-INAT are the number of

SFs consumed by SL data and SL inactivity time, and tSF is the time duration of a SCUBA

SF. Next, we compute ETXData, ERXData, and ENoData for each of three modes of operation.

Native SCUBA

Under the native SCUBA operation, UEs only TX, RX, and listen for SL-POs during P-RAT

inactivity. Therefore,

ETXData = (1− p(ConA))ESL-TX, (2.25)

ERXData = (1− p(ConA))ESL-RX, (2.26)

ENoData = (1− p(ConA))
PRXnSL-POtSF

NSL-DRX
, (2.27)

where p(ConA), p(CDRX), and p(IDRX) represent the probabilities of the UE to be in ConA,

CDRX, and IDRX modes, respectively, in the P-RAT.
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SCUBA-SAM

When UEs use the SAM mode, they additionally also transmit SAM in the connected modes

to indicate their availability status. Since the use of SAM-D is limited in IDRX mode, its

probability is negligible and hence not considered in the analysis. Thus,

ETXData = p(ConA)
PTXnSAM-UtSF

NSAM-U
+ (1− p(ConA))

(
ESL-TX

)
+ p(IDRX)

(
PRXtSF

(
p(ConA)

kSAM-UNSAM-U +NSAM-D

2

+ p(CDRX)
NSAM-D

2
+ p(IDRX)NSAM

))
, (2.28)

ERXData = p(ConA)
PTXnSAM-UtSF

NSAM-U
+ (1− p(ConA))ESL-RX + p(CDRX)

PTXnSAM-DtSF

NSAM-D
,

(2.29)

ENoData = p(ConA)
PTXnSAM-UtSF

NSAM-U
+ p(CDRX)

(
PTXnSAM-DtSF

NSAM-D
+
PRXnSL-POtSF

NSL-DRX

)
+ p(IDRX)

PRXnSL-POtSF

NSL-DRX
, (2.30)

where kSAM-U is the average number of SAM-Us received by the SRC UE before receiving

a SAM-D. NSAM-U and NSAM-D are the transmission intervals of SAM-U and SAM-D in SFs

units, respectively, with preferably NSAM-D, NSAM-U ≤ NSAM
2

which guarantees SAM-D and

SAM-U to be received by the SRC listening for NSAM SFs.

SCUBA-LLM

The energy consumption in LLM is similar to that of SCUBA-SAM with the exception that

the SL-POs extend throughout all available times in CDRX and IDRX modes, which im-

pacts the power consumption when the UE is idle. Therefore, the transmission and reception
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energies are identical to (2.28) and (2.29), respectively, and

ENoData = p(ConA)
PTXnSAM-UtSF

NSAM-U
+ p(CDRX)

(
PTXnSAM-DtSF

NSAM-D
+
PRXnCDRX,SL-PO,LLMtSF

NCDRX

)
+ p(IDRX)

PRXnIDRX,SL-PO,LLMtSF

NIDRX
, (2.31)

where NCDRX and NIDRX are the CDRX and IDRX cycle values in SFs of the P-RAT in the

UE, and nCDRX,SL-PO,LLM and nIDRX,SL-PO,LLM are the free time duration in SFs in CDRX and

IDRX modes, respectively, which are all used for paging SL messages.

2.8.2 Packet Collisions

SCUBA inherently includes an elementary collision control strategy by incorporating the SL-

POs to be dependent on αUE. Nevertheless, packets can still collide when two or more SRC

UEs transmit data simultaneously to the same UE or to different UEs sharing overlapping SL-

POs and SL bands. To compute the probability of SL data collision, we define the following

events:

• A: two or more SRC UEs have data to transmit at an SL-PO

• B: two or more SRC UEs transmit at the same SL-PO

• C: SRC and DST UEs are not in ConA.

The probability of collision can then be expressed as

pc =
1

NB
p(A ∩B ∩ C), (2.32)

where NB is the number of orthogonal unlicensed frequency bands that can be used, depend-

ing on the total available bandwidth and number of PRBs applied for SCUBA transmission.

To evaluate the worst-case collision scenario, we set p(C) = 1 to emulate conditions where
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UEs are mostly free from cellular communication and available for SL-U4. Therefore, we can

express

pc =
1

NB
p(A)p(B|A), (2.33)

with

p(A) =

NUE∑
k=2

(
NUE

k

)
pkSL-TX(1− pSL-TX)

NUE−k, (2.34)

where NUE is the total number of UEs in the SCUBA network and pSL-TX is the probability of

a UE having a non-empty SL buffer. The latter can be computed as

pSL-TX =
∞∑
n=1

e−γNSL-DRXtSF(γNSL-DRXtSF)
n

n!
, (2.35)

where 1
γ

is the mean inter-arrival time of the Poisson packet arrivals in SCUBA. Furthermore,

p(B|A) =
NUE∑
k=2

(
NSL-PO

NSL-DRX

)k

(2.36)

under the assumption that an SRC UE transmits on an SL-PO with uniform random proba-

bility and that SL-POs are allotted in slots with the same SL-DRX cycles used by all UEs.

The above analysis considers the case of consecutive SF SL-POs as shown in Figure. 2.9(b),

but similar analysis also follows for the case where SL-POs are interleaved. Note that for ap-

plications where UEs frequently communicate with a central receiver, e.g., a data aggregator,

we have p(B|A) = 1 and therefore, pc = 1
NB
p(A). We show results for pc in Section 2.9.3

across varying number of network participants that will guide the choice of SL-DRX cycle

based on the SL use-case and the traffic being served.

Similar to SCUBA data collisions, the SAMs transmitted as part of the UE state discovery

procedure may also collide leading to a false positive for UE availability. Determining the

4We have shown previously that Event C is overwhelmingly the most probable scenario encountered with
typical MTC traffic.
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SAM collision probability across various network conditions contributes to the choice of

SAM transmission intervals along with the acceptable latency and power consumption trade-

off. The SAM collision probability can be expressed similar to (2.34) as

pc,SAM =
1

NB

NUE∑
k=2

(
NUE

k

)
pkSAM(1− pSAM)

NUE−k, (2.37)

where pSAM is the SAM transmission probability computed as

pSAM = pConA
nSAM-U

NSAM-U
+ pCDRX

nSAM-D

NSAM-D
. (2.38)

The SAM collision rates along with the other performance indicators of SCUBA are pre-

sented in the following section.

2.9 Numerical Results

We evaluate the performance of SCUBA by simulating its MAC layer timing behavior in

MATLAB. Along with power consumption and collision rates, we also use network latency

as a performance indicator for evaluation. We define network latency as the time taken to

complete an acknowledged transmission of 100 bytes of SL data, which is the typical data size

considered for triggered as well as periodic reports in MTC smart metering applications [90,

101]. We also include a comparison of the power consumption of native SCUBA against that

of other D2D solutions for different sleep cycles.

2.9.1 Simulation Settings

For the underlying P-RAT, we simulate both Poisson and periodic cellular traffic models as

suggested in TR 36.888 [90], whereas the SCUBA data arrivals are modeled as a busy Pois-
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son traffic in all our simulations to evaluate the worst-case performance. To better investigate

the performance of SCUBA in special scenarios, e.g., for SCUBA-SAM, we consider addi-

tional test-cases with lengthy ConA duration. Thus we fundamentally classify the simulation

cases into short-data (tdata = 250 ms) and long-data (tdata = 5 s) cellular traffic conditions.

The long tdata in cellular traffic is used to evaluate the performance gain of SCUBA-SAM,

i.e., the latency gains obtained using SAM-D. The simulation settings applicable to both the

cases are given in Table 2.7 whereas the case-specific simulation settings are defined in Ta-

ble 2.8. For the P-RAT, we choose the values of network parameters such as RRC connection

set-up time (tRRC) and DRX-INAT conforming with the set of values allowed by the 3GPP

specification [81]. Based on ERP regulations in Table 2.4, and considering 45% power am-

plifier efficiency and 60 mW power consumption in the support circuitry [102], we set the

UE power consumption for SCUBA transmission as 100 mW.

The choice of MCS and PRB size impacts the SCUBA network latency. To evaluate the

worst case performance, we consider the lowest possible MCS and the fewest PRBs, which

result in the slowest possible transmission. However, the choice of MCS and the number

of PRBs is further restricted by the following regulations governing the use of unlicensed

bands. The North American regulations impose that the 6 dB bandwidth of all digitally

modulated systems must be greater than 500 kHz without any restriction on the maximum

usable bandwidth [86]. With LTE-M as the underlying primary RAT whose parameters and

specifications are also reused for SCUBA, a minimum of three PRBs are required to ensure

that the 6 dB bandwidth is greater than 500 kHz. For the choice of MCS, we consider the

duty cycle limitations imposed by European unlicensed band usage regulations. Our prior

analysis has established that the minimum MCS that satisfies the duty cycle regulations is

MCS ≥ 3. However, this analysis considers that the transmissions are error-free. For prac-

tical communication conditions with non-negligible block errors, erroneous transport blocks
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are typically retransmitted. The number of transport blocks retransmitted is dependent on the

operating signal-to-noise ratio conditions, the chosen target block error rate, and the retrans-

mission scheme used, e.g., whether Layer-1 HARQ is used or RLC retransmissions are used.

To accommodate for several possible retransmissions, we choose a retransmission-agnostic

conservative choice of MCS = 6 for our evaluations. With the chosen MCS and number of

PRBs, we extract the TBS from [93, Table 7.1.7.2.1-1, Table 8.6.1-1]. Consequently, for

the analysis and simulations, we choose an MCS of 6, TBS of 256 bits corresponding to a

PRB size of 3, and cross-layer overhead of 19 bytes, for the SCUBA traffic to comply with

duty-cycle limits. The selected MCS value corresponds to data modulated with quadriphase

shift keying (QPSK) and coded with a rate of approximately 0.3.

For power and latency simulations, we consider only a single pair of SRC and DST UEs

and hence the results do not reflect the impact of collisions resulting from different UEs

transmitting to the same DST. We show in Section 2.9.3 that this is a valid assumption for

most MTC system architectures. We focus on the unlicensed bands of 865 − 868 MHz and

902− 928 MHz for Europe and United States, respectively, and therefore, a bandwidth of at

least 3 MHz is available for SCUBA. Since we choose LTE-M as the P-RAT for simulations,

the signals are limited to 6 PRBs (1.08 MHz). Thus the considered band allows us to have

a minimum of 2 non-overlapping signal bandwidths. Hence for the collision evaluation, we

further set NB = 2 to investigate the worst-case. When fewer PRBs are used and/or larger

bandwidth is available for SCUBA resulting in a higher NB, the collision rates are scaled

down accordingly.
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Table 2.7: Common simulation settings for SCUBA evaluation [56, 102, 103].

Parameter Value Parameter Value
γ−1 = λ−1

TXData = λ−1
RXData 30 s PTX 100 mW

Pswitch 80 mW PRX 80 mW
nSL-INAT 0 nSL 8
NSAM 150 ms nSAM 0.5 ms
NSAM-D 75 ms nSL-PO 4
NSAM-U 20 ms NB 2

Mean IAT
30 s

IAT
5 min

(Poisson, P-RAT) (periodic, P-RAT)
CDRX-ON duration 20 ms CDRX cycle 640 ms

tRRC 100 ms IDRX cycle 640 ms
DRX-INAT 100 ms RAI enabled No

Table 2.8: Case-specific simulation settings for SCUBA evaluation.

Case Short tdata Long tdata

tdata 250 ms 5 s
Data-INAT 10 s 5 s

2.9.2 Simulation Results: Power and Latency

Short-Data Cellular Traffic

We present the SCUBA power consumption results in Figure. 2.15 (left). Since the UE listens

on SL-POs more frequently at lower SL-DRX cycle values, the power consumption signif-

icantly reduces with increase in SL-DRX cycle. The power consumed for SL data trans-

mission and reception remains the same regardless of the SL-DRX cycle, and therefore has

little impact on the power variation. For both Poisson and periodic traffic in P-RAT, native

SCUBA has similar power consumption, since the underlying cellular traffic plays little role,

except in blocking rare SCUBA traffic on occasion, resulting in retransmission. The effect of

such transmission failures and resultant retransmissions is negligible compared to the overall

power consumption due to SL-PO listening.

We show the latency incurred by the SCUBA traffic in Figure. 2.15 (right), where L99 and
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Figure 2.15: Average power consumption vs SL-DRX (left), and latency vs SL-DRX (right),
for short data duration.

Lavg correspond to 99th percentile and average latencies respectively. We observe that the la-

tency increases nearly linearly with the SL-DRX cycle duration. Along with providing no

improvement in latency, using SAM results in higher power consumption due to SAM trans-

mission and listening. In the presence of SAM, the power consumption in Poisson traffic

model is high compared to the periodic case because of the higher number of SAM trans-

missions due to dominant ConA and CDRX modes. This clearly indicates that the use of

SCUBA-SAM is not suitable when UEs operate with short data lengths in the P-RAT.

Long-Data Cellular Traffic

The results of power consumption and network latency for long data traffic in the P-RAT

are shown in Figure. 2.16. Under the absence of SAM, SCUBA power remains the same

as in the short-data case since there are no additional factors which contribute to the power
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Table 2.9: Latency simulation results for LLM.

Cellular traffic
Short data Long data

99th percentile Average 99th percentile Average
Poisson 340.8 ms 28.2 ms 14.11 s 1.392 s
Periodic 38.0 ms 20.6 ms 3.717 s 108.9 ms

Table 2.10: Average power consumption results for LLM.

Cellular traffic
Short data Long data

Simulation Analysis Simulation Analysis
Poisson 78.2 mW 78.6 mW 67 mW 67 mW
Periodic 79.8 mW 80.1 mW 78.6 mW 78.9 mW

consumption. However, SAM in long-data case results in much higher power consumption

than in short-data case due to the higher percentage of ConA and CDRX modes causing

more number of SAM transmissions. This increased power consumption due to SAM is also

associated with an improvement in the achieved latency. The achieved latency gain increases

with SL-DRX cycle duration, and is higher for SCUBA multiplexed with Poisson cellular

traffic as compared to periodic cellular transmission. The result shows that a gain of more

than 23% is observed in 99th percentile latency with the use of SAM when the SL-DRX cycle

is 10.56 s. The results clearly show that SCUBA-SAM is particularly useful when the UEs

are busy with cellular traffic causing ConA and CDRX modes to occupy a majority of the

time. In busy cellular traffic, the ConA and CDRX-ON modes overlap with most of the fixed

SL-POs, which introduces higher latency. This latency can be reduced with the use of SAM

by assisting the SRC to transmit on an earlier dynamic SL-PO without waiting for the next

fixed SL-PO.

To avoid repetition, we do not show the simulation results for the case where SAM is

transmitted in cellular IDRX mode when RAI is enabled. We observed similar latency gains

for SAM mode in the long-data case when RAI is enabled because of SAM-D in IDRX

allowing for an early SL transmission.
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Figure 2.16: Average power consumption vs SL-DRX (left), and latency vs SL-DRX (right),
for long data duration.

Since the SL-DRX cycle is 0 for SCUBA-LLM, we tabulate the latency and power values

in Table 2.9 and Table 2.10 separately, respectively. LLM latency is significantly smaller

for SCUBA multiplexed with the longer IAT periodic data transmission than a higher rate

of arrival Poisson cellular traffic, because the latter hinders SL listening more with frequent

data arrivals. We observe that the SCUBA-LLM power consumption is higher in case of short

cellular data than in the longer data traffic case. The power difference is also significant for

Poisson cellular traffic, whereas it is marginal with periodic arrivals because the former allows

little SL listening resulting from more frequent long data arrivals in the P-RAT. Overall, the

results show that SCUBA-LLM allows nearly instant SL communication at the expense of

high power consumption compared to the version of SCUBA with non-zero SL-DRX cycles.
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Comparison with Other D2D Solutions

To put the performance of SCUBA in perspective, we consider the power consumption values

of other D2D technologies reported in the literature [104]. For comparison with SCUBA, we

focus on Bluetooth low energy (BLE) and ZigBee, since they consume lower power than the

other state-of-the-art commercialized D2D solutions [104]. Note that the transmitter power

we have chosen for SCUBA is the maximum transmit power allowed in the 865− 868 MHz

band. The power consumption in SCUBA will however be different when transmitting in a

different regulated unlicensed band.

Prior to comparing SCUBA with other D2D solutions, we emphasize two major differ-

ences in the nature of the protocols. First, transmit power of signals in BLE and ZigBee

are regulated to be fixed between 1 − 100 mW [44], which severely limits the achievable

coverage when compared to that of SCUBA. Furthermore, unlike SCUBA, BLE and ZigBee

are incompatible to function as a TDM solution in low-cost LTE-M HD-FDD UEs using a

single radio architecture. Nevertheless, the power consumption of BLE and ZigBee devices

are shown in Figure. 2.17. We present the average power consumption comparison between

BLE, ZigBee, and native SCUBA over different sleep cycles. The power consumption values

of BLE and ZigBee devices are from [104], and correspond to periodic 8 byte data trans-

missions at 1 mW between sleep cycles of tsleep duration. On the other hand, the SCUBA

power consumption results correspond to an LTE-M device transmitting an 8 byte data at a

transmit power of 25 mW. The power consumption in SCUBA is evidently lower than BLE

and ZigBee in spite of latter solutions having lower transmit power. Since SCUBA operates

as an S-RAT utilizing the synchronization acquired through P-RAT, and transmits on pre-

defined SL-POs, it does not require power-expensive advertising procedures as in BLE and

Zigbee [104]. Considering the higher transmission power, SCUBA also has the potential to

provide much wider coverage than BLE and ZigBee .
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Figure 2.17: Average power consumption vs SL-DRX or tsleep for native SCUBA, BLE, and
ZigBee [104].

Additionally, SCUBA also facilitates LLM for latency-critical applications, where it pro-

vides the earliest possible transmission opportunity while coexisting with a P-RAT. For a

transmission of 376 bits, SCUBA LLM average latency for cellular periodic short-data case

is 9.97 ms against the combined discovery-connection mode average latency of 11 ms in

BLE [105, 106]. Furthermore, unlike BLE which operates only in 2.4 GHz band, SCUBA

can function in any unlicensed frequencies of choice, by following the regulatory require-

ments set for each band. In summary, different from other existing D2D standards, SCUBA

can coexist with a cellular RAT in a TDM manner with considerably lower power consump-

tion, improved coverage expansion, and comparable latency performance.
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Battery life

Since we have chosen LTE-M as the P-RAT for our SCUBA simulations and analysis, we use

the energy consumption analysis of MTC devices provided in the 3GPP technical report [91]

to estimate the impact of SCUBA on the battery life of a UE. We consider a UE having

an ideal battery source of capacity Eb = 5 Wh with no power leakage [91]. The energy

consumption per day by SCUBA and LTE-M operating together can be computed as

Eday = ESCUBA + ELTE-M Wh, (2.39)

where ESCUBA, ELTE-M are per-day energy consumption by SCUBA, LTE-M respectively.

Then, the UE battery life can be computed as, D = Eb
Eday

days.

For SCUBA, first we consider Poisson traffic with the same values of parameters as in

Table 2.7. Since LLM and SAM are intended for delay sensitive applications tailored for

UEs mostly connected with alternating current (AC) power source or devices without battery-

life constraints, we analyze the battery life impact of SCUBA in its native mode only. For

LTE-M, we consider the battery-life analysis as given in the literature [56, 107]. For LTE-M

standalone operation, if a device with battery capacity of 5 Wh transmits packets worth 200

bytes in a cellular link at 164 dB maximum coupling loss (MCL) at a frequency of 2 hours,

the battery lasts for 328.5 days [56]. SCUBA power consumption values are independent of

the underlying cellular traffic. Based on the average SCUBA power consumption value for

SL-DRX cycle of 10.24 s obtained from simulation results (Figure. 2.15), we estimate the UE

battery life for LTE-M-SCUBA coexisting scenario. We find that the battery life reduces to

279 days when SCUBA coexists together with LTE-M. Note that these numbers are obtained

for a fairly busy SCUBA traffic of Poisson packet arrivals with mean IAT of 30 s, and are

therefore indicative of the worst-case scenario.
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Figure 2.18: SCUBA data collision probability when UEs communicate with each other
randomly (left), and when all SRC UEs always report to a central DST (right).

For a more realistic practical indication, we also investigate the battery life when SCUBA

traffic is as infrequent as in LTE-M, i.e., IAT of 2 hours. The battery life is found to be 328.3

days for SCUBA-LTE-M coexistence as compared to 328.5 days in the absence of SCUBA.

This shows the effectiveness of the low-power design of SCUBA, where it consumes power

only for SL transmissions and receptions, and reuses the synchronization achieved in the

cellular link. This energy consumption performance highlights the appeal of SCUBA to be

ideally suited as an integrated low-cost and low-power solution for SL-U in low-complexity

devices, particularly LTE-M Cat-M1 UEs used for MTC and IoT applications.
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2.9.3 Simulation Results: Collision

For power and latency simulations discussed in the previous sections, we did not consider the

collisions resulting from different UEs transmitting at the same SL-PO of a DST. If collisions

occur in SCUBA transmission, the power consumption and latency will increase accordingly.

In this section, we present the collision results obtained using the analysis in Section 2.8.2.

We first show the results of SCUBA data collisions in Figure. 2.18. As expected, we observe

an increase in the rate of collision with the number of participating UEs. For the case of

devices communicating with each other at random, seen in Figure. 2.18 (left), we notice a

higher probability of collision with lower SL-DRX cycle as it increases the possibility of SL-

PO overlap among DST UEs. The absolute value of collision rates under all these conditions

are in the order of 10−5, indicating a nearly collision-free SCUBA communication across

different operating conditions. However, when all source UEs are reporting to a common

central DST, the collision rates increase with higher SL-DRX cycle, as seen in Figure. 2.18

(right), since a longer interval between SL-POs allows for more SRC UEs to have SL data

to transmit. Therefore, DST UEs that are expected to receive data from several/all network

nodes should use a lower SL-DRX cycle to avoid SCUBA packet collisions. Note that these

collision results are independent of short- or long-data in the P-RAT, since we evaluate the

worst-case collision with p(C) = 1. Given that the SCUBA packet collision rates are neg-

ligible for both categories of network architectures, we do not compare these values against

the probabilities of collision obtained with other D2D solutions, since it does not provide any

further meaningful insights.

Similarly, we present the results of SAM collisions for the case of SCUBA-SAM in Fig-

ure. 2.19. We observe that type of traffic in the P-RAT significantly impacts the collision

rates, with long-data at the cellular link resulting in higher SAM collisions and short-data

causing fewer collisions. This behavior is a result of UE spending a higher amount of time
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Figure 2.19: SAM collision probability for SCUBA-SAM mode.

in ConA mode, during which it regularly transmits SAM-U. These results indicate that the

minor gains in network latency (less than 50 ms) achievable with use a SAM transmission

interval of 20 SFs incur a high cost of collision of up to a 3× increase in collision rates, espe-

cially for the case of long-data. This suggests that using a higher SAM transmission interval

of, e.g., NSAM-U = 75 ms is suitable. It also ensures that at least 2 SAMs are transmitted

within a SAM period of 150 SFs, which nearly guarantees that a listening UE does not miss

a SAM due to collision.

2.10 Discussion

In this section, we reflect on SCUBA by discussing its salient features and identifying poten-

tial future work required for a practical realization.
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2.10.1 SCUBA Customization

SCUBA is a customizable protocol that can be further adapted based on the application sce-

nario. For example, native SCUBA in its current form works on UEs that are in one of the

DRX modes for cellular communication. However, if their ConA transmission is determinis-

tic in nature, i.e., if the SRC is aware a-priori of idle times in ConA (e.g., switch SF) of the

DST, SCUBA can also further be modified to transmit SL data to a UE in ConA mode, and

subsequently expect an ACK back in the next idle time of the DST.

2.10.2 Other Layer Specifications

This work focuses on the MAC layer specifications of SCUBA. Its PHY characteristics are

largely driven by the regulations governing the access of the unlicensed spectrum used. For

example, we listed the PHY specifications for the use of 865− 868 MHz band in Europe and

902 − 928 MHz band in the United States. For upper layer specifications, SCUBA borrows

them from the underlying P-RAT used in the UE. For LTE-M devices, SCUBA uses the radio

link control, radio resource control, packet data convergence, and the non-access stratum

protocols from LTE-M.

2.10.3 Standardization of SCUBA

SCUBA is an ideal candidate to be integrated into the fold of MulteFire specifications, which

primarily provides solutions for operating cellular technologies in shared and unlicensed

spectrum [85]. In addition, specific features of SCUBA find applicability in enhancing the

performance of 3GPP LTE D2D and 5G NR SL. For example, 3GPP plans to standardize

ACK/NACK-based HARQ feedback scheme to ensure reliability for NR V2X protocol which

is built upon NR SL [108]. Similarly, the notion of SL DRX has been incorporated currently

as a work item by 3GPP to be introduced in NR SL [109]. The targets of the work item in-
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clude designing collision avoiding and device-aware SL-POs, similar to the idea we introduce

for SCUBA in Section 2.7.1.

2.10.4 Co-existence with Non-SCUBA Devices

This work analyzed the collision of only SCUBA transmissions with each other in the unli-

censed frequency bands. However, it should be noted that there is possibility that SCUBA

communication gets interfered with the transmissions from non-SCUBA devices operating in

the same band. In Europe, radio frequency identification (RFID) devices which are mainly

used in manufacturing and distribution, individual item tagging, and asset tracking, operate in

865-868 MHz band. On the other hand, in North America, RFID, ZigBee, location and mon-

itoring transmitters, sensors, and wireless headphones operate in 902-928 MHz band. All the

above devices including SCUBA UEs are expected to operate by conforming to the regula-

tory requirements, e.g., limiting the duty cycle and/or ERP, which act as inherent interference

mitigation mechanism. However, when the number of devices increases, the SCUBA UEs

may experience high interference from non-SCUBA UEs. We need to analyze the severity

and impact of such interference and devise additional methods to mitigate the effects. To this

end, we can explore using conventional interference mitigation mechanisms such as power

control, frequency hopping, and retransmission after a random back-off.

2.11 Summary

In this chapter, we first investigated the feasibility of designing an in-device time division

multiplexed D2D-U protocol for cellular devices. By studying regulatory requirements for

the unlicensed bands across geographical locations, we devised guidelines for a prospective

D2D-U protocol to function under various underlying cellular traffic models. We identified
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time opportunities for D2D-U in each of the operating cellular modes and analyzed the mode

probabilities with different types of machine-type communication traffic being served. We

simulated the MAC layer of the LTE-M protocol to show that a potential D2D-U protocol

must prioritize designing efficient communications when the UEs are in one of the DRX

modes. Our feasibility analysis and simulations suggested that integrating D2D-U within

conventional cellular UEs, including in low-cost HD-FDD Cat-M1 LTE-M devices, is feasi-

ble, and is a suitable cost-effective alternative to either using licensed D2D communication

or introducing an additional radio for accommodating one of the already existing D2D-U

protocols.

Then, we designed the protocol SCUBA which enables direct communication between

cellular devices in the unlicensed frequency bands. It offers the unique benefit over the state-

of-the-art unlicensed D2D RATs that it coexists with the underlying legacy cellular protocol

while reusing the existing hardware. We provided the PHY/MAC layer specifications of

SCUBA, including the SL-DRX technique that provides an application controlled flexibility

between latency and power consumption. SCUBA also includes optional features of a low

latency mode for near instantaneous SL transmission and a SCUBA-SAM mode for achieving

reasonable SL latency targets under busy cellular traffic conditions. The collision rates, power

consumption, and latency analyses and simulation results prove that SCUBA is an appealing

low-cost and low-power solution for SL communication on unlicensed bands.
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Synchronization for SCUBA

3.1 Introduction

In Chapter 2, we designed a novel protocol called SCUBA for D2D communications in un-

licensed bands. SCUBA operates in a TDM manner with the underlying cellular RAT, e.g.,

LTE-M. Due to the TDM nature, SCUBA functions as an S-RAT and utilizes the existing

radio hardware to maintain a single radio architecture in low-cost IoT and MTC devices.

Furthermore, it supports operation in the HD-FDD devices and is also upward compatible

with other modes of duplexing. Additionally, SCUBA does not require any guidance (e.g.,

resource allocation) from a centralized BS as is the case with several of the existing D2D

communication schemes [47–49, 51].

Although SCUBA solves several existing challenges for achieving SL communication on

unlicensed bands for low-cost UEs, a fundamental requirement for SCUBA communication

is to have the communicating UEs synchronized with each other. This is because an SRC

communicates with a DST by transmitting SCUBA data on a dedicated time-slot, called the

SL-PO of the DST, which it computes using a pre-defined relation. To determine the exact

location of the SL-PO in time and to further communicate with each other, the two UEs must

be in sync with each other. When both the UEs are in homogeneous coverage (HC), i.e.,

being served by the same BS, the devices are perfectly synchronized. However, there are at

least three other types of scenarios where this is not the case:
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1. Out-of-coverage (OOC): where both devices are out of cellular coverage area

2. Partial coverage (PC): where one of the UEs is in coverage while the other is not

3. Coverage-out-of-sync (COOS): where the two UEs are served by two different BSs

that are not synchronized with each other.

In terrestrial networks with static BSs, stationary UEs always remain in one of the four cover-

age scenarios and can therefore use tailored solutions. For example, when two devices are in

HC, legacy SCUBA can be successfully used, whereas two UEs in OOC can use other com-

mercial D2D techniques. However, mobile UEs are likely to encounter a different condition

at different instances of time. This requires a unified solution that can adapt and operate in

any given coverage scenario that could change at any time. Recall from Chapter 1 that our

primary goal is to ensure seamless network coverage for C-IoT UEs by eliminating the cover-

age gaps and unserved regions. Therefore, SCUBA still requires enhancements to achieve the

main objective of extending the cellular coverage. To this end, we propose an enhancement

to legacy SCUBA, which has already been shown to be the superior D2D RAT among prior

arts with respect to power consumption, network latency, and heterogeneous interoperability.

Our synchronized SCUBA protocol is compatible with both stationary UEs as well as nodes

in an Internet-of-Mobile-Things (IoMT) environment to ensure seamless operation under all

of HC, OOC, PC, and COOS conditions.

Furthermore, we note that due to the lack of synchronization mechanisms and methods

to estimate timing advance, the coverage range of legacy SCUBA is restricted by the length

of cyclic prefix used. Using LTE-M specifications with an orthogonal frequency division

multiplexed (OFDM) sub-carrier spacing of 15 kHz [12], the maximum range of SCUBA

is limited to 1400 meters, which is smaller than typical non-urban macro cell sizes [110].

To counter this issue, we present unified methods that do not only provide synchronization

to SCUBA UEs but also extend the range to any arbitrary value that is not limited by time-
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Figure 3.1: An illustration of SCUBA coexisting with P-RAT network.

of-flight. In the following, we present our solution along with a review of prior arts and its

potential adaptations. We first begin by describing our system model.

The rest of this chapter is organized as follows. The system model is presented in Sec-

tion 3.2. We provide the design of SCUBA synchronization methods in Section 3.3 and their

performance analyses in Section 3.4. In Section 3.5, we show the numerical results, followed

by a summary of the chapter in Section 3.6.

3.2 System Model

We consider a hybrid system model, where the UEs operate in two TDM modes of RATs. The

UEs operate an LTE-like protocol such as, LTE-M, or NB-IoT as the P-RAT, and SCUBA

as the S-RAT. An illustration of heterogeneous SCUBA network coexisting with P-RAT is

shown in Figure. 3.1 for different coverage scenarios such as HC, PC, and OOC, as discussed
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Table 3.1: UE specification for different PWCs.

Class Transmit Power Bandwidth Geo Regulation
PWC1 14 dBm 865− 868 MHz Europe
PWC2 23 dBm 902− 928 MHz North America

in Section 3.1. While the UEs which are in HC communicate to each other via SCUBA by

utilizing the common sync achieved through the cellular coverage, the UEs in OOC, PC,

and COOS require new sync methods to have successful communication. Within the devices

themselves, a SCUBA SRC transmits to a DST only when both the UEs are free from oper-

ation in their P-RATs. Figure. 2.6 illustrated this operation with the TDM nature of SCUBA

that allows it to coexist with the P-RAT using the same radio architecture. We also provided

the details of P-RAT and S-RAT in Section 2.5.

3.2.1 SCUBA UE Power Classes

Based on the regulations governing the use of different unlicensed frequency bands, we cat-

egorize SCUBA UEs into two power classes (PWCs): PWC1 and PWC2. The physical layer

specifications of the UEs in these two PWCs are shown in Table 3.1, which are derived from

the geo- and band-specific regulations.

3.3 Synchronization for SCUBA

We begin by investigating if the existing synchronization strategies in the literature can be

adopted to SCUBA. Wireless technologies that include a centralized BS, e.g., LTE, usually

have the BS broadcasting a periodic synchronization signal (SS) that enables the UEs in the

network to maintain sync by resynchronizing frequently. However, this is a power-expensive

sync scheme to be directly employed in a distributed network like SCUBA. Technologies

such as Bluetooth and Wi-Fi transmit a preamble [44,111] attached to every data packet which
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assists the receiver UE to synchronize to the sender and further decode the data. Alternatively,

in-coverage LTE-D2D [13] utilizes the periodic synchronization provided by the LTE BS.

However, the OOC and PC LTE-D2D UEs follow a synchronization approach similar to

Bluetooth and Wi-Fi, where data is preceded by an SS. Since SCUBA is entirely designed

by considering the underlying cellular P-RAT as the baseline protocol, i.e., reusing radio and

chipset of the underlying P-RAT, and since SCUBA network operates similar to the LTE-

D2D network under different coverage scenarios, we consider LTE-D2D as a starting point

for our SCUBA sync design.

LTE-D2D uses a technique where a cell-edge or OOC SRC always transmits an SL syn-

chronization signal (SLSS) before sending SL data [13]. The DST then synchronizes to the

SRC using the SLSS before trying to decode the SL data. In LTE-D2D, the DST listens

for SLSS within a time range, called SL synchronization window (SLSW) [81], which can

be configured to either 5 ms or half of the normal cyclic prefix (CP). However, this method

requires the UE to resynchronize frequently to maintain the synchronization error within the

SLSW, resulting in a high power consumption. Furthermore, since the SLSW duration is

fixed, it cannot be varied to either increase it to accommodate for larger sync errors or de-

crease to reduce power consumption for smaller sync errors.

To quantify the extent of achieved synchronization, we define coarse sync to be the con-

dition when the time sync between the UEs, ∆sync, follows

tCP ≤ ∆sync ≤ tSLSW, (3.1)

where tCP is the cyclic prefix length and tSLSW is the length of the SLSW, both in time.

Similarly, we define two UEs to be in fine sync with each other when

∆sync < tCP. (3.2)
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For successful SCUBA operation that ensures that an SRC can precisely compute the SL-PO

of the DST for SL data transfer, it is essential to meet the condition (3.2).

With this backdrop, we analyze the potential adaptations of the LTE-D2D compatible

synchronization methods and their applicability to SCUBA.

3.3.1 Adaptations of Prior Art

Inter-Cell Synchronization

UEs in COOS may be synchronized due to the inter-cell synchronization available between

BSs of different cells [112]. However, this inter-cell synchronization is not always guaran-

teed [41], and thus falls short of being a feasible solution for SCUBA synchronization.

Sync Range Extension

UEs that are OOC may often be able to synchronize to a nearby BS since they can decode

SLSSs far beyond the boundary of the supported user-plane range [41]. However, this method

requires significant time duration in the order of several seconds to synchronize given the low

SNR conditions [41]. This in turn critically impacts the battery life of the UE.

GNSS-Sync

GNSS based synchronization is shown to achieve ∆sync ≳ 40 ns [113]. While it meets the

condition in (3.2), GNSS-based synchronization has several drawbacks. First, it is a power

hungry scheme consuming several seconds for synchronization. Second, due to link budget

constraints of commercial GNSS configurations, it can only work in outdoor environments.

Furthermore, it also potentially requires additional hardware for GNSS signal processing.

As a result, GNSS-based synchronization is unsuitable for low-cost and low-power C-IoT

applications.
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Figure 3.2: SCUBA synchronization when (a) the SRC is in fine sync with the DST, and (b)
when the SRC is not.

TX-Beacon Method

LTE-D2D includes a provision to configure specific UEs, regardless of their cellular coverage,

to periodically transmit SLSS, so as to extend synchronization to OOC UEs. These UEs

act as SL TX beacons which periodically transmit SLSS on pre-defined SFs followed by a

broadcast message which includes the timing information such as SFN [13]. Such a method

may be suitable for SCUBA. However, we show later in Section 3.5.2 that an adaptation

of the beacon-based method, which uses an RX beacon based strategy, is potentially more

suitable for low-power C-IoT applications.

3.3.2 Proposed Solutions

Flexi-Sync Method

We present our first solution, called flexi-sync method, for two types of pre-sync scenarios.

When UEs are coarsely synchronized: Coarse synchronization can be achieved when
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the UEs are in the COOS and their respective BSs provide coarse synchronization between

them. We borrow the idea of SLSW from LTE-D2D, and enforce SCUBA DST UEs to

listen for a duration of twin around its SL-PO. However, unlike LTE-D2D, we let twin to be

customizable by the UE application and the extent of coarse sync achievable. Accordingly,

every SCUBA transmission is preceded by the SRC transmitting an SLSS on the SL-PO of

the DST, which the SRC computes using its coarse timing. We replace the DST SL-PO with

two listening occasions. The first is the conventional SL-PO where the DST listens for and

decodes potential SL data from UEs that are already in fine sync with the DST. The second is

a SCUBA sync window (SSW), which overlaps with the SL-PO, where the UE looks for and

decodes an SLSS. We choose twin such that it accommodates the total of all types of timing

synchronization errors, ϵt, which is

ϵt = ϵcoarse + ϵSRC + ϵDST + td, (3.3)

where ϵcoarse is the synchronization error resulting from coarse synchronization, ϵSRC and ϵDST

are the SRC and DST crystal clock errors, respectively, and td is the delay due to the time of

flight between SRC and DST. By accommodating td in (3.3), our method ensures synchro-

nization between UEs that are spaced arbitrarily far away from each other. The value of ϵcoarse

is dependent on the type of coarse synchronization achieved, as discussed in Section 3.3.1.

The crystal clock errors, ϵSRC and ϵSRC, are given by

ϵSRC = xSRC · tcoarse, (3.4)

ϵDST = xDST · tcoarse, (3.5)

respectively, where xSRC and xDST are the SRC and DST crystal clock inaccuracies per unit

time respectively, and tcoarse is the time elapsed since the latest coarse synchronization. The
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value of tcoarse can either be set beforehand or varied dynamically. Therefore, the SRC needs

to resynchronize close to when it transmits SL data to ensure that its error is within the defined

maximum ϵSRC. In Figure. 3.2, we show different examples of SCUBA operation with our

flexi-sync method. In Figure. 3.2 (a), we illustrate the case where ∆sync < tCP. In such a case,

a transmission of SLSS by the SRC is not required. Therefore, the SRC can directly transmit

the SL data, which can be perfectly decoded at the DST. This option is suitable when the

SRC is aware that it is in fine sync with the DST, either due to a previous successful SCUBA

transmission in the near past or due to the prior knowledge that the SRC and DST are in HC.

Thereby, we ensure power-optimized downward compatibility with HC SCUBA. The second

case in Figure. 3.2 (b) is the generic scenario where the SRC transmits an SLSS before its SL

data transmission. The DST listens for SLSS during its SSW and upon reception of an SLSS,

synchronizes itself to the SRC and then decodes the SL data that arrives in the following time

slots.

When UEs are not coarsely synchronized: We propose an adaptation to the flexi-sync

method that caters to the scenarios where UEs do not have coarse sync with each other. Such

a situation may be encountered at cold-start, after losing coarse sync due to inactivity, or

when COOS UEs do not have coarse synchronization. When the UEs are not even coarsely

synchronized with each other, an SRC is not only unaware of the SL-PO of the DST but can

also not reach its SSW. Therefore, we let an SRC UE transmit an SLSS followed by an SL

timing request message (TimeREQ) until it receives an SL timing response (TimeRSP) from

any UE in the listening neighborhood.

The number of attempts, NA, required by the SRC to encounter an SSW of the DST is

dependent on twin. A longer twin requires a smaller NA and vice versa. The choice of NA

and twin drives the power consumption at the SRC and DST, respectively. Figure. 3.3 (a)

and Figure. 3.3 (b) show instances of varying twin to demonstrate the impact on NA. Our
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Figure 3.3: Flexi-sync operation with TimeREQ and TimeRSP for (a) shorter twin with NA =
4, and (b) extended twin with NA = 1.

method can also be modified to piggyback TimeREQ message with the SLSS to further re-

duce signaling by the SRC at the expense of increased decoding complexity at the DST. The

trade-offs between the power consumption of an SRC and DST is typically chosen during

system configuration based on the traffic type and battery life constraints at the UE.

Sync Beacon Method

For our second proposed method, we borrow the beacon-based synchronization scheme from

LTE-D2D. This technique is suitable for UEs which do not have a strict constraint on power

consumption, e.g., UEs with large batteries or alternating current (AC) powered devices. Bea-
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con based synchronization is also applicable for UEs with or without coarse synchronization.

We define two types of beacons, TX and RX beacons, which transmit and receive bea-

cons, respectively. A TX beacon approach is borrowed directly from LTE-D2D standard [13],

where a SCUBA UE transmits beacons at regular intervals for synchronization by any other

SCUBA UE. However, this method is inefficient for SCUBA UEs synchronizing to the bea-

cons by listening for long SSW, especially for PWC1 SCUBA UEs having comparable TX

and RX powers. Instead, we propose an RX beacon method, where beacon UEs meant to

provide synchronization to other SCUBA devices listen for a TimeREQ message that may be

transmitted by a SCUBA UE intending to obtain timing information. This is similar to the

TimeREQ method with the modification that the receiving UE is an RX beacon that is meant

to serve the SCUBA network to provide timing information on demand. In Section 3.5.2,

we show that an RX beacon method provides superior energy efficiency when used with low

transmit power devices, e.g., PWC1 SCUBA UEs. It should be noted that the beacon devices

are also SCUBA UEs which have their P-RATs operating in TDM manner with SCUBA, and

hence beacon periodicity or continuity is not always guaranteed. In cases where RX beacons

are incapable of listening for sync requests continuously or TX beacons are unable to send

SLSS at frequent intervals, the synchronizing SCUBA UE may make multiple attempts to

achieve a successful sync.

3.3.3 Choosing Sync Methods

Our proposed solutions are independent of each other and are capable of providing synchro-

nization in all scenarios, including cold-start. While the beacon-based synchronization meth-

ods allow UEs to maintain sync by resynchronizing periodically with a beacon node that has

no restrictions on power consumption, the flexi-sync method is a data-driven technique that

requires UEs to sync only when exchanging SCUBA messages. However, the network may
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also choose to use a mixture of the two methods. For example, a network can use a beacon

node with a large synchronization interval, with the option of also using flexi-sync between

two UEs. This allows the UEs to use a smaller twin and still encounter low values of NA for

beacon-based synchronization. This provides the network with greater flexibility in choosing

latency and battery life trade-off.

3.3.4 SLSS Design

The design of SLSS can be adopted directly from LTE-D2D as the signals largely serve the

same purpose. However, we present two modifications in the following to adapt it for SCUBA

applications.

SCUBA Server Substitution

The use of our proposed methods not only solves the issue of synchronization in UEs for

OOC, PC, and COOS conditions, but also eliminates the need for a central SCUBA server.

Legacy SCUBA relies on a central server to extract DST information such as DST UE ID

and SL-DRX cycle values to compute SL-PO. On the other hand, using our synchronization

methods, where an SRC-based synchronization is supported, eliminates the need for SRC to

compute the SL-PO of the DST beforehand prior to initiating SCUBA transmission. Further-

more, the UE ID and the SL-PO of the DST is also embedded within the SLSS so that the

SRC can use them for subsequent transmissions without contacting a central server.

Pseudo-Unique SLSS

The SLSSs are meant to be received by a DST or an RX beacon in the SSW that is positioned

around the SL-PO. SCUBA allocates SL-PO to be pseudo-unique by having them be depen-

dent on the UE ID of the DST. However, while a 1 ms long SL-PO, as defined in SCUBA,
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can be largely non-overlapping between DST UEs even in a crowded network, the SSW is

considerably larger in time than the SL-PO. Therefore, the probability of inter-SSW overlap

is higher, and so is the rate of SLSS collision. To counter this, we propose pseudo-uniqueness

to be embedded within the SLSS using the DST UE ID, when known. This reduces the prob-

ability of false alarms of detecting an SLSS at the DST UE.

3.4 Performance Analysis

In this section, we analyze the power consumption for achieving synchronization using our

proposed methods.

3.4.1 Flexi-Sync

For the flexi-sync method, we consider the performance independently for SRC and DST UEs

since they consume power asymmetrically. This allows us to prioritize the performance indi-

vidually. For an SRC UE that requires NA attempts to achieve synchronization, the average

power consumed is

PSRC =
NA

Tdata

(
PTX
(
tSS + treq

)
+ PRXtrsp

)
, (3.6)

where PTX is the SCUBA transmission power at the UE, PRX is the SCUBA reception power

at the UE, Tdata is the mean inter-arrival time of SCUBA data, and tSS, treq, and trsp are the

time durations of SLSS, TimeREQ, and TimeRSP signals, respectively. The corresponding

power consumption in the DST is given by

PDST =
1

Tdata

(
PRXtwin, eff + PTXtrsp

)
, (3.7)
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where

twin, eff =
twin

NA
(3.8)

is the effective reduced SSW when multiple attempts are performed.

3.4.2 Resync Using TX and RX Beacons

For the beacon method, we analyze the power consumption in a SCUBA UE synchronizing

periodically to a TX or RX beacon. Since the beacons are generally AC powered devices

which are not power-critical, we do not analyze the power consumption in them. The total

power consumption in a SCUBA UE periodically synchronizing to an RX beacon is given by

Psync, RXbeacon =
NA

Tsync

(
PTX
(
tSS + treq

)
+ PRXtrsp

)
, (3.9)

where Tsync is the sync interval of the UE, which corresponds to the maximum error allowed

in the SCUBA system. On the other hand, the power consumption in a SCUBA UE for

synchronizing with a SCUBA TX beacon is given by

Psync, TXbeacon =
NA

Tsync

(
PRXtwin

)
. (3.10)

3.5 Numerical Results

Since C-IoT applications are not latency critical, and SCUBA is designed to function as an

S-RAT only when UEs are free from P-RAT, we consider power consumption as the metric

to evaluate the performance of our proposed methods. Unless otherwise specified in the fol-

lowing sections, we use the values shown in Table 3.2 for the evaluations, which are obtained

from [13, 102, 114].
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Table 3.2: Evaluation settings for SCUBA synchronization.

Parameter Value Parameter Value
PTX 100 mW Tdata 2 hours
PRX 80 mW twin 72 ms
tSS 1 ms Tsync 8.33 min

treq = trsp 1 ms NA 1
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Figure 3.4: Average power consumption in SRC and DST for SCUBA resync using multiple
attempts.

3.5.1 Flexi-Sync Method

We show the power consumption results of our flexi-sync solution in Figure. 3.4 for a range

of values of NA. We observe that while the power consumption in SRC increases linearly

with increasing NA, DST consumes lesser power with higher number of SRC TX attempts

as it is required to listen for smaller durations of SSWs. Therefore, the results suggest that,

if the SRCs in a SCUBA network are power-critical devices and the DSTs are not, for e.g.,

sensors reporting to a central controller node, lower number of sync attempts along with

longer duration of SSW is preferable.
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3.5.2 Beacon-Based Method

The variation of the total power consumption in a SCUBA UE for each of the beacon-based

methods against a range of sync intervals is shown in Figure. 3.5 (a). For the evaluation, we

choose an optimal twin corresponding to each value of sync interval. For RX beacon based

sync scheme, the power consumption in the SCUBA UE reduces with increasing values of

sync interval. For the TX beacon based sync scheme, the power consumption in the UE

remains constant regardless of the sync interval since twin is chosen optimally. For Tsync >

350 s, SCUBA UE synchronizing to an RX beacon has lower power consumption compared

to that of TX beacon. This suggests that RX beacon based synchronization is preferable when

the sync interval in the SCUBA network is large.

Next, we present the evaluation results to show the impact of transmit power on the total

power consumption in Figure. 3.5 (b). For this evaluation, we choose Tsync = 8.33 min which

corresponds to the time during which the accumulated sync error reaches 5 ms, equivalent

to the allowed SLSW in LTE-D2D. The power consumption in SCUBA UE for RX bea-

con based method increases with increasing values of transmission power. However, since

there are no transmissions involved in the SCUBA UE when synchronizing to a TX bea-

con, the power consumption remains constant for the TX beacon based sync scheme. The

power consumption traces intersect at PTX = 160 mW, which corresponds to SCUBA ERP

of 45 mW (16.53 dBm) for 45% power amplifier efficiency and 60 mW power consumption

in the support circuitry [102]. We call the intersection point of power consumption traces of

RX and TX beacon based methods as beacon power threshold (PBTh), which plays a crucial

role in choosing the appropriate sync scheme for a SCUBA network. The results suggest that

RX beacon based synchronization scheme is preferable for SCUBA UEs belonging to those

power classes transmitting at power lower than PBTh. It should also be noted that the value of

PBTh will be higher for higher values of Tsync.
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Figure 3.5: Variation of total power consumption for the beacon-based synchronization
method as a function of (a) sync interval and (b) transmit power.

3.5.3 Battery Life

Finally, we present numerical values of the impact of our proposed solutions on the bottom-

line metric for C-IoT device performance of battery life. To this end, we integrate our

power consumption numbers with the operating power of native SCUBA protocol from Chap-

ter 2. Since availability of non power-critical beacon devices is not always guaranteed in a

SCUBA network, we use flexi-sync method for the battery life analysis. For an MTC traf-

fic model [90], the battery life of a legacy SCUBA UE that coexists with LTE-M as P-RAT

and utilizes the LTE-M network sync for SCUBA, is 328.3 days. For a SCUBA device

that only uses the flexi-sync method for synchronization, the battery life is 328.1 days with

PTX = 100 mW andNA = 4. The flexi-sync based SCUBA sync, which enables UE synchro-

nization in all types of cellular coverage scenarios, thus results in less than 0.1% reduction in

battery life compared to legacy SCUBA condition that uses the LTE-M network sync. Thus,

our method extends the operation range and provides seamless operation in all coverage sce-

narios for mobile C-IoT devices only at a cost of negligible reduction in battery life.
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3.6 Summary

In this chapter, we presented synchronization schemes for SCUBA devices to enable seam-

less D2D communication in mobile C-IoT UEs across all types of cellular coverage scenar-

ios. Our solutions also ensure that time-of-flight does not limit the communication range of

SCUBA devices. We provide flexible solutions that are adaptable based on UE hardware lim-

itations and unlicensed band usage regulations. Numerical results showed that our proposed

low-power solutions can achieve synchronization with a negligible impact on UE battery life.

Comparison of other application-specific performance indicators for tailored network topolo-

gies is a straightforward extension of our work. Although our proposed methods are intended

for SCUBA, they are also adaptable to other types of D2D communication technologies, such

as NR sidelink. Synchronized SCUBA also strengthens the potential of being integrated into

the MulteFire standard, which provides solutions for operating cellular communications on

unlicensed bands.

94



Chapter 4

SPIN: Self-Positioning for IoT

Non-Terrestrial Networks

4.1 Introduction

We discussed in Chapter 1 that our main research goal is to design enhancements for C-IoT

networks for achieving contiguous universal coverage. In the previous chapters, we designed

protocol SCUBA to enable low-cost C-IoT UEs to directly communicate via D2D links.

SCUBA complements the conventional C-IoT network by closing the network coverage gaps

while also providing other D2D-related benefits. Now, we focus on the problems related to

NTN IoT which is primarily aimed at realizing a global coverage for C-IoT UEs. In this

chapter, we design solutions for solving the UL synchronization problem (as explained in

Section 1.1.3) caused mainly by the Doppler offset in NTN. To design a positioning solution

which solves the UL synchronization problem, it is worthwhile to study the cellular posi-

tioning techniques developed for terrestrial networks to determine if there are any solutions

adoptable for NTNs. The currently standardized positioning methods for the terrestrial cellu-

lar networks mainly include observed time difference of arrival (OTDOA), uplink time differ-

ence of arrival (UTDOA), and enhanced cell ID (E-CID) [41,115]. While OTDOA is based on

TDOA measured by the UE using the DL reference signals, UTDOA is based on the TDOA

measured by the BS using the UL sounding reference signals (SRS). On the other hand, E-

CID uses the geographical location of the BS as a rough estimate for the UE location, along
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with one or more additional measurements such as reference signal received power (RSRP),

angle of arrival (AoA), TA, or RTT to get a finer estimate. However, both AoA and UTDOA

require UE to transmit SRS resulting in huge battery drain, which is not feasible for an IoT

UE. On the other hand, RSRP based methods are very sensitive to the characteristics of the

channel and hence provide poor accuracy. Furthermore, their positioning accuracy does not

benefit from the signal characteristics such as duration and bandwidth [116]. More impor-

tantly, in all the above cellular positioning methods, the location server (LS) estimates the UE

location using the measurements reported by either the UE or the BS [41]. Such solutions can

operate only after the UE establishes an RRC connection with the network, and hence they

cannot be used to solve the NTN UL synchronization issues. However, if self-positioning is

performed by the UE using the TDOA measurements on DL broadcast signals, it could be

used to solve the UL synchronization problem. Similarly, the existing positioning solution

for NR NTN [33] performs TDOA based self-positioning at the UE. To this end, inspired

from both OTDOA and [33], we design SPIN, Synchronization signal-based Positioning in

IoT Non-terrestrial networks, which performs TDOA measurements on the DL SSs, to enable

self-positioning in an IoT UE. In contrast to the terrestrial network, the BSs in an NTN, i.e.,

the satellites, are moving, which results in varying Doppler shifts. Consequently, the UE ex-

periences frequency differences between the DL signals received from one or more satellites

at same or different time instants. Exploiting these additional measurements, we design SPIN

such that the positioning algorithm includes both FDOA and TDOA measurements.

Thus, considering the shortcomings of the state-of-the-art solutions and the power con-

straints associated with IoT UEs, we design SPIN which

• solves the NTN UL synchronization problem by meeting the target accuracy require-

ments,

• utilizes both TDOA and FDOA measurements on PSS and SSS,
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• achieves the theoretical bounds of position and velocity estimation accuracy,

• neither requires termination of the RRC connected mode nor interrupts the ongoing

communication, thus resulting in minimal battery drain, and

• does not require any network modification, additional reference signals, or extra control

signaling.

SPIN first estimates TOA and frequency of arrival (FOA) of SSs from one or more satel-

lites. It then computes the differences between TOA and FOA measurements to get TDOA

and FDOA measurements, respectively. Finally, SPIN estimates the UE’s position and ve-

locity from the joint set of TDOA and FDOA measurements, which it uses to compute and

compensate residual TA and Doppler.

The rest of the chapter is organized as follows. We present the preliminaries including the

system model and target requirements in Section 4.2, and the SPIN algorithm in Section 4.3.

We discuss the theoretical bounds of positioning accuracy and the energy consumption in

Section 4.4, and their numerical results and computational complexity in Section 4.5. In

Section 4.6, we briefly discuss the behavior of our positioning algorithm under additional

scenarios. Finally, a summary of the chapter is provided in Section 4.7.

4.2 Preliminaries

4.2.1 System Model

We consider an NTN which consists of one or more LEO satellites orbiting the earth, ter-

restrial UEs, gateway, radio access network (RAN) and core network (CN), as shown in

Figure. 4.1. The NTN illustration shown in Figure. 4.1 depicts a transparent payload type

architecture where the RAN is located on the earth [25,26]. Conversely, there is regenerative

payload type architecture where the RAN is located on-board the satellite [25,26]. However,
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Figure 4.1: An illustration of a non-terrestrial network.

our design of SPIN is agnostic to the network architecture and hence works in both cases. In

an NTN, the radio link which serves the UEs is referred to as the service link, whereas the

one which connects the satellite with the gateway is called the feeder link. In the service link,

the UEs are served by one or more beams from the satellite, where single or multiple beams

can correspond to a cell depending on the network implementation [25]. When the NTN con-

sists of a constellation of satellites, optionally, inter-satellite links (ISL) exist between them.

The backhaul consists of the RAN, e.g., 5G RAN, which enables the cellular communication

through the selected RAT, and the CN, which connects eventually to the data network. To

serve the NTN IoT applications, 3GPP has chosen NB-IoT and LTE-M, the standards which

are already implemented and currently in use in the terrestrial cellular networks [63]. Using

NB-IoT and LTE-M standards for NTN IoT applications gives several advantages. We can

reuse the existing infrastructure, which minimizes implementation cost, and also gives sta-

ble and predictable performance. Therefore, in our work, we consider NB-IoT and LTE-M

standards as the baseline RATs to design and evaluate our solution.
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Radio Access Technology

As we discussed above, we design and evaluate SPIN by considering NB-IoT and LTE-M

as the underlying RATs. While 3GPP considers Ka-band (20 GHz) frequency for NR NTN,

which enables high data rate applications, it chooses S-band (2 GHz) for NTN-IoT, which

is ideal for IoT applications. Both NB-IoT and LTE-M standards use OFDM modulated

signals for communication. The NB-IoT and LTE-M OFDM signals are structured as 1 ms

time units called SFs, which consist of 14 OFDM symbols. In the frequency domain, the

OFDM subcarriers are spaced 15 kHz apart. While the LTE Cat-M1 standard, the widely

used LTE-M variant, occupies a bandwidth of 1.4 MHz, the NB-IoT standard uses a nar-

row bandwidth of 180 kHz. To enable synchronized communication between the BS and

the UEs, LTE-M and NB-IoT standards periodically broadcast PSS, SSS and NPSS, NSSS,

respectively. These SSs are implemented using standard sequences such as Zadoff-Chu (ZC)

and/or m-sequences, which hold excellent correlation properties. In the following, unless the

standard is specifically mentioned, we use the general terms SS, PSS, and SSS to indicate

synchronization signals in both LTE-M and NB-IoT.

The PSS and SSS are known to the UE immediately after the DL sync. From the nu-

merical values of Cramér-Rao Lower Bound (CRLB) discussed in Section 4.5, we observe

that these SSs have sufficient bandwidth and duration to be utilized for positioning. Hence,

we propose to use PSS, SSS and NPSS, NSSS in LTE-M and NB-IoT respectively, for the

purpose of positioning in SPIN. The DL SSs received at the UE can be represented as

rs(t) = (s ∗ h)(t) + w(t), (4.1)

where s is the transmitted SS which includes both PSS and SSS, w(t) are additive white

Gaussian noise (AWGN) samples, which are assumed to be w(t) ∼ N (0, N0

2
), and h is the
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impulse response of the NTN channel. The latter is modelled by

h(t) =
L∑
i=1

αi(t) exp(j2πfo,it)δ(t− τo,i), (4.2)

where L is the number of paths in the channel and αi, τo,i, and fo,i are the attenuation, time

offset, and frequency offset of ith channel path, respectively. In addition to small scale fading

which is caused mainly due to the UE velocity and the obstacles close to the UE, τo,i and fo,i

also include time of flight from the satellite to the UE and the Doppler shift due to satellite

velocity, respectively [26]. It follows that, the signal rs(t) is acquired by the UE at a sampling

rate, fs = 1/Ts, resulting in a discrete time signal, rs(nTs), where n = 0,±1,±2, . . . is the

discrete time index. In the following, for simplicity, we use rs(n) to represent rs(nTs).

Synchronization Process

During DL synchronization, an IoT UE performs a series of operations on the received DL

signal to get time and frequency synchronization [117]. In an NTN, the DL SSs are al-

ready pre-compensated at the BS for the common Doppler with respect to an RP in the cell.

Therefore, the received frequency, fRX, suffers only from residual Doppler depending on

the displacement of the UE from the RP. However, the frequency offset estimated by the

UE in DL synchronization is the sum of the residual Doppler and the oscillator errors as

shown in Figure. 4.2. Subsequently, the UE adjusts its frequency to fRX and transmits UL

signal at a frequency spaced at duplex distance away from fRX. On the received signal, the

satellite performs post-compensation of the common Doppler offset with respect to the RP

to partially compensate for the Doppler effect in UL channel. The resultant signal experi-

ences a frequency offset of twice the residual Doppler offset as shown in Figure. 4.2. In

addition to the above method of UL synchronization, [37] discusses another option where

the UE pre-compensates its UL signal by the total frequency offset estimated in the DL.
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Figure 4.2: UL synchronization in NTN [37].

However, this method results in higher residual frequency offsets than the method discussed

above. Therefore, in this work, we assume that the UE uses the method shown in Figure. 4.2

for UL synchronization, which results in lower residual frequency offsets. The values of

residual frequency offsets for different LEO orbits and beam configurations5 are given in Ta-

ble 4.1 [37, 118]. It should be noted that the maximum allowed frequency offset in UL as

per the standard is 0.1 ppm [119]. However, from Table 4.1, it is evident that the residual

frequency offsets in NTN are significantly high compared to the allowed limit. Similarly,

after the DL synchronization process, the UE time synchronization also suffers from residual

TA with respect to the RP in the cell.

5The beam configuration refers to the satellite sets defined in [25, 63], which differ in terms of antenna
parameters and the resulting beams.

101



Chapter 4. SPIN: Self-Positioning for IoT Non-Terrestrial Networks

Table 4.1: UL residual frequency offset in ppm.

Beam configuration LEO 1200 km LEO 600 km
Set 1 1.92 2.20
Set 2 3.92 3.86
Set 3 21.56 21.14
Set 4 - 39.90

Reference Coordinate System and Satellite Constellation

For SPIN, we consider the earth-centered earth-fixed (ECEF) coordinate system, which is a

Cartesian coordinate system where the axes are named as X, Y, and Z in three-dimensional

space [42, Ch. 2]. The ECEF system is termed earth-centered since the origin is the center

of mass of the earth, i.e., the geocenter, and earth-fixed since the coordinate system is fixed

with respect to the earth, i.e., the axes rotate along with the earth. The Z-axis aligns with the

rotation axis of the earth and hence passes through the geocenter and the north pole. Further-

more, the X-axis intersects the equator of the earth at the Greenwich meridian. Finally, the Y

axis is defined with reference to the X-axis such that it completes a right-handed orthogonal

coordinate system. Compared to other coordinate systems, ECEF system is more convenient

to calculate the line-of-sight (LOS) distance between two points [42, Ch. 2]. Therefore, it is

ideal for SPIN that considers TDOA measurements which are functions of pseudo-range dif-

ference measurements. Moreover, global positioning system (GPS), the widely used GNSS

solution which is owned and operated by the USA, adopts ECEF for positioning. This also

makes ECEF a preferable coordinate system for SPIN, which effectively operates as an alter-

native to GNSS.

For the design and evaluation of SPIN, we consider a reference constellation which is

represented in the standard format, i : t/p/f , where i is the inclination of the orbital plane,

t is the total number of satellites, p is the number of orbital planes, and f is the phasing

parameter which denotes the relative spacing between the adjacent orbital planes [120, 121].
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In our evaluation, we consider a near-polar Walker-star LEO satellite constellation, which

gives global coverage with simple constellation design [122]. Regardless, SPIN is agnostic

to the type of constellation and works if the UE gets visibility to a sufficient number of

satellites. In Figure. 4.3, we show an example of a LEO near-polar Walker star constellation

which uses a pattern of 87.5◦ : 100/10/5, represented in an ECEF coordinate system.

In the design and evaluation of SPIN, we use the following notations to represent the

position and velocity vector in the ECEF coordinate system. Let [xi yi zi] and [vxi
vyivzi ]

be the position coordinates and the velocity vector of the satellite, respectively. Since SPIN

uses a set of multiple measurements from the satellites, which we define in later sections, the

subscript i denotes the index of the associated measurement in the set. Further, we represent

the unknown location coordinates and the velocity vector of the UE as X = [x y z] and

V = [vx vy vz], respectively.

4.2.2 Target Requirements

In the following, we find the upper bound of the positioning error for solving the UL syn-

chronization issues. To begin with, the Doppler shift, fDoppler, experienced in an NTN relative

to the carrier frequency, fc, is given by

fDoppler

fc
=

⟨Vsat-UE,Usat-UE⟩
c ∥Usat-UE∥

, (4.3)

where ⟨·, ·⟩ represents the vector dot product operation, ∥·∥ represents the vector magnitude,

Vsat-UE is the relative velocity between the satellite and the UE, Usat-UE is the position vector

from the satellite to the UE, and c is the speed of light. The first order Doppler error [124] is
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Figure 4.3: An illustration of LEO satellite constellation around the earth, represented in an
ECEF coordinate system. The earth is plotted using [123].

given by

Fe =
∆fDoppler

fc
= ⟨Vsat-UE,PUsat-UE

∆Usat-UE

c ∥Usat-UE∥
⟩︸ ︷︷ ︸

Pe

+ ⟨∆Vsat-UE,
Usat-UE

c ∥Usat-UE∥
⟩︸ ︷︷ ︸

Ve

, (4.4)

where ∆fDoppler is the Doppler error, ∆Vsat-UE is the relative velocity error, ∆Usat-UE is the

error in position vector Usat-UE, and PUsat-UE is the orthogonal projection to Usat-UE. Hence, Pe

is the portion of the Doppler error attributed to position error, and Ve is the portion attributed

to relative velocity error. From (4.4), the position and relative velocity errors can be expressed

as

∥∆Usat-UE∥ ≤ Pe,max
c

Vsat-UE
∥Usat-UE∥ (4.5)
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and

∥∆Vsat-UE∥ ≤ Ve,maxc, (4.6)

respectively. In (4.5) and (4.6), Pe,max and Ve,max represent the portion of the maximum

Doppler error attributed to error in position and velocity respectively, and they are related

to the maximum Doppler error, Fe,max, as,

Fe,max = Pe,max + Ve,max. (4.7)

The achievable satellite position and velocity accuracy available in the public domain [125]

are

∥∆Usat∥ ≤ 3 m

and

∥∆Vsat∥ ≤ 0.2 m/s. (4.8)

As per 3GPP standards, a maximum frequency error of 0.1 ppm is allowed in the UL to

facilitate successful reception at the BS [119]. Since the Doppler shift due to UE velocity

in NTN is same as that of a terrestrial network [37], we disregard the UE velocity factor in

the following. Hence, we replace ∆Vsat-UE with ∆Vsat, and we compute Ve,max from (4.6)

using (4.8). In the NR UL synchronization study conducted in [124], 80% of the frequency

error is attributed to the crystal oscillator drift after DL synchronization and the remaining

20% to the residual Doppler shift. Since the residual Doppler error in the UL is twice the

one-sided Doppler, the maximum Doppler pre-compensation error, Fe,max, is 0.01 ppm for

the above error ratio. Now, we consider LEO satellite at an altitude of 600 km and a velocity

of 7.69 km/s. We approximate ∥Usat-UE∥ by the satellite orbit altitude, which is the minimum

distance between the UE and the satellite. Using the above error ratio, Ve,max, (4.5), and (4.7),
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we compute the allowed position error, ∥∆Usat-UE∥max = 218.5 m. To guarantee the overall

positioning error requirement represented by ∥∆Usat-UE∥max, the satellite and UE position

error should satisfy

∥∆UUE∥+ ∥∆Usat∥ ≤ ∥∆Usat-UE∥max . (4.9)

Considering the worst-case satellite position error, represented by ∥∆Usat∥max, the UE posi-

tion error should satisfy

∥∆UUE∥ ≤ ∥∆Usat-UE∥max − ∥∆Usat∥max

= 218.5− 3 = 215.5 m. (4.10)

If the above limit is satisfied by UE positioning, the overall positioning error requirement is

guaranteed regardless of the satellite position error.

We performed the above analysis for a fixed error budget of 80%− 20% between crystal

offset and Doppler shift errors. However, in practice, the oscillator errors in the UE can

be different. Therefore, we have also plotted the allowed position errors for different error

budget allocations in Figure. 4.4.

In the above, we discussed about the UL frequency synchronization problem and the

target requirement for UE positioning to resolve the issue. As we already discussed in Sec-

tion 1.1.3, UL time synchronization also faces issues. For successful detection at the BS,

the timing error should be within ±CP
2

, where CP is the cyclic prefix. Correspondingly, the

required positioning accuracy is given by ∥∆Usat-UE∥ ≤ CP
4
c = ±7250 m [124]. Compared

to the UL frequency synchronization problem, residual TA problem requires more relaxed

positioning accuracy. Therefore, we consider the accuracy needed for UL frequency sync as

the target requirement for our positioning solution.
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Figure 4.4: Maximum allowed position error for varying crystal oscillator error.

4.3 SPIN

We design SPIN by utilizing the varying TOA and FOA of the DL SSs transmitted by one

or more satellites at same or different instants of time. Since TOA and FOA measurements

suffer from UE clock time and frequency offsets, they are error-prone to be directly used

for positioning. Therefore, SPIN takes differences between TOA and FOA measurements to

obtain TDOA and FDOA measurements, respectively. Next, we need to solve UE position

and velocity from the TDOA and FDOA measurements, which is a nonlinear and non-convex

problem [126]. There are several state-of-the-art solutions available which can be broadly

classified into two categories. The first category consists of two-step weighted least squares

(2-WLS) solutions, which give closed-form position and velocity estimates [61, 127]. 2-

WLS methods represent the nonlinear equations in linear form by adding additional unknown

nuisance parameters. 2-WLS and modified 2-WLS methods discussed in the literature have
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very low computational complexity [61, 127]. However, these methods suffer from poor

accuracy due to high bias [128]. In the second category of methods, position and velocity

are obtained using iterative algorithms [129–131]. Unfortunately, unless sufficiently accurate

initial position and velocity are assumed, these methods converge to wrong local minima,

resulting in high error. Foy’s method, alternatively called Taylor series-based weighted least

squares (TWLS) method, is one such iterative method [130]. TWLS uses the first order

Taylor series to approximate the nonlinear equations as linear and solves them iteratively

using weighted least squares. In [132], 2-WLS method is used to obtain rough estimate

of position which then initializes the TWLS method. Finally, TWLS method delivers fine

position estimates. Inspired from [132], we adopt a similar method for SPIN in the context of

IoT NTN. We use the 2-WLS method to get rough estimates of position and velocity and use

them to initialize TWLS, which finally delivers finer estimates. We provide a summary of the

features supported in relevant prior-art positioning solutions and our solution in Table 4.2.

Like any other real-time positioning solutions, SPIN incorporates an acquisition block

which acquires position for the first time during a cold-start. A UE usually performs acqui-

sition when it is in RRC idle mode and gets a UL data request from the upper layers. Before

initiating the connection request, the UE requires its own position to compute and compen-

sate the residual Doppler during RA. In this case, the UE does not have valid measurements

from the past to be used for positioning. However, after obtaining position and velocity fix by

acquisition, SPIN maintains the accuracy within acceptable limits by performing tracking. In

the following, we define SPIN by first introducing the SPIN block diagram, and then having

a detailed discussion of the individual blocks and the operations involved in the positioning

algorithm.

We show the block diagram of SPIN in Figure. 4.5, which mainly consists of three blocks,

namely, TDOA and FDOA estimation, SPIN acquisition, and SPIN tracking. In the following,
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Table 4.2: Summary of features in prior-art positioning solutions compared with SPIN.

Features
Solutions

[33] [133] [134] [135] [61] [130] [62,
Ch. 5]

[132] SPIN

NTN ✓ ✓ × × × × ✓ × ✓
IoT × × ✓ × × × × × ✓
PSS ✓ × × ✓ × × × × ✓
SSS × × × ✓ × × × × ✓

Fine resolution/
curve fitting × × × × × × × × ✓

TDOA ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
FDOA × ✓ × × ✓ × ✓ × ✓

Taylor series/
iterative ✓ ✓ ✓ × × ✓ ✓ ✓ ✓

Weighted × ✓ ✓ × × ✓ × ✓ ✓
2-WLS/

2-WLS initialize × × × × ✓ × ✓ ✓ ✓

Time multiplexed
tracking × × × × × × × × ✓

Self positioning ✓ ✓ × ✓ ✓ - ✓ ✓ ✓
Solves UL

sync problem * * × * * * * * ✓

* represents that the solution has either insufficient accuracy or the accuracy has not been evaluated.

we explain each of these blocks and their functions.

4.3.1 TDOA and FDOA Estimation

TOA and FOA Estimation

SPIN first performs TOA and FOA measurements on SSs arriving from one or more satellites

over a period called SPIN window (WSPIN). For TOA and FOA estimation, SPIN reuses a

part of the synchronization algorithm used in cellular DL and performs some additional oper-

ations. For instance, when SPIN operates in an NB-IoT UE, it can reuse the cellular NB-IoT

DL synchronization algorithm to get time and frequency synchronization. An example of a

low-complexity synchronization method for NB-IoT is given in [117]. If the NB-IoT UE uses
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Figure 4.5: Block diagram of SPIN.

this method, SPIN can reuse the sliding auto-correlation based synchronization detection and

coarse time-frequency synchronization as discussed in [117]. The coarse synchronization

is followed by a fine synchronization step which involves cross-correlation of the received

signal with the known templates of PSS. Since the channel SNR may vary depending on the

coverage scenario, the correlation may require several synchronization signals to be com-

bined. The UE may perform 1 ms coherent combining [136] followed by incoherent combin-

ing over longer duration to synchronize successfully. A successful synchronization detection

delivers TOA and FOA estimates. However, the accuracy of these estimates are insufficient

for SPIN mainly for two reasons. First, the cellular synchronization process in the UE does

not necessarily use SSS to obtain the synchronization, especially during the initial cell access

when the SSS sequence is unknown to the UE. Second, the TOA and FOA accuracies are

largely affected by the finite sampling rate. Regardless, SPIN utilizes the time and frequency

synchronization output of the DL synchronization process to refine the time-frequency search

space. However, to achieve the target positioning accuracy, SPIN performs some additional

operations.

First, SPIN performs cross-correlation of combined PSS and SSS templates with the re-

ceived signal. Like the frequency offset estimation in cellular UEs [137], SPIN estimates
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FOA by frequency-domain cross-correlation. To this end, the correlation block in Figure. 4.5

performs two types of cross-correlations, pre-FFT cross-correlation to estimate TOA and

post-FFT cross-correlation to obtain FOA. The pre- and post-FFT signal correlations are rep-

resented by

ρ(τ) =
∑
n

rs(n)s
∗(n+ τ) (4.11)

and

Λ(φ) =
∑
k

Rs(k)S
∗(k + φ), (4.12)

respectively, where s(n) is the SS template in discrete form sampled at fs,Rs(k) and S(k) are

the FFTs of rs(n) and s(n), respectively. τ and φ are the pre- and post-FFT cross correlation

lags, respectively. The lags at which the cross-correlation peaks occur in (4.11) and (4.12)

are found by

τ̂ = arg max
τ

|ρ(τ)| (4.13)

and

φ̂ = arg max
φ

|Λ(φ)|, (4.14)

respectively.

Second, SPIN incorporates fine-resolution curve fitting, which operates on the magnitude

of pre- and post-FFT cross correlation outputs to get finer TOA and FOA estimates. To this

end, we use 3-point parabolic curve fitting [138,139] which uses the peak value of the cross-

correlation magnitude and its adjacent two values. The fractional offsets from the estimated

peak to the fine-resolution peak obtained using 3-point parabolic curve fitting on pre- and

post-FFT correlation outputs are given by

δτ =
|ρ(τ̂ − 1)| − |ρ(τ̂ + 1)|

2
(
|ρ(τ̂ − 1)| − |ρ(τ̂)|+ |ρ(τ̂ + 1)|

) (4.15)

111



Chapter 4. SPIN: Self-Positioning for IoT Non-Terrestrial Networks

and

δφ =
|Λ(φ̂− 1)| − |Λ(φ̂+ 1)|

2
(
|Λ(φ̂− 1)| − |Λ(φ̂)|+ |Λ(φ̂+ 1)|

) , (4.16)

respectively. Note that curve-fitting based fine estimators are biased estimators [139]. How-

ever, from our evaluations, we observe that the bias in our case is negligible and hence the

performance is not affected. The resulting TOA and FOA estimates achieve the CRLB, which

is the theoretical bound for an unbiased estimator.

It should be noted that the FOA estimated using the above steps do not include the

common Doppler shift with respect to the RP in the cell. This is due to the Doppler pre-

compensation already performed by the BS on the DL SSs. Since the FOA measurements are

possibly acquired from multiple satellites, the common Doppler may be different for different

FOA measurements. Therefore, to get correct positioning, satellite-specific common Doppler

needs to be added back to get the actual FOA estimates. For this purpose, SPIN computes the

common Doppler, which can be easily done using the satellite ephemeris and the coordinates

of the RP.

The fine resolution TOA and FOA estimates obtained after curve fitting are given by

tTOA,i =
1

fs
(τ̂i + δτ,i), i = 1, 2, . . . , N, (4.17)

and

fFOA,i =
fs

NFFT
(φ̂i + δφ,i) + fcom,i, i = 1, 2, . . . , N, (4.18)

respectively, where the subscript i denotes the measurement index, N is the total number of

measurements, NFFT is the length of the FFT, and fcom,i is the common Doppler with respect

to the RP. Now, we compute range measurements, ri, using the fine TOA measurements,

tTOA,i, as

ri = c · tTOA,i, i = 1, 2, . . . , N. (4.19)
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Similarly, we compute range rate [62, 133], ṙi, using fine resolution FOA measurements,

fFOA,i, as

ṙi = − c

fc
fFOA,i, i = 1, 2, . . . , N. (4.20)

Next, we relate these range measurements and the UE and satellite position and velocity vec-

tors by (4.21), where ∆T is the interval between consecutive TOA/FOA measurements, ηTO

is the effective time offset due to satellite and UE clock deviations, and ni is the estimation

error in the ith range measurement which conforms to the Gaussian distribution N (0, σ2
ni
).

ri =

√(
xi − (x+ vxi∆T )

)2
+
(
yi − (y + vyi∆T )

)2
+
(
zi − (z + vzi∆T )

)2︸ ︷︷ ︸
fi(X,V )

+c · ηTO + ni,

i = 1, 2, . . . , N. (4.21)

ṙi =

(vxi − vx)
(
xi − (x+ vxi∆T )

)
+ (vyi − vy)

(
yi − (y + vyi∆T )

)
+ (vzi − vz)

(
zi − (z + vzi∆T )

)√(
xi − (x+ vxi∆T )

)2
+
(
yi − (y + vyi∆T )

)2
+
(
zi − (z + vzi∆T )

)2︸ ︷︷ ︸
gi(X,V )

+
c

fc
ηFO + n′

i, i = 1, 2, . . . , N. (4.22)

Similarly, the range rate measurements can be expressed as (4.22), where ηFO is the effective

frequency offset due to satellite and UE crystal offsets, and n′
i is the estimation error in the

ith range rate measurement which conforms to the Gaussian distribution N (0, σ2
n′
i
). It should

be noted that the mathematical model defined above is applicable to both acquisition and

tracking and hence ∆T could be replaced by either acquisition interval or tracking interval,

which are defined later in this section.

In the next step, to eliminate the UE clock and crystal offsets in (4.21) and (4.22), we

take differences between TOA and FOA estimates to get TDOA and FDOA measurements,
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respectively.

TDOA and FDOA Measurements

For N TOA estimates, there are N(N−1)
2

possible TDOA measurements. However, when the

received signal is cross-correlated with the clean template of SSs, only N − 1 TDOAs are

sufficient. This is due to the fact that the remaining combinations result in redundant TDOA

adding no extra information [140]. N − 1 TDOAs can be generated either by taking the

difference with respect to a single arbitrary reference TOA or by taking differences between

the adjacent TOA measurements, which we refer to as adjacent TDOA [33]. Adjacent TDOA

is particularly useful in continuous SPIN tracking which comprises of a sliding time window

which includes new TOA measurements while dropping old measurements continuously over

time. When adjacent TDOA is used in a continuous tracking scenario, a fixed number of stale

TDOA get dropped when the same number of fresh TDOA get added, whereas the rest of the

TDOA measurements remain unchanged between the tracking loops. The above reasoning

is also applicable for getting FDOA values from the FOA measurements. Without loss of

generality, we assume adjacent TDOA and FDOA in the following. Thus, we get range and

range rate difference measurements, which are the scaled versions of TDOA and FDOA, as

rij = ri − rj = c(tTOA,i − tTOA,j) (4.23)

and

ṙij = ṙi − ṙj = − c

fc
(fFOA,i − fFOA,j), (4.24)

respectively, where i = 2, 3, . . . , N and j = i− 1. Substituting (4.23) and (4.24) into (4.21)

and (4.22), respectively, we obtain

rij = fi(X,V )− fj(X,V ) + ξij (4.25)
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and

ṙij = gi(X,V )− gj(X,V ) + ξ′ij, (4.26)

where i = 2, 3, . . . , N , j = i − 1, ξij = ni − nj , ξ′ij = n′
i − n′

j and fi(·) and gi(·) are the

functions indicated in (4.21) and (4.22), respectively. We denote the set of 2(N − 1) range

and range rate difference measurements obtained in this step as

ϕ = [r21, r32, . . . , rN N−1, ṙ21, ṙ32, . . . , ṙN N−1]
T. (4.27)

In the next step, we use (4.25) and (4.26) to estimate the UE position and velocity.

4.3.2 SPIN Acquisition

When a position fix is required before initiating an RRC connection, SPIN performs UE loca-

tion acquisition. SPIN acquisition involves obtaining TDOA and FDOA measurements from

the SSs over a time window called SPIN acquisition window (WSPIN,acq). We call the time

duration of incoherent combining required for each TOA/FOA measurement as SPIN acqui-

sition duration (TSPIN,acq). We decide TSPIN,acq based on the duration needed for successful

synchronization for the MCL under consideration [63, 117]. The interval between succes-

sive TOA/FOA measurements in the acquisition is referred to as SPIN acquisition interval

(ISPIN,acq). We show the SPIN acquisition timing diagram in Figure. 4.6.

To perform positioning, in addition to TDOA and FDOA measurements, UE also requires

the satellite position and velocity when the SSs were transmitted. As we mentioned in Sec-

tion 1.1.3, the network broadcasts satellite ephemeris in NTN system information broadcast

(SIB). The UE can extrapolate the ephemeris acquired at the beginning of an RRC connection

until the expiry of a network defined timer called ephemeris validity timer [141].

From (4.25) and (4.26), we get a joint set of 2(N − 1) nonlinear range and range rate
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Figure 4.6: Timing diagram of SPIN acquisition.

difference equations, which are based on the TDOA and FDOA measurements taken during

WSPIN,acq. To begin with, SPIN uses the 2-WLS method to obtain initial rough estimates of

UE position and velocity. In the first step of 2-WLS, the non-linear equations are represented

in linear form by adding two extra estimation parameters. Thus, including the UE position

and velocity vectors, 8 parameters are estimated using WLS. In the second step, using the

relation between the extra parameters and the UE position and velocity, the estimation is

refined to the original 6 parameters. To avoid repetition, we do not provide the details of

2-WLS method here but refer to [61].

Next, SPIN performs TWLS to get finer estimates of UE position and velocity. In TWLS,

the 2(N−1) nonlinear equations given by (4.25) and (4.26) are first linearized using the first-

order Taylor series based linear approximation. The resulting equations can be expressed in

the form

B = Aθ + n, (4.28)

where θ = [X V ]T and n = [ξ21, ξ32, .., ξ
′
21, .., ξ

′
N N−1]

T. The WLS solution of (4.28) is

given by

θ̂ = (ATWA)−1ATWB, (4.29)

where W is a weight matrix of size 2(N − 1) × 2(N − 1). The details of the Taylor series
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approximation and the definitions of A, B, and W are given in Appendix A. The matrices

A and B contain elements which are functions of initial values of the estimation parameters.

The matrix W is also unknown initially and hence we first compute that using the initial

values of position and velocity. To get accurate estimates, further we perform several itera-

tions of TWLS, every time updating A, B, and W using the position and velocity estimates

obtained in the previous iteration.

The SPIN acquisition is summarized in Algorithm 2. In the algorithm, for all the parame-

ters and matrices which are updated iteratively, we have added superscripts inside parentheses

to indicate the iteration number. Since the weight for 2-WLS is unknown initially, we use

the identity matrix to get an initial position fix. Then we compute the weight matrix for the

2-WLS using the estimated UE location and velocity. We perform 2-WLS again to get more

accurate estimates. We run three iterations of such reweighted 2-WLS which are sufficient

to eliminate the effect of the uninformed initial estimate [142]. Then we compute the weight

matrix for TWLS using the UE location and velocity estimated from 2-WLS. We also use

the 2-WLS estimation results to initialize the TWLS algorithm. We run TWLS iteratively

until the convergence criterion is met, i.e., the difference in estimation results between suc-

cessive iterations is confined below a sufficiently low threshold, ϵth. To accommodate for the

2-WLS and TWLS computations associated with SPIN, we include an extra processing time,

TSPIN,proc, after completing the measurements in the acquisition window. One can vary the

value of TSPIN,proc to adjust the SPIN computational complexity based on the capability of the

UE.

4.3.3 SPIN Tracking

After acquisition, SPIN performs tracking to maintain the position accuracy within accept-

able limits. SPIN tracking uses a similar technique for positioning as in acquisition except for
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Algorithm 2: SPIN acquisition algorithm.
Input:

Range, range rate measurements: ϕ
Satellite positions: xi yi, zi
Satellite velocities: vxi

, vyi , vzi
Convergence threshold: ϵth

Maximum iteration: kmax

Output:
UE position estimate: X(k) = [x(k), y(k), z(k)]
UE velocity estimate: V (k) = [vx

(k), vy
(k), vz

(k)]
Initialization: 2-WLS on ϕ

1 Initialize weight to I2(N−1)×2(N−1);
2 k = 0;
3 while k ≤ 3 do
4 Estimate X(k),V (k) using 2-WLS;
5 Update weight using X(k),V (k);
6 k = k + 1;

TWLS Positioning: TWLS on ϕ
7 Compute W (0), A(0), B(0) using

X(k−1),V (k−1);
8 TWLS initialize: X0 = X(k−1), V0 = V (k−1);
9 k = 0;

10 Iteration error, ϵ(k) = ∞;
11 while ϵ(k) ≥ ϵth and k ≤ kmax do
12 Estimate X(k),V (k) using TWLS;
13 Compute W (k+1), A(k+1), B(k+1)

using X(k),V (k);
14 TWLS initialize: X0 = X(k), V0 = V (k);
15 k = k + 1;
16 Compute iteration error ϵ(k);

a few differences. SPIN tracking first initializes its TWLS using the UE location fix obtained

by acquisition, and then tracks the location in loops by further initializing the TWLS using

the position fixes obtained in the previous tracking loops. Like SPIN acquisition, tracking

also involves a window called SPIN tracking window (WSPIN,track), during which SPIN per-

forms one full loop of tracking. During each WSPIN,track, SPIN measures TOA and FOA by
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combining SSs for a duration of SPIN tracking duration (TSPIN,track). The tracking measure-

ments are done at an interval called SPIN tracking interval (ISPIN,track). We show the SPIN

tracking timing diagram in Figure. 4.8(a). Like SPIN acquisition, tracking also includes extra

processing time, TSPIN,proc, after the tracking window.

Time Gaps for SPIN Tracking

Unlike SPIN acquisition which is usually performed before initiating an RRC connection,

SPIN tracking does not get abundant time gaps. We summarize the time gaps we identified

for tracking in Table 4.3. In connected active (ConA) mode, the UE gets sufficient time gaps

to acquire DL SSs as the UL data SFs always precede with DL SFs which include UL grants.

Along with the UL grants, UE can decode DL SSs from the serving cell for the purpose

of positioning. A UE can also receive DL SSs during all other assigned and unassigned

UL and DL data SFs. However, only a UE operating in full frequency division duplexing

(FDD) mode can receive SSs during assigned UL data SFs. Conversely, an HD-FDD UE

can only transmit UL data on an assigned UL data SF. However, a UE operating in HD-FDD

additionally gets switch SFs between UL and DL SFs. As mentioned in Section 2.3.2, most of

the radios require only a fraction of the switch SFs and hence the remaining time can be used

for receiving DL SSs from the serving or non-serving satellite for positioning. During the

DRX inactivity time, UE listens to the DL and hence can receive SSs from only the serving

satellite. The round-trip wait times vary from 4 ms to 42 ms for LEO during which also

the UE can potentially receive DL SSs from one or more satellites. In the current NB-IoT

standard, the network provides the UEs with 40 ms gaps after every 256 ms of continuous

communication for the purpose of resynchronization [56, Ch. 7]. During these gaps, UE

decodes cellular reference signals (CRS) from the serving cell. For SPIN, UE can additionally

decode DL SSs from the serving cell which also occur in the same SFs. The sleep times such
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as CDRX-OFF and IDRX sleep are long gaps which can be certainly used for receiving SSs

from both serving and non-serving satellites. In the context of GNSS based positioning in

NTN, 3GPP has decided to enable the network to configure positioning gaps [141]. These

time gaps can also be utilized for our positioning purpose. An illustration of position tracking

operation which utilizes the switch SFs, RTT, DRX inactivity time, and DL SFs, multiplexed

with NTN cellular communication is shown in Figure 4.7. In the figure, PSM stands for

power saving mode where the UE stays in a dormant state by sleeping indefinitely.
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Figure 4.7: Timing diagram of SPIN tracking operation time-multiplexed with NTN cellular
IoT communication

Based on the nature and availability of the time gaps discussed above, we propose two

methods for SPIN tracking.

Periodic SPIN Tracking

Periodic SPIN tracking involves tracking periodically at fixed intervals which provides the

UE with high positioning accuracy that remains valid for a long time. To this end, we define

a timer called SPIN position validity timer, TSPIN,val, upon the expiry of which SPIN periodic

tracking is mandatory. Thus, periodic SPIN tracking requires relatively long but infrequent

time gaps. From Table 4.3, SPIN can potentially utilize the GNSS positioning measurement

gaps, CDRX-OFF time, IDRX sleep time, and round-trip wait time for the purpose of peri-

odic tracking. Furthermore, as shown in Figure. 4.8(a), the tracking windows in successive

tracking loops are non-overlapping in this method.
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Table 4.3: List of time gaps available for SPIN tracking.

Mode Opportunities
Usage scenario

Serving
cell

Non-serving
cell

ConA

Unassigned UL SFs Yes Yes
Unassigned DL SFs Yes Yes

Assigned UL SFs
Yes

(FDD only) No

Assigned DL SFs Yes No
Round-trip wait time Yes Yes

Switch SFs Yes Yes
Grant-to-data, data-to-ACK, and

Control channel (CCH) to CCH processing gaps Yes Yes

DRX inactivity time Yes No
Resynchronization gaps Yes Yes

Neighbor cell measurement gaps Yes Yes
Positioning measurement gaps Yes Yes

CDRX
CDRX-ON Yes No
CDRX-OFF Yes Yes

IDRX
IDRX-PO Yes No

IDRX sleep Yes Yes

Continuous SPIN Tracking

Continuous SPIN tracking maintains the accuracy at a specific level by means of continuous

tracking measurements. This method is ideal for the scenario when short time gaps are avail-

able frequently during the NTN cellular communication. For instance, when SPIN operates

on an NB-IoT UE, resynchronization gaps can be used for tracking. Since the SFs containing

the CRS for resynchronization measurements also include SSs, additionally acquiring SSs

for the purpose of SPIN tracking does not affect the resynchronization operation. Similarly,

as shown in Table 4.3, LTE-M UEs are usually provided with periodic time gaps for neighbor

cell measurements [143]. The UE measures the reference signals (RS) in the neighbor cells

during these gaps. Since both RS and SSs are present on the acquired signal, SPIN can addi-

tionally perform measurements on the SSs during these gaps. In addition to these time gaps,
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Figure 4.8: Timing diagram of (a) Periodic SPIN tracking (b) Continuous SPIN tracking.

switch SFs in HD-FDD UEs, assigned and unassigned DL and UL SFs, processing gaps, and

CDRX-ON time are potential time gaps which can be utilized for continuous tracking. Fur-

thermore, in continuous SPIN tracking, the tracking window slides continuously by dropping

old stale TOA/FOA measurements and by including fresh TOA/FOA measurements simul-

taneously. Therefore, the tracking windows in adjacent loops overlap in time, as shown in

Figure. 4.8(b).

Throughout the positioning operation, we assume that the UE velocity does not change

significantly during the short positioning windows, WSPIN,acq and WSPIN,track. While long po-

sitioning window gives highly accurate positioning result for UEs with constant velocity, it

results in poor accuracy for UEs with changing velocity. Therefore, while choosing WSPIN,acq

and WSPIN,track, one needs to carefully consider the UE mobility aspects and the target accu-
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racy.

4.4 Performance Analysis

In the previous section, we defined the detailed steps of SPIN algorithm. In the following, we

analyze the performance of SPIN using two key indicators, positioning accuracy and battery

life.

4.4.1 Positioning Accuracy

We find the theoretical bounds for SPIN positioning accuracy by applying the CRLB [144,

Ch. 3]. We do this in two steps: first we find the CRLB for TOA and FOA estimation, and

then we use this result to obtain the CRLB for position and velocity estimation using TDOA

and FDOA. For the TOA and FOA estimation in SPIN, where the received noisy signal is

cross-correlated with a clean template, the CRLB inequalities [145] are given by

σ2
T ≥ 1

8π2β2 E
N0

(4.30)

and

σ2
F ≥ 1

8π2κ2 E
N0

, (4.31)

respectively, where σ2
T is the variance of the TOA estimation in (4.17), σ2

F is the variance of

the FOA estimation in (4.18),E is the energy of s(t) in the time window TSPIN,acq or TSPIN,track,

β is the root mean square (RMS) bandwidth, and κ is the RMS time of the signal. The RMS

bandwidth and time of the signal are defined by

β =

√√√√∫∞
−∞ f 2 |S(f)|2 df∫∞
−∞ |S(f)|2 df

(4.32)
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and

κ =

√√√√∫∞
−∞ t2 |s(t)|2 dt∫∞
−∞ |s(t)|2 dt

, (4.33)

respectively, where S(f) is the Fourier transform of s(t).

Next, we use the CRLB inequalities in (4.30) and (4.31) to find the CRLB of joint TDOA-

FDOA based SPIN position and velocity estimations. While closed-form expressions of

TDOA CRLB are given in [146], [147, Ch. 4], we cannot use them since they are meant

for 2D positioning and also do not include FDOA. Therefore, for SPIN, we apply the steps

provided in the literature [148] for computing TDOA CRLB, and extend that to our sce-

nario of joint TDOA-FDOA based positioning. We consider an estimation problem where

we need to estimate θ from the intermediate measurements ϕ. First, we obtain the Fisher in-

formation matrix (FIM), Jϕ, by assuming a Gaussian noise model for ϕ using the variances

given in (4.30) and (4.31). Since ϕ are Gaussian distributed, they have a covariance matrix,

Cϕ = W−1, where W is given in (A.19). It follows that, the FIM with respect to ϕ is given

by

Jϕ = Cϕ
−1 = W (4.34)

The FIM with respect to the final estimation parameters θ can be expressed using the chain

rule,

Jθ =
∂ϕ

∂θ
Jϕ

(
∂ϕ

∂θ

)T

= ÃTJϕÃ.

where Ã is given in (A.4). Finally, we find the CRLB inequality as

Cθ̂ ≥
[
J−1
θ

]
6×6

, (4.35)
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where Cθ̂ is the covariance matrix of the estimated parameters θ̂ and Jθ is the FIM of θ. The

minimum mean squared error (MMSE) of the estimated position, X̂ = [x̂ ŷ ẑ], and velocity,

V̂ = [v̂x v̂y v̂z], can be expressed as

Eθ

∥∥∥X − X̂
∥∥∥2 ≥ [J−1

θ

]
11
+
[
J−1
θ

]
22
+
[
J−1
θ

]
33

(4.36)

and

Eθ

∥∥∥V − V̂
∥∥∥2 ≥ [J−1

θ

]
44
+
[
J−1
θ

]
55
+
[
J−1
θ

]
66
, (4.37)

respectively.

4.4.2 Battery Life

In the following, we analyze the energy consumption of an NTN IoT UE which uses SPIN for

the purpose of UL synchronization. We also provide an analysis for the energy consumption

of an NTN IoT UE which uses a GNSS based solution. The energy consumption evaluation

helps us to investigate the impact of SPIN on the UE’s battery life and also to directly compare

the battery life with that of a GNSS based solution. We provide the list of important notations

in Table 4.4.

For the energy consumption analysis, we assume an IoT traffic model where the UE

reports UL data periodically at an interval called data reporting interval. Considering the

cellular communication protocol flow given in [63], the total energy consumption per data

reporting interval of an NTN IoT UE which performs positioning through SPIN, is given by

ESPIN = PRX

(
WSPIN,acq + TSPIN,track

Tcon

ISPIN,track

)
︸ ︷︷ ︸

Sync + SPIN positioning

(4.38)

+NsatEMIB-SIB + ERA + EUL + ECDRX + EIDRX,
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Table 4.4: List of important notations in battery life analysis.

Notation Meaning
PTX Transmission power
PRX Reception power
PLSL Power consumption during light sleep
PIDRX Power consumption during IDRX sleep
Nsat Number of satellites visible to the UE
Tsync Sync time
Tcon Total duration of RRC connection
TMIB,RX Master information block (MIB) decoding time
TMIB,idle Idle time in MIB
TSIB,RX SIB decoding time
TRTT RTT between UE and satellite
Tmsg1 msg1 duration
Tmsg1,idle Idle time between msg1 and msg2
Tmsg2 msg2 duration
Tmsg3 msg3 duration
Tmsg4 msg4 duration
Tmsg4,ACK msg4 ACK duration
TUL,data UL data duration
TUL,grant UL grant duration
TUL,RTT Total round trip wait time between UL data and grants
TDRX-INAT DRX inactivity timer
TCDRX CDRX cycle
TCDRX-ON CDRX-ON duration
TIDRX IDRX cycle
TIDRX-PO IDRX PO duration
TGNSS,acq GNSS acquisition duration
TGNSS,track GNSS tracking duration
TGNSS,val GNSS position validity timer

where EMIB-SIB, ERA, EUL, ECDRX, and EIDRX are the energy consumption associated with

MIB and SIB decoding, RA, UL data, CDRX, and IDRX, respectively. The above individual

energy components are given by

EMIB-SIB = PRXTMIB,RX + PLSLTMIB,idle + PRXTSIB,RX,

ERA = PTX
(
Tmsg1 + Tmsg3 + Tmsg4,ACK

)
+ 2PLSLTRTT + PRX

(
Tmsg1,idle + Tmsg2 + Tmsg4

)
,
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EUL = PTXTUL,data + PRXTUL,grant + PLSLTUL,RTT,

ECDRX = PRXTDRX-INAT + PRX
(
NCDRXTCDRX-ON

)
+ PLSLNCDRX

(
TCDRX − TCDRX-ON

)
,

and

EIDRX = PIDRXNIDRX
(
TIDRX − TIDRX-PO

)
+ PRXNIDRXTIDRX-PO,

where NCDRX and NIDRX represent the number of CDRX and IDRX cycles, respectively,

which are decided by the values of data inactivity (TData-INAT) and T3324 timers, respectively [81,

149]. For periodic SPIN tracking, ISPIN,track = TSPIN,val in (4.38). Note that when SPIN is

used to get position fix for the purpose of UL sync, UE operations associated with estab-

lishing RRC connection are done only once per reporting interval. However, SPIN requires

extra synchronization measurements from one or more satellites as it uses SSs for positioning

purposes.

For the GNSS based solution, the total energy consumption per data reporting interval is

given by

EGNSS = PRX
(
TGNSS,acq +NGNSSTGNSS,track

)
,︸ ︷︷ ︸

GNSS positioning

(4.39)

+NGNSS(Esync + EMIB-SIB + ERA) + EUL + ECDRX + EIDRX,

where Esync is the energy consumption associated with cellular synchronization, given by

Esync = PRXTsync, (4.40)

and NGNSS represents the number of times GNSS positioning is required in each reporting

interval, given by

NGNSS =
Tcon

TGNSS,val
. (4.41)
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We see from (4.39) that the UE operations associated with establishing cellular connection

such as synchronization, RA, and MIB and SIB decoding are performed NGNSS times. This

is because the IoT UEs do not have the capability to simultaneously perform cellular and

GNSS operations. The UE terminates RRC connection and enters RRC idle mode before

GNSS positioning.

Based on the above energy consumption analysis, we now define the battery life of both

SPIN and GNSS based solutions. Let the data reporting interval of the UE be Irep hours and

the UE battery capacity be Eb Wh. Then, the battery life, in years, of an NTN-IoT UE using

SPIN and GNSS based solutions are given by

LSPIN =
Eb × 60× 60

ESPIN
24×365

Irep

(4.42)

and

LGNSS =
Eb × 60× 60

EGNSS
24×365

Irep

, (4.43)

respectively, where ESPIN and EGNSS are in units of J.

In the next section, we provide the numerical results for SPIN accuracy compared with

the corresponding CRLB, the SPIN battery life compared with that of GNSS based solution,

and the computational complexity of SPIN.

4.5 Numerical Results

In the above, we discussed the theoretical bounds of the SPIN positioning accuracy and pro-

vided the analytical equations for battery life comparison of a UE using SPIN with that of

GNSS. In this section, we perform PHY and system level simulations of SPIN to obtain

the achieved positioning accuracy and compare that with the corresponding CRLB. For the

same evaluation settings, we also provide numerical results of battery life savings in an IoT
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Table 4.5: Simulation settings for SPIN evaluation.

Parameter Value Parameter Value
Positioning Evaluation Settings

Constellation 87.5◦:2400/40/20 Channel NTN TDL-D
Coherent time 1 ms Standard NB-IoT

Beam configuration Set-4 Environment Suburban
Minimum elevation 30◦ fs 1.92 Msps

Satellite height 600 km UE speed 120 km/h
kmax

(acquisition)
10 for parallel,

30 for sequential
MCL 164 dB

No. of UEs 1000
kmax

(tracking)
20 for parallel,

40 for sequential
ϵth 0.0001

TSPIN,proc 100 ms
Battery Evaluation Settings

Eb 5 Wh TCDRX 640 ms
PTX 543 mW TCDRX-ON 100 ms
PRX 37 mW TIDRX 1.28 s
PLSL 8.75 mW TIDRX-PO 100 ms
PIDRX 105 µW T3324 16 s
Nsat 8 TGNSS,acq 1-30 s
TRTT 26 ms TGNSS,track 1 s

TDRX-INAT 100 ms TGNSS,val 6.4 s
TData-INAT 5 s Irep 2, 24 h
TSPIN,val 5.9 s Data size 200 bytes

Common Settings

WSPIN,acq
1.1 s for parallel,

5.2 s for sequential
ISPIN,acq 215 ms
ISPIN,track 296 ms

WSPIN,track
296 ms for parallel,
2.1 s for sequential

TSPIN,acq 215 ms
TSPIN,track 40 ms

UE which uses SPIN instead of GNSS based solution. Finally, we show the computational

complexity of SPIN in terms of the number of operations and memory requirements.

4.5.1 Simulation Settings

For both positioning accuracy and battery life evaluations, we choose the evaluation param-

eters and their values from the relevant 3GPP technical documents and reports [63, 81, 150].

We list the parameters and their values we use for our evaluations in Table 4.5. We adopt

all the time parameters in the protocol flow and their values from [63], and hence we do
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not repeat them in Table 4.5. To achieve global coverage, we select a satellite constellation

of sufficient size which is comparable with that of currently planned and/or deployed LEO

constellations such as Starlink [64, 65] and Amazon-Kuiper [65]. To evaluate the worst case

which corresponds to deep coverage, we perform both SPIN accuracy and battery life evalu-

ations at an MCL of 164 dB. Further, we choose set-4 satellite beam configuration for which

the link budget matches with 164 dB MCL [63,151]. For the sake of conciseness, we provide

SPIN evaluation for only NB-IoT standard. Nevertheless, the evaluations can be extended in

a similar way to LTE-M standard.

We apply the NTN channel models recommended by 3GPP [26]. We choose the param-

eters corresponding to a suburban environment, which is an ideal application scenario where

NTN support is critical. The channel model includes small scale fading, which emulates the

multipath effect mainly caused by the obstacles close to the UE, and the Doppler spread due

to the UE motion [26]. The SNR is obtained from the NTN IoT link budget [25, 63] as

γ =
PEIRPG

BkBTαfsαatmαshαscαpolαadd
, (4.44)

where PEIRP is the effective isotropic radiated power (EIRP) from the satellite, G/T is the

antenna-gain-to-noise-temperature of the UE, B is the bandwidth of the synchronization sig-

nal, kB is the Boltzmann constant, αatm is the atmospheric path loss, αsh is the shadowing

margin, αsc is the scintillation loss, αpol is the polarization loss, αadd includes all other addi-

tional losses, and αfs is the free space path loss [26] given by

αfs = (4πfcd/c)
2, (4.45)

where d is the distance between the satellite and the UE.

The number of synchronization measurements that a UE can perform in an acquisition
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or tracking window depends heavily on the network implementation. This includes factors

such as the partition of available network bandwidth into intra- and inter-frequency cells and

the deterministic time offset between the cells. Therefore, we assume two extreme cases for

our evaluations. First, we evaluate the worst case where the UE can only sequentially ac-

quire synchronization measurements from one cell to another. The worst case corresponds

to a scenario where all the available synchronization signals in the SPIN window belong

to inter-frequency cells. However, it might be possible for a UE with adequate processing

capability to measure synchronization signals from multiple intra-frequency cells in the ac-

quisition bandwidth simultaneously, if they are time multiplexed. Therefore, we also evaluate

the best case, i.e., with parallel measurements, where the UE can simultaneously acquire all

available synchronization measurements in a SPIN window. SPIN takes longer time to get

position fix when acquiring SSs sequentially. Therefore, for sequential method, we choose

acquisition and tracking windows longer than that of parallel method.

For battery life comparison, we use the same values of time parameters which we used for

SPIN accuracy evaluation. For estimating the battery life of a UE using GNSS based solution,

we choose GNSS acquisition and tracking durations from 3GPP technical report [63]. With-

out loss of generality, we use the term GNSS throughout our evaluations to indicate GPS,

which is the widely used GNSS service. Finally, to maintain low computational complexity

along with reasonably high accuracy, we set TSPIN,proc to 100 ms.

4.5.2 Methodology

We perform the SPIN accuracy evaluation in two steps: evaluation of i) TOA and FOA esti-

mation using PHY simulation, ii) position and velocity estimation using system level simu-

lation, and compare with the corresponding CRLBs.

In the first step, using MATLAB LTE and 5G Toolbox, we generate SSs, pass them
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through the NTN channel models, and estimate TOA and FOA. To account for the non-line-

of-sight (NLOS) paths in a suburban environment, we apply a penalty by disregarding NLOS

signals based on the LOS-NLOS probability given in [26]. In our evaluations, we assume

that the UE filters out the NLOS signals, which can be done based on the signal strength as

explained in [33].

In the second step, we conduct system level simulations of SPIN acquisition and tracking,

by considering a satellite constellation and a set of UEs located on the earth. Note that the

evaluation models in the existing work on NTN NR positioning [33] do not consider the

impact of true UE location on the achieved accuracy. In reality, the achievable accuracy varies

significantly depending on the true UE location. To this end, to fully capture the impact of

all locations, we consider uniformly spaced 1000 UEs on the earth. However, for a near-

polar Walker-star constellation, over-crowding of satellites happens at the poles. In reality,

some of the satellites turn off their beams in a coordinated manner to avoid high interference

at those regions. Moreover, the probability that a UE might be located near the poles is

negligible. Therefore, to prevent the results from skewing towards very high accuracy due to

the above exceptional scenario, we exclude the regions close to both the poles. Furthermore,

our simulation model accounts for the significant variation of SNR during the satellite fly-by,

thus ensuring accurate simulation results. To this end, we calculate SNR using (4.44) for

each measurement and apply noise variance separately, instead of setting a fixed variance for

the noise in all measurements.

4.5.3 Positioning Evaluation

Fine Time and Frequency Offset Estimation

We first evaluate TOA and FOA estimation accuracy using PHY simulation of PSS and SSS

in NTN channel for the range of SNR given by the NTN IoT link budget. We compare these
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simulation results with the corresponding CRLB in Figure. 4.9. The SNR for 164 dB MCL

ranges from −12 to −7 dB when the satellite moves from the minimum to the maximum

elevation angles of 30◦ to 90◦, respectively. The results in Figure. 4.9 show that the TOA and

FOA estimated using correlation over the chosen acquisition and tracking durations followed

by fine resolution curve fitting approach the CRLB for the concerned range of SNR. Only

under very low SNR, both the TOA and FOA estimations fail due to an unavoidable anoma-

lous behavior [152]. Additionally, at very high SNR, the TOA and FOA estimations tend to

saturate thus creating gaps with CRLB. This saturation is due to the estimation bias caused

by the small scale fading in the channel.
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Figure 4.9: (a) TOA (b) FOA estimation errors compared with corresponding CRLBs.

Position and Velocity Estimation

In the above, we showed that the TOA and FOA estimations in SPIN achieve the correspond-

ing CRLBs for the concerned range of SNR. Therefore, for the following SPIN acquisition

and tracking simulations, we assume that the TOA/FOA measurements have Gaussian distri-

butions with mean and variance equal to the true TOA/FOA values and CRLB, respectively.

For uniformly spaced 1000 UEs on the earth, we show the 90th percentile of RMS error in
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SPIN position and velocity and their comparison with the corresponding CRLBs, in Table 4.6.

We see that in all cases, SPIN results are close to the position and velocity CRLBs. As given

in Table 4.5, we set the number of TWLS iterations to small values to have low computational

complexity. However, if we run SPIN for more TWLS iterations, the position and velocity

accuracy approach the corresponding CRLBs, but at the expense of a higher computational

complexity. It should be noted that SPIN acquisition achieves the target requirements shown

in Figure. 4.4 for a wide range of error budget covering low to very high oscillator errors.

On the other hand, we choose reasonably short SPIN tracking window such that the results

just meet the target requirements for 80 − 20% error budget. However, to get higher accu-

racy, SPIN tracking window can be cautiously increased, provided that the assumption of UE

velocity remaining constant during the entire window remains valid.

Table 4.6: 90th percentile RMS error of position and velocity.

Measurement
Type

Positioning
Step

Position (m) Velocity (m/s)
CRLB Simulation CRLB Simulation

Parallel
Acquisition 17.4 20.6 0.1 0.8

Tracking 188.4 207.3 1.7 4.9

Sequential
Acquisition 15.9 18.2 0.1 0.4

Tracking 193.9 212.6 2.0 3.1

In Table 4.6, we showed SPIN accuracy results for stand-alone acquisition and tracking

operations by configuring appropriate durations. To show the real-time accuracy variation

starting from SPIN acquisition until a few loops of SPIN tracking, we have also plotted the

90th percentile of RMS error against time in Figure. 4.10. For the sake of conciseness, we

show the results for only sequential measurements case here. However, we see a similar

trend in the parallel measurements scenario too. For continuous tracking, the accuracy of

both position and velocity initially reduce over time before finally saturating to a level. This

is because SPIN maintains a sliding tracking window which discards old measurements while
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Figure 4.10: 90th percentile RMS error of (a) position and (b) velocity estimation vs. time,
for sequential measurements case.

including new measurements. The TOA and FOA measurements performed during the ini-

tial acquisition are superior than the tracking measurements due to the longer acquisition

duration and hence give higher accuracy. Until the acquisition-tracking boundary as shown

in Figure. 4.10, the set of measurements include at least one measurement from the initial

acquisition. However, afterwards, the accuracy remains approximately same since the fol-

lowing tracking measurements are performed with a fixed duration and interval. We observe

that, SPIN maintains position and velocity RMS error below 215 m and 2 m/s, respectively,

by performing measurements every 296 ms. On the other hand, in periodic tracking, SPIN

gets a position fix every time when TSPIN,val expires. In our simulations, we set TSPIN,val based

on the value of UE speed. Since the UE is moving, the error relative to the previous estimated

position increases over time. In this regard, we set TSPIN,val equal to the time taken for the

position error to reach 215 m, which is the allowed position error for 80− 20% error budget

in Figure. 4.4. For continuous tracking, the values of tracking window, interval, and duration

used in the simulations are specified in Table 4.5. However, periodic SPIN tracking measure-

ment parameters need to be similar to that of acquisition measurement as they require high
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Figure 4.11: (a) Comparison of energy consumption per reporting interval of SPIN with
GNSS based solution. (b) Battery life saving with SPIN.

accuracy. Therefore, for periodic tracking, we set WSPIN,track, ISPIN,track, and TSPIN,track equal

to the values of WSPIN,acq, ISPIN,acq, and TSPIN,acq given in Table 4.5, respectively. The circles

in Figure. 4.10 represent the accuracy achieved by SPIN acquisition followed by periodic

tracking. Since we set the tracking window long enough to get highly accurate position, the

periodic tracking accuracy remains valid until the expiry of TSPIN,val.

As already mentioned in Section 4.2.2, UE velocity related Doppler offset in the UL is

taken care by the network. However, given the high accuracy of UE velocity estimation in

SPIN, the IoT UE can additionally pre-compensate the UL signal for the UE Doppler.

4.5.4 Battery Life Comparison

First, we compare the total energy consumption per reporting interval of an IoT UE which

uses SPIN with that of a UE using GNSS, in Figure. 4.11(a). The time to get a GNSS position

fix varies based on a range of factors including the type of chipset, the positioning interval,

and the visibility to GNSS satellites. To this end, for Irep = 2 h, we vary the GNSS acqui-

sition duration, TGNSS,acq, from 1 to 5 s where GNSS performs a hot-start positioning [63].
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On the other hand, GNSS performs a cold-start positioning when Irep = 24 h, and hence

we vary TGNSS,acq from 5 to 30 s [63]. We see in Figure. 4.11(a) that, for the entire range of

TGNSS,acq, GNSS based solution consumes more energy than SPIN. This is mainly because

of repeated termination and re-establishment of RRC connection associated with the GNSS

positioning gaps. In addition, we see that the energy consumption in GNSS based solution

increases with increase in TGNSS,acq, since longer duration of GNSS reception is performed

for higher TGNSS,acq. On the other hand, the energy consumption in SPIN remains constant

for all combinations of settings, since it is independent of TGNSS,acq. SPIN consumes more

energy when it performs sequential measurements than when it performs parallel measure-

ments. This is because SPIN performs reception of SSs for longer duration when it performs

measurements sequentially. For the sequential measurement case, periodic SPIN tracking

consumes more energy than continuous SPIN tracking. The reason is that we set the periodic

tracking duration to a large value to get high accuracy which should remain valid until the

expiry of TSPIN,val. However, continuous tracking maintains the accuracy within an accept-

able limit by making use of short and frequent time gaps, thus consuming less energy. This

changes for the parallel measurement case, in which the energy consumptions for periodic

and continuous tracking are approximately the same. This is because of the same effective

reception duration of SS measurements for the chosen settings.

Finally, we show the battery life saving associated with SPIN over the GNSS-based so-

lution in Figure. 4.11(b). For the best case where SPIN performs parallel measurements, it

saves around 29 − 64% of the UE’s battery life. Even in the worst case where sequential

measurements are performed, SPIN offers a significant battery life saving which ranges from

12 to 43%
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4.5.5 Computational Complexity

We show the number of basic arithmetic operations associated with SPIN acquisition and

tracking for both parallel and sequential measurements scenarios in Table 4.7. The number

of operations in TWLS includes all the computations performed during the entire iterative

process until the convergence. Using the number of operations and TSPIN,proc, we calculate

the computational complexity in terms of million operations per second (MOPS). For SPIN

acquisition, the MOPS associated with parallel measurements case is higher than that of se-

quential measurements. Therefore, for an NB-IoT UE with low complexity, SPIN acquisition

with sequential measurements is more suitable. On the other hand, an LTE-M UE with higher

computational capacity can perform SPIN acquisition with parallel measurements which can

achieve sufficient accuracy in shorter measurement time. The evaluations also show that

MOPS required for both sequential and parallel measurement cases in SPIN tracking are

lower than that of acquisition since tracking is performed with less number of measurements.

The most computationally demanding cases in NB-IoT are data channel processing and SS

detection which require 18.5 and 30 MOPS, respectively [56]. We see that the MOPS in

both parallel and sequential cases of SPIN are much lower than the MOPS required by the

existing computationally expensive cases. For the above evaluation, we did not consider the

operations associated with the coarse synchronization step since SPIN directly reuses the

results from the cellular operation. As the cellular UE has the computational capacity to

perform correlation on signals at same sampling rate and comparable lengths as part of fine

synchronization, we also do not analyze the complexity associated with the subsequent SPIN

correlation operations.

We also computed the memory requirement in the UE for performing SPIN, which is

mainly decided by the size of the matrices involved in 2-WLS and TWLS steps. The highest

memory requirement is for SPIN parallel acquisition which is around 28 kB. On the other
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Table 4.7: Computational complexity of SPIN.

Positioning
Step

Number of Operations
Parallel

Acquisition
Sequential
Acquisition

Parallel
Tracking

Sequential
Tracking

Curve Fitting 640 384 128 112
2-WLS 500702 153144 - -
TWLS 1294950 1095030 77620 124280

MOPS 17.96 12.48 0.78 1.24

hand, sequential SPIN acquisition takes only 1 kB of memory. This is not significant for IoT

UEs which usually have a random access memory (RAM) size of 256 kB [153, 154].

It should be noted that, in the battery life analysis, we did not consider the power con-

sumption associated with the computations related to SPIN or cellular operation. For even

a relatively less efficient processor with an efficiency of 144 MOPS/mW [155, Ch. 5], the

power consumption associated with computations in SPIN parallel acquisition, the most com-

putationally demanding case, is only 0.1 mW. However, for a superior processor efficiency

of 970 MOPS/mW, the power consumption is only 18 µW. Therefore, it is meaningful to

assume that the SPIN computations have negligible impact on the battery life of the UE.

4.6 Discussion

In this section, we provide brief qualitative analysis of SPIN in additional scenarios which

are not evaluated in this chapter.

4.6.1 LTE-M

In the above, we evaluated SPIN for NB-IoT standard where it uses NPSS and NSSS for po-

sitioning. In a similar way, we can evaluate SPIN for the LTE-M standard by replacing NPSS

and NSSS with PSS and SSS, respectively. In contrast to NB-IoT, LTE-M is meant to sup-
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port lower coverage level and hence we can consider an MCL of 154 dB, which corresponds

to set-3 or set-2 beam configurations [63, 151]. For the LTE-M standard, which uses PSS

and SSS with a bandwidth higher than that of NPSS and NSSS, we observe that the SPIN

accuracy is much higher than that of NB-IoT.

4.6.2 Reduced Constellation Size

The satellite constellation chosen for our evaluation gives visibility to more than one satellite

at any instant of time to every UE. Nevertheless, SPIN also works in those scenarios where

there is limited visibility, e.g., a constellation consisting of 510 LEO satellites at an altitude

of 600 km, which is the minimum constellation size for global coverage [122]. However, in

a limited visibility scenario, SPIN takes a longer duration to get an accurate position fix.

4.6.3 Indoor Scenario

We considered outdoor UEs for the SPIN evaluations in this chapter. However, SPIN also

works in soft indoor cases, where an additional loss needs to be included in the link budget,

e.g., 9 dB [151]. However, for deep indoor cases which suffer from severe outdoor-to-indoor

(O2I) losses, the link budget as per the satellite reference parameters defined by 3GPP [25,

63] is insufficient. Alternatively, if LEO satellites with higher antenna gain are deployed,

successful UL and DL communication are possible for deep indoor cases [39]. In such a

scenario, SPIN can operate successfully in an NTN UE and can provide position fix to resolve

UL synchronization issues and to serve LBS.

4.6.4 Other Environments

For the evaluations in this chapter, we considered an NTN channel in a suburban environment

with LOS probability as defined in [26]. In an open-sky environment, e.g., when the UEs are
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mounted on aircrafts or boats, we can assume an AWGN channel with 100% LOS possibility.

On the other hand, in an urban or dense urban environment, the LOS probability is lower

than that of a suburban scenario. Nevertheless, our evaluations can be directly extended to

the above cases. We see that the accuracy in open-sky environment is better than the suburban

scenario which we evaluated in this chapter. However, the accuracy will be lower in an urban

environment due to the lower LOS probability. This is not a major concern since the IoT UEs

located in urban environment are more likely to be served by the terrestrial cellular BSs.

4.7 Summary

In this chapter, we designed an algorithm called SPIN which enables self-positioning in NTN

IoT UEs for the purpose of solving the UL synchronization problem and to provide LBS.

SPIN performs positioning by utilizing TDOA and FDOA measurements on the existing DL

SSs, thus requiring no network modification. SPIN adopts state-of-the-art signal processing

techniques to ensure that the positioning accuracy achieves the theoretical bounds. The nu-

merical results show that SPIN meets the target accuracy required for the UL sync problem

while also achieving the CRLB. Our analysis also shows significant battery life savings when

a GNSS-based solution is replaced with SPIN. Further, the computational complexity asso-

ciated with SPIN is much lower than that of the existing cellular operations. The positioning

accuracy, the battery life analyses, and the low complexity prove that SPIN is an appealing

solution for the UL sync problem in NTN IoT UEs.
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Enhanced HARQ in NTN Cellular IoT

5.1 Introduction

As discussed in Chapter 1, one of our research goals is to solve the problems in NTN with an

objective to achieve global network coverage for C-IoT UEs. In the previous chapter, we de-

signed SPIN to solve the UL synchronization problem which results from the large Doppler

offset in NTN. In this chapter, we focus on the impact of the extended RTT of bidirectional

signals caused due to the increased propagation distance in NTNs on the network throughput.

To this end, we propose methods for enhancing resource scheduling tailored for C-IoT and

mMTC systems to operate in NTNs, which are collectively referred to as IoT-NTN. Typically,

the achievable data rate may not be the primary target performance indicator to focus on while

designing C-IoT and mMTC systems. One of the reasons for this is the greater resource con-

sumption (e.g., extended bandwidth requirement) and higher transmit power associated with

achieving increased throughput. However, we show in this work that the network throughput

can be improved without demanding additional resources or increasing transmit power, but

instead by efficiently scheduling the HARQ processes. As a result, the IoT-NTN can sup-

port a larger number of mMTC devices, which is critical in NTNs due to the significantly

larger cell size compared to conventional terrestrial networks. Toward this end, we exploit

the lengthy RTT in NTN links to overlap bidirectional signals in the air. We further uti-

lize the frequency-division full-duplex nature of BSs to allow simultaneous transmission and

reception at the satellites and BSs.
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The rest of this chapter is organized as follows. We first provide a qualitative comparison

of our solutions with the prior art in Section 5.2 and then introduce the system model in

Section 5.3. We use the metrics and key performance indicators from Section 5.3 to highlight

the shortcomings of relevant prior works in tackling the issue we addressed in Section 1.2.3.

We propose our solutions in Section 5.4, which we evaluate and present their performance

results in Section 5.5. We summarize the chapter in Section 5.6. We also include a list of

important notations and their meanings in Table 5.1.

5.2 Qualitative Comparison with Prior Art

In this section, we provide qualitative comparisons to demonstrate how our proposed solu-

tions are more suitable than those in the existing art discussed in Section 1.2.3.

Low Target iBLER

We discussed in Section 1.2.3 that when a large iBLER is used in NTNs, it does result in

increased stop-and-wait gaps. Therefore, our solution, aimed precisely at reducing these

stop-and-wait gaps with smart scheduling, presents a method to use a high iBLER for battery

life optimization for IoT-NTN devices, while at the same time also increasing UE battery

life by enabling a higher target iBLER. Nevertheless, note that our proposed solution is also

compatible with designs that use a sub-optimal low iBLER transmission, but with reduced

throughput gains.

Disabled HARQ

In Section 1.2.3, we discussed the importance of HARQ based communication, especially

at the MAC layer, for lower latency, better battery life, and reduced jitters. We also pointed

out the drawbacks associated with disabling HARQ. However, our solution does not demand
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Table 5.1: List of important notations used in this chapter.

Notation Meaning
ηSUF SF utilization factor
Ndata Number of DL or UL data SFs
Nrep Number of repetitions of TB
NHC Lengths of HARQ cycle in units of SFs
NA2G ACK processing delay in units of SFs
R Data rate
nTB Transport block size in bits
tTB Transport block duration in seconds
nDD2A Delay between the DL data and the associated ACK in units of SFs
nUG2D Delay between the UL grant and the associated UL data in units of SFs
NDG2D Delay between the DL grant and the associated DL data in units of SFs
nDD2A, min Minimum mandatory DD2A in units of SFs
nUG2D, min Minimum mandatory UG2D in units of SFs
nbundle Number of ACKs bundled within one TTI
NHARQ Number of HARQ processes
TRTT RTT in seconds
nrep,data Number of data block repetitions
nrep,PDSCH Number of PDSCH repetitions
nrep,PDCCH Number of PDCCH repetitions
nrep,PUCCH Number of PUCCH repetitions
nrep,PUSCH Number of PUSCH repetitions
Nswitch Switching delay in units of SFs
NTBPHC Number of TBs scheduled in one HARQ cycle
γ Signal-to-noise ratio
PEIRP,UE Effective isotropically radiated power of UE
kB Boltzmann constant
G/T Satellite antenna-gain-to-noise-temperature
B Signal bandwidth
fc Carrier frequency
αfs Free space path loss
αatm Atmospheric loss
αsh Shadow fading margin
αsc Scintillation loss
αpol Polarization loss
αadd Additional loss
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disabling the HARQ process. Therefore, our solutions are superior to those methods which

require HARQ disabling.

Increasing the Number of HARQ Processes

In Section 1.2.3, we explained that increasing the NHARQ to fill the stop-and-wait gaps is not

ideal for IoT-NTN systems. Nevertheless, in this chapter, we show that a cautious increase

without the use of MTBG and bundled ACK may be acceptable, especially in the uplink for

IoT-NTN applications, to obtain tangible increase in throughput. However, we demonstrate

that this increase must be accompanied with network modifications that we propose in this

work to allow flexible HARQ scheduling to extract meaningful throughput gain.

With this backdrop, we propose HARQ scheduling solutions in the following section, that

do not require disabling HARQ processes or demand any mandatory increase in NHARQ.

5.3 System Model

We use the same system model as illustrated in Figure. 4.1. In this work, we consider the

satellite to be in a LEO revolving around the earth in a circular orbit. But our study is directly

applicable to higher satellite altitudes of MEO and GEO satellites and also for lower altitudes

of high-altitude platform stations (HAPS) and unmanned aerial vehicles (UAVs). Our study

is agnostic to the data processing/forwarding architecture, and thus supports both transparent

or bent-pipe payloads and regenerative ones. In the bent-pipe architecture, the satellite acts

primarily as a relay node that forwards packets to a gateway that eventually connects to the

core network. On the other hand, BSs that support regenerative payloads contain an on-board

processor to process the payload before connecting to a gateway either directly or via another

satellite over an ISL. For the purposes of our study, the architecture only impacts the RTT of

the message, and further insights on the architectures are available at [25, 156].
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Table 5.2: RTTs for LEO NTNs.

Satellite Altitude Payload Type Min. RTT (ms) Max. RTT (ms)
600 km Regenerative 4 13
600 km Transparent 8 26

1200 km Regenerative 8 21
1200 km Transparent 16 42

1

Subframe# 0 1 2 3 4 5 6 7 8 9 0

G1 G2 G# DL Grant
A# DL ACK

PDSCH D1 D2 D# DL Data

Switch S S S Switching SF

PUCCH A1 A2

PUSCH

M-PDCCH

(a)

Subframe# 0 1 2 3 4 5 6 7

G1 G2 G3 G# UL Grant

U# UL Data

PDSCH S Switching SF

Switch S S

PUCCH

PUSCH U1 U2 U3

M-PDCCH

(b)

Figure 5.1: Timing diagrams for LTE-M operation in (a) the DL and (b) the UL.

Every satellite steers multiple beams toward the earth with multiple beam footprints on

earth as shown in Figure. 4.1. The beams can either be earth-fixed, i.e., steerable beams,

or moving, i.e., non-steerable beams. While our work is applicable for both types of beam

steering configurations, the satellite configuration aspect that impacts our solution is the RTT

of the satellite link. The beam footprint of each beam determines the RTT range of the

satellite link [25]. We present the RTTs of IoT-NTN links for different LEO altitudes for

both types of payload architectures in Table 5.2. The minimum and the maximum RTTs

correspond to the maximum (90◦) and minimum (10◦) beam elevation angles, respectively.

We borrow the UL and DL communication mechanism between the UE and BS for IoT-
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NTN directly from the LTE-M and NB-IoT specifications [11,93]. Our reasoning behind this

is two-fold. First, LTE-M and NB-IoT are the industry chosen standards for enabling low-

power wide area networks. Several works have been presented in the past to demonstrate the

benefits of using these 3GPP standards, e.g., [157,158]. The use of LTE-M and NB-IoT pro-

vides the advantage of reusing existing infrastructure and operating on licensed bands. These

help in providing low-cost, stable, reliable, and predictable performance across application

scenarios. Second, similar to using the NR standard as the starting point for eMBB over

NTN [25, Sec. 6], IoT-NTN standardization activities in 3GPP have agreed to build on the

existing LTE-M and NB-IoT standards to expand them into the NTN realm [63]. By showing

the effectiveness of our proposed solution for LTE-M and NB-IoT, we aim to demonstrate that

integrating our cost-efficient method into legacy systems is practically feasible. According to

both the LTE-M and NB-IoT standards, UL and DL data bits are grouped into TBs of varying

sizes for transmission [93]. The TBS is dependent on the adaptive MCS chosen based on

the operating conditions and target block error rate (BLER). The transmission time interval

(TTI), which is the time spanned by one unit of transmission corresponds to one SF of 1 ms

duration, during which one or more TBs are transmitted. A timing diagram of the DL and

UL transmissions for LTE-M are shown in Figs. 5.1(a) and (b), respectively. Figs. 5.1(a) and

(b) demonstrate the HARQ-based DL and UL communication [159, Ch. 10], which is used

in both LTE-M and NB-IoT. The need for using a HARQ-based design in cellular low-power

wide area network technologies, such as LTE-M and NB-IoT, has been extensively shown in

the past, e.g., [160].

A DL data TB on the physical downlink shared channel (PDSCH) is preceded by a cor-

responding single TB grant (STBG) sent on the MTC physical data control channel (M-

PDCCH). For the case of NB-IoT, the grants are sent on the NB-IoT PDCCH (N-PDCCH).

Henceforth, we drop the prefix for brevity and refer to it only as PDCCH. One grant may
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Figure 5.2: Timing diagram of legacy HARQ operation for HD-FDD in NTN DL.

also configure multiple TBs, and such grants are referred to as multiple TB grants (MTBGs).

For every data TB received, the UE responds with an ACK TB on the physical uplink control

channel (PUCCH). The ACK TB can either acknowledge one or more TBs using unbundled

or bundled ACKs, respectively. UL transmissions are analogous to DL, where UL data TBs

that are configured by UL grants (UGs) in an STBG or MTBG fashion are transmitted on

the physical uplink shared channel (PUSCH) by the UE. For this work, we consider low-cost

IoT UEs that operate in HD-FDD manner, which is the industry preferred design for cost and

complexity reduction [57, 82]. As a result, the UE uses one or more SFs to switch between

transmission and reception modes.

The timing diagrams shown in Figure. 5.1 are identical at both the BS and UE for terres-

trial networks due to the negligible signal propagation delay. However, in NTNs, the timing

shown in Figure. 5.1 is valid at the UE, while the DL transmissions are sent in advance from

the BS by half the RTT. Similarly, the UL packets reach the BS also after half the RTT. We

show an example of this in the timing diagram of Figure. 5.2. We see that the overhead caused

by the processing delays and the time of flight between the UE and BS results in several idle

SFs at the UE-end, which significantly reduce the achievable throughput.

To quantify the data rates obtainable, we define the concepts of HARQ cycle and SF

utilization factor (SUF). We define one HARQ cycle as the total duration of time during

which the UE receives on the PDCCH and/or PDSCH and the duration of time it transmits

on PUCCH or PUSCH. A HARQ cycle also includes the switching SF(s). For example,

Figure. 5.1 shows one HARQ cycle for both DL and UL, where the lengths of a HARQ
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cycle, NHC, in units of SFs are NHC = 11 and NHC = 8, respectively.

Next, we define the SUF, ηSUF, as

ηSUF =
Ndata

nrepNHC
, (5.1)

where Ndata is the total number of SFs occupied by UL or DL data TBs and nrep is the number

of repetitions used for each TB, i.e., the number of times each TB is repeated including its

first transmission. Note that the TB repetitions introduce redundancy to improve the error

rates, and are not the same as HARQ re-transmissions. The value of nrep is chosen based

on the adaptive MCS used by the UE. HARQ re-transmissions, on the other hand, are re-

peated transmissions of one or more repetitions of a TB when the TB is not successfully

acknowledged. A detailed explanation of the HARQ operation can be found extensively in

the literature, e.g., [159, Ch. 10].

Eq. (5.1) shows that SUF indicates the proportion of time spent on transmitting the pay-

load as opposed to transmission overheads. We therefore compute the useful data rate, R,

as

R = ηSUF
nTB

tTB
, (5.2)

where nTB and tTB are the TBS in bits and time spanned by one TB, respectively. Therefore,

for a given TBS corresponding to the adaptive MCS chosen, we can maximize the data rate

by maximizing the SUF, i.e., by reducing the transmission overheads. Since higher values of

RTT can increase NHC, it can be seen from (5.1) that it thus deteriorates SUF and the useful

data rate.
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5.4 Enhanced HARQ for IoT NTN

The value of NHARQ required to fill up all the stop-and-wait gaps in its entirety is

NHARQ ≥ TRTT

tTB
, (5.3)

where TRTT is the RTT in seconds. From Table 5.2, we can observe that NHARQ must be

increased to up to 42 under typical operating conditions where one TB spans 1 SF. The

current LTE-M and NB-IoT specifications only allow a maximum of 8 and 2 HARQs, re-

spectively [11, 93]. This increase in NHARQ is impractical for low cost mMTC and C-IoT

UEs, where a high NHARQ introduces increased complexity due to the required size of the

soft-buffer. Furthermore, it also demands corresponding increments in the size of the DCI

bits.

For the case of IoT-NTN, which uses few PRBs and operates under high path loss environ-

ments, multiple repetitions of the TB are often required to achieve reliable communication.

Therefore, the required NHARQ is

NHARQ ≥ TRTT

nrep,datatTB
, (5.4)

where nrep,data is the number of data block repetitions, i.e., nrep,data = nrep,PDSCH or nrep,data =

nrep,PUSCH, for indicating repetitions on the PDSCH or the PUSCH, respectively. In Sec-

tion 5.5, we present the results from a comprehensive link-level simulation evaluation to

show that IoT-NTN does not require any further increase in NHARQ for MTC applications,

and up to NHARQ = 4 for NB-IoT applications to achieve reliable communications while also

filling the stop-and-wait gaps.

The issue with the current HARQ implementation is that the delay between the DL data

and the corresponding ACK, nDD2A, and similarly in the uplink, the delay between the UL
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grant and UL data, nUG2D, are fixed. Therefore,

iACK,j = iDLdata,j + nDD2A + 1, for DL (5.5)

iULdata,j = iUG,j + nUG2D + 1, for UL, (5.6)

where iACK,j , iDLdata,j , iULdata,j , and iUG,j are the positions in SFs of the ACK for the jth TB,

the last SF of the jth DL TB, the first SF of the jth UL TB, and the last SF of the jth UG,

respectively. When nrep > nDD2A, iACK,j overlaps with iDLdata,k for k > j or the switching

SF. Similarly, when nrep > nUG2D, iDLdata,k for k > j overlaps with iULdata,j . Thus, the current

HARQ configuration can only support one TB per HARQ cycle when nrep > nDD2A, nUG2D.

We can re-write (5.1) under such an operation as

ηSUF,DL = (nrep,PDCCH + nrep,PDSCH + nrep,PUCCH +NDG2D + nDD2A +Nswitch)
−1 (5.7)

and

ηSUF,UL = (nrep,PDCCH + nrep,PUSCH + nUG2D +Nswitch)
−1, (5.8)

for DL and UL, respectively, where nrep,PDCCH and nrep,PUCCH represent the number of repeti-

tions of grant on PDCCH and ACK on PUCCH, respectively, NDG2D, nDD2A, and nUG2D and

the processing delays between DL grant and DL data, DL data and ACK, and UL grant and

UL data, respectively, and Nswitch is the switching delay, all in units of SFs.

We show in Section 5.5 that nrep,PUSCH > nDD2A, nUG2D always holds true, especially

with the delay values specified in the legacy LTE-M protocol. Therefore, irrespective of the

NHARQ that can be used, only one TB can be scheduled per HARQ cycle. We notice that the

processing delays and the time of flight between the UE and BS result in several idle SFs in

the UE due to the single TB in one HARQ cycle. When multiple TBs are scheduled on one

HARQ cycle, the burden of additional delays can be spread over those multiple TBs. This
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Figure 5.3: Timing diagram of modified HARQ operation for HD-FDD in NTN DL.

reduces the overall overheads per TB and improves the SUF. It is even more beneficial in

the context of NTN, since the over-the-air (OTA) travel time can be exploited to overlap the

bidirectional UL and DL signals in air. To this end, we propose using flexible values of nDD2A

and nUG2D to accommodate multiple TBs per HARQ cycle.

As the first step, we modify the HARQ scheme to utilize the bidirectional overlap of

signals in the air. An example for this is shown in the timing diagram for downlink in Fig-

ure. 5.3 where nrep,PDSCH = 4 and nDD2A = 3. In contrast with the timing diagram shown

in Figure. 5.2 where NHARQ = 1, we consider NHARQ = 3 in Figure. 5.3, to better utilize

the possible bidirectional overlap in the air due to the large propagation delay. However, we

still see several idle subframes at the UE which is mainly due to the fixed nDD2A that does

not allow the base station to transmit more than 1 TB per HARQ cycle or more number of

HARQ processes even if the UE supports.

In the next step, we set the processing delays, DD2A and UG2D variable such that some

more idle subframes can be utilized. We show an example of our proposed method in Fig-

ure. 5.4 for NHARQ = 4, DD2A of 3 SFs, and 4 SFs of data repetitions. In contrast with

the timing diagram shown in Figure. 5.3, we could use higher NHARQ along with reducing

the number of idle SFs at the UE which results in an improved SUF. The better SUF in Fig-

ure. 5.4 is achieved due to the use of flexible nDD2A which allows more than 1 TB per HARQ

cycle. Our proposal of using TB-specific downlink data to acknowledgment (DD2A) and up-

link grant to data (UG2D) delays6, i.e., nDD2A,j and nUG2D,j , eliminates the overlap between

6DD2A delay can also be considered as a physical downlink shared channel (PDSCH) to physical uplink

152



Chapter 5. Enhanced HARQ in NTN Cellular IoT

G# DL Grant D# DL Data A# DL ACK SW Switch SF UE idle SF

BS TX PDCCH G1 G2 G3 G4 G1 G2
BS TX PDSCH
BS RX PUCCH A3 A4 A1 A2 A3 A4

UE RX PDCCH SW SW G1 G2 SW SW G3 G4 SW SW G1 G2
UE RX PDSCH SW SW SW SW SW SW
UE TX PUSCH SW A3 A4 SW SW A1 A2 SW SW A3 A4 SW
#subframe 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

D1 D2

D1

D1 D2 D3 D4

D4 D1 D2 D3 D4

Time of flight

Figure 5.4: Timing diagram of proposed HARQ scheme for HD-FDD in NTN DL.

the data TBs and/or the switching SFs. Thereby, we ensure that an arbitrary number of TBs

can be scheduled within one HARQ cycle. The SUF in this case can be expressed as in (5.9)

and (5.11), respectively, where NTBPHC is the number of TBs scheduled in one HARQ cycle

and nDD2A, min and nUG2D, min are the minimum mandatory DD2A and UG2D delays that must

be used to ensure that sufficient processing time is available at the UE to process DL data and

UL grants, respectively.

ηSUF,DL =
NTBPHC

NSF
, (5.9)

where

NSF = nrep,PDCCH +NDG2D +NTBPHCnrep,PDSCH + nrep,PUCCH

+ max(nDD2A, min, (NTBPHC − 1)nrep,PUCCH) + 2Nswitch. (5.10)

ηSUF,UL =

NTBPHC

nrep,PDCCH + max(nUG2D, min, (NTBPHC − 1)nrep,PDCCH) +NTBPHCnrep,PDSCH + 2Nswitch
.

(5.11)

While any NTBPHC > 1 can be chosen to obtain higher ηSUF,DL and ηSUF,UL, the limit on

the maximum NTBPHC that can be scheduled is set by the maximum NHARQ supported by

the specification. The relation between NTBPHC and NHARQ is dependent on the RTT of the

network and can be expressed as in (5.12), where NA2G is the ACK processing delay at the

BS before scheduling the HARQ process whose TB is acknowledged.

control channel (PUCCH) delay, and UG2D delay can also be considered as a physical downlink control channel
(PDCCH) to physical uplink shared channel (PUSCH) delay.
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NHARQ

=

⌈
NTBPHC

(
1 +

TRTT +NA2G

tTB(nrep,PDCCH +NDG2D +NTBPHC(nrep,PDSCH + nrep,PUCCH) + 2Nswitch)

)⌉
(5.12)
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Figure 5.5: Timing diagram for DL operation with MTBG.

5.4.1 Computing and Signaling Variable DD2A and UG2D

After establishing that a variable nDD2A and nUG2D can increase data rates, we now present

the methods to compute, choose, and signal these values from the BS to the UE. Toward this

end, we consider three different scenarios of HARQ scheduling. The use of MTBG and ACK

bundling may not be considered together due to their complexity, and has also already been

investigated for delay flexibility in terrestrial networks [161] (and can therefore be extended

to NTNs if needed). Therefore, we consider the three other cases of grouping grants and

ACKs, namely, MTBG without ACK bundling, STBG without ACK bundling, and STBG

with ACK bundling.

No ACK Bundling

An example of MTBG without ACK bundling for DL transmission is shown in Figure. 5.5.

When STBG is used instead, the grants are split to schedule each TB individually. The

variable DD2A of the jth TB is the sum of the time left for the remaining TBs scheduled in

the MTBG, the ACKs corresponding to all TBs from 1, 2, ...j − 1, and the switching SFs.
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Therefore,

nDD2A,j = (NTBPHC − j)nrep,PDSCH + (j − 1)nrep,PUCCH +Nswitch. (5.13)

All the parameters used in (5.13) are already available to the UE to compute nDD2A,j since

NTBPHC, nrep,PDSCH, and j are extracted from the MTBG and nrep,PUCCH is a RRC config-

ured parameter. Therefore, the UE requires no additional signaling from the BS to compute

nDD2A,j . However, with the use of STBG, nrep,PDSCH is conveyed by legacy grants, while the

identifier j is to be signaled by the BS when scheduling the jth TB. Similarly, NTBPHC can

also be explicitly signaled to the UE if the BS chooses to configure an NTBPHC corresponding

to an NHARQ that is lower than the supported maximum value. The same principle can also

be applied in the UL to obtain the variable UG2D delay as

nUG2D,j = (NTBPHC − j)nrep,PDCCH + (j − 1)nrep,PUSCH +Nswitch. (5.14)

Similar to the case of DL, all parameters required to compute (5.14) is acquired by the UE as

in the case of DL transmission.

With ACK Bundling

The condition of ACK bundling is only applicable in the DL since there is no notion of

acknowledgment in the UL. When the ACKs are bundled, (5.13) can be modified as

nDD2A,j = (NTBPHC − j)nrep,PDSCH+

⌊
j − 1

nbundle

⌋
nrep,PUCCH +Nswitch, (5.15)

where nbundle is the number of ACKs that are bundled within one TTI. nbundle can be learned

by the UE during RRC configuration and hence requires no signaling overhead.

The above analyses assume that the number of repetitions used by all TBs within a HARQ
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cycle is the same, as is the case in current LTE-M and NB-IoT operations. However, the BS

may choose to use different MCS for each TB based on the type of data being transmitted.

While this method is currently not supported in LTE-M or NB-IoT specifications, we ad-

dress this condition to make our solution future-proof when such an adaptive transmission

technique may be implemented in the future. In this case, nrep,PDSCH and nrep,PUSCH of each

of the remaining or previous TBs are required to compute the DD2A and UG2D delays,

respectively. Therefore, (5.13), (5.14), and (5.15) can be modified as

nDD2A,j =

NTBPHC∑
k=j

nrep,PDSCH,k + (j − 1)nrep,PUCCH +Nswitch, (5.16)

nUG2D,j = (NTBPHC − j)nrep,PDCCH +

j−1∑
k=1

nrep,PUSCH,k +Nswitch, (5.17)

nDD2A,j =

NTBPHC∑
k=j

nrep,PDSCH,k +

⌊
j − 1

nbundle

⌋
nrep,PUCCH +Nswitch, (5.18)

respectively, where nrep,PDSCH,k and nrep,PUSCH,k are the number of repeats on the PDSCH and

PUSCH for the kth TB, respectively.

5.5 Evaluation Results

In this section, we present numerical results of the increase in data rates achieved with the

use of our proposed solutions. The primary reason for the throughput gains obtained by our

method can be attributed to the higher number of TBs that can be supported in one HARQ

cycle by our variable delay design. However, we recognize that increasing the number of TBs

in one HARQ cycle and the consequent possible use of an increased total number of HARQs,

especially in the case of NB-IoT UEs, results in a higher complexity at the receiver due to

a larger size of the soft-buffer. This condition is typically not preferable when the receiver
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is the UE (i.e., for DL communications). On the other hand, a higher receiver complexity

introduced by the increased buffer size is negligible in the uplink where the BS receives

the TBs. Hence, considering practical implementation scenarios, we focus on the uplink to

evaluate the throughput gains achievable using our proposed methods. From (5.9)−(5.18),

we notice that the throughput achievable with the use of our method relies on the number

of data TB repetitions. To this end, we first begin our evaluation campaign with a link-level

simulation of a point-to-point IoT-NTN uplink path to determine a suitable value of nrep,PUSCH

required to achieve a target BLER.

5.5.1 Simulation Settings

We derive a majority of our simulation settings from the relevant 3GPP technical reports

and technical documents related to NTN [25, 26, 162]. As suggested by 3GPP, we con-

sider the NTN UEs to be enabled with a GNSS ability such that it can perform pre- and

post-compensation of the frequency offset [163]. Therefore, we apply a maximum resid-

ual frequency offset of 34 Hz after post-compensation at the satellite and pre-compensation

along with continuous frequency tracking at the UE [67]. We use the 3GPP recommended

NTN tapped delay line (TDL) non-line-of-sight (NLOS) channel model to investigate the

performance of our solution. We scale the power delay parameters of the reference TDL-A

model [26] according to the desired value of delay spread specified for suburban environ-

ment [25,164]. We choose two different values of nTB = {144, 504} to investigate the impact

of TBS on BLER and spectral efficiency. We list all simulation parameters in Table 5.3.

5.5.2 Numerical Results

We begin by presenting our link-level simulation results.
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Table 5.3: Evaluation settings for NTN HARQ.

Parameter Value
nTB 144, 504 bits

Modulation QPSK
No. of PRBs 1

SFs for channel estimation 5
No. of HARQ processes 1

Channel model NTN TDL-A
UE environment Suburban NLOS

No. of transmit antenna 1
No. of receive antenna 2

UE Speed 15 km/h
UE-satellite elevation angle 30 degrees

Feeder-satellite elevation angle 10 degrees

Residual frequency offset
Uniformly distributed in

[−34 Hz, 34 Hz]
fc 2 GHz

Target BLER 10%
PEIRP,UE 23 dBm
G/T −4.9 dB/T
B 180 kHz
αatm 0.1 dB
αsh 3 dB
αsc 2.2 dB
αpol 3 dB
αadd 3 dB

Number of Repetitions

In Figs. 5.6 and 5.7, we present the results of the variation of BLER for different possible

SNR values for TDL-A channel. As expected, the BLER achieved with increased number

of repetitions is lower due to the increased redundancy. Based on our desired operating

conditions (i.e., SNRs), we use the results in Figs. 5.6 and 5.7 to choose the required number

of repetitions to achieve a target BLER. We then use these numbers to present the throughput

gains of our proposed solutions in the following.

158



Chapter 5. Enhanced HARQ in NTN Cellular IoT

-25 -20 -15 -10 -5 0 5 10 15
SNR (dB)

10-3

10-2

10-1

100

B
LE

R

n
rep

=1

n
rep

=2

n
rep

=4

n
rep

=8

n
rep

=12

n
rep

=16

n
rep

=24

n
rep

=32

n
rep

=64

n
rep

=128

Figure 5.6: BLER vs SNR for different repetitions (nrep) of PUSCH with TBS of 144 bits in
NTN TDL-A channel.

Spectral Efficiency and Throughput Gain

We focus on the UL throughput gain provided by the use of our variable delay methods us-

ing both LTE-M and NB-IoT based UEs. We consider the two LEO satellite access types

of LEO600 and LEO1200 that consist of satellites at altitudes of 600 km and 1200 km, re-

spectively. We use an elevation angle of 30 degrees, which provides TRTT = 20 ms and

TRTT = 34 ms for LEO600 and LEO 1200 scenarios, respectively. Next, we compute the op-

erating SNR condition to determine a suitable value of nrep to use for evaluating our proposed

solutions. We compute the SNR, γ, as

γ =
PEIRP,UEG

BkBTαfsαatmαshαscαpolαadd
, (5.19)
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Figure 5.7: BLER vs SNR for different repetitions (nrep) of PUSCH with TBS of 504 bits in
NTN TDL-A channel.

where αfs is the free space path loss given by [26]

αfs = (4πfcd/c)
2, (5.20)

B is the signal bandwidth, PEIRP,UE is the effective isotropically radiated power from the

NTN UE, G/T is the antenna-gain-to-noise-temperature value of the satellite antenna, kB is

the Boltzmann constant, fc is the carrier frequency in GHz, d is the distance between the UE

and the satellite, and αatm, αsh, αsc, αpol, αadd are the atmospheric loss, shadow fading margin,

scintillation loss, polarization loss, and additional loss, respectively. We compute d based

on the satellite altitude and the elevation angle listed in Table 5.3. Using the values from

Table 5.3, we obtain γ = −0.2 dB and γ = −5.6 dB for LEO600 and LEO1200 scenarios,

respectively. These conditions are also consistent with the suggested link budget evaluations
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28%

Figure 5.8: Throughput for LEO600 and LEO1200 for the conventional fixed delay method
and the proposed variable delay design in an LTE-M UE.

presented for NR-NTN in [25].

We find from Figs. 5.6 and 5.7 that for a fixed target BLER, choosing a higher value of nTB

provides better spectral efficiency. For example, for a target BLER of 10% at the operating

value of γ = −5.6 dB for LEO1200, nrep,PUSCH = 12 and nrep,PUSCH = 24 for nTB = 144

and nTB = 504, respectively. This results in a spectral efficiency of 12 and 21 bits/PRB for

nTB = 144 and nTB = 504, respectively. This phenomenon of higher spectral efficiency

for larger TBS is also true across satellite access types and target BLERs. Therefore, we

perform our throughput gain evaluation for our proposed method with nTB = 504. We extract

the corresponding numbers for nrep for both satellite access types at their operating SNR

values from Figure. 5.7 as nrep = 12 and nrep = 24 for LEO600 and LEO1200 scenarios,

respectively. This also clearly shows that nrep,PUSCH for both LEO600 and LEO1200 cases

is greater than nDD2A and nUG2D. As demonstrated in Section 5.4, this condition results in

the PUCCH SFs overlapping the PDSCH time slots in the DL and PDCCH SFs overlapping

with PUSCH in the UL, respectively, for the case of fixed DD2A and UG2D methods of the

state-of-the-art.

Next, we compute the throughput using (5.11) and (5.2). We begin with LTE-M systems,

where the state-of-the-art method uses a fixed nUG2D = 3 and one switching SF. We compare

161



Chapter 5. Enhanced HARQ in NTN Cellular IoT

31.4%

Figure 5.9: Throughput for LEO600 and LEO1200 for the conventional fixed delay method
and the proposed variable delay design in an NB-IoT UE.

the achievable data rates using the state-of-the-art technique and our proposed solution with

variable nUG2D in Figure. 5.8. The results demonstrate that we achieve a 28% increase in

data rate using our proposed method for LEO600 satellite constellation altitude. For the

case of NB-IoT UEs, whose results are shown in Figure. 5.9, we observe an even higher

increase in throughput of over 31% for LEO600 with the use of nUG2D = 8 for the fixed delay

design and two SFs allotted for switching the UE between transmission and reception. Note

that the results for NB-IoT were with an increased NHARQ = 4, whereas the LTE-M system

evaluations were with the current allowed maximum of NHARQ = 8.

We further observe in both Figure. 5.8 and Figure. 5.9 that the throughput gains obtained

with the use of our method is higher for lower satellite altitudes. This is because the value

of nrep required to achieve a target BLER increases with higher satellite altitudes due to the

increase in pathloss that demands lower code rates. As a result, the increase in throughput

obtained with greater number of TBs per HARQ cycle crosses a point of diminishing returns.

This result is also intuitive, since a higher number of repetitions can cover a larger portion

of the propagation time delay and therefore presents smaller stop-and-wait gaps to be filled

with the use of a larger number of TBs per HARQ cycle. Consequently, this reduces the

amount of throughput gain that is achievable from our proposed solution. Nevertheless, for
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Figure 5.10: Power consumption for implementing our solution in a UE with different pro-
cessor architectures.

each of these cases, our method provides a superior value of R by reducing the transmission

overheads associated with HARQ-based communications.

Run-time Complexity and Power Consumption

In our final evaluation portion, we present computational complexity results associated with

the use of our solution. In particular, we show the run-time complexity and the power con-

sumption resulting from our solution. To this end, we only focus on the computations per-

formed at the battery-powered UE side.

The additional computations at the UE-end associated with the deployment of our solu-

tion include calculating the variable delays shown in Section 5.4.1. We first determine the

number of operations involved with computing DD2A and UG2D. We then use a worst-case

assumption that the computations are performed at every SF level, i.e., once every 1 ms.

Note that this is an exaggerated case. In practice, computations at the UE-side need to be
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performed only when there is a noticeable change in the RTT, for example, when the BS uses

a different NTBPHC in response to the RTT variation. Previous investigations have shown that

the RTT varies at a rate of less than 100 µs/s for a LEO satellite at an altitude of 600 km

and a UE that is moving at a speed of 1200 km/h in the opposite direction of the satellite

movement [165]. This results in an RTT variation of less than a nanosecond per SF.

Despite using these numbers, the power consumption results in Figure. 5.10 show that our

method introduces less than 60 nW of additional power, even with a relatively less efficient

processor that provides an efficiency of 144 million operations per second (MOPS) per mW.

With a superior processor efficiency, e.g., 970 MOPS/mW, our method introduces less than

7 nW of additional power consumption to determine the variable delays. Such a low power

consumption introduces a truly negligible impact on the battery life of an IoT device.

5.6 Summary

In this chapter, we presented a dynamic HARQ scheduling design targeted at IoT-NTN UEs

to exploit the extended signal propagation time encountered in satellite communication links.

We presented an analysis to determine a suitable number of HARQs to be supported to ex-

tract superior throughput under any propagation condition. Our detailed simulation evalua-

tion demonstrated noticeable gains in the achieved throughput with the use of our proposed

methods, by considering suitable coding rates for different transmission link conditions and

satellite altitudes. Our solution enables NTNs to serve an increased number of UEs, which is

critical given the extended cell-size in NTN and the increasing number of connected devices.
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Concluding Remarks and Future

Directions

In this final chapter of the thesis, we provide a summary, conclusions drawn from our re-

search, and the potential directions for future work.

6.1 Summary and Conclusions

With the primary goal to achieve seamless global network coverage for all C-IoT UEs, we

developed and evaluated solutions for problems related to C-IoT communication in D2D and

satellite links. First, we designed an S-RAT D2D protocol called SCUBA which operates

in a TDM manner with the P-RAT in the cellular UE. Then, we designed a positioning al-

gorithm called SPIN for the C-IoT devices in NTN with the main objective to achieve UL

synchronization in the presence of high residual Doppler and TA. Finally, we designed dy-

namic HARQ scheduling techniques to improve the throughput of C-IoT devices in NTN

which is degraded by the stop-and-wait gaps due to large RTT.

D2D communication is a critical constituent of IoT which benefits the network and the

UEs in numerous ways. While D2D offers potential reduction in network latency, UE power

consumption, and usage of network resources, it also helps in extending the network cover-

age. Further exploiting the unlicensed bands of frequency for D2D communication offloads

network traffic from the limited licensed spectral resources and also reduces spectrum licens-
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ing costs. Our feasibility analysis provided insights about the availability of free time to

perform D2D S-RAT communication. It also gave us preliminary indications about how the

P-RAT traffic impacts the S-RAT communication latency. The duty cycle analysis for differ-

ent traffic models also helped us to decide whether any special considerations are required

for SCUBA to meet the regulations. This approach to design a new protocol by starting with

a feasibility analysis can also be adopted to any other protocol design. Such a methodology

ensures that the prospective protocol can function successfully in the application scenario by

coexisting with the pre-existing conditions while also meeting its own target requirements.

The protocol SCUBA, designed based on the insights from the feasibility study, brings all

the benefits of D2D-U while also supporting sidelink communication in low-cost HD-FDD

UEs. The TDM operation of SCUBA as an S-RAT along with any underlying P-RAT makes

it ideally fit into a C-IoT UE with HD-FDD and single radio architecture. SCUBA provides

options for configuring battery-latency tradeoff thereby making itself appealing to be used in

a wide variety of applications. The flexibility to allow long SL-DRX cycles makes SCUBA

ideal for power-critical applications that include sensors, logistics, and tracking. Conversely,

the LLM feature of SCUBA makes it a favourable choice for low latency applications such as

traffic safety and control, smart grid, and industrial applications and control. The latency and

power analyses and simulations help us in deciding the battery-latency tradeoff for a chosen

application scenario. From the evaluations, we could also identify the use-cases where SAM

feature of SCUBA could be beneficial. The power consumption and latency comparison with

BLE and ZigBee showed that SCUBA consumes less power than other standards while also

maintaining a comparable latency. The synchronization methods that we designed for the

SCUBA protocol extend its applicability to all sorts of terrestrial network coverage scenarios

including HC, PC, and OOC. Synchronized SCUBA allows seamless D2D communication

thus making it a good choice for mobile IoT applications. The power consumption analysis of
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synchronization methods acts as a guiding tool to select the most suitable method for the spe-

cific application under consideration. From the analysis, we also learned that an RX beacon

based synchronization method is more battery friendly than the conventional TX beacons,

when UEs belonging to lower power classes are considered. The evaluation also highlights a

beacon power threshold which is vital in deciding the appropriate sync method for a chosen

SCUBA network. These findings are independent of the underlying communication proto-

col and hence are applicable to the synchronization operations for any D2D communication

technology. Moreover, the SCUBA synchronization methods proposed in the thesis can be

directly adopted to any D2D communication network to provide synchronization. Finally,

since SCUBA operates on unlicensed band of frequencies, it is also an ideal candidate for the

LTE D2D counterpart under the MulteFire framework.

NTN integration is crucial for C-IoT devices as it extends network coverage to UEs lo-

cated at unserved and underserved areas. The UE requires the knowledge of its own location

to compute and compensate the residual TA and Doppler to have its UL signals synchronized

at the BS. However, for mobile C-IoT devices with long connected mode, using GNSS for

positioning requires repeated termination and re-establishment of RRC connection. This re-

sults in huge battery drain which is not ideal for an IoT UE. To this end, we designed SPIN,

an algorithm for the C-IoT UEs to perform self-positioning using the DL synchronization sig-

nals. SPIN uses fine resolution techniques to accurately measure TOA and FOA values and

then performs joint TDOA-FDOA based positioning to estimate the UE location and veloc-

ity. The UE uses its estimated location, the coordinates of RP, and the location and velocity

of satellite to compute and pre-compensate residual TA and Doppler offset in the UL signal.

The Doppler offset due to UE mobility is usually compensated by the BS. Since SPIN also

estimates the UE velocity with high accuracy, the UE can additionally compute and compen-

sate the Doppler caused by its own mobility and hence relieve the burden off the network.
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The CRLB for TOA, FOA, position, and velocity estimations helped us to determine if the

target accuracy requirements are achievable using the available signals and measurements.

The CRLBs also guided us to identify the room for improvement at every step of SPIN de-

sign and thus helped us to add necessary operations to attain better accuracy. The numerical

results that we obtained through PHY and system level simulations of SPIN showed that the

positioning accuracy attains the CRLB and meets the target requirement for UL synchroniza-

tion, without demanding much computational complexity. The computational complexity

and positioning accuracy analyses help us to decide on the appropriate accuracy-complexity

tradeoff for a selected use-case. For instance, one can choose to either increase the SPIN

processing time or reduce the number of TWLS iterations to relax the computational com-

plexity. The positioning operation takes longer if SPIN processing time is increased, whereas

the accuracy gets degraded if the number of TWLS iterations is reduced. More importantly,

our numerical results showed that using SPIN offers significant battery life saving over the

GNSS based solution. Thus, in contrast with the state-of-the-art solutions, SPIN solves the

UL synchronization problem with less power consumption, no additional signaling, and low

computational complexity. To the best of our knowledge, the positioning algorithm for IoT

NTN using DL broadcast signals proposed in this thesis is the first of its kind. Therefore, the

analyzes and evaluation methodology and results presented in this thesis are useful guiding

tools for future research in IoT NTN positioning. Although the primary goal of SPIN is to

provide UL synchronization in NTN, it also finds applications in LBS, such as emergency

services, e.g., E911, infotainment services, and local advertising.

The second problem we identified in IoT NTN is the throughput degradation caused by

the extended RTT. The prior art solutions addressing this issue include increasing the num-

ber of HARQ processes, targeting low iBLER, and disabling HARQ. However, we designed

improved HARQ scheduling techniques which do not require any mandatory increase in the
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number of HARQ processes or disabling the HARQ. Therefore, our solution retains the low

complexity, low power consumption, and the benefits of HARQ combining in PHY/MAC

layer which avoids relying on RLC layer retransmissions. We proposed flexible DL data to

acknowledgment delays and UL grant to data delays for more efficient bidirectional signaling.

Our dynamic HARQ scheduling design lets the UE utilize the lengthy RTT in NTN more effi-

ciently. Our design also includes the methods for calculating and signaling the flexible delay

for dynamic transmission adaptation conditions. The numerical results showed that our pro-

posed solution results in noticeable throughput gain over the conventional HARQ scheduling

method. Our HARQ scheduling solution with flexible delay provides throughput gain of 28%

and 31% for LTE-M and NB-IoT, respectively, over the conventional method. Consequently,

our solution helps the network to serve more UEs, which is particularly beneficial in NTN

considering its large cell size.

In conclusion, we designed and evaluated solutions which address the problems associ-

ated with C-IoT networks and enhance their performance. Synchronized SCUBA is an ideal

solution for realizing the D2D links in a C-IoT network with an objective to fill the coverage

gaps and/or to extend the coverage. SPIN algorithm and flexible HARQ scheduling tech-

niques proposed in the thesis are highly beneficial to IoT NTN which eventually help us to

accomplish global C-IoT coverage. Our solutions are appealing to low-cost C-IoT devices

since they are cost-effective and power-efficient. Our comprehensive analyses, detailed eval-

uations, and comparison with the state-of-the-art methods prove the effectiveness and sub-

stantial superiority of our solutions over the prior art. Altogether, the solutions proposed in

the thesis take us one step closer to the ultimate goal of seamless universal cellular coverage

which connects every object together to create a smarter world.
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Research Impact on Standards and Future C-IoT Devices

The SCUBA protocol designed in this thesis has potential to be defined as an industry stan-

dard as the unlicensed D2D counterpart for the LTE/NR standard. The standardization may

occur within an existing standards group (e.g., ETSI, MulteFire) or within a new standards

group. Sierra Wireless Inc. also considers SPIN as a viable solution for UL synchroniza-

tion which could be implemented in future NTN IoT products. Finally, our contribution on

NTN HARQ has been presented to RAN-Layer 1 (RAN-1) meetings of 3GPP in the context

of NTN IoT HARQ enhancements. As the 3GPP IoT is constantly evolving, our variable

HARQ delay technique is a candidate to be adopted to the 3GPP specification in future re-

leases.

6.2 Future Work

In this final section of the thesis, we briefly discuss the potential directions for future research

work.

6.2.1 Self-Organized SCUBA Networks

The SCUBA protocol designed in this thesis includes detailed specification of MAC layer

and expects to adopt the PHY same as that of the P-RAT. While the decentralized operation

of SCUBA offers the advantage of not requiring assistance from a BS, it has some limitations.

For example, consider an application where there is a group of UEs rather than a single pair of

UEs. The UEs need to report data to a central server which may not be necessarily accessible

by all the UEs due to different coverage scenarios. In this case, SCUBA can be potentially

used to establish D2D links thereby realizing a mesh. In this SCUBA mesh network, some

UEs can act as gateways to aggregate data from other UEs and upload them to the server. The
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SCUBA mesh network has potential benefits of reduction in overall cellular subscription cost

and power consumption. However, the current SCUBA specifications do not define the roles

and responsibilities of SCUBA UEs in a mesh network. Designing algorithms and defining

specifications for a self-organized SCUBA network (SOSN) is a potential area for future

research. The prospective SOSN should optimize the SCUBA network organization to save

cost and energy with guaranteed end-to-end delay and reliability requirements.

6.2.2 SCUBA Prototype Implementation

Prototype implementation is naturally the next step after designing a product. For example,

we could create a working demo of SCUBA using RFmx LTE/LTE-Advanced LabVIEW tool

by National Instruments (NI) along with their vector signal transceiver (VST), e.g., NI PXIe-

5840. We can implement the PHY of both P-RAT and SCUBA using the RFmx LTE/LTE-

Advanced tool. However, we need to write a customized LabVIEW program for the assumed

traffic model, the associated packet generation trigger, and the switching between licensed

and unlicensed frequency bands. Another step which is closer towards realizing the end

product is to create a minimum viable product (MVP) with only essential features to validate

the SCUBA design and to attract early adoption customers.

6.2.3 Positioning Using SCUBA

To complement and/or enhance the state-of-the-art positioning techniques in terrestrial net-

works, we can use D2D communications to achieve a crowd-sourced location estimation

strategy. In this positioning method, one or more tracker or finder devices, e.g., smart phones,

need to search and find one or more targets, e.g., a biking group, family members, children,

the elderly, pets, or equipment at a construction site. For such use-cases, the existing C-

IoT positioning can achieve macro-positioning up to 100 m accuracy. As explained in Sec-
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tion 1.1.3, GNSS may not be necessarily available due to cost and/or power constraints or

since the UE is located indoor. Therefore, for sub-100 m micro-positioning, we can poten-

tially develop a cooperative positioning-based approach where targets, trackers, and other

nodes available to cooperate can exchange positioning messages to each other via sidelink.

Since we mainly target low-cost C-IoT devices, we may additionally impose single radio and

HD-FDD constraints. Therefore, we need to devise a positioning protocol which uses a cel-

lular sidelink radio interface for positioning message transfer. SCUBA is an ideal candidate

for the sidelink RAT to be used for this cooperative positioning approach. However, when

there are no devices available to cooperate, we also consider a prospective solution where

the user can deploy a set of temporary tracking devices, which we refer to as agent nodes.

Here, the agent nodes and targets can communicate to each other using SCUBA and can

do minimal communication to the cellular network when it is required, for e.g., to send the

positioning measurements to the server or a smart phone to compute the location. For this so-

lution, we can borrow techniques from SCUBA which we have already defined in Chapter 2.

For the positioning methodology, we need to investigate the suitability of using state-of-

the-art positioning techniques and expand on it by designing novel positioning signals and

associated communication schemes, e.g., discontinuous transmission (DTX) and DRX. As

either a complementary or a standalone use-case where the tracker device can move and is

required to find the target device, we also consider a warm-cold approach based positioning

technique. This will be similar to conventional Bluetooth received signal strength indicator

(RSSI)-based tracking solution, but constrained by low-cost single radio device. Therefore,

SCUBA is an ideal choice for this solution too. In the same way as above, we can perform

macro-positioning using conventional cellular-IoT positioning. However, the final step of

physically finding the target needs to be done based on the RSSI of the positioning reference

signal received at the tracker. SCUBA can be used to transmit this measurement signal.
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6.2.4 NR Reduced Capability Devices

NR reduced capability (RedCap) devices are recently introduced category of NR devices

which are targeted for mid-tier use cases [166]. Unlike the high bandwidth NR UEs used

in eMBB applications, very low complexity NR UEs used in mMTC applications, and low

latency UEs used in ultra-reliable low-latency communications (URLLC), RedCap UEs close

the gap by targeting those applications which are not covered by the former categories. The

RedCap devices find applications in video surveillance, industrial wireless sensors, and wear-

ables. As 3GPP recently completed the study phase for creating a sub-category of RedCap

devices with further reduced complexity, a related work item to investigate the performance

degradation due to the complexity reduction gains attention [167]. Specifically, the reduction

in bandwidth aimed at complexity reduction impacts the positioning accuracy of a RedCap

UE. Investigation of the performance degradation and design of appropriate solutions to close

the gap with the target accuracy requirements are potential areas for future research.

6.2.5 Ambient IoT

3GPP has recently identified a new study item which targets IoT applications which cannot be

served using the existing standards such as NB-IoT or LTE-M [168]. This study item targets

those UEs with ultra-low complexity and ultra-low power consumption such that they are

battery-less either with no energy storage or with very limited energy storage. The targeted

ambient IoT applications include automated warehouse inventory, medical inventory, smart

grid and substation safety monitoring, and automobile manufacturing inventory [169]. The

study item also finds that the radio frequency identification (RFID) which is the most common

technology currently used in inventory applications, is not feasible as it is labour-intensive,

has short reading range, and also leads to severe interference. Bringing ambient IoT under

3GPP standardization requires further research on various areas such as designing a proper
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communication technology which satisfies the target requirements [169], devising energy

harvesting processes to utilize the ambient sources of energy, and bulk management of IoT

devices.
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Appendix A

First Order Taylor Series Approximation

Using Taylor series first order approximation, any nonlinear multivariable function q(x, y, . . .),

which is differentiable at [x0, y0, . . .] can be expressed in linear form as

q(x, y, . . .) = q(x0, y0, . . .) +

[
∂q

∂x

∣∣∣∣∣
(x0,y0,...)

∂q

∂y

∣∣∣∣∣
(x0,y0,...)

. . .

]
×
[
x− x0 y − y0 . . .

]T
. (A.1)

Using (A.1), fi(X,V ) and gi(X,V ) in (4.25) and (4.26) can be expressed in linear form,

which results in a set of 2(N − 1) linear equations that can be represented in the form of

(4.28). The matrices A and B in (4.28) and (4.29) are given by

A = Ã
∣∣∣
X=X0,V =V0

(A.2)

and

B =



r21 − (R2 −R1)

...

rN N−1 − (RN −RN−1)

ṙ21 − (Ṙ2 − Ṙ1)

...

ṙN N−1 − (ṘN − ṘN−1)


+A[X0 V0]

T, (A.3)
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respectively, where

Ã =



∂(f2−f1)
∂x

∂(f2−f1)
∂y

. . . ∂(f2−f1)
∂vz

...
... . . . ...

∂(fN−fN−1)

∂x

∂(fN−fN−1)

∂y
. . . ∂(fN−fN−1)

∂vz

∂(g2−g1)
∂x

∂(g2−g1)
∂y

. . . ∂(g2−g1)
∂vz

...
... . . . ...

∂(gN−gN−1)

∂x

∂(gN−gN−1)

∂y
. . . ∂(gN−gN−1)

∂vz


, (A.4)

Ri = fi(X = X0,V = V0), (A.5)

and

Ṙi = gi(X = X0,V = V0), (A.6)

respectively. The differential terms in (A.4) are given by (A.7) to (A.18).

∂(fi − fj)

∂x
=

(
x+ vxTi − xi

Ri

− x+ vxTj − xj
Rj

)
, (A.7)

∂(fi − fj)

∂y
=

(
y + vyTi − yi

Ri

− y + vyTj − yj
Rj

)
, (A.8)

∂(fi − fj)

∂z
=

(
z + vzTi − zi

Ri

− z + vzTj − zj
Rj

)
, (A.9)

∂(fi − fj)

∂vx
=

(
Ti(x+ vxTi − xi)

Ri

− x+ vxTj − xj
Rj

)
, (A.10)

∂(fi − fj)

∂vy
=

(
Ti(y + vyTi − yi)

Ri

− y + vyTj − yj
Rj

)
, (A.11)

∂(fi − fj)

∂vz
=

(
Ti(z + vzTi − zi)

Ri

− z + vzTj − zj
Rj

)
, (A.12)

190



Appendix A. First Order Taylor Series Approximation

∂(gi − gj)

∂x
=(

(vx,0 − vxi
)R2

i −RiṘi(x0 + vx,0Ti − xi)

R3
i

+
(vx,0 − vxj

)R2
j −RjṘj(x0 + vx,0Tj − xj)

R3
j

)
,

(A.13)

∂(gi − gj)

∂y
=(

(vy,0 − vyi)R
2
i −RiṘi(y0 + vy,0Ti − yi)

R3
i

+
(vy,0 − vyj)R

2
j −RjṘj(y0 + vy,0Tj − yj)

R3
j

)
,

(A.14)

∂(gi − gj)

∂z
=(

(vz,0 − vzi)R
2
i −RiṘi(z0 + vz,0Ti − zi)

R3
i

+
(vz,0 − vzj)R

2
j −RjṘj(z0 + vz,0Tj − zj)

R3
j

)
,

(A.15)

∂(gi − gj)

∂vx
=

(
Q1,iR

2
i −RiṘiTi(x0 + Tivx,0 − xi)

R3
i

+
Q1,jR

2
j −RjṘjTj(x0 + Tjvx,0 − xj)

R3
j

)
,

(A.16)

∂(gi − gj)

∂vy
=

(
Q2,iR

2
i −RiṘiTi(y0 + Tivy,0 − yi)

R3
i

+
Q2,jR

2
j −RjṘjTj(y0 + Tjvy,0 − yj)

R3
j

)
,

(A.17)

and

∂(gi − gj)

∂vz
=

(
Q3,iR

2
i −RiṘiTi(z0 + Tivz,0 − zi)

R3
i

+
Q3,jR

2
j −RjṘjTj(z0 + Tjvz,0 − zj)

R3
j

)
,

(A.18)
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where

Ti = i∆T,

Q1,i = x0 − xi + 2Tivx,0 − Tivxi
,

Q2,i = y0 − yi + 2Tivy,0 − Tivyi ,

and

Q3,i = z0 − zi + 2Tivz,0 − Tivzi .

The weight matrix W is ideally a function of the covariance matrix of the measurements,

given by

W =


c2W−1

TDOA 0N−1×N−1

0N−1×N−1
c2

f2
c
W−1

FDOA


−1

, (A.19)

where W−1
TDOA and W−1

FDOA are given by

W−1
TDOA =



σ2
T,2 + σ2

T,1 σ2
T,2 0 . . . 0

σ2
T,2 σ2

T,3 + σ2
T,2 σ2

T,3 . . . 0

0 σ2
T,3 σ2

T,4 + σ2
T,3 . . . 0

...
...

... . . . ...

0 0 0 . . . σ2
T,N + σ2

T,N−1


(A.20)
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and

W−1
FDOA =



σ2
F,2 + σ2

F,1 σ2
F,2 0 . . . 0

σ2
F,2 σ2

F,3 + σ2
F,2 σ2

F,3 . . . 0

0 σ2
F,3 σ2

F,4 + σ2
F,3 . . . 0

...
...

... . . . ...

0 0 0 . . . σ2
F,N + σ2

F,N−1


, (A.21)

respectively, where σ2
T,i and σ2

F,i are the variance of estimation errors in ith TOA and FOA

measurements as indicated in (4.30) and (4.31), respectively. However, in practice, the co-

variance matrix is unknown. For SPIN, since we have rough position and velocity estimates

obtained from 2-WLS, we use them to compute initial value of W . We update W after each

TWLS iteration based on the updated position and velocity estimates.
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