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Abstract

With the rapid development of wireless network-enabled applications, the beyond fifth

generation (B5G) wireless systems are required to support a large number of mobile and

Internet of things (IoT) devices. Moreover, the growing demand for applications with high

data rate requirements, including virtual reality (VR), brings new challenges to the B5G

wireless systems. While several emerging physical layer and medium access control tech-

niques, including grant-free multiple access (GFMA), intelligent reflecting surface (IRS),

and rate-splitting (RS), introduce additional degrees of freedom (DoF) to the B5G wireless

systems, novel resource allocation algorithms are required to fully exploit their potentials.

In this thesis, we propose deep reinforcement learning (DRL)-based algorithms to efficiently

optimize the DoF and improve the performance of B5G wireless systems. First, we propose

a distributed pilot sequence selection scheme for GFMA systems. The proposed scheme

maximizes the aggregate throughput by mitigating pilot sequence selection collisions. In

the proposed scheme, a distributed pilot sequence selection policy is obtained by using a

multiagent DRL technique. Second, we propose a joint user scheduling, phase shift con-

trol, and beamforming optimization algorithm for IRS-aided systems. We formulate a joint

optimization problem for maximizing the aggregate throughput and achieving the propor-

tional fairness in IRS-aided systems. The proposed algorithm exploits neural combinatorial

optimization (NCO) to determine user scheduling, and uses curriculum learning (CL) and

deep deterministic policy gradient (DDPG) to optimize the beamforming vectors and IRS

phase shifts. Third, we propose a novel IRS-aided RS VR streaming system. We formulate

an optimization problem for maximizing the achievable bitrate of the 360-degree video

subject to the quality of experience (QoE) constraints of the users. We propose a deep
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Abstract

deterministic policy gradient with imitation learning (Deep-GRAIL) algorithm, in which

we leverage DRL and the human expert knowledge to optimize the IRS phase shifts, RS

parameters, beamforming vectors, and bitrate selection of 360-degree videos. Simulation

results show that the proposed DRL-based algorithms improve the performance of B5G

wireless systems by efficiently optimizing the DoF. Our results also demonstrate the effec-

tiveness of empowering the DRL techniques with the human expert knowledge of wireless

systems.
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Lay Summary

In order to support the growing number of wireless devices and the emerging high data-

rate applications, the additional degrees of freedom (DoF) introduced by novel physical

layer and medium access control techniques can be exploited to improve the performance

of the beyond fifth generation (B5G) wireless systems. While conventional optimization

methods can be applied to optimize the DoF, they are in general computationally intensive

and difficult to deploy in practical systems. To tackle this issue, we design deep reinforce-

ment learning (DRL)-based algorithms to efficiently optimize the DoF. We also propose

to exploit the human expert knowledge in DRL-based algorithms design to facilitate the

learning process. With the proposed DRL-based algorithms, the B5G wireless systems can

benefit from the additional propagation channels created by intelligent reflecting surfaces

(IRSs), the multiplexing gain introduced by rate-splitting (RS), and throughput improve-

ment obtained from the proposed grant-free multiple access (GFMA) scheme.
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Chapter 1

Introduction

The beyond fifth generation (B5G) wireless systems is a key technique to support various

types of wireless network-enabled applications, including smart home, smart city, intelligent

transportation systems, and eHealth [1]. It is estimated that by 2027, there will be 9.1

billion mobile subscriptions and 30.2 billion connections from Internet of things (IoT)

devices [2]. Besides, due to the growing popularity of emerging cellular network services

such as mobile video streaming, multiplayer mobile gaming, augmented reality (AR), and

virtual reality (VR) [3, 4], the global data traffic is expected to more than double by 2025

[2]. The B5G wireless systems are required to offer a high spectral efficiency and deliver a

large amount of data to support both IoT devices and mobile users.

In IoT applications, different IoT devices may have different data rate requirements

depending on their applications and services [5]. For example, the IoT devices for road

traffic monitoring (e.g., cameras) in intelligent transportation systems may need to send the

real-time sensing data back to the control center to monitor and control traffic conditions.

Meanwhile, those IoT devices for sensing environmental parameters, such as greenhouse

temperature and CO2 concentration in smart agriculture, may only need to send data

packets in a sporadic and less frequent manner [5]. To tackle the heterogeneity of the

IoT applications, the network resources in the B5G wireless systems need to be properly

allocated to the IoT devices based on their specific applications and corresponding data rate

requirements. One solution is to allow the base stations in B5G wireless systems to inform

the IoT devices about the allocated resources by sending downlink control signals. However,

this centralized resource management incurs a significant amount of signaling overhead

when the number of IoT devices is large. Another solution is to design distributed resource
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allocation algorithms for IoT devices. In distributed resource allocation algorithms, the

control signaling overhead can be alleviated by allowing each IoT device to make its own

decision on which resources to use. However, without the centralized scheduling from the

base stations in B5G wireless systems and the information exchange between IoT devices,

interference and collisions may occur when multiple IoT devices choose to occupy the

same resources, which can lead to performance degradation. Hence, distributed resource

allocation algorithms for IoT devices with different service and data rate requirements

need to be properly designed to tackle the lack of centralized scheduling and information

exchange.

For cellular and mobile use cases of B5G wireless systems, mobile multimedia streaming,

including the streaming of 360-degree videos in VR applications, creates new business mod-

els for various industries such as telecommunication, retail, education, and entertainment.

The increasing number of VR users and the growing demand for VR streaming introduce

new challenges to the current wireless systems. First, the bitrate of a high-resolution 360-

degree video can be much higher than that of conventional multimedia applications. For

example, a 4K 360-degree video may have a bitrate of 78 Mega bits per second (Mbps) [6].

In addition, a VR user may experience motion sickness when the motion-to-photon delay,

i.e., the delay between the head movement and the requested 360-degree video segments

being rendered at the head-mounted device (HMD) of this user, is larger than 20 millisec-

onds (ms) [7]. To mitigate these issues, the data transmission of 360-degree videos should

be accomplished within a short downlink transmission window. Hence, the B5G wireless

systems have to be able to support a high data transmission rate to meet the requirement

of VR streaming.

An effective way to improve the spectral efficiency of wireless systems is to design re-

source allocation algorithms to control the degrees of freedom (DoF) in wireless systems.

Various algorithms have been proposed to solve resource allocation problems in wireless

systems by using conventional optimization methods. During the past two decades, convex

optimization [8] has been widely applied to optimize the DoF, such as transmit power and
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beamforming vectors, in wireless systems. The popularity of convex optimization comes

from the fact that it can obtain the optimal solution for those resource allocation prob-

lems in wireless systems that are convex. In addition, some nonconvex resource allocation

problems may have the hidden convexity, which allows these problems to be transformed

or relaxed into convex optimization problems. Apart from convex optimization, alternat-

ing optimization (AO) [9] is a powerful tool for jointly optimizing several sets of coupled

variables by optimizing each set of these variables iteratively. AO has been widely applied

to solve resource allocation problems in wireless systems where several sets of DoF have to

be jointly optimized. Moreover, other optimization tools, such as fractional programming

(FP) [10] and semidefinite relaxation (SDR) [11], have been used in the existing resource

allocation algorithms design for wireless systems [12–14]. However, the conventional opti-

mization methods in general have high computational complexity, and they may require

relatively long runtimes to obtain the solutions. In addition, the computational complexity

of the conventional optimization methods increases significantly with respect to the num-

ber of DoF of the wireless systems. For example, solving a convex optimization problem in

a wireless system with n optimization variables using the interior point method may incur

a computational complexity of O(n3.5) [8]. Hence, for B5G wireless systems with a large

number of DoF, the aforementioned conventional optimization methods can be computa-

tionally intensive to implement. Computationally efficient algorithms need to be designed

for resource allocation in B5G wireless systems.

Deep reinforcement learning (DRL) [15–18] is a learning technique based on deep neu-

ral networks (DNNs) [19]. DRL does not rely on a pre-established system model and is

a powerful tool for solving optimization problems with large decision spaces. DRL-based

solutions can be generalized and applied to problems with different system models and

objectives, without necessarily relying on the (hidden) convexity of the optimization prob-

lems [20, 21]. Moreover, after the training process, the learning agent in DRL can obtain

solutions of the optimization problems with significantly lower computational complexity

than that of the conventional optimization methods. The aforementioned advantages of
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DRL in terms of learning capability and computational efficiency make it a promising

technique for designing resource allocation algorithms for B5G wireless systems.

In this thesis, we aim to design resource allocation algorithms for optimizing the DoF

of B5G wireless systems to improve the system performance in a computationally efficient

manner. In particular, we propose a multiagent DRL (MA-DRL)-based pilot sequence

selection scheme for grant-free multiple access (GFMA) systems [22, 23]. The proposed

algorithm exploits the capability of MA-DRL to learn a distributed scheme that fosters

collaboration between IoT devices. We also propose DRL-based algorithms for joint op-

timization of the DoF in intelligent reflecting surface (IRS)-aided systems [24, 25] and

rate-splitting (RS) systems [26–28]. In addition, we propose to use curriculum learning

(CL) [29, 30] and imitation learning [31, 32] to improve the performance of DRL-based

algorithms in B5G wireless systems by learning from the hidden convexity of the resource

allocation problems.

The rest of this chapter is organized as follows. In Section 1.1, we provide an overview of

the GFMA systems. In Section 1.2, we present the concept of the IRS-aided multiuser sys-

tems. In Section 1.3, we introduce the RS systems, and describe the benefits of combining

RS with IRS in multiuser VR streaming systems. An overview of DRL and its application

for algorithms design in wireless systems are presented in Section 1.4. The results and con-

tributions of this thesis are summarized in Section 1.5. The thesis organization is provided

in Section 1.6.

1.1 GFMA Systems

GFMA is a multiple access technique in B5G wireless systems for reducing the access

delay of IoT devices [22, 23]. In GFMA, an IoT device selects a pilot sequence from a

pre-allocated resource pool, and transmits its data to the base station without sending an

access request to the base station a priori. The base station sends an acknowledgement

(ACK) to the device upon successful decoding. The timing sequence diagram for GFMA
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Figure 1.1: The timing sequence diagram for GFMA. The base station configures the PRB
via radio resource control (RRC) signaling. Each IoT device then selects a pilot sequence
and transmits its packet to the base station. After decoding, the base station informs the
device about the decoding state by sending an ACK.

is illustrated in Fig. 1.1. Compared with the four-step grant-based random access in Long

Term Evolution (LTE) systems, GFMA has a two-step access procedure. Hence, GFMA

incurs a lower signaling overhead and reduces the access delay of IoT devices during the

random access procedure. Moreover, by sharing the same physical resource block (PRB),

multiple IoT devices can transmit their packets simultaneously to the base station in GFMA

systems [33].

To fully exploit the benefits of GFMA, two challenges have to be overcome. First, due to

the lack of centralized scheduling, packet collisions occur when multiple IoT devices select

the same pilot sequence, which can lead to decoding failure and throughput degradation.

Therefore, each device should choose a specific pilot sequence that distinguishes its signal

from the signals of other devices to ensure successful channel estimation and decoding at

the receiver [33]. Second, IoT devices cannot coordinate their transmissions or exchange

information with each other. Each device selects a pilot sequence independently without

knowing the selection decisions of the other devices. Moreover, due to the lack of knowledge

of the throughput requirements of the other devices, an IoT device may greedily occupy

too many network resources such that the throughput requirements of the other devices

cannot be satisfied.

Various schemes have been proposed to resolve collisions in the pilot sequence selection
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in GFMA systems [34–36]. Han et al. in [34] proposed an ACK-based scheduling scheme,

where a device that experienced a packet collision selects a new pilot sequence from the

remaining pilot sequences that have not been selected by other devices, and retransmits

the packet. Shen et al. in [35] proposed that the base station reserves some of the pilot

sequences for the retransmissions of devices that have suffered a packet collision. The base

station then informs the devices about the reserved pilot sequences by broadcasting an

ACK. For ACK-based solutions [34, 35], although collisions are resolved in the retransmis-

sion phase, collisions can still occur when a device transmits a packet for the first time since

the scheduling is performed only after a collision has occurred. Sun et al. in [36] proposed

a pilot sequence allocation scheme, where the base station pre-assigns pilot sequences to

those devices that have higher probabilities of transmitting packets in the next time slot.

However, the allocation scheme in [36] requires centralized scheduling and accurate estima-

tion of the transmit probability. In addition, the aforementioned schemes do not take into

account any throughput requirements, and therefore may not be able to simultaneously

support multiple IoT applications with different data rate requirements.

DRL has been applied to design distributed spectrum access schemes in cognitive radio

systems [37–39]. Due to the similarity between the distributed spectrum access in cognitive

radio and the pilot sequence selection in GFMA systems, the aforementioned works can

offer some insights into the design of DRL-based pilot sequence selection schemes. Wang

et al. in [37] used DRL to design a distributed multi-channel access scheme to reduce the

collision probability and maximize the channel utilization. DRL was employed to study

cooperative and non-cooperative channel access of multiple users in [38]. Naparstek et

al. in [38] showed that, by properly designing a cooperative reward function, DRL-based

channel access schemes may yield a better performance in terms of proportional fairness

compared with using individual reward functions. Yu et al. in [39] proposed a DRL-based

channel access scheme for heterogeneous wireless networks. The results in [39] showed

that, by using an MA-DRL framework along with a cooperative reward function, the

aggregate throughput can be improved and proportional fairness can be achieved. While

6



1.2. IRS-aided Systems

the aggregate throughput maximization and proportional fairness, which are two special

cases of α-fairness, have been investigated in [38, 39], the DRL frameworks proposed in the

aforementioned studies cannot be applied to wireless systems where the users may have

different throughput requirements. The latter case can be regarded as a generalized case

of proportional fairness, where the users are prioritized based on their specific throughput

requirements. Compared with α-fairness, in this case, it is more difficult for the learning

agent in DRL to learn the pilot sequence selection policies that satisfy the user-specific

throughput requirements.

To address the aforementioned issues, in this thesis, we propose an MA-DRL based dis-

tributed pilot sequence selection scheme for aggregate throughput maximization in GFMA

systems, where we take the throughput requirements of different IoT devices into account.

Each IoT device does not know the pilot sequence selection decisions or the throughput

requirements of the other devices. Due to the lack of global information in each device,

it is challenging to design a distributed scheme that fosters collaboration between IoT

devices such that the throughput requirements of different devices can be satisfied. We

exploit recurrent neural networks (RNNs) to handle the incomplete information of the

underlying decision process and investigate their capability of learning the pilot sequence

selection policies such that the aggregate throughput is maximized while the throughput

requirements of different users are satisfied.

1.2 IRS-aided Systems

The presence of the line-of-sight (LoS) channels between the base station and users is crit-

ical to ensure high data transmission rates in wireless systems. The users may experience

poor channel conditions and low data transmission rates when the LoS channels are blocked

by physical obstacles, e.g., trees, buildings, and vehicles. The spectral efficiency degrada-

tion due to the blockages of LoS channels can be more significant when high-frequency

carrier signals are used in B5G wireless systems.
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Figure 1.2: An IRS-aided system with four users sharing one uplink PRB. The direct
channels are denoted by solid blue lines, while the reflecting channels are denoted by
dashed yellow lines.

IRS [24, 25] can effectively tackle the aforementioned issue in B5G wireless systems.

IRS is a reconfigurable planar surface with multiple passive reflecting elements. Each

reflecting element can perform a phase shift to the incident signal independently and reflect

the shifted signal to a receiver. An IRS-aided system serving four users to perform uplink

transmissions is shown in Fig. 1.2. Apart from the direct channels between the base station

and users, IRS introduces additional propagation channels in B5G wireless systems. When

the LoS channels between the base station and users are blocked by obstacles, deploying

an IRS can create virtual LoS channels to facilitate data transmission and improve the

coverage of the base station [40]. By properly controlling the phase shifts of the reflecting

elements on IRS, the base station can mitigate interference and allow multiple users to share

a PRB for uplink transmission. IRS can be categorized as a passive holographic multiple-

input multiple-output surface (HMIMOS) since the reflecting elements can be powered

by an energy harvesting module [41]. IRS can be combined with other physical layer

techniques, including full-duplex communications and energy harvesting communications

[23]. Potential applications of IRS include unmanned aerial vehicle (UAV) networks and

VR [42, 43].

Existing research on resource allocation in IRS-aided systems mostly focus on the beam-

forming optimization at the base station and the phase shift control of IRS [12, 13, 44–51].

The beamforming and phase shift optimization for IRS-aided systems with a single user
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is studied in [12, 44]. Huang et al. in [13] studied the joint phase shift and power control

problem for maximizing the energy efficiency of the IRS-aided systems. Jia et al. in [45]

determined the ergodic rate of an IRS-aided system with interference from a secondary user

and proposed a parallel coordinate descent-based algorithm to optimize the phase shifts

of the IRS. Abeywickrama et al. in [46] studied multiuser beamforming with practical

amplitude variation in an IRS-aided system. An AO-based algorithm is proposed to solve

the joint optimization problem. Xu et al. in [47] investigated the aggregate throughput

maximization problem in IRS-aided full-duplex systems. They solved the joint phase shift

control, power control, and beamforming optimization problem using AO with successive

convex approximation (SCA). Moreover, Ma et al. in [48] investigated the joint beam-

forming and phase shift control in an IRS-aided multiuser system under both perfect and

imperfect channel information. The beam pattern and channel estimation in a terahertz

massive multiple-input multiple-output (MIMO) system with holographic IRS were inves-

tigated in [49]. The joint beamforming and phase shift control for maximizing the physical

layer security in IRS-aided systems has been studied in [50]. Huang et al. in [51] studied

the application of IRS in cell-free MIMO to support reliable data transmission. In addition,

FP [10] was applied in [50] to develop low-complexity beamforming and phase shift control

algorithms. Although the aforementioned works studied the optimization of beamforming

and phase shift control, the uplink user scheduling problem in IRS-aided systems has not

been investigated. For an IRS-aided system with multiple users, it is beneficial for the

base station to properly schedule the transmission of the users, such that the interference

between the users can be mitigated. Moreover, in the existing AO-based approaches, the it-

erative optimization process has to be invoked whenever the base station observes a change

in the channel state information (CSI). This may lead to high computational complexity.

To address the aforementioned issues, in this thesis, we investigate the joint optimiza-

tion of user scheduling, phase shift control, and beamforming vectors in IRS-aided systems.

We consider both maximizing the aggregate throughput and achieving proportional fair-

ness as objectives. Obtaining the optimal solution of the joint optimization problem is
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challenging since the optimization variables are coupled and the formulated problem is

nonconvex. To tackle the challenges, we propose a DRL-based user scheduling, phase shift

control, and beamforming optimization (DUPB) algorithm, in which we first use neural

combinatorial optimization (NCO) [52, 53] to determine the user scheduling. The DNNs

with attention mechanism [54] are trained to learn a stochastic user scheduling policy using

the REINFORCE algorithm [55]. We then solve the phase shift control and beamforming

subproblem by proposing a curriculum learning deep deterministic policy gradient (CL-

DDPG) algorithm, in which we exploit the DDPG [17, 56], CL [29, 30], and the hidden

convexity of the joint problem to optimize the phase shift and beamforming variables.

1.3 IRS-aided RS VR Streaming Systems

1.3.1 Exploiting the Shared Interests in Multiuser VR

Streaming Systems with RS

VR streaming provides the users with an immersive experience by rendering 360-degree

videos using HMDs. VR is considered as one of the important use cases of B5G wireless

systems [3, 4]. Via wireless connectivity, VR users can move and interact freely without

being restricted by the cable that connects the HMDs and VR server. Driven by the

development of VR technology, there are emerging applications of VR streaming in different

industries, including entertainment, retail, and education. It is estimated that the global

VR market size will increase from $4.42 billion US dollars (USD) in 2020 to $84.09 billion

USD by 2028, with a compound annual growth rate of 44.8% [57].

In multiuser VR streaming, the same 360-degree video segment may be requested by

multiple users due to their shared interests. As an example, for the streaming of a 360-

degree soccer match video, the supporters of a particular soccer team may frequently share

those field-of-views (FoVs) that include the players of their team. Using RS, the shared

interests of users can be exploited to achieve a significant multiplexing gain for data trans-

10



1.3. IRS-aided RS VR Streaming Systems

mission, and improve the spectral efficiency of VR streaming systems. The unique feature

of RS is that the base station constructs a common message that needs to be decoded by

all users [26–28]. The common message in RS can be used to transmit the data of the video

segments that are requested by multiple users. By doing this, the data transmitted using

the common message can be received by multiple users simultaneously, thereby achieving

multiplexing gains in multiuser VR streaming systems. In particular, using RS, the infor-

mation intended for the users is split into two parts, namely a common message and private

messages [26–28]. Each user needs to decode the common message first by treating the

private messages as interference. The user then subtracts the common message from the

received signal using successive interference cancellation (SIC) and subsequently decodes

its private message [27]. These features of RS make it a promising physical layer technique

for multiuser VR streaming systems since (a) the data related to the shared interests of

the VR users can be encoded into the common message to reap the multiplexing gain, and

(b) the unique data requested by each VR user can be encoded in its private message. In

this thesis, we show that the quality of experience (QoE) in a multiuser VR streaming

system can be significantly improved with a properly designed RS scheme that facilitates

the exploitation of the shared interests of the users.

Some existing works studied RS systems in which the data for different users are in-

dependent and uncorrelated [28, 58–60]. However, in VR streaming, different users may

request the data of the same 360-degree video segment due to their shared interests. In

this case, it becomes important to take the shared interests of the users into account when

designing the RS scheme. However, the shared interests of the users have not been ex-

ploited in [28, 58–60]. The RS VR streaming system we consider in this thesis is related to

the RS multicast systems [61, 62]. Joudeh et al. in [61] studied RS multigroup multicast

systems, in which the same message is requested by the users of the same group. Mao et al.

in [62] considered an RS non-orthogonal unicast and multicast (RS-NOUM) system, where

a multicast message needs to be received by all the users in the system and each user’s

private message is being sent via unicast. Although the RS schemes considered in [61, 62]
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exploited the multiplexing gain of RS-based multicasting, they assumed that a part of the

information is requested by every user in the same group (as in [61]) or in the system (as in

[62]). However, this assumption may not always hold in RS VR streaming systems when

the FoVs of some users do not overlap. Moreover, while it is possible to divide the users

into groups based on their FoVs and apply the multigroup RS algorithm in [61] to support

multiuser VR streaming, finding the optimal user grouping (i.e., determining the number

of groups and the number of users within each group) is non-trivial and computationally

intensive. To tackle these issues, the RS parameters in RS VR streaming systems need to

be optimized based on the FoVs and the shared interests of the VR users.

1.3.2 Combining IRS with RS in Multiuser VR Streaming

Systems

Besides RS, the considered multiuser VR streaming system also exploits IRSs. IRSs in-

troduce additional propagation channels and DoF that can be exploited to mitigate in-

terference [63]. Moreover, in this thesis, we show that IRSs can improve the performance

of RS systems by increasing the minimum signal-to-interference-plus-noise ratio (SINR)

experienced by the common message at different users. Existing research has confirmed

the benefits of employing IRSs in conventional multiuser wireless communication systems

without RS [13, 43, 48, 64, 65]. Chaccour et al. in [43] showed that IRSs can improve both

the sum-rate and reliability of data transmission in VR applications. Physics-based mod-

eling of IRS and codebook design for scalable IRS phase shift optimization were studied

in [64]. Besser et al. in [65] proposed a phase hopping algorithm for IRS-aided systems to

improve the reliability of data transmission without requiring CSI. However, the aforemen-

tioned works have not investigated the benefits of combining IRS with RS. Bansal et al.

in [60] proposed an IRS-aided rate-splitting multiple access (RSMA) system and designed

an on-off control scheme to adjust the phase shifts of the IRSs. Fu et al. in [66] proposed

an AO algorithm to maximize the minimum achievable rate of an IRS-aided multiuser

multiple-input single-output (MU-MISO) RSMA system. However, the algorithm for opti-
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mizing the RS parameters based on the shared interests of the users has not been studied

in [60, 66]. Moreover, in multiuser VR streaming systems, the joint optimization of the

IRS phase shifts, RS parameters, beamforming vectors, and bitrate selection of the 360-

degree videos based on the FoVs and CSI of the VR users is crucial for achieving satisfying

performance.

In this thesis, we propose an IRS-aided RS VR streaming system, where RS is applied

to exploit the shared VR streaming interests of the users, and IRSs are used to improve the

minimum SINR experienced by the common message across the users and the system sum-

rate. We aim to maximize the achievable bitrate of the 360-degree video by optimizing the

IRS phase shifts, RS parameters, beamforming vectors, and individual bitrates. Solving

such a problem using conventional optimization methods (e.g., AO) can be computationally

expensive and time-consuming. To tackle this issue, we propose a deep deterministic policy

gradient with imitation learning (Deep-GRAIL) algorithm, which can efficiently solve the

formulated constrained optimization problem with low computational complexity. In the

proposed Deep-GRAIL algorithm, we use imitation learning [31, 32], which allows the

learning agent to learn not only from its own exploration, but also from the solutions

obtained with conventional optimization methods.

1.4 DRL for Resource Allocation Algorithms Design

in Wireless Systems

1.4.1 Basics of Reinforcement Learning (RL) and DRL

RL is a technique for learning a policy that maximizes the expected discounted reward

based on the interaction between the learning agent and the environment [67, Section 2.1].

In a Markov decision process (MDP) which is defined by the state, action, state transition

probability function, and reward, a policy is a mapping from states to actions. In each

decision epoch of the MDP, the learning agent first observes the current state of the MDP,
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and chooses an action based on the learned policy. After the action has been executed

under the current state, a reward is received by the learning agent, which measures how

good is the action taken by the learning agent. The action taken by the learning agent may

also incur a state transition, causing the state of the MDP to change from the current state

to a new state. The target of RL is to learn the optimal policy that achieves the maximum

expected discounted reward based on the historical actions taken by the learning agent,

and the corresponding state transition and received rewards.

For the policy learning in RL, the learning agent needs to approximate the state-action

value function, which is a function of a state-action pair that estimates the expected dis-

counted reward that can be obtained by taking a given action under a given state [67,

Chapter 3]. While the approximation of the state-action value function provides the foun-

dation for policy learning in RL, it becomes difficult to obtain an accurate approximation of

the state-action value function when the state and action spaces are large [67, Chapter 9].

In DRL, this challenge is tackled by using DNNs as universal function approximators [68]

to approximate the state-action value function. Using DRL, the state-action value func-

tion in high-dimensional state and action spaces can be approximated by exploiting the

representational capability of the DNNs [19]. Moreover, different DRL algorithms can be

utilized to tackle either the continuous or discrete optimization variables, making DRL

applicable to various types of resource allocation problems in wireless systems. In partic-

ular, the existing DRL algorithms for the optimization of discrete variables include deep

Q-learning [15], double deep Q-learning [69], and NCO [52, 53]. For optimization of con-

tinuous variables, DRL algorithms such as DDPG [17], twin delayed DDPG [18], and soft

actor-critic [70] can be applied. In addition, proximal policy optimization [71] and trust

region policy optimization [72] can be applied to optimize both discrete and continuous

variables. Many successful applications of DRL algorithms have demonstrated their capa-

bilities of achieving state-of-the-art performance in decision-making problems [15, 16, 73]

and classic optimization problems [52, 53].
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1.4.2 DRL for Algorithms Design in Wireless Systems

Due to the appealing features of DRL, various resource allocation algorithms for wireless

systems have been proposed in recent years. Apart from the previously mentioned works

on GFMA, IRS-aided, and RS systems, DRL has been applied for the algorithms design in

other wireless systems, including UAV systems [74–77], vehicular networks [78–80], small

cell systems [81, 82], edge computing and caching [83–86], cell-free systems [87, 88], as well

as energy harvesting wireless systems [89, 90].

Despite the policy learning capability of DRL, there are still several challenges that

need to be overcome for the successful applications of DRL in B5G wireless systems.

Nonstationarity and Lack of Global Information

For the DRL-based algorithms design for IoT devices in B5G wireless systems, due to the

limited communication range and hardware capability, each IoT device can only obtain

its local information without having access to the global information of the system. This

incurs the following challenges for the policy learning of DRL in IoT systems. First, due to

the lack of global information, each IoT device can only obtain a part of the global state

information of the underlying MDP. Policy learning under partial information is known

to be more difficult than the one with global information [91, 92]. Moreover, the policies

learned by the IoT devices may change throughout the learning process, making the under-

lying MDP become nonstationary. Without being able to obtain knowledge of the policies

of other IoT devices, the policy learned by each IoT device may suffer from divergence [93].

In Chapter 2 of this thesis, we tackle the nonstationarity and the lack of global information

in IoT devices during the policy learning phase by using a centralized training distributed

execution (CTDE) framework [94, 95]. The proposed CTDE framework not only takes

advantage of the global information available at the base station to facilitate policy learn-

ing, but also allows IoT devices to skip the computationally intensive training process. In

addition, we use the factorization technique [94] to ensure that the policies learned during

the centralized training phase can be executed by IoT devices in a distributed manner
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without requiring global information.

Curse of Dimensionality

The curse of dimensionality was originally introduced by Bellman in [96], which refers to

the phenomenon that the computational requirements of solving dynamic programming

problems grow exponentially with the number of optimization variables. In the context

of RL, Sutton et al. in [67] have used the curse of dimensionality to refer to those issues

that are caused by the increase in the dimensionality of the state and action spaces. The

performance of DRL algorithms also suffers from the curse of dimensionality due to the

following reasons. First, since the improvement of the learned policy is based on the

exploration of the learning agent in DRL, the learning agent may need to visit a large

number of states and take a large number of actions in order to explore the state and

action spaces of the underlying MDP, and learn a policy with reasonable performance

[97]. When the state and action spaces are large, the learning agent may not be able to

efficiently explore those good states and actions that can lead to relatively high rewards

without having a good policy beforehand [31]. Hence, the performance of the learned policy

may be affected by the inefficient exploration of the learning agent. Second, policy learning

becomes more difficult when the number of decision variables increases. A decision-making

problem with a large number of coupled decision variables can be highly nonconvex and

have a complex landscape for optimization. From the perspective of policy learning, such

an issue may cause the policy learned based on gradient descent algorithms (e.g., [98, 99])

to be local optimal (or suboptimal), and make the optimal policy more difficult to obtain

by the learning agent.

Unfortunately, the curse of dimensionality may exist in B5G wireless systems with high

DoF. For the IRS-aided systems, the curse of dimensionality can be caused by a large

number of reflecting elements that are required in order to reap the performance gain of

the IRSs [100]. For the DRL-based phase shift control algorithms design, having more

reflecting elements on the IRSs makes the state and action spaces of the underlying MDP
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larger. This is because with more reflecting elements, the state of the MDP needs to include

more subchannels, while the action of the MDP has to include more phase shift variables.

Besides, the number of antennas and users can also increase the DoF of the IRS-aided

systems. In Chapters 3 and 4 of this thesis, we propose to tackle the curse of dimensionality

by exploiting the knowledge of the hidden convexity of the resource allocation problems in

B5G wireless systems. We use CL [29, 30] and imitation learning [31, 32] to facilitate the

exploration and policy learning of the learning agent in DRL. In the proposed DRL-based

algorithms, we enhance the vanilla random exploration scheme, which has been applied in

various existing DRL algorithms (such as deep Q-learning [15, 69] and DDPG [17, 18]),

by guiding the exploration of the learning agent based on the hidden convexity of resource

allocation problems. By doing this, those states (and actions) that lead to relatively high

rewards can be visited (and discovered) by the learning agent more often than when the

vanilla random exploration scheme is used. The proposed DRL-based algorithms improve

the exploration efficiency and allow the learning agent to discover better policies during

the early stage of learning.

1.5 Summary of Results and Contributions

This thesis proposes DRL-based algorithms for resource allocation in B5G wireless systems.

In particular, the DRL-based resource allocation algorithms for GFMA systems, IRS-aided

multiuser systems, and IRS-aided RS VR streaming systems are proposed in this thesis.

The results are divided into three main chapters. The results and contributions in each

chapter are as follows.

1. In Chapter 2, we study the pilot sequence selection problem for throughput opti-

mization in GFMA systems with average throughput constraints for IoT devices.

We propose an MA-DRL based pilot sequence selection scheme, where the DNNs are

trained to learn the pilot sequence selection policies from the transition history of

the underlying MDP for the IoT devices. We propose a deep recurrent Q-network
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(DRQN) to learn the temporal correlations of system transitions in time series learn-

ing problems. We propose a CTDE framework, in which the DRQNs of all IoT devices

are jointly trained by leveraging global information at the base station, whereas the

policies learned during the centralized training phase can be executed in a distributed

manner. We show that DNNs are capable of learning near-optimal pilot sequence

selection policies for IoT devices. For the considered system, the proposed scheme

can achieve an aggregate throughput that is within 85% of the optimum. The ag-

gregate throughput of the proposed scheme is 31%, 128%, and 162% higher than

that of an ACK-based scheme [34], dynamic access class barring (ACB) [101], and a

random selection scheme, respectively. The pilot sequence selection policies learned

via MA-DRL can also accommodate different throughput requirements of the IoT

devices. Part of the work of Chapter 2 has been presented in [102] and the full paper

has been published in IEEE Transactions Wireless Communications [103].

2. In Chapter 3, we investigate the performance gain that can be obtained by using

an IRS in multiuser B5G wireless systems in terms of aggregate throughput and

proportional fairness. The DoF in the considered IRS-aided systems include user

scheduling, IRS phase shifts, and beamforming vectors. We propose the DUPB algo-

rithm to efficiently optimize the aforementioned DoF. The first part of the proposed

DUPB algorithm comprises an NCO-based user scheduling algorithm, in which we

exploit the DNN with attention mechanism to learn a stochastic policy for determin-

ing which users should be scheduled. In the second part of the DUPB algorithm,

we combine CL [29, 30] with the DDPG algorithm [17, 56] to jointly optimize phase

shift control and beamforming variables in IRS-aided systems. Using CL, we tackle

the challenge of learning to optimize a large number of coupled decision variables by

providing the learning agent with the knowledge of the hidden convexity of the opti-

mization problem. Results show that the proposed DUPB algorithm can outperform

the AO-based algorithms and greedy scheduling in terms of aggregate throughput.

Our results also indicate that a higher performance gain can be achieved with more
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reflecting elements on the IRS. Moreover, our results validate the advantage of the

proposed DUPB algorithm in terms of computational complexity over AO algorithms.

We have presented part of the work of Chapter 3 in [104]. The full paper has been

published in IEEE Transactions Wireless Communications [105].

3. In Chapter 4, we propose a novel IRS-aided RS VR streaming system, in which

the shared interests of the VR users are exploited by RS and IRS to achieve better

QoE. In the proposed system, RS facilitates the exploitation of the shared interests

of the users in VR streaming, and IRS creates additional propagation channels to

support the transmission of high-resolution 360-degree videos. IRS also enhances

the capability to mitigate the performance bottleneck caused by the requirement

that all RS users have to be able to decode the common message. We formulate

an optimization problem for the maximization of the achievable bitrate of the 360-

degree video subject to the QoE constraints of the users. We propose a Deep-GRAIL

algorithm, in which we leverage DRL and imitation learning to optimize the IRS

phase shifts, RS parameters, beamforming vectors, and bitrate selection of 360-degree

videos. We also propose RavNet, which is a DNN customized for policy learning in

the proposed Deep-GRAIL algorithm. Performance evaluation based on a real-world

VR streaming dataset shows that the proposed IRS-aided RS VR streaming system

outperforms several baseline schemes in terms of system sum-rate, achievable bitrate

of the 360-degree videos, and online execution runtime. Our results also reveal the

respective performance gains obtained from RS and IRS for improving the QoE in

multiuser VR streaming systems. The work of Chapter 4 has been accepted for

publication in IEEE Journal on Selected Areas in Communications [106].

1.6 Thesis Organization

The rest of the thesis is organized as follows. In Chapter 2, the pilot sequence selection

problem in GFMA systems with average throughput constraints of the IoT devices is for-
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mulated. An MA-DRL based algorithm using a CTDE framework is proposed to learn

the distributed pilot sequence selection policies. In Chapter 3, we solve the joint user

scheduling, phase shift control, and beamforming optimization problem in IRS-aided sys-

tems using the proposed DUPB algorithms. In Chapter 4, we propose an IRS-aided RS

VR streaming system, and formulate the problem for maximizing the achievable bitrate

of the 360-degree video. We develop a Deep-GRAIL algorithm to optimize the DoF of

the IRS-aided RS VR streaming systems with low computational complexity. Conclusions

as well as the discussions on limitations and potential future work are given in Chapter

5. Chapters 2−4 are self-contained and included in separate journal or conference papers.

The notations are defined separately for Chapters 2−4.
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Chapter 2

Throughput Optimization for

Grant-Free Multiple Access with

Multiagent Deep Reinforcement

Learning

2.1 Introduction

GFMA can reduce the signaling overhead as well as the access delay of the users in B5G

wireless systems. The design of the pilot sequence selection scheme is critical to fully reap

the benefits of GFMA [22, 23]. This is because packet collisions occur in GFMA systems

when multiple users choose the same pilot sequence, making the base station unable to

decode the signal of each user from the received superimposed signal [33]. However, due to

the lack of coordination between the users, designing a distributed pilot sequence selection

scheme for mitigating packet collisions in GFMA systems is challenging. In this chapter, we

exploit the potential of MA-DRL techniques to learn the distributed pilot sequence selection

policies for maximizing the aggregate throughput in GFMA systems. We incorporate the

user-specific quality of service (QoS) requirements in our problem formulation, and design

an MA-DRL based algorithm to tackle the QoS requirements without requiring excessive

information exchange between the users. To tackle the nonstationarity in MA-DRL, we

propose a CTDE framework, in which the DNNs of all users are jointly trained to learn the

pilot sequence selection policies with the help of global information available at the base
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station. Using the technique of factorization [95, 107], the policies learned during joint

training can be executed in a distributed manner. Our contributions are as follows:

• We formulate the pilot sequence selection problem for throughput optimization in

GFMA systems with average throughput constraints for the IoT devices. We apply

stochastic network optimization [108] and propose an algorithm to obtain the optimal

solution. While relying on centralized scheduling, the optimal solution serves as a

benchmark when evaluating the performance of the proposed DRL-based scheme.

• We model the pilot sequence selection process as an MDP and propose a pilot se-

quence selection scheme, where the DNNs are trained based on DRL to learn the pilot

sequence selection policies from the transition history of the underlying MDP for the

IoT devices. We propose a DRQN to take advantage of the capability of RNNs to

efficiently learn the temporal correlations of system transitions in time series learning

problems.

• Using the factorization technique, we propose a CTDE framework. In the proposed

training framework, the DRQNs of all IoT devices are jointly trained by leverag-

ing global information at the base station, whereas the policies learned during the

centralized training phase can be executed in a distributed online manner.

• We conduct simulations to evaluate the performance of the proposed scheme. Our

results show that DNNs are capable of learning near-optimal pilot sequence selec-

tion policies for IoT devices. For the considered system, the proposed scheme can

achieve an aggregate throughput that is within 85% of the optimum. The aggregate

throughput of the proposed scheme is 31%, 128%, and 162% higher than that of an

ACK-based scheme [34], dynamic ACB scheme [101], and a random selection scheme,

respectively. The pilot sequence selection policies learned via DRL can also accom-

modate the throughput requirements of different IoT devices. Hence, the proposed

scheme is capable of supporting different IoT applications in GFMA systems.
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The remainder of this chapter is organized as follows. The system model and problem

formulation are introduced in Section 2.2. The DRL framework for pilot sequence selection

is presented in Section 2.3. The DNN architectures and training algorithm are presented

in Section 2.4. Simulation results are provided in Section 2.5. Section 2.6 summarizes this

chapter.

2.2 System Model and Problem Formulation

We consider a GFMA system with one base station serving multiple users1. The base

station and each user are equipped with one antenna. Time is slotted into intervals of

equal duration. The time interval [t, t + 1) is referred to as time slot t, where t ∈ T =

{0, 1, 2, . . . , T − 1}. In each time slot, the base station assigns one PRB, i.e., one time-

frequency resource block, for GFMA transmission. We assume the base station assigns

K pilot sequences to the PRB in each time slot, and K = {1, 2, . . . , K} is the set of pilot

sequence indices. Welch bound equality sequences, Grassmannian sequences, or other types

of sparse spreading sequences can be used as pilot sequences.

There are in total N users in the considered GFMA system. The set of users is denoted

by N = {1, 2, . . . , N}. We have the following assumptions for the considered GFMA

system. First, we assume that all data packets are transmitted using GFMA. Second, we

assume the saturated case where each user always has packets to send. At the beginning of

each time slot, the base station informs the users about the PRB and the K available pilot

sequences via radio resource control (RRC) signaling. When a user decides to transmit, it

selects one of the K available pilot sequences and performs uplink transmission. We define

binary variable gnk(t) ∈ {0, 1}, where gnk(t) is equal to 1 if user n ∈ N selects the k-th

pilot sequence, k ∈ K, in time slot t ∈ T . Otherwise, gnk(t) is equal to 0. Since a user can

1In the remainder of this chapter, we use the terms users and IoT devices interchangeably.
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select at most one pilot sequence in each time slot, we have

∑
k∈K

gnk(t) ≤ 1, n ∈ N , t ∈ T . (2.1)

User n does not transmit in time slot t if
∑

k∈K gnk(t) = 0. We further define gn(t) ≜

(gn1(t), gn2(t), . . . , gnK(t)) as the pilot sequence selection vector of user n in time slot t.

We define nk(t) as the number of users that select the k-th pilot sequence in time slot t.

We have

nk(t) ≜
∑
n∈N

gnk(t), k ∈ K, t ∈ T . (2.2)

Furthermore, S(t) denotes the set of users who select a pilot sequence that is not chosen

by other users in time slot t. That is,

S(t) ≜
{
n
∣∣∣∑
k∈K

1(nk(t) = 1) gnk(t) = 1, n ∈ N
}
, t ∈ T , (2.3)

where 1(·) is the indicator function.

At the receiver side, the base station estimates the channels based on the received pilot

sequences and then decodes the packets of the users. We have the following assumptions

for the receiver at the base station. For the users who select a pilot sequence that is not

chosen by other users, we assume the base station can perform perfect channel estimation

and apply multiuser detection to mitigate the interference between the users [33, 109]

and decode their packets successfully. However, when multiple users select the same pilot

sequence, the base station cannot estimate the channels of the users, and hence cannot

decode their packets [110]. That is, for the receiver at the base station, we assume it can

only successfully decode the data of the users in set S(t). For user n ∈ N , we define rn(t)

to be a binary indicator that specifies whether its signal is successfully decoded in time
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slot t. We have

rn(t) ≜

1, if n ∈ S(t),

0, otherwise.

(2.4)

The base station sends an ACK to the user if its packet has been successfully decoded.

We use the time average expectation of the number of packets that are successfully

received by the base station as the performance metric to measure the average aggregate

throughput of the considered GFMA system. This metric has also been adopted in [39].

Since there are K pilot sequences, the maximum aggregate throughput of the considered

system is K packets per time slot, which is the achievable aggregate throughput of the

considered system in the absence of pilot sequence selection collisions. We denote µn(t) as

the average throughput of user n up to time slot t. We have

µn(t) ≜
1

t

t−1∑
τ=0

E[rn(τ)], n ∈ N , t ∈ T \ {0}, (2.5)

and µn(0) ≜ 0, where E[·] is the expectation with respect to the randomness of the pilot

sequence selections of the other users. Given (2.5), we have µn(t) ∈ [0, 1] for n ∈ N , t ∈ T .

Moreover, we assume that each user knows its own average throughput but not that of

the other users. This has two main reasons. First, we consider the average throughput of

a particular user to be private information. Hence, from the perspective of the wireless

network operator, the base station should not broadcast the average throughput of the

users in order to avoid the potential leakage of private information. Second, broadcasting

the average throughput of the users incurs an additional signaling overhead, which scales

with the number of users K.

We denote user n’s average required throughput by µreq
n . Hence, the constraint with

respect to the average throughput requirement of user n is given by

lim sup
T→∞

µn(T ) = lim sup
T→∞

1

T

T−1∑
τ=0

E[rn(τ)] ≥ µreq
n , n ∈ N . (2.6)
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We assume that the average required throughputs of the IoT applications can be catego-

rized into different QoS levels, and each of the QoS levels is pre-assigned with a QoS flow

identifier (QFI), which is a positive integer [111, Section 5.7]. When sending a packet to

the base station, a user indicates its QFI in the packet header, and the base station is

informed about the average required throughput of the user by checking the packet header

[111, Section 5.8].

Our objective is to maximize the average aggregate throughput in GFMA systems

subject to user-specific throughput constraints. This leads to the following optimization

problem

maximize
gn(t), n∈N , t∈T

lim
T→∞

1

T

T−1∑
t=0

∑
n∈N

E[rn(t)]

subject to
∑
k∈K

gnk(t) ≤ 1, n ∈ N , t ∈ T ,

lim sup
T→∞

1

T

T−1∑
τ=0

E[rn(τ)] ≥ µreq
n , n ∈ N .

(2.7)

Problem (2.7) is a combinatorial optimization problem that can be solved using stochastic

network optimization with virtual queues [108]. The details of this approach can be found

in Appendix A. However, the optimal solution of problem (2.7) requires global information

and centralized computation. Besides, centralized scheduling is necessary for implementing

the optimal solution of problem (2.7) in GFMA systems. Hence, in this chapter, we propose

an MA-DRL based pilot sequence selection scheme to obtain a suboptimal solution of

problem (2.7) in a distributed manner.

2.3 MA-DRL Framework for GFMA Systems

With the recent advances in machine learning and artificial intelligence, DRL has emerged

as a powerful tool for developing solutions for combinatorial optimization problems. In

this section, we model the pilot sequence selection problem as an MDP and propose an

MA-DRL based framework to solve problem (2.7) efficiently.

26



2.3. MA-DRL Framework for GFMA Systems

2.3.1 Modeling with MDP

As the pilot sequence selection of the N users in the considered GFMA system is essentially

a multiagent decision-making process, we model it as an MDP, which can be defined by

the tuple (S,A,P ,R). The details are as follows:

State S

We define variable dk(t) ∈ {−1, 0, 1}, k ∈ K, as the indicator for the decoding state of

the k-th pilot sequence at the beginning of the current time slot t ∈ T . dk(t) depends on

the pilot sequence selection of the users in the previous time slot t− 1. Specifically, dk(t)

is equal to 1 if the signal using the k-th pilot sequence was decoded successfully in time

slot t− 1. We set dk(t) to −1 if the signal using the k-th pilot sequence was not decoded

successfully in time slot t − 1. dk(t) is equal to 0 if no signal using the k-th pilot was

transmitted in time slot t− 1. In time slot t, the global state s(t) consists of the decoding

states of all pilot sequences and the average throughput of all users up to time slot t. We

have

s(t) ≜ (d1(t), . . . , dK(t), µ1(t), . . . , µN(t)), t ∈ T , (2.8)

where µn(t) is given in (2.5). After decoding the packets of all users, the base station

knows the decoding states of all pilot sequences d1(t), . . . , dK(t), and it can determine the

average throughput of all users µ1(t), . . . , µN(t). Therefore, global state s(t) is available

at the base station in each time slot. We define S ⊆ {−1, 0, 1}K × [0, 1]N to be the set of

all the possible global states.

We assume the base station includes the information on d1(t), . . . , dK(t) in the RRC

signaling and broadcasts this information to the users at the beginning of time slot t.

Each dk(t), k ∈ K can be encoded using 2 bits. Hence, for a GFMA system with K

pilot sequences, this incurs an overhead of 2K bits for downlink signaling. Apart from

knowing the decoding states of all K available pilot sequences, user n only knows its
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average throughput µn(t). Therefore, we define the local state of user n in time slot t as

sn(t) ≜ (d1(t), . . . , dK(t), µn(t)), t ∈ T . (2.9)

We define Ŝ ⊆ {−1, 0, 1}K × [0, 1] as the set of all possible local states of user n ∈ N .

We note that as the state includes the average throughput of the users, the state in one

particular time slot depends on the state of the previous time slot and the pilot sequence

selections of the users.

Joint Action A

In time slot t, the action profile of user n is its own pilot sequence selection gn(t). To reduce

the dimensionality of the action space, we use the index of the pilot sequence selected by

user n in time slot t to indicate its action. That is

an(t) ∈ Â = {0, 1, . . . , K}, n ∈ N , t ∈ T , (2.10)

where an(t) = 0 means user n does not transmit in time slot t. The joint action of all users

in time slot t is given by

a(t) ≜ (a1(t), · · · , aN(t)), t ∈ T . (2.11)

The joint action space A is equal to ÂN .

State Transition Probability P

The state transition probability P(s(t+ 1) | s(t),a(t)), t ∈ T is the probability that given

current state s(t) and joint action a(t), the next state is s(t + 1), where P(·) denotes the

probability of event (·). In the considered GFMA system, the next state s(t + 1) can be

determined with probability (w.p.) one if the current state s(t) and joint action a(t) are

given. We denote the state transition probabilities as P : S × S ×A → [0, 1].
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Reward R

A reward is a real number that is determined based on the state and joint action of all

users. In the considered MDP, given the global state s(t) and joint action a(t), all users

receive an aggregate reward, which is defined as follows

R(s(t),a(t)) ≜
∑
n∈N

(
r̂n(t)− λn(t)(µreq

n − µn(t))
)
, t ∈ T , (2.12)

where the term r̂n(t) is given by

rn(t) =


1, the packet of user n has been successfully received,

−1, the packet of user n collided with those of other users,

0, otherwise.

(2.13)

The term λn(t)(µ
req
n − µn(t)) is the penalty resulting from violating the throughput con-

straint of user n ∈ N . We set λn(t) to a positive constant C when µn(t) < µreq
n , and equal

to zero when the throughput constraint is satisfied. That is,

λn(t) =

C, if µn(t) < µreq
n ,

0, otherwise.

(2.14)

We define R ⊆ R to be the set of rewards.

2.3.2 Global Q-Value Approximation with MA-DRL

To maximize the aggregate reward in the considered MDP, the optimal joint action may

be determined with conventional Q-learning [67]. In Q-learning, the expected cumulative

discounted reward of taking the joint action a under state s is given by the global Q-value
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QG(s,a), which is given by [67, Section 3.5]

QG(s,a) = E
[ ∞∑
k=0

γk R(s(t+ k),a(t+ k))

∣∣∣∣ s(t) = s, a(t) = a], (2.15)

where γ ∈ [0, 1] is a discount factor. The global Q-value is updated during the decision

process. Given state s(t) in time slot t, the users choose joint action a(t), receive an

aggregate reward R(s(t),a(t)), and the next state is s(t+ 1). Then, the global Q-value is

updated as follows

QG(s(t),a(t))← E
[
R(s(t),a(t)) + γ max

a′∈A
QG(s(t+ 1),a′)

∣∣∣∣ s(t) = s, a(t) = a]. (2.16)

Estimating the global Q-value is beneficial in a multiagent decision process as the global

state s(t) and joint action a(t) contain the information about all the users. Hence, the

global Q-value can capture the impact of the action of a user on other users, and therefore

can handle the nonstationary case of a multiagent decision process [112, 113]. To determine

the action a(t) that maximizes the expected cumulative discounted reward, in conventional

Q-learning, a Q-table is required to store the global Q-values of all possible actions for a

given state s(t). However, the size of the Q-table increases with the cardinalities of the

action and state spaces. This makes Q-learning costly in terms of computation and memory,

especially for IoT devices.

Deep Q-learning [15] has been proposed to tackle the aforementioned issues. In deep Q-

learning, the Q-value is approximated by DNNs through the establishment of a mapping

between a given state and the corresponding Q-values of all possible actions. A DNN

module with learnable parameters Φ can be employed to approximate the global Q-values.

In fact, Φ is a vector that collects the weights and biases of the neurons within the DNN

module.

In deep Q-learning, the learnable parameters Φ are updated based on the system tran-

sition history to improve the accuracy of the Q-value approximation. This is referred to

as the training phase of the DNN. In current time slot t, the system transition history
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consists of the system transition tuples (s(τ),a(τ), R(s(τ),a(τ)), s(τ +1)) with time index

τ ∈ {0, 1, . . . , t − 1}, which describes the system transition from time slot τ to time slot

τ + 1. We denote the global Q-value for s(τ) and a(τ), which is approximated by a DNN

with parameters Φ, as QG
Φ(s(τ),a(τ)). In each training iteration, we store the parameters

of the DNN resulting from the previous training iteration, which we denote as Φ̂. Then,

the target of global Q-value approximation is determined based on the Bellman equation

[15], i.e., R(s(τ),a(τ)) + γ max
a∈A

QG
Φ̂
(s(τ + 1),a). The update of Φ is determined by mini-

mizing the temporal difference (TD) error between the target and the approximated global

Q-value [15]. That is,

argmin
Φ

1

2

(
R(s(τ),a(τ)) + γ max

a∈A
QG

Φ̂
(s(τ + 1),a)−QG

Φ(s(τ),a(τ))
)2
. (2.17)

To solve problem (2.17), we apply a stochastic gradient descent (SGD) algorithm to update

parameters Φ. Specifically, parameters Φ are updated as follows [98]

Φ← Φ− α∇QG
Φ(s(τ),a(τ))

(
R(s(τ),a(τ)) + γ max

a∈A
QG

Φ̂
(s(τ + 1),a)−QG

Φ(s(τ),a(τ))
)
,

(2.18)

where α is the learning rate. The gradient ∇QG
Φ(s(τ),a(τ)) in (2.18) is determined using

the backpropagation algorithm [19, Chapter 6]. After updating parameters Φ with a

sufficient number of system transition tuples, the optimal joint action can be determined

as follows

a(t) = argmax
a∈A

QG
Φ(s(t),a). (2.19)

To obtain the optimal joint action based on (2.19), we feed s(t) into the DNN and determine

a(t) based on the output of the DNN.

2.3.3 Local Q-Value based on Factorization

To estimate the global Q-value, it is necessary for the users to know the joint action a(t)

and the global state s(t) [112, 113]. However, as communication (or coordination) between
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the users in the considered GFMA system is not possible, a user cannot obtain knowledge

about the actions of the other users or their local states to estimate the global Q-value

directly. This means that an MA-DRL algorithm that relies solely on the global Q-value

cannot be implemented in the considered GFMA system in a distributed manner.

To tackle the aforementioned difficulties, rather than directly estimating the global Q-

value, we propose that each user maintains a local DNN module to estimate the impact of

its own action on the global Q-value. With the local DNN module, which is characterized

by learnable parameters Φn, each user n ∈ N can obtain a local Q-value denoted by

QΦn(sn(τ), an(τ)) based on its local information, i.e., its action an(τ) and its local state

sn(τ).

To ensure that the local Q-value estimated by the local DNN module of user n can

capture the impact of user n’s action on the global Q-value, a mapping between the global

Q-value and the local Q-value should be learned. To obtain such a mapping, we adopt

the idea of factorization in multiagent systems [107, 114, 115], according to which, for a

given state, an action of a user that leads to a larger global Q-value should also result in

a larger local Q-value. In particular, let a−n(τ) denote the actions of all users in set N

except for user n in time slot τ . Given the global state s(τ) and the local state sn(τ), the

local Q-value approximated by the local DNN module of user n is a factorization of the

global Q-value if [114, Chapter 3]

QΦn(sn(τ), an(τ)) > QΦn(sn(τ), a
′
n(τ))

⇔ QG
Φ(s(τ), (an(τ),a−n(τ))) > QG

Φ(s(τ), (a
′
n(τ),a−n(τ))),

(2.20)

where an(τ), a
′
n(τ) ∈ Â and a−n(τ) ∈ ÂN−1. To obtain such a factorization, we use a

monotonic function F (·) such that

QG
Φ(s(τ),a(τ)) = F

(
QΦ1(s1(τ), a1(τ)), · · · , QΦN

(sN(τ), aN(τ))
)
. (2.21)
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The monotonic function in (2.21) should satisfy the following condition

∂F
(
QΦ1(s1(τ), a1(τ)), · · · , QΦN

(sN(τ), aN(τ))
)

∂QΦn(sn(τ), an(τ))
> 0. (2.22)

Any monotonic function F (·) that satisfies constraint (2.22) guarantees that the resulting

local Q-value is a factorization of the global Q-value as specified in (2.20).

We emphasize that the factorization of the global Q-value is the key to the design of

a distributed pilot sequence selection scheme based on MA-DRL. The factorization of the

global Q-value in (2.21) leads to the following property

argmax
a∈A

QG
Φ(s(τ),a(τ)) =

(
argmax
a1∈Â

QΦ1(s1(τ), a1), . . . , argmax
aN∈Â

QΦN
(sN(τ), aN)

)
. (2.23)

Equation (2.23) shows that the joint action that maximizes the global Q-value corresponds

to the individual actions that maximize the local Q-value of each user n ∈ N . In other

words, each user can determine its own action that maximizes the global Q-value by greedily

selecting the action that maximizes its local Q-value, which is

an(t) = argmax
an∈Â

QΦn(sn(t), an). (2.24)

To obtain an(t) in (2.24), user n feeds sn(t) into its local DNN module and determines

an(t) based on the output of the DNN. This does not require knowledge of the actions

of the other users or the global state, and therefore can be implemented in a distributed

manner.

2.4 DNN Architecture and Proposed Scheme

In this section, we propose an architecture for the DNN modules to approximate the

aforementioned global and local Q-values in GFMA systems. We also present an online

pilot sequence selection scheme, in which the pilot sequence selections are determined based
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Figure 2.1: The overall network architecture. The DRQNs of all users are jointly trained
at the base station. The base station sends the updated parameters of the pre-trained
DRQNs to the users. The users can then select pilot sequences in a distributed manner.
The forward propagations for determining the Q-values and the TD error are denoted by
solid blue arrows, while the backpropagations for updating the learnable parameters are
denoted by dashed red arrows.

on the outputs of pre-trained DNN modules.

2.4.1 Overall Network Architecture

The overall network architecture of the proposed DNN module for approximating the global

and local Q-values is illustrated in Fig. 2.1. The DNN module consists of two parts:

• DRQN: DRQN is an RNN-based DNN module that can aggregate experience from

the system transition history. We use DRQNs to generate the local Q-values based

on the local states of the users.

• Factorization Module: The factorization module is a multi-layer perceptron (MLP)

module that guarantees that the local Q-values of the users are the factorization of

the approximated global Q-value. To this end, the factorization module is trained to

approximate the monotonic function F (·) in (2.21) by taking advantage of the global

information, i.e., the global state s(t) that is available at the base station.
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In particular, the training of the DRQNs of all users is performed by the base station.

During the centralized training phase at the base station (left-hand side of Fig. 2.1), the

DRQNs of all users are jointly trained based on global information. The advantages of

using centralized training in wireless systems are two-fold. First, the base station, which

is equipped with powerful hardware, can efficiently train the DNNs for the users. Second,

the users (i.e., IoT devices) can prolong their battery lifetime by not being involved in

the energy-consuming training phase. The factorization module is employed only during

the training phase to ensure that the global Q-value can be properly factorized. After

training, the base station sends the learnable parameters of the DRQNs to the users. The

users select the pilot sequences based on the outputs of the DRQNs in a distributed manner

based on its local information (right-hand side of Fig. 2.1). Note that the base station

does not know which pilot sequence selections of the users lead to collisions. Moreover, the

base station cannot differentiate between the users that remain silent and the users that

suffer from collisions. This prevents the base station from knowing the joint action a(τ).

Hence, in practice, user n may include the history of its action an(τ) in its data packet, so

that the base station can obtain the complete system transition history.

The proposed training framework falls into the category of CTDE frameworks in dis-

tributed DRL and MA-DRL [116, 117]. We also combine the factorization technique with

MA-DRL in the proposed framework. The advantage of the proposed framework is that

the distributed and user-specific pilot sequence selection policies can be learned during the

centralized training process. Moreover, compared with the conventional tabular Q-learning

[67], the proposed learning framework is able to better handle the large joint action space

with the help of DNNs. The details of the network architecture are presented in the next

two subsections.

2.4.2 DRQN Design

The DRQNs of all users have the same network architecture as illustrated in Fig. 2.2. For

each user n ∈ N , the DNN layers in the DRQN and their functionalities are as follows:
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Figure 2.2: The proposed network structure for DRQN, which consists of an input layer,
an LSTM layer, and an output layer.

Input Layer

The input layer collects the local state and feeds it to the DNN. For the DRQN of user n,

the input is the local state sn(t), which is a vector of size K + 1.

Long Short-Term Memory (LSTM) Layer

The local state sn(t) collected by the input layer is fed into an LSTM layer. LSTM layer is a

type of RNN. Using the LSTM layer, the information about the system transition history

can be learned and stored in its hidden states. Therefore, LSTM layer can learn the

temporal correlations of the system transitions more efficiently than feedforward neural

networks. For the same reason, the LSTM layer is capable of overcoming the lack of

complete information in the underlying MDP [117]. In particular, we use an LSTM layer

with D hidden units to aggregate the information from the system transition history and

approximate the local Q-values. The outputs of the LSTM layer are its hidden states.

Output Layer

The LSTM layer is connected to the output layer to generate the local Q-values. Specif-

ically, we use two fully connected (FC) layers with one rectified linear unit (ReLU) layer

to generate the local Q-values based on the hidden states of the LSTM layer. The output

is a vector of size K + 1. For k ∈ K, the (k + 1)-th entry of the output vector is the local

Q-value for selecting the k-th pilot sequence in time slot t for local state sn(t), while the
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Figure 2.3: DNN architecture for the factorization module located at the base station. The
factorization module, which is indicated by the red box in the figure, consists of two parts:
(i) a universal approximator for obtaining the monotonic function F (·), which is an MLP
network with one hidden layer as indicated by the blue box in the figure, and (ii) four FC
layers, i.e., the green box in the figure, for generating the weights and biases of the MLP
network. Each FC layer in the factorization module takes the global state as input.

first entry is the local Q-value for not transmitting in time slot t.

2.4.3 Factorization Module Design

The DNN architecture of the factorization module is shown in Fig. 2.3. To obtain the

desired function F (·) for global Q-value factorization, we use an MLP network-based uni-

versal approximator (see the blue box in Fig. 2.3) to approximate function F (·), while

the weights and biases of the MLP network are generated by four FC layers (see the green

box Fig. 2.3). As shown in [68], an MLP network with one hidden layer can serve as a

universal approximator. In particular, the input layer of the MLP network has N neurons

and each neuron takes respectively one of the local Q-values approximated by the DRQNs

of the N users as input. The hidden layer of the MLP network has H neurons. There is
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one neuron in the output layer as the global Q-value is a scalar. We denote the weight

between the j-th neuron of the hidden layer and the n-th neuron of the input layer and the

bias of the j-th neuron of the hidden layer in time slot τ as vjn(τ) and bj(τ), respectively.

We denote the weight between the j-th neuron of the hidden layer and the neuron of the

output layer in time slot τ as wj(τ). The bias of the neuron of the output layer in time

slot τ is denoted by b0(τ). Then, function F (·) obtained with the MLP network can be

expressed as follows [68]

F (QΦ1(s1(τ),a1(τ)), . . . , QΦN
(sN(τ),aN(τ))) (2.25)

= b0(τ) +
H∑
j=1

wj(τ)h
(
bj(τ) +

∑
n∈N

vjn(τ)QΦn(sn(τ), an(τ))
)
,

where h(·) is the sigmoid function.

Recall that, in order to ensure that the local Q-value is a factorization of the global Q-

value, function F (·) should satisfy condition (2.22). This means that function F (·) should

be entry-wise monotonic increasing with respect to the inputs QΦn(sn(τ), an(τ)), n ∈ N .

For the function approximated by the universal approximator in (2.25), since the sigmoid

function h(·) is monotonically increasing, condition (2.22) is satisfied if the weights, i.e.,

wj(τ) and vjn(τ), in time slot τ ∈ T are all positive [68]. Hence, we emphasize that the

key to obtaining a function F (·) which possesses the desired factorization property is to

enforce the positivity of the weights of the MLP network during the training phase.

As the global Q-value QG(s(τ),a(τ)) depends on the global state s(τ), it is intuitive to

let the approximated monotonic function F (·) depend on the global state as well. There-

fore, we use DNNs to generate the weights and biases of the universal approximator in

time slot τ based on the global state s(τ). By doing this, we let the weights and biases

of the universal approximator depend on the specific state in the time slot, so that the

monotonic function F (·) can be adjusted with respect to different states, e.g., the different

achieved throughputs of the users. This makes the universal approximator more flexible.

To take the effect of state s(τ) on the weights and biases into account, we replace τ in
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their arguments in (2.25) by s(τ). The universal approximator (2.25) can then be written

in the following matrix notation

F
(
QΦ1(s1(τ),a1(τ)), . . . , QΦN

(sN(τ),aN(τ))
)

(2.26)

=W (s(τ)) h
(
V (s(τ)) Q(s(τ),a(τ)) + b(s(τ))

)
+ b0(s(τ)),

where function h(·) in (2.26) is the element-wise sigmoid function and

Q(s(τ),a(τ)) =

[
QΦ1(s1(τ),a1(τ)) · · · QΦN

(sN(τ),aN(τ))

]⊤
∈ RN , (2.27)

V (s(τ)) =


v11(s(τ)) · · · v1N(s(τ))

...
. . .

...

vH1(s(τ)) · · · vHN(s(τ))

 ∈ RH×N , (2.28)

b(s(τ)) =
[
b1(s(τ)) b2(s(τ)) · · · bH(s(τ))

]⊤
∈ RH , (2.29)

and

W (s(τ)) =
[
w1(s(τ)) w2(s(τ)) · · · wH(s(τ))

]
∈ R1×H . (2.30)

The weights V (s(τ)), W (s(τ)) and biases b(s(τ)), b0(s(τ)) in time slot τ are generated

by multiple DNNs separately to improve the representational capacity of the universal

approximator [94].

In particular, we use one FC layer to generate the weights V (s(τ)). The input of this

FC layer is the global state s(τ), and the output is a vector of size HN . The output vector

is then rearranged into an H×N matrix. The weights V (s(τ)) are obtained by taking the

absolute values of all elements of the output matrix. We use a similar method to obtain

the weightsW (s(τ)). Note that by taking the absolute values, we ensure that the weights

in (2.25) are all positive, and therefore the desired factorization property is achieved. We

employ one FC layer to obtain the biases b(s(τ)). This FC layer takes s(τ) as input, and
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Algorithm 1 Training Algorithm for MA-DRL Framework in Each Training Iteration

1: Sample a minibatch of system transition tuples (s(τ),a(τ), R(s(τ),a(τ)), s(τ+1)), τ ∈
T ′
b .

2: for n ∈ N do
3: Determine QΦn(sn(τ), an(τ)) and max

an∈Â
QΦn(sn(τ +1), an) with the DRQN of user n.

4: end for
5: Determine the approximated global Q-value QG

Φ(s(τ),a(τ)) based on (2.31).
6: Determine the target global Q-value yGΦ(s(τ + 1), R(s(τ),a(τ))) based on (2.32).
7: Update the parameters Φ using SGD (2.35).

the output is a vector b(s(τ)) of size H. It is not necessary to make the biases positive as

the signs of the biases will not affect the monotonicity. We use a similar method to obtain

the bias b0(s(τ)). The output dimension of the FC layer for b0(s(τ)) is equal to one.

2.4.4 Joint Training Algorithm

We use Φ0 to denote the vector that contains the learnable parameters of the factoriza-

tion module. Since the monotonic function F (·) in time slot τ depends on both the global

state s(τ) and the parameters Φ0, we denote it as Fs(τ),Φ0(·). Based on the proposed net-

work architecture, the parameters Φ used to approximate global Q-value QG
Φ(s(τ),a(τ))

are now given by Φ = (Φ0,Φ1, . . . ,ΦN), which includes the parameters of the N DRQNs

and the parameters of the factorization module. The training algorithm is summarized in

Algorithm 1. In Line 5, the approximated global Q-value for state s(τ) and joint action

a(τ) is given by

QG
Φ(s(τ),a(τ)) = Fs(τ),Φ0

(
QΦ1(s1(τ), a1(τ)), . . . , QΦN

(sN(τ), aN(τ))
)
. (2.31)

To obtain QG
Φ(s(τ),a(τ)), we first feed the local state sn(τ), n ∈ N , in time slot τ into the

DRQN of user n. QΦn(sn(τ), an(τ)) can be obtained by selecting the value of the entry of

the output that corresponds to an(τ). Then, we feed the global state s(τ) into the factor-

ization module. With the outputs of the four FC layers, the weights V (s(τ)),W (s(τ)) and

the biases b(s(τ)), b0(s(τ)) which yield the monotonic function Fs(τ),Φ0(·). QG
Φ(s(τ),a(τ))
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can now be obtained based on (2.26) with QΦn(sn(τ), an(τ)), n ∈ N , as inputs of the

monotonic function.

The base station can now jointly train the factorization module and the DRQNs based

on the TD error of the global Q-value approximation. In Line 6, for the system transition

tuple with time index τ , the target of the global Q-value approximation is

yGΦ(s(τ + 1), R(s(τ),a(τ)))

= R(s(τ),a(τ)) + γ max
a∈A

QG
Φ(s(τ + 1),a)

= R(s(τ),a(τ)) + γ max
a∈A

Fs(τ+1),Φ0

(
QΦ1(s1(τ + 1), a1), . . . , QΦN

(sN(τ + 1), aN)
)

(a)
= R(s(τ),a(τ)) + γ Fs(τ+1),Φ0

(
max
a1∈Â

QΦ1(s1(τ + 1), a1), . . . , max
aN∈Â

QΦN
(sN(τ + 1), aN)

)
.

(2.32)

Equality (a) holds since given state s(τ + 1) and parameters Φ0, the weights and biases

in monotonic function Fs(τ+1),Φ0(·) are constants. Given the local state sn(τ + 1) and

parameters Φn, the output of the DRQN of user n is a constant vector of size K + 1,

meaning that we only have K + 1 options for the value of QΦn(sn(τ + 1), an) for user

n. As function Fs(τ+1),Φ0(·) is entry-wise monotonically increasing, the maximum can be

obtained by selecting the maximum element, max
an∈Â

QΦn(sn(τ +1), an), in the output vector

of user n’s DRQN as the input of function Fs(τ+1),Φ0(·).

To obtain the target global Q-value (2.32), we feed the local states of time slot τ + 1

into the DRQNs of the users accordingly and the value of max
an∈Â

QΦn(sn(τ + 1), an), n ∈ N ,

can be obtained by selecting the action that corresponds to the entry with the maximum

value in the output. Then, we feed the global state s(τ +1) into the factorization module.

Based on the outputs of the four FC layers, we obtain the weights V (s(τ+1)),W (s(τ+1))

and biases b(s(τ + 1)), b0(s(τ + 1)), and determine the monotonic function Fs(τ+1),Φ0(·).

Fs(τ+1),Φ0(max
a1∈Â

QΦ1(s1(τ + 1), a1), · · · , max
aN∈Â

QΦN
(sN(τ + 1), aN)) can now be obtained by

using max
an∈Â

QΦn(sn(τ + 1), an), n ∈ N , as the input of the monotonic function. Then, the

TD error for the global Q-value approximation with respect to the system transition tuple

41



2.4. DNN Architecture and Proposed Scheme

with time index τ is given by

LG(s(τ),a(τ), R(s(τ),a(τ)), s(τ+1)) =
1

2

(
yGΦ(s(τ+1), R(s(τ),a(τ)))−QG

Φ(s(τ),a(τ))
)2
.

(2.33)

In practical systems, the base station maintains the system transition history, which is

referred to as the experience replay in the DRL literature [15, 93]. In each training iteration,

the base station samples a minibatch that contains multiple system transition tuples from

the experience replay. The base station determines the TD error in (2.33) for the tuples

within the minibatch, and then updates the learnable parameters Φ. To efficiently train

the LSTM layer, instead of randomly sampling the system transition tuples from the

experience replay, we sample the system transition tuples of m consecutive time slots

and feed the corresponding system transition history sequentially into the DNN module to

update the parameters. By doing this, the hidden states of the LSTM layer can be carried

forward throughout the entire training iteration to learn the temporal correlations from

the consecutive system transition history.

In addition, training the LSTM layer with minibatches sampled from the replay is

known to suffer from initial recurrent state mismatch [117], which may lead to inaccu-

rate Q-value approximation. In particular, the minibatches sampled in two consecutive

training iterations (i.e., the previous training iteration and the current training iteration)

may represent the system transition history of two different time periods. This means the

temporal correlations within the system transition history sampled in the previous training

iteration may significantly differ from the ones sampled in the current training iteration.

Therefore, the hidden states of the LSTM layer generated based on the system transition

history sampled in the previous training iteration may not be able to accurately approx-

imate the Q-values with respect to the system transition history sampled in the current

training iteration.

To overcome the initial recurrent state mismatch, we use the first l consecutive system

transition tuples within the sampled minibatch to initialize the hidden states of the LSTM
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layer, so that the hidden states can be initialized based on the temporal correlations of the

system transition history sampled in the current training iteration (which is also referred

to as the burn-in method [117]). This is accomplished by sequentially feeding the state

history of the first l time slots into the DRQNs. Thus, the hidden states can be initialized

and carried forward. Subsequently, we use the state history of the remaining m − l con-

secutive time slots to update the learnable parameters. The TD errors of global Q-value

approximation are determined only for the states of the remainingm−l time slots and then

averaged. We use T ′
b to denote the set of the time indices of the system transition tuples

within the minibatch, excluding the first l transition tuples. For the sampled minibatch,

the TD error of the global Q-value approximation is

LG =
1

m− l
∑
τ∈T ′

b

LG(s(τ),a(τ), R(s(τ),a(τ)), s(τ + 1)). (2.34)

Then, in Line 7, all learnable parameters Φ are updated using SGD [95]:

Φ← Φ− α

m− l
∑
τ∈T ′

b

(yGΦ(s(τ + 1), R(s(τ),a(τ))) − QG
Φ(s(τ),a(τ)))∇QG

Φ(s(τ),a(τ)).

(2.35)

The training in (2.35) is an end-to-end learning process. That is, in each training iteration,

the DRQNs of all users, as well as the factorization module, are jointly trained based on

the TD error of global Q-value approximation.

2.4.5 Proposed Online Scheme

As shown in (2.23) and (2.24), a user can determine its pilot sequence selection in a

distributed manner by leveraging its local information and the pre-trained DRQN. In

particular, the base station sends the learnable parameters of user n’s DRQN, i.e., Φn,

back to user n ∈ N . Each user maintains a local DRQN. Upon receiving Φn from the base

station, user n updates the learnable parameters of its local DRQN to be the same as Φn.

User n then applies an ϵ-greedy policy to select its pilot sequence. Specifically, the pilot
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sequence selection of user n in the current time slot t is determined by [15]

an(t) =


argmax
an∈Â

QΦn(sn(t), an), with probability 1− ϵ

random selection, with probability ϵ,

(2.36)

where ϵ = ϵmin + (ϵmax − ϵmin)e
−G/ϵdecay , and ϵmin, ϵmax, and ϵdecay are constants. G is

the training iteration counter. The ϵ-greedy policy is adopted to avoid overfitting. To

determine action an(t) = argmax
an∈Â

QΦn(sn(t), an) in the current time slot t, user n feeds the

local state sn(t) into the DRQN, and determines the pilot sequence selection in time slot

t based on the output of the DRQN.

2.4.6 Discussion

The framework in Fig. 2.3 is scalable as the number of DRQN modules can be varied

according to the number of users without changing the subsequent training algorithm. We

note that the learnable parameters of the DNNs have to be updated if the values of N or K

change. However, the base station can effectively avoid frequent re-training of the DNNs

by using user clustering. Consider the case where the base station serves N ′ users with

K ′ pilot sequences, but has pre-trained DNNs for N users and K pilot sequences. In this

case, the base station can divide the users into ⌈N ′

N
⌉ clusters, where each cluster contains

N users. The base station then allocates K orthogonal pilot sequences to each cluster of

users. This means that different clusters are allocated with different pilot sequences, and

hence there is no pilot sequence collision between users in different clusters. This requires

⌈N ′

N
⌉K orthogonal pilot sequences. By doing this, the pre-trained DNNs can be re-used

within each cluster of users, without invoking re-training.

We note that one user cluster may not have exactly N users when N ′ is not a multiple

of N or N ′ is less than N . Moreover, one user cluster may not be allocated with exactly

K pilot sequences when K ′ is not a multiple of K or K ′ is less than K. In both cases, the

DNNs of the users within this particular user cluster have to be re-trained. The reason is
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that, as the number of users or pilot sequences in a particular cluster changes, the pilot

sequence selection policies of the users within this cluster should be updated in order to

adapt to the new network setting. To this end, the DNNs have to be re-trained to learn

new pilot sequence selection policies.

2.5 Performance Evaluation

In this section, we evaluate the performance of the proposed scheme. We simulate a GFMA

system serving users with three different throughput requirements. Therefore, the users can

be categorized into three groups (or types), i.e., Group I, Group II, and Group III, based on

their throughput requirements. Throughout the simulations, we set the numbers of users

in Group I, Group II, and Group III to be η1N , η2N , and η3N , respectively, where the

coefficients η1, η2, η3 ∈ (0, 1) and η1+ η2+ η3 = 1. As the maximum aggregate throughput

for the considered system is equal to K packets per time slot, we assume the total numbers

of successful packet transmissions per time slot required by Group I, Group II and Group

III users to be ζ1K, ζ2K, and ζ3K, respectively, where the coefficients ζ1, ζ2, ζ3 ∈ (0, 1)

and ζ1 + ζ2 + ζ3 ≤ 1. Hence, given N and K, the throughputs required by each user in

Group I, Group II, and Group III are given by ζ1K
η1N

, ζ2K
η2N

, and ζ3K
η3N

, respectively. We set

ζ1
η1
> ζ2

η2
> ζ3

η3
such that Group I users have the highest throughput requirement, while

Group III users have the lowest throughput requirement. The number of users is at least

two times as large as the number of pilot sequences in the considered GFMA system. In

each time slot, the base station trains the DNN modules for 20 iterations. The detailed

parameter settings used for simulations are shown in Table 2.1.

We compare the proposed MA-DRL based scheme with the following benchmark and

baseline schemes2:

• The optimal scheme: In this scheme, the pilot sequence selections are determined

2While a DRL-based spectrum access scheme is proposed [38], the system model and problem setting
of [38] are different from the framework we considered in this chapter. Hence, we have not included a
performance comparison with [38] in this chapter.
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Table 2.1: Simulation Parameters
Parameter Value

Number of hidden units in LSTM D 64
Discount factor γ 0.995

Dimensions of the first and second FC
layers in the DRQN

64× 128 and
64× (K + 1)

Step size used in SGD α 0.01
Number of neurons in the hidden layer of

the MLP network H
64

Number of tuples in minibatch m 80
Number of tuples in minibatch for

initializing hidden states l
40

Constant in the reward function C 50
ϵmin, ϵmax, and ϵdecay in ϵ-greedy policy 0.05, 0.95, and 2000

Coefficients η1, η2, and η3 of the numbers of
users in Groups I, II, and III

0.25, 0.5, and 0.25

Coefficients ζ1, ζ2, and ζ3 for the
throughput requirements

0.35, 0.3, and 0.075

by the Lyapunov drift-plus-penalty algorithm as shown in Appendix A. We set V = 1

when evaluating the performance. With the optimal scheme, the maximum aggregate

throughput can be achieved and the throughput requirements of all the users can be

satisfied.

• Dynamic ACB with optimal parameter setting [101]: In this scheme, the base

station first determines the number of pilot sequences allocated to Group I users, such

that the pilot sequence collision probability of Group I users is minimized. The base

station continues to do the same for Group II users and then allocates the remaining

pilot sequences to Group III users.

• ACK-based scheme [35]: In this scheme, the base station reserves the pilot se-

quences that have been selected by multiple users in the previous time slot for the

retransmissions of users that have suffered a packet collision. We assume no collision

will happen in the retransmissions after the ACK has been sent to the users.
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Figure 2.4: Average aggregate throughput versus time slots. We set N = 12 and K = 6.
The proposed scheme achieves 85% of the optimal average aggregate throughput.

• Random selection scheme: Here, each user randomly selects one pilot sequence

from the available ones.

2.5.1 Average Aggregate Throughput

Fig. 2.4 shows the evolution of the average aggregate throughput versus the time slots.

We simulate N = 12 users sharing K = 6 pilot sequences. The throughput requirements of

three of the users are set to ζ1K
η1N

= 0.7 packets per time slot (Group I users), six of the users

require ζ2K
η2N

= 0.3 packets per time slot (Group II users), and the remaining three users

require ζ3K
η3N

= 0.15 packets per time slot (Group III users). The proposed scheme achieves

85% of the optimal average aggregate throughput after 800 time slots, which is 31%, 128%,

and 162% higher than that of the ACK-based scheme, the ACB-based scheme, and the

random selection scheme, respectively. A gap exists between the aggregate throughput of

the proposed scheme and the optimal scheme due to errors in the Q-value approximation

and the ϵ-greedy policy in (2.36). In the 1000th time slot, we reset the system, i.e., we set

the average throughput of all users back to zero. We observe that the proposed scheme

quickly recovers from the new initial state after 150 time slots and retains the average

aggregate throughput which is 85% of the optimum.
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Figure 2.5: Average aggregate throughput versus (a) the number of pilot sequences and
(b) the number of users. The performance of the proposed scheme is evaluated after the
DNNs have been trained for 1500 time slots.

Fig. 2.5(a) illustrates the average aggregate throughput versus the number of pilot

sequences K, where we set the number of users to 2K. The performance of the proposed

scheme is evaluated after the DNNs have been trained for 1500 time slots. The proposed

scheme can achieve an average aggregate throughput that is 35%, 164%, and 208% higher

than that of the ACK-based scheme, the ACB-based scheme, and the random selection

scheme, respectively, when the number of pilot sequences is 28. The near-linear increases

in the average aggregate throughputs show that the probabilities of pilot sequence selection

collision of all schemes do not change significantly as long as the ratio of the number of

users to the number of pilot sequences is fixed.

Fig. 2.5(b) shows the impact of the number of users on the average aggregate through-

put when the number of pilot sequences isK = 6. The performance of the proposed scheme

is evaluated after the DNNs have been trained for 1500 time slots. All schemes except for

the optimal scheme suffer from a performance degradation as the number of users N in-

creases. The reason for this is that the probabilities of pilot sequence collisions increase

with N for all these schemes when the number of pilot sequences K is fixed. However,

compared with the ACK-based scheme, the ACB-based scheme, and the random selection

scheme, a lower collision probability can be achieved under the proposed scheme. In fact,
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Figure 2.6: Average throughput per user versus the number of time slots for the proposed
scheme. At the 1000th time slot we add three new Group II users and change the through-
put requirement of Group I users to 0.5 packets per time slot.

the proposed scheme can achieve an average aggregate throughput that is 35%, 124%, and

276% higher than that of the ACK-based scheme, the ACB-based scheme, and the random

selection scheme, respectively, when the number of users is 16.

2.5.2 Average Throughput of the Users

Fig. 2.6 shows the evolution of the achievable average throughput per user of the proposed

scheme versus the time slots. We simulate N = 12 users sharing K = 6 pilot sequences.

The results in Fig. 2.6 show that after convergence the average throughput requirements

of all users are satisfied. In the proposed scheme, as all users receive the same aggregate

reward, the successful transmission of a user benefits all users, while all users receive

a penalty if a collision occurs or the throughput requirements are violated. Under the

factorization-based MA-DRL framework, the DRQNs of the users are encouraged to learn

the cooperative pilot sequence selection policies, such that users can estimate the impact

of their actions on other users from a system-level perspective. Fig. 2.6 also shows that

joint training based on the factorization module can ensure that the policies learned during

the centralized training phase can be efficiently executed in a distributed manner without

having to rely on global information. Furthermore, in the 1000th time slot, we have added

three new Group II users into the system to illustrate the capability of the proposed scheme
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Group I users with average throughput requirement 0.7 packets per time slot
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Figure 2.7: Average throughput per user for users with different throughput requirements
for different schemes. We set N = 12 and K = 6. The optimal solution and the proposed
scheme can satisfy all average throughput requirements.

to adapt to a new network setting. We also change the throughput requirement of Group I

users from 0.7 packets per time slot to 0.5 packets per time slot. We observe that, after the

DNN modules have been trained for 200 time slots, the average throughputs of the three

new users reach approximately 0.3 packets per time slot. Moreover, the average throughput

of the Group I users decreases to approximately 0.5 packets per time slot. These results

show that the proposed scheme can adapt to new network topologies and new throughput

requirements.

In Fig. 2.7, we compare the average throughput of the users for different schemes in the

aforementioned setting. The performance of the proposed scheme is evaluated after the

DNNs have been trained for 1500 time slots. For both the optimal scheme and the proposed

scheme, all users can satisfy their average throughput requirements. For the ACB-based

scheme, Group I users can achieve a higher average throughput than Group II users as

the base station allocates more pilot sequences to Group I users. However, the users in

Group I and II consume too many resources such that there is no resource left for the

users in Group III to transmit. For both the ACK-based scheme and the random selection

scheme, all users achieve the same average throughput as the throughput requirements are

not taken into account in these two schemes.

We note that the user-specific throughput requirement has not been addressed in the

50



2.5. Performance Evaluation

Proposed Scheme ACK-based Scheme Random Selection Scheme
0

0.1

0.2

0.3

0.4

0.5

A
v
e

ra
g

e
 T

h
ro

u
g

h
p

u
t 

p
e

r 
U

s
e

r 
(p

a
c
k
e

t 
p

e
r 

ti
m

e
 s

lo
t)

Figure 2.8: Average throughput per user for different pilot sequence selection schemes for
the case without user-specific throughput requirement. We set N = 12 and K = 6.

ACK-based scheme and the random selection scheme. Hence, for a comprehensive per-

formance comparison, we evaluate the performance of the proposed scheme, the ACK-

based scheme, and the random selection scheme for the case when there is no user-specific

throughput requirement. For the proposed scheme, we set coefficients λn(t) in the reward

function in (2.12) to zero. Hence, the reward function is now given by

R(s(t),a(t)) ≜
∑
n∈N

rn(t), t ∈ T . (2.37)

The reward function corresponds to the achievable aggregate throughput (i.e., the number

of successfully transmitted packets per time slot) of the system. The results for the average

throughput per user of all these schemes are shown in Fig. 2.8. We observe that the

proposed scheme achieves the highest average throughput per user among all considered

schemes. In particular, the average throughput per user of the proposed scheme is 34.6%

and 222.1% higher than that of the ACK-based scheme and the random selection scheme,

respectively.

Next, we investigate the average throughput of the users for different numbers of pi-

lot sequences, and the results for the users with the highest throughput requirement, i.e.,

Group I users, are shown in Fig. 2.9. We set the number of users to 2K. For the optimal

scheme and the proposed scheme, the throughput requirements of all users are satisfied

for all considered numbers of pilot sequences. Because of the centralized scheduling, for
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Figure 2.9: Average throughput per user for different pilot sequence selection schemes
versus the number of pilot sequences. We show the results of the users in Group I, while
the performances of the users in Group II and Group III show a similar behavior.

the optimal scheme, the average throughput of Group I users is exactly the same as the

requirement. For the proposed scheme, Group I users tend to consume slightly more re-

sources compared with the optimal scheme and therefore have a higher average throughput.

For the ACK-based scheme, the ACB-based scheme, and the random selection scheme, the

requirements of Group I users cannot be satisfied due to the relatively high probability

of pilot sequence collision. We observe that, in the proposed MA-DRL based scheme,

the DRQNs learn the near-optimal pilot sequence selection policies for a given number of

pilot sequences. This also demonstrates the advantages of DRL as a model-free learning

technique.

2.6 Summary

In this chapter, we proposed an MA-DRL based scheme for maximizing the aggregate

throughput of GFMA systems, while taking into account the throughput requirements of

the users. We first formulated the aggregate throughput maximization problem, where we

accounted for user-specific throughput constraints. To obtain a distributed solution, we
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proposed an MA-DRL based scheme under a CTDE framework. By fully exploiting global

information, such as the states and actions of all the users, during the centralized training

phase, the DRQNs of the users are jointly trained to learn the cooperative pilot sequence

selection policies. By combining the factorization technique with MA-DRL, the pilot se-

quence selection policies learned via centralized training can be efficiently executed by each

user in a distributed manner. Our results showed that the proposed scheme can achieve

a significantly higher aggregate throughput than the three previously reported schemes.

The proposed scheme can also accommodate users with heterogeneous throughput re-

quirements, and therefore has the potential to be deployed in GFMA systems supporting

different IoT applications and services.
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Chapter 3

Joint User Scheduling, Phase Shift

Control, and Beamforming

Optimization in Intelligent Reflecting

Surface-Aided Systems

3.1 Introduction

IRS introduces additional propagation channels with controllable phase shifts to B5G wire-

less systems. By properly adjusting the phase shifts of the IRS, the inter-user interference

can be mitigated and the SINR at the receiver can be improved. Therefore, IRS is a

promising physical layer technique for improving the spectral efficiency of B5G wireless

systems. In this chapter, we investigate the performance improvement in terms of aggre-

gate throughput and proportional fairness that can be obtained by properly controlling

the DoF of IRS-aided multiuser systems. In particular, we aim to jointly optimize the

user scheduling, phase shift control, and beamforming vectors to improve the spectral ef-

ficiency of IRS-aided multiuser systems. Optimizing the aforementioned DoF leads to a

mixed-integer nonlinear optimization problem with a large number of coupled optimization

variables, which can be computationally intensive to solve by using conventional optimiza-

tion methods. In this chapter, we propose a DUPB algorithm to solve the joint optimization

problem by exploiting the learning capability of DRL. In order to tackle the mixture of

discrete and continuous variables in the joint optimization problem, we design two DRL
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modules for optimizing different types of variables in the proposed DUPB algorithm. These

two DRL modules are jointly trained in the proposed learning framework to improve the

performance of learned policies. The contributions of this chapter are as follows:

• We formulate a joint optimization problem for maximizing the aggregate through-

put and achieving the proportional fairness in IRS-aided systems as a mixed-integer

nonlinear optimization problem. We decompose the problem into a subproblem for

user scheduling, and a subproblem for joint phase shift control and beamforming

optimization.

• We use NCO to learn the stochastic policy for user scheduling in an online manner.

We employ two DNN modules, i.e., an encoder module and a decoder module. The

encoder module learns the high-dimensional representations of the CSI of the users,

and these representations are used by the decoder module to determine the stochastic

policy. The DNNs are trained based on RL without requiring the optimal solution

of the problem during the training phase.

• We further propose a CL-DDPG algorithm to solve the joint phase shift control and

beamforming optimization subproblem. The proposed CL-DDPG algorithm employs

an actor-critic method to learn a policy for optimizing the phase shift and beamform-

ing variables. We then propose the DUPB algorithm, which integrates the NCO and

CL-DDPG algorithms to jointly optimize the DoF of IRS-aided multiuser systems.

• Simulation results show that the proposed DUPB algorithm achieves an aggregate

throughput that is higher than the AO-based algorithms and greedy scheduling.

The throughput fairness among the users can be improved by using the proposed

DUPB algorithm under the proportional fairness objective. Moreover, the proposed

DUPB algorithm requires a lower runtime than the AO-based algorithms when the

number of reflecting elements is large. We evaluate the impact of imperfect channel

estimation on the achievable throughput of the proposed DUPB algorithm. Our

results also show that both modules (i.e., the NCO algorithm for user scheduling and
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the CL-DDPG algorithm for phase shift control and beamforming optimization) in

the proposed DUPB algorithm contribute to an aggregate throughput that is higher

than the AO-based algorithm with FP.

The remainder of this chapter is organized as follows. The system model and problem

formulation are presented in Section 3.2. In Section 3.3, we apply the NCO technique to

solve the user scheduling subproblem. In Section 3.4, we present the CL-DDPG algorithm

and the overall framework of the DUPB algorithm. Simulation results are shown in Section

3.5. The summary of this chapter is presented in Section 3.6.

Notations: In this chapter, we use upper-case and lower-case boldface letters to denote

matrices and column vectors, respectively. CM×N denotes the set ofM×N complex-valued

matrices. AH denotes the conjugate transpose of matrix A. diag(x) returns a diagonal

matrix where the diagonal elements are given by the elements of vector x.

3.2 System Model

We consider an IRS-aided system with one base station, one IRS, and N users. The base

station is equipped withK antennas, while each user equipment (UE) has only one antenna.

The set of users is denoted by N = {1, 2, . . . , N}. Time is divided into intervals of equal

duration. The time interval [t, t+1) is referred to as time slot t, where t ∈ T = {1, 2, . . .}.

An IRS with LR reflecting elements is deployed to facilitate the uplink transmission of

the users. We assume the base station is allocated with one PRB to serve the users in

each time slot t ∈ T . In each time slot t ∈ T , the base station schedules M users to

perform uplink transmission using one PRB. We use binary control variable xn(t) ∈ {0, 1}

to indicate whether user n ∈ N is scheduled for uplink transmission in time slot t. We set

xn(t) = 1 if user n is scheduled in time slot t, and xn(t) = 0 otherwise. We have

xn(t) ∈ {0, 1}, n ∈ N , (3.1)
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∑
n∈N

xn(t) =M. (3.2)

We use vector x(t) = (x1(t), x2(t), . . . , xN(t)) to collect xn(t), n ∈ N , in time slot t.

We have the following assumptions on the channel model and channel estimation. First,

we assume block fading channels, where the block length is larger than the time period of

the PRB. Second, we assume perfect channel estimation at the base station3.

Let hD,n(t) ∈ CK and hR,n(t) ∈ CLR denote the channel response between user n ∈ N

and the base station (i.e., the direct channel) and the channel response between user n and

the IRS (i.e., the reflecting channel) in time slot t ∈ T , respectively. The channel response

between the IRS and the base station in time slot t is denoted by matrix G(t) ∈ CLR×K .

We use matrix Ψ(t) to denote the phase shift matrix of the IRS in time slot t. We have

Ψ(t) = diag(ejψ1(t), · · · , ejψLR
(t)) ∈ CLR×LR , (3.3)

where ψl(t), l ∈ {1, . . . , LR} is the phase shift of the l-th reflecting element on the IRS in

time slot t. We have the following constraint on the phase shift of the reflecting element

ψl(t) ∈ [0, 2π), l ∈ {1, . . . , LR}. (3.4)

We assume the scheduled users always use the maximum transmit power Pmax to trans-

mit their signals. The received signal of user n ∈ N at the base station in time slot t is

given by

yn(t) = xn(t)
√
Pmax

(
hD,n(t) sn(t) +G

H(t)Ψ(t)hR,n(t)sn(t)
)
+ fn(t) + ϱ, (3.5)

where sn(t) ∈ C is the symbol of user n in time slot t with unit power, ϱ is the complex

Gaussian noise with zero mean and variance σ2, and fn(t) is the interference from the

3Note that perfect channel information may be difficult to obtain in practical systems. The potential
impact of imperfect channel estimation on the studied problem is evaluated in Section 3.5.4.
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remaining users to user n in time slot t. fn(t) is given by

fn(t) =
∑

j∈N\{n}

xj(t)
√
Pmax

(
hD,j(t) sj(t) +G

H(t)Ψ(t)hR,j(t)sj(t)
)
. (3.6)

The SINR of user n in time slot t is given by:

Γn(x(t),Ψ(t), bn(t)) =
xn(t)P

max
∣∣∣ bHn (t)hD,n(t) + bHn (t)GH(t)Ψ(t)hR,n(t)

∣∣∣2∑
j∈N\{n}

xj(t)Pmax

∣∣∣bHn (t)hD,j(t) + bHn (t)GH(t)Ψ(t)hR,j(t)
∣∣∣2+ σ2 ∥bn(t)∥22

.

(3.7)

In equation (3.7), bn(t) ∈ CK is the beamforming vector of user n’s signal in time slot t at

the base station. We use b(t) = (b1(t), . . . , bN(t)) to collect the beamforming vectors of

all users in time slot t. The achievable throughput (bits/(time slot)/Hz) of user n can be

determined as follows:

Rn(x(t),Ψ(t), bn(t)) = log2(1 + Γn(x(t),Ψ(t), bn(t))). (3.8)

When proportional fairness is used as the objective, we determine the time average of

the achievable throughput of user n up to time slot t based on the following moving average

[118]:

Rn(t) =


1, if t = 1,

1
t−1

∑t−1
τ=1Rn(x(τ),Ψ(τ), bn(τ)), if t = {2, 3, . . . , Tc},

(1− 1
Tc
)Rn(t− 1) + 1

Tc
Rn(x(t− 1),Ψ(t− 1), bn(t− 1)), otherwise,

(3.9)

where Tc is the moving window size. We set Rn(1) = 1, n ∈ N , such that all users are

considered to have equal average throughput in the first time slot.

In this chapter, we consider the joint optimization problem of user scheduling, phase

shift control, and beamforming in IRS-aided systems. The optimization problem in time
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slot t ∈ T is formulated as follows:

maximize
x(t),Ψ(t), b(t)

∑
n∈N

wn(t)Rn(x(t),Ψ(t), bn(t))

subject to constraints (3.1), (3.2), (3.4).

(3.10)

The optimization problem with the maximum aggregate throughput objective can be ob-

tained by setting wn(t) = 1 for all n ∈ N in problem (3.10). For the proportional fairness

objective, we set wn(t) =
1

Rn(t)
for n ∈ N [10, 118]. The optimal solution of problem (3.10)

is difficult to obtain since the problem is nonconvex due to the weighted fractional objective

function and the phase shift constraint (3.4). Moreover, problem (3.10) has binary control

variables x(t) and the optimization variables x(t), Ψ(t), b(t) are coupled.

In time slot t ∈ T , we can decompose problem (3.10) into a user scheduling subproblem

and a subproblem for joint phase shift control and beamforming optimization. In particular,

given Ψ(t) and b(t), the subproblem for user scheduling in time slot t is given by

maximize
x(t)

∑
n∈N

wn(t)Rn(x(t))

subject to constraints (3.1) and (3.2).

(3.11)

Subproblem (3.11) is a combinatorial optimization problem with a total of
(
N
M

)
feasible

user scheduling selections in each time slot. Given the user scheduling vector x(t), the

joint subproblem for phase shift control and beamforming optimization in time slot t is as

follows:

maximize
Ψ(t),b(t)

∑
n∈N

wn(t)Rn(Ψ(t), b(t))

subject to constraint (3.4).

(3.12)

Subproblem (3.12) is a nonconvex optimization problem with a multi-ratio fractional ob-

jective function. A suboptimal solution of problem (3.10) can be obtained by solving

subproblem (3.12) for all
(
N
M

)
user scheduling selections. This approach is computationally

expensive, especially when problem (3.10) is required to be solved in each time slot and
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the number of users is large. In the following sections, we propose a DUPB algorithm to

solve problem (3.10) with lower computational complexity.

3.3 NCO-based Algorithm for User Scheduling

The first part of the proposed DUPB algorithm is an NCO-based algorithm for determining

the user scheduling in an online manner. In the proposed NCO-based algorithm, we solve

the user scheduling subproblem using an RL framework. A stochastic user scheduling

policy is learned by the DNNs with attention mechanism. For notational simplicity, we

drop the time index t in the subsequent sections.

3.3.1 MDP Formulation and Stochastic Policy

We first model the decision process for solving the user scheduling subproblem (3.11) using

an MDP. The state, action, and reward of the MDP are defined as follows.

State

We first concatenate the rows of channel gain matrix G to obtain a vector of size KLR,

which is denoted by g. Then, we use vector vn to collect the CSI of user n, along with the

weight wn. In particular, vector vn is given by

vn = [hD,n, hR,n, g, wn], n ∈ N , (3.13)

where [·, ·, ·] denotes the concatenation operator. The size of vector vn isK+LR+KLR+1.

State S consists of the CSI and the weights wn of all N users. It is given by

S = {v1, . . . , vN}. (3.14)

State S is a set that collects the global information [119, 120]. In the remainder of this

chapter, we use the terms state S and set S interchangeably.
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Action

The action is to scheduleM users to perform uplink transmission. Given state S, the action

is equivalent to finding a subset U which consists of M different vectors (or elements) from

S. That is,

U = {u1, . . . , uM}, (3.15)

where ul ∈ S and ul ̸= ul′ , l, l
′ ∈ {1, . . . ,M}, and l ̸= l′. Given subset U , we obtain the

corresponding user scheduling vector x⋆ by setting xn = 1 if vn ∈ U . If vn /∈ U , then we

set xn = 0.

Reward

After determining subset U , the reward r(U) ∈ R is determined by solving the joint phase

shift and beamforming optimization problem in (3.12) for fixed x⋆. We propose a CL-

DDPG algorithm for solving problem (3.12). The details of the CL-DDPG algorithm will

be presented in Section 3.4. We denote the phase shift matrix and beamforming vector

that are obtained by solving problem (3.12) as Ψ⋆ and b⋆, respectively. Then, the reward

r(U) is determined as follows:

r(U) =
∑
n∈N

wnRn(x
⋆,Ψ⋆, b⋆n). (3.16)

Let p(·) denote the probability of event (·). The stochastic policy for choosing the action,

i.e., scheduling M users, can be determined by the conditional probability of selecting a

particular subset U given state S, i.e., p(U | S). Using the chain rule, this probability can

be factorized as follows [53]:

p(U | S) =
M∏
l=1

p(ul | S,u1, . . . ,ul−1). (3.17)
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Figure 3.1: The network structure of the encoder module. The encoder module learns the
embeddings of the input vectors with an initial embedding module, an attention layer, and
an MLP module.

To obtain the optimal user scheduling, we aim to find the optimal stochastic policy that

leads to the maximum expected reward. In particular, the optimal stochastic policy is

given by

p⋆(U | S) = argmax EU ′∼p(U | S)
[
r(U ′)

]
. (3.18)

To this end, we propose an NCO-based algorithm to learn the optimal stochastic policy in

(3.18). The details of the proposed algorithm are presented in the following subsections.

3.3.2 Encoder Module

We denote the learnable parameters of the DNN modules that are employed to learn

the stochastic user scheduling policy as Φ. The parameterized stochastic user scheduling

policy is denoted as pΦ(U | S). In order to learning the policy pΦ(U | S), we use an encoder

DNN module to learn the underlying structures and abstraction of the information in set

S, which are referred to as the embedding of the users [53]. The DNN structure for the

encoder module is shown in Fig. 3.1. For vector vn ∈ S, we use an initial embedding

module to obtain its embedding vEn . As shown on the right-hand side of Fig. 3.1, the

initial embedding module consists of FC layers and residual network (ResNet) modules.

NRes ResNet modules are stacked in order to increase the depth of the initial embedding

module and provide a higher representation capacity. Each ResNet module has two FC
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3.3. NCO-based Algorithm for User Scheduling

layers, two ReLU layers, and one residual connection. The residual connection is added

to overcome the vanishing gradient issue due to the depth of the network [121], and to

facilitate the learning by eliminating the singularities of FC layers [122].

In the initial embedding module, the first FC layer projects the input vector vn to a

dRes-dimensional space, where dRes is a constant. The output of the first FC layer is given

by:

v(0)n =W FC1 vn + b
FC1, (3.19)

where the weights W FC1 ∈ RdRes×di and biases bE ∈ RdRes are learnable parameters, and

di = K + LR + KLR + 1 is the size of vector vn. The vector v
(0)
n is then fed into the

subsequent ResNet modules. We denote W
(i)
1 and W

(i)
2 ∈ RdRes×dRes as the weights, and

b
(i)
1 and b

(i)
2 ∈ RdRes as the biases of the first and second FC layers in the i-th ResNet

module, respectively, for i = 1, . . . , NRes. Given vector v
(0)
n , n ∈ N , the output of the i-th

ResNet module is given by:

v(i)n = ReLU
(
W

(i)
2

(
ReLU(W

(i)
1 v

(i−1)
n + b

(i)
1 )
)
+ b

(i)
2

)
+ v(i−1)

n , i = 1, . . . , NRes, (3.20)

where ReLU(·) denotes the ReLU activation function. The output of the NRes-th (i.e., the

last) ResNet module is passed through another FC layer with weightsW FC2 ∈ Rdh×dRes and

biases bFC2 ∈ Rdh to obtain the initial embedding vEn . We have vEn =W FC2 v
(NRes)
n + bFC2.

The learnable parameters of the initial embedding module ΦIEM are given by

ΦIEM =
(
W FC1,W

(i)
1 ,W

(i)
2 ,W

FC2,bFC1, b
(i)
1 , b

(i)
2 , b

FC2
)
, i = 1, . . . , NRes. (3.21)

After obtaining the initial embedding, we use an attention mechanism [54] to capture

the user interference and the combinatorial structure of the user scheduling subproblem.

The attention mechanism can be considered as an information exchange process between

the embeddings of vectors. By exchanging the information, the embedding vEn not only

provides the multidimensional representations of the CSI and weight wn of user n, but
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also shows how it relates to the other users in the systems. We generate three additional

vectors, namely, key kn, query qn, and value zn, for each vector based on the embedding

vEn as follows:

kn =WK
en v

E
n , qn =WQ

en v
E
n , zn =W Z

en v
E
n , (3.22)

where matricesWK
en, W

Q
en ∈ Rdk×dh , andW Z

en ∈ Rdz×dh are learnable parameters, whereas

dk and dz are constants. Using attention mechanism, the embedding of a vector may receive

values from the embeddings of other vectors. We compute the compatibility δn,j ∈ R of

the two vectors as δn,j =
qT
nkj√
dk

. The attention weights an,j ∈ [0, 1] can be obtained using

the softmax function as an,j =
eδn,j∑

j′∈N e
δn,j′

. Let z′n denote the value that embeddings vEn

received from the embeddings of other vectors. We have

z′n =
∑
j∈N

an,jzj. (3.23)

We construct a new embedding v̂En of vector vn by combining vEn with the received z′n, which

is v̂En = vEn+z
′
n. The final embedding of vector vn, which is denoted by vFEn , is obtained by

passing the embedding v̂En through an MLP module. The dimension of the output layer of

the MLP module is dh. We denote the learnable parameters of MLP modules asΦMLP. The

parameters in the encoder module Φen are given by Φen = (ΦIEM,WK
en,W

Q
en,W

Z
en,Φ

MLP).

The outputs of the encoder module are the final embeddings of the users.

3.3.3 NCO-based Algorithm: Context Embedding and Decoder

The network structure of the decoder module is shown in Fig. 3.2. In the decoder module,

we first combine the final embeddings of all vectors in state S to obtain the aggregate

embedding using the weighted summation vEG =
∑

n∈N ηnv
FE
n , where ηn ∈ (0, 1) is the

weight of the final embedding of user n. Ideally, the weight ηn should be adjusted flexibly

to reflect the contribution of embedding vEn (i.e., user n) to the reward. Inspired by the

feature aggregation in deep multiple instance learning [120, 123], we employ an embedding
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Figure 3.2: The network structure of the decoder module. The decoder module generates
the conditional probabilities based on the final embeddings provided by the encoder mod-
ule.

aggregation layer to determine the weight as ηn = eβn∑
n′∈N eβn′ , where βn = νT tanh(W AvFEn )

[123]. Vector ν ∈ Rda and matrix W A ∈ Rda×dh are learnable parameters of the embed-

ding aggregation layer, and da is a constant. Using the aggregate embedding vEG, the

decoder module constructs a context embedding for generating the conditional probability

pΦ(ul | S,u1, . . . ,ul−1), which is given by

vEc =

[vEG, v
FE
u0
, w, M ], if l = 1,

[vEG, v
E
Ul−1

, w, M − l + 1 ], if l > 1,

(3.24)

where vEUl−1
is the aggregate embedding of the previously selected vectors. It is given by

vEUl−1
=

1

l − 1

∑
n∈{n′ |vE

n′∈{u1,...,ul−1}}

vFEn , (3.25)

and vector w = (w1, . . . , wN). v
FE
u0

serves as a placeholder to maintain the constant size of

vEc when the base station determines the first scheduled user. The last element in (3.24),

i.e., M − l+1, is the number of remaining vectors that can be added into the subset. The

size of the context embedding is given by dc = 2dh +N + 1.

To obtain the stochastic policy, we compute the compatibility of the context embedding
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in (3.24) with the final embedding of each of the remaining users that can potentially be

scheduled. We obtain the query of the context embedding, the keys and values of the

vectors as follows:

qc =W
Q
de v

E
c , kn =WK

dev
FE
n , zn =W Z

de v
FE
n , (3.26)

where matrices WQ
de ∈ Rdh×dc , WK

de ∈ Rdh×dk , and W Z
de ∈ Rdh×dz project the context

embedding and the final embeddings of the vectors to dh dimensions. The compatibilities

of context embedding with the final embedding of the remaining users can be determined

by

δc,j =

δ
max tanh

(
qT
c kj√
dh

)
, if vj has not been selected,

−∞, otherwise,

(3.27)

where δmax is a constant. The conditional probability for selecting user j as the l-th

scheduled user in the subset is given by

p(ul = vj | S,u1, . . . ,ul−1) =
eδc,j∑

j′∈N eδc,j′
. (3.28)

With the conditional probability in (3.28), the stochastic policy pΦ(U | S) can be ob-

tained based on (3.17). The learnable parameters in the decoder module is given by

Φde = (ν,W A,WK
de,W

Q
de,W

Z
de). The overall learnable parameters are collected as Φ =

(Φen, Φde).

3.3.4 Learning Algorithm

The stochastic policy generated by the encoder and decoder modules is characterized by

the learnable parameters Φ, i.e., pΦ(U | S). We aim to find the learnable parameters Φ,

such that the expected reward of policy pΦ(U | S) is maximized. This leads to the following
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optimization problem:

min
Φ
L(Φ | S) ≜ EU ′∼pΦ(U | S)

[
− r(U ′)

]
, (3.29)

where L(Φ | S) is referred to as the loss function. We use the REINFORCE algorithm [55]

to perform gradient descent and optimize Φ. The gradient estimation is given by

∇L(Φ | S) = EU ′∼pΦ(U | S)
[
(b(S)− r(U ′))∇ log pΦ(U ′ | S)

]
, (3.30)

where b(S) is the reward obtained by a baseline policy on set S. We use the best policy

learned by the DNN modules so far during the training phase to serve as the baseline. We

compare the latest learned policy pΦ(U | S) with the baseline every Ne training iterations,

where Ne is a positive integer. The baseline will be replaced by the latest policy pΦ(U | S)

if pΦ(U | S) achieves a higher expected reward compared with the previous baseline. We

refer to the Ne training iterations between two baseline updates as a training episode. With

the gradient in (3.30), we use the Adam optimizer [124] to update the learnable parameters

Φ.

The training algorithm in each training episode is shown in Algorithm 2. In each

training iteration, we train the DNN module using one minibatch, which includes B differ-

ent channel realizations of the users. For each of the channel realizations in the minibatch,

we determine the corresponding set S ′. We use set SB to collect all the B vector sets in

the minibatch. That is, set S ′ is an element in set SB. The loss function is first determined

for each S ′ ∈ SB, and is then averaged over the whole minibatch. After each episode, the

performance of the learned policy and the baseline policy is evaluated over Be new channel

realizations.
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Algorithm 2 NCO-based User Scheduling Algorithm: Training Phase

1: for Training iteration counter = 1, . . . , Ne do
2: Obtain a minibatch consisting of B channel realizations, and determine the corre-

sponding vector set SB.
3: for each S ′ ∈ SB do
4: Feed the vectors in S ′ into the DNN modules and determine the subset U .
5: Determine the reward r(U) by solving subproblem (3.12).
6: Given state S ′, determine the reward of the baseline policy b(S ′).
7: Determine the loss function as L(Φ | S ′)← b(S ′)− r(U).
8: end for
9: Determine the aggregate loss over the minibatch as L(Φ | SB)← 1

B

∑
S′∈SB

L(Φ | S ′).

10: Determine the gradient based on (3.30), and update Φ by solving problem (3.29)
using Adam optimizer [124].

11: end for
12: Update the baseline policy if the current learned policy outperforms the previous base-

line.
13: return The updated learnable parameters Φ.

3.3.5 Online Algorithm

Algorithm 3 shows our proposed NCO-based algorithm, which determines the user schedul-

ing given the online information in time slot t ∈ T . In Line 1, we first determine the weights

of all users in time slot t. In Line 2, we obtain state S(t) based on the CSI and the weights

of the users. We then feed the vectors in S(t) into the pre-trained DNN modules, and de-

termine the subset U(t) based on the learned policy pΦ(U(t) | S(t)). With subset U(t), we

can obtain the user scheduling vector x⋆(t). Now, with the given x⋆(t), we jointly optimize

the phase shift matrix and beamforming vectors, and obtain Ψ⋆(t) and b⋆(t) using the

CL-DDPG algorithm. The details of the proposed CL-DDPG algorithm will be presented

in the next section.
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Algorithm 3 Online Execution of the Proposed NCO-based User Scheduling Algorithm
in Time Slot t ∈ T
1: Determine the weights wn(t), n ∈ N , based on (3.9).
2: Obtain vectors vn(t), n ∈ N and state S(t) based on the channel information and the

weights wn(t), n ∈ N in time slot t.
3: Feed the vectors in S(t) into the DNN modules, and determine the subset U(t) based

on the learned policy pΦ(U(t) | S(t)).
4: Obtain the corresponding user scheduling selection x⋆(t) in time slot t from U(t).

3.4 CL-DDPG Algorithm for Phase Shift Control

and Beamforming Optimization

Given the user scheduling vector, we propose a CL-DDPG algorithm to solve the joint

phase shift control and beamforming optimization subproblem.

3.4.1 CL-DDPG Algorithm: State, Action, and Reward

The joint phase shift control and beamforming optimization in an arbitrary time slot t ∈ T

can be formulated as a sequential decision process with a maximum of Imax decision steps,

as shown in Fig. 3.3. Since the CSI and weights of the users are constant within a particular

time slot, we drop the time index t for notation simplicity. We define the state in the i-th

decision step as follows:

sPB(i) = [sPB1 (i), sPB2 (i), . . . , sPBM (i), g ], i = 1, 2, . . . , Imax, (3.31)

where sPBn (i) = [hD,n, hR,n, wnRn(a
PB(i − 1))], n ∈ M, aPB(i − 1) is the action taken

in the previous decision step, and aPB(0) is the initialized action. Recall that vector g in

(3.31) is obtained by concatenating the rows of channel gain matrix G. The action vector

is defined as

aPB(i) = [b(i),ψ(i)], i = 1, 2, . . . , Imax, (3.32)

where ψ(i) = (ψ1(i), . . . , ψLR
(i)).
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Figure 3.3: Illustration of the sequential decision process of the CL-DDPG algorithm for
joint phase shift control and beamforming optimization.

Remark 3.1: Since the elements in action vector aPB(i) are continuous variables, we

choose DDPG [17] as the foundation of our algorithm design. However, the vanilla DDPG

algorithm suffers from exploration inefficiency when the dimensionality of the state and

action space is large (i.e., the curse of dimensionality as we discussed in Section 1.4).

For the problem studied in this chapter, as the dimensionality of the state and action

space increases substantially with the number of reflecting elements LR, the performance

of the vanilla DDPG algorithm may degrade. To address these challenges and improve the

efficiency of the vanilla DDPG algorithm, we use CL [29, 30] to design the reward function

of the underlying MDP. Our reward function design can facilitate the policy learning by

providing the learning agent with the knowledge of the structure of the joint problem.

CL is a technique for modifying the system transition history observed by the learning

agent such that the performance of the learning algorithm can be improved [29]. The

rationale of CL is to begin the learning process with a simple objective and gradually

change the objective towards a more difficult one, with the intuition that the knowledge

learned with the simple objective can facilitate the learning with a more difficult objective

[30, 125]. In our proposed CL-DDPG algorithm, during the early stage of the learning

process, we choose an objective of reducing the distance between the suboptimal solution.

We employ the following average distance measurement:

||aPB(i)− aPBSub||22
MK + LR

, (3.33)
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where aPBSub =
[
bsub,ψsub

]
denotes the suboptimal solution of the joint problem (3.12),

which can be obtained using an AO-based algorithm (e.g., [13, 47, 104]). The squared ℓ2

norm is divided by MK + LR to obtain the average results for each element in aPB(i).

Following the CL-based approach, we progressively change the objective towards the

original objective, which is to maximize the weighted aggregate throughput. To this end,

the reward function in the proposed CL-DDPG algorithm is given by:

rPB(i) =
∑
n∈M

wnRn(a
PB(i))− β(i) ||a

PB(i)− aPBSub||22
MK + LR

, (3.34)

where β(i) is the weight representing the importance of minimizing the average distance

measurement. The value β(i) needs to be adjusted properly throughout the training phase,

such that the second term in (3.34) can facilitate the learning and meanwhile the perfor-

mance of the learning algorithm will not be limited by the suboptimal solution aPBSub. To

achieve such goals in the proposed CL-DDPG algorithm, the value of β(i) will be decayed

by multiplying with 1 − θ, where θ is a positive constant, if either of the following two

conditions is satisfied:

• Condition 1: The distance measurement between the learned solution and the sub-

optimal solution is less than or equal to a given threshold ϵ. That is

||aPB(i)− aPBSub||22
MK + LR

≤ ϵ. (3.35)

• Condition 2: The learned solution achieves a weighted aggregate throughput that is

higher than that obtained from the suboptimal solution. That is

∑
n∈N

wnRn(a
PB(i)) >

∑
n∈N

wnRn(a
PBSub). (3.36)

If neither of the aforementioned two conditions is satisfied, we increment the value of β

by multiplying with 1 + θ to offer a higher reward for approaching a suboptimal solution.
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Finally, we clip the value of β(i) to be within (0, βmax] to avoid numerical issues. The

overall mechanism for adjusting the value of β is shown in the following equation:

β(i+ 1) =


(1− θ) β(i), if inequality (3.35) or (3.36) is satisfied,

min{(1 + θ)β(i), βmax}, otherwise.

(3.37)

3.4.2 Actor-Critic Method and Learning Algorithm

We employ the actor-critic method to learn the policy for solving the joint phase shift

control and beamforming optimization problem. The actor network learns a policy πΦact ,

which is parameterized by the learnable parameters Φact. The policy πΦact defines a map-

ping from a state to an action. That is aPB(i) = πΦact(s
PB(i)). In addition, the critic

network learns a state-action value function QΦcrt , which is parameterized by Φcrt. The

state-action value function QΦcrt(s
PB(i),aPB(i)) estimates the discounted total reward of

selecting action aPB(i) under state sPB(i). That is,

QΦcrt(s
PB(i),aPB(i)) = EsPB∼pπΦact

,aPB∼πΦact

[
Imax∑
ℓ=i

γℓ−irPB(sPB(ℓ),aPB(ℓ))

]
, (3.38)

where pπΦact
denotes the distribution of the state transition as the result of taking action

based on the actor’s policy πΦact , Imax is the decision horizon, and γ ∈ [0, 1] is the discount

factor.

The goal of the actor-critic method is to learn the actor policy which maximizes the

discounted total reward [17]. We have

maximize
Φact

J(Φact) ≜ EsPB∼pπΦact
,aPB∼πΦact

[
Imax∑
ℓ=1

γℓ−1rPB(sPB(ℓ),aPB(ℓ))

]
. (3.39)

To solve problem (3.39), we use the deterministic policy gradient algorithm [126] to update
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the learnable parameters of the actor network Φact with the following gradient:

∇J(Φact) = EsPB∼pπΦact

[
∇QΦcrt(s

PB,aPB) | aPB=πΦact (s
PB)∇πΦact(s

PB)
]
. (3.40)

Moreover, the learnable parameters of the critic network Φcrt is updated based on the TD

error of value approximation [67, Chapter 6]. In particular, we first determine the target

of the state-action value function approximation as

y(sPB, πΦact(s
PB)) = rPB(sPB, πΦact(s

PB)) + γ QΦcrt(ŝ
PB, πΦact(ŝ

PB)), (3.41)

where ŝPB is the next state as a result of taking action πΦact(s
PB) in state sPB. Then, Φcrt

is updated by solving the following minimization problem [67, Chapter 6]:

minimize
Φcrt

L(Φcrt) ≜ EsPB∼pπΦact
,aPB∼πΦact

[(
QΦcrt(s

PB, πΦact(s
PB))− y(sPB, πΦact(s

PB))
)2]

.

(3.42)

We can update Φcrt using gradient descent with the following gradient:

∇L(Φcrt) = EsPB∼pπΦact
,aPB∼πΦact

[
2∇QΦcrt(s

PB, πΦact(s
PB))

(
QΦcrt(s

PB, πΦact(s
PB))− y(sPB, πΦact(s

PB))
)]
.

(3.43)

To overcome the overestimation issue [18] of the conventional actor-critic method, we

introduce two critics, where each of them performs an independent estimation of the state-

action value function. We denote the learnable parameters of the two critics as Φcrt1

and Φcrt2, respectively. We upper bound the approximated state-action value function by

the minimum approximation of the two critics to alleviate the impact of overestimation.

This results in the following modification of the target of the expected discounted reward
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Algorithm 4 CL-DDPG: Training Algorithm

1: Set episode counter k ← 0.
2: Initialize the threshold δ.
3: Initialize the learnable parameters Φact, Φcrt1, and Φcrt2.
4: Conduct Twarm-up episodes of exploration and store the transition history.
5: while k ≤ Tmax do
6: Observe new channel realizations and the weights of the users.
7: Initialize i← 0 and β(i)← β0.
8: Determine the suboptimal solution as aPBSub using a baseline algorithm.
9: while i ≤ Imax do
10: Determine the action aPB(i)← πΦact(s

PB(i)) + ϱepl.
11: Determine the reward rPB(i) based on (3.34).
12: Update β(i) based on (3.37) and store the transition history.

13: Sample a mini-batch of B̂ transition tuples.
14: Update Φact, Φcrt1, and Φcrt2 using the Adam optimizer and (3.45).
15: i← i+ 1.
16: end while
17: k ← k + 1
18: end while

approximation in (3.41):

y(sPB, πΦact(s
PB))

= R(sPB, πΦact(s
PB)) + γ min

{
QΦcrt1(ŝ

PB, πΦact(ŝ
PB)), QΦcrt2(ŝ

PB, πΦact(ŝ
PB))

}
.

(3.44)

The overall learning algorithm is shown in Algorithm 4. The learning is performed

in an episodic fashion. The learning progress consists of Tmax episodes. Each episode

has Imax decision steps. The same channel realization is used within an episode, while

different (and independent) channel realizations are used across different episodes. To

improve the exploration of the action space, we introduce a warm-up stage that consists

of Twarm-up episodes. Within the warm-up stage, the actions are chosen by sampling from

a uniform distribution over the feasible actions. New channel realization and the weights

of the users are observed at the beginning of each episode. In Line 8, we determine a

suboptimal solution of the joint problem using a baseline algorithm, e.g., the AO-based

algorithms [13, 47, 104]. In the i-th decision step, the action is determined as aPB(i) =
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Figure 3.4: The network structure of (a) the actor network and (b) the critic network. The
actor network determines the action based on the state. The critic network approximates
the state-action value given the state and action.

πΦact(s
PB(i)) + ϱepl, where ϱepl is the Gaussian noise with zero mean and variance σ2

epl. In

Lines 10−12, after selecting an action, we update the value of β(i) based on (3.37). The

transition tuple (sPB(i),aPB(i), rPB(i), sPB(i + 1)) is stored in the experience replay. In

Line 13, we sample a mini-batch of B̂ transition tuples from the experience replay. After

determining the gradient for each transition tuple within the mini-batch, we obtain the

new learnable parameters Φ′
act, Φ

′
crt1, and Φ′

crt2 by performing one step of gradient descent

(and ascent) using the Adam optimizer. We then update the learnable parameters using

the following soft update:

Φact ← κΦ′
act + (1− κ)Φact,

Φcrt1 ← κΦ′
crt1 + (1− κ)Φcrt1, (3.45)

Φcrt2 ← κΦ′
crt2 + (1− κ)Φcrt2,

where κ is a constant and is between zero and one.

3.4.3 Network Structure of the Actor and Critic

The proposed actor network structure is shown in Fig. 3.4(a). The actor network consists

of three FC layers. The first and second FC layers are followed by the ReLU activation

layers. The output of the last FC layer is passed through a tanh activation layer to ensure
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that each of the output values is always within the interval (−1, 1). We note that setting

a minimum and a maximum value for the action facilitates the learning of both the actor

and critic networks. For the output of the actor network that corresponds to the phase

shift variables, we multiply the output value by (1 + λ)π, where λ > 0, to obtain the

phase shift value4. The sizes of the input and output of the actor network are given by

dact in = M(K + LR + KLR + 1) and dact out = MK + LR, respectively. The sizes of

the three FC layers in the actor network are dact in × dfc1, dfc1 × dfc2, and dfc2 × dact out,

respectively. The remaining outputs are directly used as the real and imaginary parts of

the beamforming vectors. This is because the magnitude of the beamforming vector at the

receiver does not affect the optimality of the solution. An arbitrary beamforming vector

bn can be scaled as bn
(1+λ)||bn||2 so that the real and imaginary parts of each element of the

vector are within the interval (−1, 1). Both critics use the network structure as shown

in Fig. 3.4(b). Each critic network has three FC layers and two ReLU activation layers.

The input of the critic network is the concatenation of the state and action. The size of

the input of the critic networks is given by dcrt in = M(K + LR +KLR + 1) +MK + LR.

Given the state and action, the output of the critic networks is QΦcrt(s
PB, πΦact(s

PB)). The

sizes of the three FC layers in the critic networks are dcrt in × dfc1, dfc1 × dfc2, and dfc2 × 1,

respectively.

3.4.4 CL-DDPG: Online Algorithm

The online algorithm of the CL-DDPG algorithm is shown in Algorithm 5. In Line

2, given the CSI and the weights of the scheduled users, we obtain the suboptimal solu-

tion aPBSub using a baseline algorithm. In Line 6, we conduct Iwarm-up decision steps of

exploration to collect system transition tuples. In Lines 7−17, we update the learnable

parameters for Imax decision steps based on the online information to further improve the

learned policy. In Lines 12−15, the action that achieves the maximum weighted aggregate

4We choose the multiplier (1 + λ)π > π since the output value of the tanh activation layer cannot be
equal to either 1 or −1. Using a multiplier that is less than or equal to π will affect the optimality of the
learned solution when the optimal solution is either ψ⋆

l = π or ψ⋆
l = −π.
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Algorithm 5 CL-DDPG: Online Execution Algorithm

1: Observe the channel realizations and the weights of the scheduled users.
2: Determine the suboptimal solution aPBSub using a baseline algorithm.
3: Initialize the threshold δ.
4: Initialize i← 0 and β(i)← β0.
5: Initialize the maximum achievable weighted aggregate throughput Rmax ← 0.
6: Conduct Iwarm-up decision steps of exploration and store the transition history.
7: while i ≤ Imax do
8: Determine the action aPB(i)← πΦact(s

PB(i)) + ϱepl.
9: Determine the reward rPB(i) based on (3.34).
10: Update β(i) based on (3.37) and store the transition history.
11: Sample a mini-batch and update Φact, Φcrt1, and Φcrt2 using the Adam optimizer

and (3.45).
12: if

∑
n∈Mwn(t)Rn(a

PB(i)) ≥ Rmax then
13: aout ← aPB(i).
14: Rmax ←

∑
n∈Mwn(t)Rn(a

PB(i)).
15: end if
16: i← i+ 1.
17: end while
18: Return aout.

throughput throughout the Imax decision steps of the online execution is chosen as the

output.

3.4.5 Overall Framework of the Proposed DUPB Algorithm

The overall framework of the proposed DUPB algorithm is shown in Fig. 3.5. The forward

propagations for determining the rewards, state-action value function approximation, and

TD error are denoted by blue solid arrows. The backpropagations of the gradients are

denoted by dashed arrows. Note that, both the reward functions used in the NCO-based

and CL-DDPG algorithms depend on the weighted aggregate throughput, which corre-

sponds to the objective of the original problem (3.10). With the reward function in (3.16),

we use the REINFORCE algorithm to determine the gradient for updating the learnable

parameters of the encoder and decoder modules in the NCO-based algorithm. We then use

the deterministic policy gradient and TD error to obtain the gradients for the training of
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Figure 3.5: The overall architecture of the proposed DUPB algorithm. The proposed
DUPB algorithm consists of (i) the encoder and decoder modules employed in the NCO-
based user scheduling algorithm as indicated by the orange box in the figure, and (ii) the
actor and critic networks, i.e., the green box in the figure, for determining the phase shift
and beamforming variables.

the actor and critic networks in the CL-DDPG algorithm, respectively. Recall that for the

reward function in (3.16), the solutions of phase shift control Ψ⋆ and beamforming vectors

b⋆n, n ∈ N , are determined by the phase shift control and beamforming policy πΦact that is

learned by the CL-DDPG algorithm. Therefore, b(S) and r(U ′) in (3.30) depend on policy

πΦact . This indicates that the gradient for updating the user scheduling policy depends on

the phase shift control and beamforming policy πΦact . Thus, the learning of user scheduling

policy depends on πΦact .

For the proposed DUPB algorithm, the computational complexity of obtaining the

user scheduling vector depends on the computational complexity of forward propagation

through the encoder and decoder modules. The forward propagation through the initial em-

bedding module in the encoder module has a complexity of O
(
N
(
(K+LR+KLR+1)dRes+

NResd
2
Res+dResdh

))
. The forward propagation through the attention layers, the MLP mod-

ule, and the embedding aggregate layer incurs a complexity of O(Ndzdh+Ndkdh+N2dk+

Nd2h + Ndadh + dcdh + Ndh). Hence, obtaining the user scheduling incurs the following
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computational complexity:

OUS = O
(
N
(
(K + LR +KLR + 1)dRes +NResd

2
Res + dResdh

)
+Ndzdh +Ndkdh

+N2dk +Nd2h +Ndadh + dcdh +Ndh

)
.

For the ease of analysis, given the M scheduled users, we assume that the AO-based

algorithm with FP is employed to obtain a suboptimal solution of the joint phase shift and

beamforming optimization problem. This incurs the following computational complexity

[11]:

O(CAO(CPSL
4.5
R log(1/ϵSDR) +MK3)), (3.46)

where CAO is the number of iterations to solve the joint phase shift and beamforming

optimization problem with a fixed user scheduling vector, CPS is the number of iterations

to solve the phase shift subproblem using FP and SDR, and ϵSDR is the solution accuracy

of SDR. With the obtained suboptimal solution, the online execution of the CL-DDPG

algorithm incurs B̂Imax forward propagations and Imax backpropagations. Each forward

propagation has a computational complexity of OPB forward = O
(
(dact in + dcrt in)dfc1 +

dfc1dfc2+(dact out+1)dfc2

)
, while each backpropagation incurs a computational complexity

of

OPB backprop = O
(
(dact in + dcrt in + dfc2 + 1)dfc1 + dfc2 + (dact out + 1)dfc2 + dact out

)
.

(3.47)

The overall computational complexity of the proposed DUPB algorithm is given by:

OUS +O(CAO(CPSL
4.5
R log(1/ϵSDR) +MK3)) + B̂ImaxOPB forward + ImaxOPB backprop.

(3.48)
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Figure 3.6: Simulation setup. The base station is located at (0, 0), while the IRS is located
at (200, 0). The users are distributed within a 120◦ annulus sector where the IRS is located
at the center of the circle.

3.5 Performance Evaluation

We simulate an IRS-aided system where the distance between the IRS and the base station

is 200 meters. The users are randomly and uniformly distributed within [10, 50] meters

of the IRS. The simulation setup is shown in Fig. 3.6. We assume the direct channels

between the users and the base station are blocked [127]. Note that when the direct

channels are present, the input dimensionality of the linear projection layers in the encoder

module should be increased accordingly to incorporate the extra channel information. The

reflecting channels follow Rician fading distribution. We set the Ricean K-factor to 6 with

a path loss exponent equal to 3.5 [128]. The maximum transmit power Pmax is set to

30 dBm, and the noise power is set to −90 dBm. The window size of the exponential

moving average TC in equation (3.9) is set to 20. The parameters for the proposed DUPB

algorithm are shown in Table 3.1. We use PyTorch [129] for simulation. In our simulation,

the channel realizations for DNN training and evaluation are generated independently.

We conduct the simulation using a Linux-based computing server with an Intel E5-2683

Broadwell @ 2.1GHz CPU, and an NVIDIA Tesla P100 Pascal GPU with 12 GB memory.

The average training time per episode of the proposed DUPB algorithm on the computing

server is 132.7 min for the system setting N = 10, M = K = 4, and LR = 80.

The performance of the proposed DUPB algorithm is evaluated after 200 training

episodes. We first compare the performance of the proposed DUPB algorithm with the

following three algorithms:
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Table 3.1: Simulation Parameters for the Proposed DUPB Algorithm
Parameter Value

Dimensionalities of the DNN layers in NCO
dk, dz, da, dh

max{256, 4di}

Number of training iterations in each
episode of NCO Ne

25

Dimensionalities of the DNN layers in
CL-DDPG dfc1, dfc2

max{256, 2dcrt in}

Maximum number of decision steps in
CL-DDPG Imax

1000

Learning rate 0.005

Minibatch sizes B, B̂ 64, 128

Constant α for clipping the compatibility 10
Number of channel realizations used for

evaluation Be
5000

Reward function parameters β0, βmax, ϵ 10, 10, 0.1
Results scaling factors θ, λ 0.01, 0.01

Number of episodes and decision steps for
warm-up Twarm-up, Iwarm-up

10, 1000

• AO-based algorithm with FP [104]: In this algorithm, we first relax the binary

user scheduling variables, and then solve the user scheduling, phase shift control, and

beamforming subproblems iteratively using FP and SDR.

• AO-based algorithm with SCA [47]: Compared with the AO-based algorithm

with FP, in this algorithm, we solve the phase shift control subproblem using the

SCA approach [47].

• Greedy scheduling: In this algorithm, the base station schedules those M users

with the largest value of
∣∣∣hD,n(t) + GH(t)hR,n(t)

∣∣∣2, n ∈ N and then employs the

AO-based algorithm with FP to obtain the phase shift matrix and beamforming

vectors.
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Figure 3.7: Aggregate throughput versus (a) the number of users and (b) the number of
reflecting elements when the objective is to maximize the aggregate throughput.

3.5.1 Aggregate Throughput

We vary the number of users and evaluate the aggregate throughput with the maximum

aggregate throughput objective in Fig. 3.7(a). We set M = K = 4 and LR = 80. We

observe that the aggregate throughput of all considered algorithms increase with the num-

ber of users. When N is equal to 20, the proposed DUPB algorithm achieves an aggregate

throughput that is 4.6%, 5.4% and 14.2% higher than the AO-based algorithm with SCA,

the AO-based algorithm with FP, and the greedy scheduling algorithm, respectively.

Fig. 3.7(b) shows the aggregate throughput versus the number of reflecting elements

on the IRS with the maximum aggregate throughput objective. We set M = K = 4 and

N = 10. The results show that the aggregate throughput of all considered algorithms

increase with the number of reflecting elements. The reason is that, having more reflecting

elements on the IRS offers a higher DoF for controlling the phase shift of the reflecting

channel. By properly controlling the phase shift of the IRS and beamforming at the base

station, we can reap the benefits of the DoF offered by the IRS. When LR is equal to 100,

the proposed DUPB algorithm achieves an aggregate throughput that is 6.0%, 7.3%, and

12.9% higher than the AO-based algorithm with SCA, the AO-based algorithm with FP,
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Figure 3.8: (a) Average throughput per user and (b) the cumulative distribution function
(CDF) of the average throughput per user for M = K = 4, N = 10, and LR = 80.

and the greedy scheduling algorithm, respectively.

3.5.2 Fairness Among the Users

We evaluate the average throughput per user under the proportional fairness objective in

Fig. 3.8(a). We sort the users in ascending order of their distances to the base station and

index them accordingly. That is, the closest user to the base station is referred to as user 1,

and the farthest user to the base station is referred to as user 10. All algorithms are eval-

uated after running 300 consecutive time slots. With proportional fairness objective, the

users are allocated with an appropriate amount of network resources to maintain a balance

between fairness and aggregate throughput. This is because the reward of scheduling a

particular user is weighted based on its average throughput. Scheduling the users with low

average throughput can sometimes lead to a higher reward. Hence, the network resources

will not congregate at those users with better channel conditions. We also observe from

Fig. 3.8(a) that the distribution of throughput per user varies between different algorithms.

With the greedy scheduling algorithm, the users with good channel conditions (e.g., users

1 and 2) obtain a higher throughput, while the users with poor channel conditions (e.g.,
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Table 3.2: Online Execution Runtime Comparison for Different Algorithms (M = K = 4)

Parameter Settings
N = 10,
LR = 40

N = 10,
LR = 80

N = 10,
LR = 100

N = 20,
LR = 80

Proposed DUPB Algorithm 79.4 min 116.9 min 159.6 min 124.7 min
The AO-based Algorithm with FP 68.5 min 175.6 min 282.7 min 332.8 min
The AO-based Algorithm with SCA 81.2 min 168.7 min 256.8 min 320.6 min

Greedy Scheduling Algorithm 27.6 min 56.9 min 84.5 min 57.1 min

users 9 and 10) are not scheduled by the base station. In the proposed DUPB algorithm,

those users with poor channel conditions are scheduled more frequently and hence obtain

a higher throughput.

In Fig. 3.8(b), we plot the cumulative distribution function (CDF) of the average

throughput of the users. We observe that, for those users with relatively low average

throughput, particularly lower than 4 bits/(time slot)/Hz, they are allocated with more

resources under the proposed DUPB algorithm and hence achieve a higher average through-

put. The results also show the difference in the tail distribution of the average throughput

per user. With the proportional fairness objective, the users with preferable channel condi-

tions may achieve the highest average throughput under the greedy scheduling algorithm.

This is consistent with the results in Fig. 3.8(a). Moreover, the proposed DUPB algorithm

reduces the standard deviation of the throughput distribution among the users by 29.7%,

33.4%, and 51.1% when compared with the AO-based algorithm with SCA, the AO-based

algorithm with FP, and the greedy scheduling algorithm, respectively.

3.5.3 Runtime Comparison

We compare the online execution runtime of different algorithms for 10 consecutive time

slots on the same computing server. The results are shown in Table 3.2. When LR is equal

to 100, the runtime of the proposed DUPB algorithm is 37.9% and 43.5% lower than the

AO-based algorithm with SCA and the AO-based algorithm with FP, respectively. We

also observe that the AO-based algorithm with FP incurs the longest runtime when LR is
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Figure 3.9: Aggregate throughput under imperfect channel estimation. We setM = K = 4,
LR = 80, and N = 10.

large, mainly due to the computational complexity of using SDR to obtain the rank-one

matrix. In all considered settings, the greedy scheduling algorithm requires the shortest

runtime as the user scheduling is determined by a pre-defined heuristic.

3.5.4 Effect of Imperfect Channel Estimation

We evaluate the impact of imperfect channel estimation on the performance of the consid-

ered algorithms. We consider the statistical channel estimation error [130, 131]. The esti-

mated channel gain between the base station and the IRS is given by Ĝ(t) = G(t)+∆G(t),

where ∆G(t) ∈ CLR×K is channel estimation error of G(t). The elements in ∆G(t) are

assumed to follow complex Gaussian distribution with zero mean and variance µ2∥g(t)∥22.

The constant µ ∈ [0, 1) measures the significance of estimation error. The estimated chan-

nel between user n and the IRS is given by ĥR,n(t) = hR,n(t) +∆hR,n(t). The elements in

∆hR,n(t) follow complex Gaussian distribution with zero mean and variance µ2∥hR,n(t)∥22.

In Fig. 3.9, we evaluate the aggregate throughput under imperfect channel estimation with

the maximum aggregate throughput as the objective. We observe performance degrada-

tions in all considered algorithms due to imperfect channel estimation. When µ is equal to

0.005, the proposed DUPB algorithm can retain 56.6% of the aggregate throughput under
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perfect channel estimation. The performance degradation of the proposed DUPB algorithm

and the other baseline algorithms due to imperfect channel estimation are similar.

3.5.5 Performance Gain of Each Module

In order to provide additional insights on the throughput improvement obtained from the

proposed DUPB algorithm, we evaluate the performance of the following two algorithms:

• NCO-based user scheduling with FP-based phase shift control and beam-

forming optimization: In this algorithm, we use the proposed NCO-based al-

gorithm to determine the user scheduling, while the joint phase shift control and

beamforming subproblem is solved using the FP and SDR-based approach. We refer

to this algorithm as NCO with FP.

• FP-based user scheduling with CL-DDPG-based phase shift control and

beamforming optimization: In this algorithm, we use the FP-based approach to

solve the user scheduling subproblem. Given the user scheduling vector, the joint

phase shift control and beamforming optimization subproblem is solved using the

proposed CL-DDPG algorithm. We refer to this algorithm as FP with CL-DDPG.

We set M = K = 4 and LR = 80. The performance comparison results are shown in

Fig. 3.10. Results show that both the FP with CL-DDPG and NCO with FP algorithms

achieve better performance than the AO-based algorithm. This indicates that both mod-

ules (i.e., the NCO algorithm for user scheduling and the CL-DDPG algorithm for phase

shift control and beamforming optimization) contribute to the improved performance of

our proposed DUPB algorithm. While the optimization-based approaches can obtain high

quality suboptimal solutions, the following issues may still affect the optimality of these

approaches due to the nonconvexity of the studied problem. First, the quality of the con-

verged solution of the FP-based user scheduling algorithm can be highly sensitive to the

initialization of the relaxed user scheduling variables. When the relaxed user scheduling

variable of user n (i.e., xn ∈ [0, 1]) is initialized to be close to 0, the local gradient will
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Figure 3.10: Aggregate throughput versus (a) the number of users and (b) the number of
reflecting elements when the objective is to maximize the aggregate throughput.

encourage the algorithm to reduce the value of xn further. Therefore, the FP-based user

scheduling algorithm would converge to the stationary point in which user n is not being

scheduled, i.e., xn = 0. Thus, it can be difficult for the FP-based user scheduling algo-

rithm to avoid being trapped by the local optimal solutions. When the user scheduling

subproblem is solved using the NCO algorithm, we can explore the solution space better

than the FP-based algorithm since (a) a large number of feasible actions are being explored

by the NCO algorithm during the exploration phase and the training phase, (b) the NCO

algorithm learns a stochastic user scheduling policy which tends to explore more feasible

actions during the early phase of training, and (c) with the help of the REINFORCE al-

gorithm, the policy learning in the NCO algorithm is designed to find the best solution

within the explored solution space. The aforementioned features allow the NCO algorithm

to efficiently explore the solution space and obtain a higher aggregate throughput.

We also observe from Fig. 3.10 that, when compared with the AO-based algorithm with

FP, the CL-DDPG algorithm provides a higher performance gain than the NCO-based user

scheduling algorithm. When the joint phase shift control and beamforming subproblem

is solved using the AO-based algorithm with FP, since Gaussian randomization process

is used in the SDR to obtain the phase shift control matrix, it may lead to performance

87



3.6. Summary

degradation. In our proposed CL-DDPG algorithm, since we can obtain the phase shift

variables directly from the learned policy, the performance degradation due to Gaussian

randomization can be mitigated.

3.6 Summary

In this chapter, we studied the joint user scheduling, phase shift control, and beamform-

ing design in IRS-aided systems. We decomposed the formulated problem into two sub-

problems: a combinatorial optimization subproblem for user scheduling, and a nonconvex

subproblem for joint phase shift control and beamforming optimization. We proposed a

DUPB algorithm, in which the NCO technique is used to learn the stochastic policy for

determining user scheduling. In addition, we proposed a CL-DDPG algorithm to jointly

optimize the phase shift control and the beamforming vectors. Our CL-based approach fa-

cilitated the policy learning by exploiting the knowledge of the hidden convexity of the joint

problem. Results showed that the proposed DUPB algorithm outperforms the AO-based

algorithms and greedy scheduling algorithm under both maximum aggregate throughput

and proportional fair objectives. The runtime of the proposed DUPB algorithm is lower

than that of the proposed AO-based algorithms when the number of reflecting elements is

large.
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Chapter 4

Rate-Splitting for Intelligent

Reflecting Surface-Aided Multiuser

VR Streaming

4.1 Introduction

In the previous chapter, we investigated the IRS-aided multiuser systems in which the

data streams of different users are assumed to be independent and uncorrelated. That is,

each user decodes its signal by treating the signals of the remaining users in the systems as

interference. However, there also exist some applications in B5G wireless systems where the

data streams of different users can be correlated. In this chapter, we investigate whether

such correlation can be exploited by RS and IRS to achieve additional multiplexing gain in

B5G wireless systems. In particular, we focus on the multiuser VR streaming application

in this chapter, in which the data requested by different users may be correlated due

to their shared interests of the 360-degree video tiles. We propose an IRS-aided RS VR

streaming system, in which the 360-degree video tiles requested by the users are transmitted

using RS. We design a novel RS scheme, in which the common and private messages are

constructed based on the video tile requests as well as the CSI of the users. We optimize

the RS parameters in the proposed RS scheme to achieve the maximum multiplexing gain

by exploiting the shared interests of the users. Moreover, we investigate the performance

improvement that can be obtained by deploying an IRS to support the RS-based video

tile transmission. To jointly optimize the IRS phase shifts, RS parameters, beamforming
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vectors, and individual bitrates to maximize the achievable bitrate of the 360-degree video,

we propose a Deep-GRAIL algorithm, in which we improve the efficacy of the vanilla

DDPG algorithm by using imitation learning [31, 32]. The contributions of this chapter

are as follows:

• We propose an IRS-aided RS VR streaming system, and formulate a joint optimiza-

tion problem for maximization of the achievable bitrate of the 360-degree video. Our

problem formulation comprises the joint optimization of the beamforming vectors at

the base station, IRS phase shifts, RS parameters, and bitrates of the 360-degree

video tiles requested by the users.

• We propose the Deep-GRAIL algorithm, in which imitation learning, actor-critic

method, and DDPG are exploited to learn a policy for solving the formulated prob-

lem. Apart from the experience replay that maintains the exploration history of

the learning agent, we introduce a demonstration replay that stores the solutions

obtained by conventional optimization methods. Using imitation learning, the pro-

posed algorithm can effectively improve the learned policy by exploiting both the

experience replay and demonstration replay.

• We propose RavNet, which is a DNN designed for policy learning in the proposed

Deep-GRAIL algorithm. In particular, one of the neural network layers in RavNet

is the differentiable convex optimization (DCO) layer [132], which tackles the convex

constraints of the formulated problem during the learning process.

• We evaluate the performance of the proposed Deep-GRAIL algorithm using a real-

world VR streaming dataset [133]. Simulation results show that the proposed al-

gorithm outperforms several baseline schemes, including the IRS-aided RS-NOUM

system using an AO algorithm [62], the conventional IRS-aided multiuser system

using an AO algorithm [63], the IRS-aided RS VR streaming system using an AO

algorithm, and the IRS-aided RS VR streaming system using a supervised learning

(SL) algorithm, in terms of the system sum-rate, achievable bitrate, and runtime.
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The remainder of this chapter is organized as follows. The system model and problem

formulation for IRS-aided RS VR streaming systems are presented in Section 4.2. In

Section 4.3, we develop the Deep-GRAIL algorithm. In Section 4.4, we introduce the DNN

structure and functionality of the proposed RavNet. Simulation results are presented in

Section 4.5. A summary is given in Section 4.6.

Notations: In this chapter, we use upper-case and lower-case boldface letters to denote

matrices and column vectors, respectively. CM×N denotes the set of M × N complex-

valued matrices. AT and AH denote the transpose and conjugate transpose of matrix

A, respectively. vec(A) returns a vector obtained by stacking the columns of matrix A.

diag(x) returns a diagonal matrix where the diagonal elements are given by the elements

of vector x. ℜ(x) and ℑ(x) return the vectors that include the real and imaginary parts

of the complex-valued elements of vector x, respectively. ∼ means “distributed as”. E[ · ]

represents statistical expectation. 1(·) denotes the indicator function, which is equal to 1

if its argument is true and is equal to 0 otherwise.

4.2 IRS-aided RS VR Streaming System and

Problem Formulation

The considered IRS-aided RS VR streaming system is illustrated in Fig. 4.1. One base

station and an IRS are deployed in an indoor facility to provide VR streaming service to

N users. Let N = {1, 2, . . . , N} denote the set of users. The base station has Nt antennas,

while the IRS has L reflecting elements. The HMD of each user has one antenna. We

denote ϕl ∈ [0, 2π), l ∈ {1, . . . , L}, as the phase shift of the l-th reflecting element of the

IRS. Time is slotted into intervals of equal duration. Let T = {1, 2, . . .} denote the set of

time slots. The time interval [t, t+ 1) is referred to as time slot t ∈ T . The direct channel

between the base station and user n ∈ N in time slot t is denoted by hn,D(t) ∈ CNt . The

channel between the base station and the IRS in time slot t is denoted by G(t) ∈ CL×Nt .

The phase shift matrix of the IRS in time slot t is an L× L diagonal matrix, denoted by
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Figure 4.1: An IRS-aided RS VR streaming system. The upper part of the figure shows
an indoor facility for VR streaming. The lower part of the figure illustrates a 360-degree
video frame. The 2× 2 boxes in the video frame represent the FoVs of the users, while the
numbers are the indices of the corresponding 360-degree video tiles. Here, users 1 and 2
request the same video tile with index 15. Users 2 and 3 request the same video tile with
indices 10 and 16.

Ψ(t) = diag(ejϕ1(t), . . . , ejϕL(t)). The channel between the IRS and user n ∈ N in time slot

t is denoted as hn,R(t) ∈ CL.

We assume that the base station can obtain the global CSI by using existing channel

estimation methods proposed for IRS-aided multiuser systems, such as [134–136]. To ensure

proper functionality of the HMD, each user is designated a certain area (denoted by the

yellow areas in Fig. 4.1) inside the indoor facility [137]. Each user can move freely within

his/her designated area during the VR streaming session.

4.2.1 Video Tile Request of the Users

Each 360-degree video frame is divided into Imax video tiles with Nx rows and Ny columns,

i.e., Imax = NxNy. As an example, for the 360-degree video frame shown in Fig. 4.1, we

have Nx = 4, Ny = 6, and Imax = 24. We denote I = {1, 2, . . . , Imax} as the set of indices

of the tiles. At the beginning of time slot t ∈ T , user n ∈ N sends an uplink request to the

base station that specifies the indices of the tiles it requested, which can be determined
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based on the FoV of user n. The indices of tiles requested by user n in time slot t are

collected in set In(t) ⊆ I. We denote the number of video tiles requested by user n in

time slot t as In(t). We have |In(t)| = In(t) ≤ Imax, n ∈ N , t ∈ T , where |In(t)| denotes

the cardinality of set In(t).

Remark 4.1: Although we assume user n informs the base station about In(t) via

uplink signaling, the base station can also use existing prediction algorithms to predict

In(t) based on historical information, see, e.g., [138]. The prediction of video tile requests

is beyond the scope of this work but our proposed algorithm can also be straightforwardly

applied to VR streaming systems with video tile request prediction.

4.2.2 Bitrate Selection, QoE, and User’s Utility Model

The data of the 360-degree video is stored at the VR server, which is connected to the base

station via a wired connection. We assume there areM bitrate selections of the 360-degree

video available at the VR server. After receiving the video tile requests from the users, the

base station needs to determine the bitrate of each requested video tile. Let vn,i(t) denote

the bitrate of tile i ∈ In(t) requested by user n in time slot t. For bitrate selection, we

have

C1: vn,i(t) ∈ S = {v1, . . . , vM}, i ∈ In(t), n ∈ N , (4.1)

where set S contains the M bitrate selections available at the VR server, and v1 < v2 <

· · · < vM . We use vector vn(t) = (vn,i(t), i ∈ In(t)) to collect the bitrate selections of the

tiles requested by user n in time slot t.

We model the QoE degradation caused by a bitrate switch among the tiles requested

by a user in a particular time slot by the intra-frame quality switch loss [139, 140]. We

denote the intra-frame quality switch loss of user n in time slot t as ℓintran (t). ℓintran (t) is

determined by the variance of the bitrates of the tiles requested by user n in time slot t.
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For user n ∈ N in time slot t ∈ T , we have [139]

ℓintran (t) =
1

In(t)

∑
i∈In(t)

vn,i(t)− 1

In(t)

∑
j∈In(t)

vn,j(t)

2

. (4.2)

The utility obtained by user n in time slot t is given by

un(t) =
∑
i∈In(t)

vn,i(t)− κintraℓintran (t), n ∈ N , (4.3)

where κintra > 0 is a scaling factor for ℓintran (t). The utility in (4.3) captures the QoE

improvement obtained for higher bitrates for the requested tiles and the QoE degradation

caused by intra-frame quality switches.

4.2.3 RS-based Downlink VR Video Tile Transmission

The base station employs RS-based downlink transmission to exploit the tile requests

shared by different users. In time slot t, the indices of the tiles requested by all users are

collected in set I(t) =
⋃
n∈N In(t), t ∈ T . After receiving the video tile requests from the

users, the base station constructs a common message taking the video tile requests and

CSI of the users into account. When constructing the common message in the proposed

IRS-aided RS VR streaming system, the base station needs to determine (a) the data of

which tiles should be included in the common message, and (b) what is the proportion of

the data of each tile in the common message. After construction, the common message is

encoded into a data stream, which is denoted as s0(t) ∈ C, where E [|s0(t)|2] = 1. The

beamforming vector for the common message is denoted as b0(t) ∈ CNt . In addition, the

base station constructs a private message for user n ∈ N that includes the private part

of the data of the tiles requested by user n in time slot t. The private message for user

n is encoded as sn(t) ∈ C with E [|sn(t)|2] = 1. The beamforming vector for the private

message of user n is denoted as bn(t) ∈ CNt . We collect the beamforming vectors in vector
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b(t) =
[
bT0 (t) b

T
1 (t) · · · bTN(t)

]T ∈ C(N+1)Nt . We denote the maximum transmit power of

the base station as Pmax. We have the following constraint on the beamforming vectors:

C2: ||b(t)||22 ≤ Pmax. (4.4)

At the receiver side, the signal received by user n in time slot t is given by:

yn(t) =
(
hHn,D(t) + h

H
n,R(t)Ψ(t)G(t)

)
b0(t)s0(t)

+
∑
m∈N

(
hHn,D(t) + h

H
n,R(t)Ψ(t)G(t)

)
bm(t)sm(t) + zn(t), n ∈ N ,

(4.5)

where zn(t) is the additive white Gaussian noise (AWGN) with variance σ2 at user n in

time slot t. User n first decodes the common message by treating the private messages of

all users as interference. The SINR of the common message at user n in time slot t is given

by:

γcn(t) =

∣∣ (hHn,D(t) + hHn,R(t)Ψ(t)G(t)
)
b0(t)

∣∣2∑
m∈N

∣∣ (hHn,D(t) + hHn,R(t)Ψ(t)G(t)
)
bm(t)

∣∣2 + σ2
. (4.6)

The achievable rate for the common message at user n in time slot t is Rc
n(t) = log2(1 +

γcn(t)). Let Rc(t) denote the transmission rate of the common message in time slot t. All

users need to decode the common message first, and then remove it from their respective

received signal to decode their private message. To ensure successful decoding of the

common message at all users, we have the following constraint on Rc(t):

C3: Rc(t) = min{Rc
1(t), . . . , R

c
N(t)}. (4.7)

We denote the proportion of Rc(t) that is dedicated to the data transmission of video tile

i ∈ I(t) in time slot t as ci(t). We have

C4:
∑
i∈I(t)

ci(t) ≤ 1, (4.8)
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C5: ci(t) ≥ 0, i ∈ I(t). (4.9)

Remark 4.2: The shared interests of the users can be exploited in the proposed IRS-

aided RS VR streaming system by properly choosing the values of ci(t), i ∈ I(t), based

on the video tile requests and CSI of the users. Through the optimization of ci(t), the

base station can determine which tiles should be included in the common message, and

what are the corresponding proportions of the common rate that should be allocated to

the transmission of these tiles. When multiple users request the same video tile, it may be

beneficial to use a larger proportion of the common rate to transmit this tile since it can

increase the individual utility of those users that requested this tile simultaneously. The

proposed algorithm for optimizing ci(t) along with the other DoF of the system will be

presented in Sections 4.3 and 4.4.

Remark 4.3: When ci = 0, this means that no data from tile i is included in the

common message. As an example, for the FoVs and the corresponding video tile requests

of the users shown in Fig. 4.1, one possible construction of the common message is given

as follows: c10 = c15 = c16 =
1
3
, and c9 = c11 = c14 = c17 = c20 = c21 = 0. This means that

the common message only includes data from tiles 10, 15, and 16, which are requested by

multiple users, and the common rate is split equally between these three tiles.

After decoding the common message, user n removes the signal corresponding to the

common message from yn(t) using SIC, and decodes its private message by treating the

private messages of other users as interference. Thus, the SINR of the private message at

user n ∈ N in time slot t ∈ T is given by [28]:

γpn(t) =

∣∣ (hHn,D(t) + hHn,R(t)Ψ(t)G(t)
)
bn(t)

∣∣2∑
m∈N\{n}

∣∣ (hHn,D(t) + hHn,R(t)Ψ(t)G(t)
)
bm(t)

∣∣2 + σ2
. (4.10)

The achievable rate of the private message of user n is given by Rp
n(t) = log2(1 + γpn(t)).

Let pn,i(t) denote the proportion of Rp
n(t) that is used to transmit the data of tile i ∈ In(t)
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in time slot t. We have

C6:
∑
i∈In(t)

pn,i(t) ≤ 1, n ∈ N , (4.11)

C7: pn,i(t) ≥ 0, i ∈ In(t), n ∈ N . (4.12)

Remark 4.4: When ci(t) > 0 and pn,i(t) > 0, this means that portions of the data of

tile i ∈ In(t) are included in both the common and private messages for user n in time slot

t. However, when ci(t) = 0 and pn,i(t) > 0, the data of tile i ∈ In(t) is transmitted only

via the private message to user n in time slot t.

4.2.4 Per-User Per-Tile QoE Requirement

After decoding the common and private messages, user n retrieves its requested video tiles

by combining the decoded messages. Let Jc
n,i(t) denote the number of bits that user n

obtained from the common message for tile i ∈ In(t) in time slot t. We have

Jc
n,i(t) = WTDLci(t)R

c(t), i ∈ In(t), n ∈ N , (4.13)

where W and TDL are the downlink transmission bandwidth and time duration, respec-

tively. Let Jp
n,i(t) denote the number of bits that user n obtained from its private message

for tile i ∈ In(t) in time slot t. We have

Jp
n,i(t) = WTDLpn,i(t)R

p
n(t), i ∈ In(t), n ∈ N . (4.14)

By combining the common and private messages, the total number of bits that user n

received for tile i ∈ In(t) in time slot t is given by:

Jn,i(t) = Jc
n,i(t) + Jp

n,i(t), i ∈ In(t), n ∈ N . (4.15)

The total number of bits required by user n to retrieve tile i with bitrate vn,i(t) is given
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by:

Jmin
n,i (t) = Tv vn,i(t), i ∈ In(t), n ∈ N , (4.16)

where Tv denotes the time duration of a 360-degree video tile.

In order to ensure that all the video tiles requested by user n can be received with the

chosen bitrate within the downlink transmission window, we have the following per-user

per-tile QoE constraint:

C8: Jn,i(t) ≥ Jmin
n,i (t), i ∈ In(t), n ∈ N . (4.17)

4.2.5 Problem Formulation

In time slot t, we tackle the following joint optimization problem for maximization of the

summation of the utilities of the users in the IRS-aided RS VR streaming system:

maximize
b(t),Ψ(t),
vn(t), n∈N ,
ci(t), i∈I(t),

pn,i(t), i∈In(t), n∈N

u(t)
△
=
∑
n∈N

un(t)

subject to constraints C1−C8,

C9: ϕl(t) ∈ [0, 2π), l ∈ {1, 2, . . . , L},

(4.18)

where constraint C1 ensures that the bitrate of each tile can only be chosen from set

S. Constraint C2 is the maximum downlink transmission power constraint at the base

station. Constraint C3 guarantees that the common message can be decoded by all users.

Constraints C4−C7 are the constraints for the common and private rates allocated to the

requested video tiles. Constraint C8 is the per-user per-tile QoE constraint. Constraint C9

is the IRS phase shift constraint. Problem (4.18) is a mixed-integer nonlinear programming

problem. A suboptimal solution of problem (4.18) can be obtained by decomposing it into

multiple subproblems, and solving them iteratively using AO. However, solving problem

(4.18) using an AO algorithm can be computationally expensive and time-consuming for
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VR streaming applications. To tackle this issue, in the next section, we propose the

learning-based Deep-GRAIL algorithm to efficiently solve problem (4.18).

4.3 Deep-GRAIL: Deep Deterministic Policy

Gradient with Imitation Learning Algorithm

Designing a learning-based algorithm for solving problem (4.18) is challenging due to the RS

encoding and decoding procedure, and the constraints in problem (4.18). In the proposed

Deep-GRAIL algorithm, we tackle these challenges using imitation learning [31, 32], and

DCO [132].

4.3.1 MDP Formulation

We first model the sequential decision process for solving problem (4.18) in time slot t ∈ T

as an MDP with τmax decision epochs. For notational simplicity, we drop time index t in

this section. The state vector in the τ -th decision epoch of the MDP is defined as

s(τ) =
[
hn,D, vec(diag(h

H
n,R)G), n ∈ N ,

b(τ − 1), c(τ − 1), Rc
n(τ − 1), Rp

n(τ − 1),

pn(τ − 1), vn(τ − 1), on, n ∈ N
]
,

(4.19)

where pn(τ) = (pn,i(τ), i ∈ I)https://www.overleaf.com/project/62ec4f2c34d663df8e8bb8e1

and c(τ) = (ci(τ), i ∈ I). In addition, the binary vector on = (1 (i ∈ In) , i ∈ I) ∈

{0, 1}Imax in (4.19) contains the information about the video tile request of user n. Note

that τ = 0 corresponds to the initialization of the MDP.

Furthermore, the action vector in the τ -th decision epoch is defined as

a(τ) = (b(τ), vec(Ψ(τ)), c(τ),pn(τ),vn(τ), n ∈ N ) . (4.20)
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The action vector a(τ) contains all optimization variables of problem (4.18).

For the reward function design, note that the objective function in problem (4.18), i.e.,

u(τ), can only take values from a finite set due to the discrete nature of bitrate selection.

If u(τ) is used directly as the reward function, then the reward function becomes sparse

and may prevent the learning agent from effectively improving the policy [141]. To tackle

this issue, we first use the following inequality to establish the connection between u(τ)

and the system sum-rate explicitly:

u(τ) =
∑
n∈N

(∑
i∈In

vn,i(τ)− κintra ℓintran (τ)

)
(a)

≤
∑
n∈N

WTDL

Tv

(∑
i∈In

pn,i(τ)R
p
n(τ) +

∑
i∈In

ci(τ)R
c(τ)

)
−
∑
n∈N

κintra ℓintran (τ)
△
= r(s(τ),a(τ)),

(4.21)

where inequality (a) follows from inequality (4.17). That is

Jn,i ≥ Jmin
n,i (τ)

⇐⇒ WTDL

(∑
i∈In

pn,i(τ)R
p
n(τ) +

∑
i∈In

ci(τ)R
c(τ)

)
≥ Tv

∑
i∈In

vn,i(τ)

=⇒
∑
n∈N

WTDL

Tv

(∑
i∈In

pn,i(τ)R
p
n(τ) +

∑
i∈In

ci(τ)R
c(τ)

)
≥
∑
n∈N

∑
i∈In

vn,i(τ).

(4.22)

We use r(s(τ),a(τ)) as the reward function in the MDP to provide an informative feedback

to the learning agent. In the reward function r(s(τ),a(τ)), we replace the discrete bitrate

selections with the continuous achievable bitrates to overcome the sparsity of u(τ). We set

the maximum achievable bitrate of a video tile in r(s(τ),a(τ)) to be equal to the maximum

bitrate selection vM . Since the difference between r(s(τ),a(τ)) and u(τ) cannot exceed∑
n∈N |In|maxi=1,...,M−1 |vi+1− vi|, using r(s(τ),a(τ)) as the reward function also leads to

a policy that can achieve a high utility u(τ).
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4.3.2 Actor-Critic Method with q-Step Return

Based on the MDP formulation, we use an actor network to learn a policy for solving

problem (4.18). We denote the learnable parameters (i.e., the weights and biases) of the

actor network as Φact. The policy learned by the actor network, which is denoted by

πΦact(s(τ)), defines a mapping from a state to an action. That is, a(τ) = πΦact(s(τ)). The

critic network learns a state-action value function QΦcrt , which is parameterized by Φcrt.

The state-action value function QΦcrt(s(τ),a(τ)) estimates the discounted total reward of

selecting action a(τ) in state s(τ). That is,

QΦcrt(s(τ),a(τ)) = Es∼pπΦact
,a∼πΦact

[
τmax∑
τ ′=τ

γτ
′−τr(s(τ ′),a(τ ′))

]
, (4.23)

where pπΦact
denotes the distribution of the state transition as the result of taking actions

based on policy πΦact , and γ ∈ [0, 1] is the discount factor.

The goal of the actor-critic method is to learn the policy which maximizes the dis-

counted total reward [17]. We have

maximize
Φact

L(Φact) ≜ Es∼pπΦact
,a∼πΦact

[
τmax∑
τ ′=1

γτ
′−1r(s(τ ′),a(τ ′))

]
. (4.24)

The deterministic policy gradient [17] for solving problem (4.24) is given by:

∇LDPG = Es∼pπΦact

[
∇QΦcrt(s,a) | a=πΦact (s)

∇πΦact(s)
]
. (4.25)

The policy update based on the deterministic policy gradient may suffer from Q-value

overestimation [56]. To tackle the overestimation issue in the proposed Deep-GRAIL al-

gorithm, we use the following two techniques. First, while the vanilla DDPG algorithm

[17] only uses one critic network, we use V critic networks to obtain V independent ap-

proximations of the Q-value. The target of Q-value approximation is determined by the

minimum of these V approximations to alleviate overestimation. Second, we determine
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the target of Q-value approximation using the q-step return [67, Section 7.1]. Compared

with the single-step return, q-step return determines the discounted future reward over

q consecutive decision epochs, which provides the learning agent with more information

regarding future planning when compared with the single-step return (i.e., when q = 1).

Hence, the target Q-value in the proposed Deep-GRAIL algorithm is given by:

Q̂Φcrt(s(τ), πΦact(s(τ)) =

τ+q−1∑
τ ′=τ

γτ
′−τr(s(τ ′), πΦact(s(τ

′)))

+ γq min
m=1,2,...,V

Q
Φ

(m)
crt

(s(τ + q), πΦact(s(τ + q))),

(4.26)

where Φ
(m)
crt denotes the learnable parameters of the m-th critic network. Then, Φ

(m)
crt ,m =

1, . . . , V , is updated by minimizing the following TD error of Q-value approximation [67,

Chapter 6]:

minimize
Φ

(m)
crt

L(Φ(m)
crt ) ≜ Es∼pπΦact

,a∼πΦact

[(
Q

Φ
(m)
crt

(s, πΦact(s))− Q̂Φcrt(s, πΦact(s))
)2]

. (4.27)

We update Φ
(m)
crt ,m = 1, . . . , V, using gradient descent with the following gradient:

∇L(Φ(m)
crt ) = Es∼pπΦact

,a∼πΦact

[
2∇Q

Φ
(m)
crt

(s, πΦact(s))(
Q

Φ
(m)
crt

(s, πΦact(s))− Q̂Φcrt(s, πΦact(s))
)]
.

(4.28)

The learning agent maintains an experience replay that stores the system transition

history due to past decisions as a system transition tuple (s(τ),a(τ), r(s(τ),a(τ)), s(τ+1)).

To determine the gradients in (4.25) and (4.28), we first sample the system transition

tuples of q consecutive decision epochs from the experience replay, and then determine

the gradients for the sampled system transition. Note that q consecutive decision epochs

are sampled in order to determine the q-step return in (4.26). We find the gradients in a

minibatch-based manner and average the gradients over MD different samples.

Note that while the aforementioned actor-critic method is designed for maximizing the
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expected discounted total reward, we tackle the constraints in problem (4.18) during the

learning process by using DCO layers in the DNN structure design of the proposed RavNet.

The corresponding details will be presented in Section 4.4.2.

4.3.3 Policy Improvement using Imitation Learning and

Demonstration Replay

In the vanilla DDPG algorithm [17] and its variant [56], the learning agent improves the

learned policy only based on the system transition history obtained from its own explo-

ration. However, the exploration of the learning agent can be inefficient when the dimen-

sionality of the state and action space is large. To tackle this issue, we notice that problem

(4.18) has a hidden convexity due to the fractional form of the SINR expressions in (4.6)

and (4.10). Hence, a suboptimal solution of problem (4.18) can be obtained by using an AO

algorithm exploiting convex optimization, FP, and SDR. The details of the AO algorithm

are provided in Appendix B.

In the proposed Deep-GRAIL algorithm, we use imitation learning [31, 32] to allow

the agent to learn from the AO algorithm and exploit the hidden convexity of problem

(4.18). We introduce the imitation loss to characterize the difference between the action

chosen by the learned policy and the solution obtained by the AO algorithm. By using

imitation learning, the proposed Deep-GRAIL algorithm provides the actor-critic method

with knowledge of the hidden convexity of the formulated problem, leading to an efficient

policy learning.

In particular, the framework of the proposed Deep-GRAIL algorithm is illustrated in

Fig. 4.2. Apart from the actor-critic method and the experience replay, we introduce a

demonstration replay to store the solutions of problem (4.18) obtained by the AO algorithm

over D time slots. Note that one time slot corresponds to one episode comprising τmax

decision epochs in the MDP. We define set D = {1, 2, . . . , D}. In the d-th time slot, where

d ∈ D, the AO algorithm is invoked to solve problem (4.18). Since AO leads to an iterative

algorithm, using it to solve problem (4.18) also results in a sequential system transition.
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Figure 4.2: Overall framework of the proposed Deep-GRAIL algorithm. The learning agent
comprises an actor network and V critic networks. An experience replay is employed to
maintain the exploration history of the learning agent. Moreover, a demonstration replay
is maintained by the learning agent to store the system transition tuples obtained from the
execution of the AO algorithm.

In particular, in the τ -th decision epoch of the d-th time slot, we first initialize the AO

algorithm with the variables in s(d)(τ), which is the state vector in the τ -th decision epoch

of the d-th time slot. Here, we use the superscript (d) to denote the values of variables

in the d-th time slot. We then execute the AO algorithm for one iteration and obtain the

solution. We denote this solution as a
(d)
AO(τ). With a

(d)
AO(τ), we determine the reward and

the next state of the MDP as r(s(d)(τ),a
(d)
AO(τ)) and s(d)(τ + 1), respectively. Then, the

system transition obtained from the execution of the AO algorithm in the τ -th decision

epoch of the d-th time slot is denoted as the following system transition tuple:

(
s(d)(τ),a

(d)
AO(τ), r(s

(d)(τ),a
(d)
AO(τ)), s

(d)(τ + 1)
)
. (4.29)

We index the system transition tuple in (4.29) with the tuple (d, τ). The system transition

tuples obtained from the execution of the AO algorithm are stored in the demonstration
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replay for imitation learning.

In each training iteration, we sample a minibatch of MD different transition tuples

from the demonstration replay. We denote the set that collects the indices of the system

transition tuples within the minibatch asMD. Then, for each state s(d)(τ), (d, τ) ∈ MD,

in the minibatch, we determine the imitation loss of the actor network based on the mean

squared error between the action chosen by the actor network, i.e., πΦact(s
(d)(τ)), and the

solution obtained by the AO algorithm, i.e., a
(d)
AO(τ). In particular, the imitation loss L̂IMI

is given by:

L̂IMI =
1

MD

∑
(d,τ)∈MD

||πΦact(s
(d)(τ))− a(d)

AO(τ)||
2. (4.30)

We scale the elements in πΦact(s
(d)(τ)) and a

(d)
AO(τ) that correspond to beamforming and

IRS phase shift variables to be between −1 and 1 to mitigate the potential impact of the

different ranges of the variables.

Note that the solutions obtained by the AO algorithm are in general suboptimal due

to the nonconvexity of the formulated problem. Hence, using the imitation loss in (4.30)

may prevent the learning agent from finding better solutions than those obtained by the

AO algorithm. To tackle this issue, for each sample with index (d, τ) ∈MD, we determine

the discounted total reward that can be achieved by following the actor’s policy in the

remaining decision epochs (i.e., the Monte Carlo estimation of the value function [67,

Section 7.1]) by

Q̂
(d)
Φact

(τ) =
τmax∑
τ ′=τ

γτ
′−τr(s(d)(τ ′), πΦact(s

(d)(τ ′))). (4.31)

The discounted total reward obtained by using the AO algorithm in the remaining decision

epochs is given by

Q̂
(d)
AO(τ) =

τmax∑
τ ′=τ

γτ
′−τr(s(d)(τ ′),a

(d)
AO(τ

′)). (4.32)

To overcome the potential suboptimality of the AO algorithm, we only calculate the im-

itation loss for those states and actions for which the AO algorithm achieves a higher

discounted total reward than the actor’s policy. This results in the following modified
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imitation loss:

LIMI =
1

M̂D

∑
(d,τ)∈MD

(
||πΦact(s

(d)(τ))− a(d)
AO(τ)||

21
(
Q̂

(d)
AO(τ) > Q̂

(d)
Φact

(τ)
))

, (4.33)

where M̂D =
∑

(d,τ)∈MD
1
(
Q̂

(d)
AO(τ) > Q̂

(d)
Φact

(τ)
)
.

By combining with the deterministic policy gradient in (4.25), the overall gradient for

updating the actor network in the proposed Deep-GRAIL algorithm is given by:

∇Lact = ω1∇LDPG + ω2∇LIMI, (4.34)

where ω1 and ω2 are positive parameters representing the weights of the deterministic

policy gradient and the gradient of imitation loss, respectively.

4.3.4 Training Algorithm

The proposed training algorithm is illustrated in Algorithm 6. We first obtain the

demonstration replay by executing the AO algorithm over D episodes. This results in

Dτmax system transition tuples being stored in the demonstration replay. Meanwhile, the

learning agent explores the state and action space by taking actions based on the learned

policy, and stores the resulting system transition tuples in the experience replay.

We train the learning agent for Tmax episodes. In each training iteration, we first

sample a minibatch from the demonstration replay and determine the imitation loss based

on (4.33). Then, we sample another minibatch from the experience replay and determine

the gradient for updating Φ
(m)
crt ,m = 1, . . . , V , based on (4.28). Moreover, we determine

the gradient for updating the actor network based on (4.34). We use the Adam optimizer

[124] with a learning rate of α to update the learnable parameters of the actor and critic

networks based on the aforementioned gradients. In addition, the following techniques are

employed in our training algorithm to improve the efficiency of policy learning:

• Exploration noise: We add an exploration noise ϱepl to the action determined by the
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Algorithm 6 Deep-GRAIL: Training Algorithm

1: Set episode counter t← 0.
2: Initialize Φact, Φ

(m)
crt ,m = 1, . . . , V .

3: Execute the AO algorithm for D episodes and store the system transition tuples in the
demonstration replay.

4: Perform random exploration for Twarm-up episodes and store the system transition tuples
in the experience replay.

5: while t ≤ Tmax do
6: Observe the CSI and In(t) of the users.
7: Initialize ci(0) = 1(i ∈ I(t)) 1

|I(t)| , pn,i(0) = 1(i ∈ In(t)) 1
|In(t)| , i ∈ I, n ∈ N .

8: Initialize Ψ(0) and b(0) based on random initialization.
9: Initialize τ ← 1.
10: while τ ≤ τmax do
11: Determine the action a(τ)← πΦact(s(τ)) + ϱepl.
12: Observe the reward r(s(τ),a(τ)).
13: Obtain the next state s(τ + 1) and store the tuple (s(τ),a(τ), r(τ), s(τ + 1)) in

the experience replay.
14: SampleMD transition tuples from the demonstration replay and experience replay,

respectively.
15: Determine the gradients for updating the actor and critic networks based on (4.34)

and (4.28), respectively.

16: Update Φact, Φ
(m)
crt ,m = 1, . . . , V, using the Adam optimizer and the soft update

in (4.35).
17: τ ← τ + 1.
18: end while
19: t← t+ 1.
20: end while

actor network during the training phase to facilitate the exploration of the learning

agent. The elements in ϱepl are generated from the Gaussian distribution with zero

mean and variance σ2
epl

5. In addition, the learning agent randomly explores the state

and action spaces for Twarm-up episodes before updating the learnable parameters.

• Delayed actor network update: Delaying the update of the actor network can alleviate

the impact of overestimation of the critic network on policy learning [56]. In the

5Note that we scale the values of the elements in a(τ) that correspond to the beamforming and IRS
phase shift variables to be between−1 and 1 in our implementation. Hence, we can generate the exploration
noise for all elements in a(τ) using the same Gaussian distribution since they all have the same range of
magnitudes.
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Algorithm 7 Deep-GRAIL: Online Execution Algorithm for Time Slot t

1: Obtain the CSI and video tile requests of the users.
2: Initialize ci(0) = 1(i ∈ I(t)) 1

|I(t)| , pn,i(0) = 1(i ∈ In(t)) 1
|In(t)| , i ∈ I, n ∈ N .

3: Initialize Ψ(0) and b(0) based on random initialization.
4: Initialize τ ← 1.
5: while τ ≤ τmax do
6: Determine the action a(τ)← πΦact(s(τ)).
7: Obtain the next state s(τ + 1).
8: τ ← τ + 1.
9: end while
10: Retrieve b(t), Ψ(t), c(t), p(t), and v(t) from a(τmax).

proposed Deep-GRAIL algorithm, we update the actor network every δ training

iterations (δ > 1), while the critic networks are updated in each iteration.

• Soft learnable parameter update: The soft update technique can stabilize the training

process and prevent divergence. Let Φ
(m)′

crt ,m = 1, . . . , V, and Φ′
act denote the new

parameters of the critic and actor networks that we obtain based on the gradients

in (4.28) and (4.34), respectively. We update the learnable parameters with the

following soft update rule:

Φact ← κΦ′
act + (1− κ)Φact,

Φ
(m)
crt ← κΦ

(m)′

crt + (1− κ)Φ(m)
crt , m = 1, . . . , V,

(4.35)

where κ is a constant and is between zero and one.

4.3.5 Online Execution Algorithm

The algorithm for online execution is illustrated in Algorithm 7. Given the CSI and

video tile requests of the users, the proposed Deep-GRAIL algorithm is executed for τmax

iterations to obtain the solutions. In the τ -th iteration, we feed state s(τ) into the actor

network and determine the action a(τ). Then, the next state s(τ + 1) is observed. We re-

peat this process iteratively until the maximum decision epoch τmax is reached. Compared
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with the training algorithm, the online execution algorithm has a lower computational

complexity since the update of the learnable parameters and the demonstration replay

(i.e., the execution of the AO algorithm) are not required during online execution.

4.4 RavNet: Proposed DNN for IRS-aided RS VR

Streaming Systems

In this section, we propose RavNet, a DNN that we design for policy learning in the

considered IRS-aided RS VR streaming system. With the help of the DCO layer, we

are able to integrate convex optimization as one of the DNN layers in RavNet. When

combined with the proposed Deep-GRAIL algorithm, RavNet is capable of learning the

policy efficiently, and meanwhile satisfying the constraints in problem (4.18).

4.4.1 Input Pre-processing

We first construct two three-dimensional (3-D) matrices, namely S(1)(τ) and S(2)(τ), from

state s(τ). S(1)(τ) collects the information about the channel, beamforming vectors, and

IRS phase shifts. S(2)(τ) collects the information about the video tile requests, RS param-

eters, and bitrate selections.

Construction of S(1)(τ)

S(1)(τ) is a 3-D matrix of size (L + 1)Nt × N × 7. For ease of presentation, we refer

to the first, second, and third dimensions of the 3-D matrix as row, column, and depth,

respectively. S(1)[x, y, z] returns the element in the x-th row, y-th column, and z-th depth

of matrix S(1)(τ). S(1)[:, y, z], z = 1, . . . , 7, returns the y-th column vector in the z-th

depth of S(τ). S(1)[:, :, z], z = 1, . . . , 7, returns the two-dimensional (2-D) matrix of size

(L + 1)Nt × N in the z-th depth of S(1). The elements in the first and second depths

of S(1)(τ) are constructed from the real and imaginary parts of the CSI of the users,
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respectively. We have

S(1)[:, n, 1](τ) =
(
ℜ{hn,D} ,ℜ

{
vec(diag(hHn,R)G)

})
, n ∈ N . (4.36)

and

S(1)[:, n, 2](τ) =
(
ℑ{hn,D} ,ℑ

{
vec(diag(hHn,R)G)

})
, n ∈ N . (4.37)

The remainder of S(1)(τ) is constructed from the beamforming vectors and IRS phase

shifts. We align the beamforming vectors and IRS phase shifts with the CSI of their

corresponding subchannels in the depth dimension of matrix S(1)(τ). By doing this, we

allow the DNN to learn from the positional information (e.g., each beamforming or IRS

phase shift variable is linked to a particular subchannel) in matrix S(1)(τ).

Based on the aforementioned rationale, the elements in the 3rd and 4th depth of S(1)(τ)

are obtained from the beamforming vector of the common message chosen in the previous

decision epoch, i.e., b0(τ − 1). For n ∈ N , we have

S(1)[:, n, 3](τ) =
(
ℜ{b0(τ − 1)} , . . . ,ℜ{b0(τ − 1)}︸ ︷︷ ︸

L+1

)
, (4.38)

and

S(1)[:, n, 4](τ) =
(
ℑ{b0(τ − 1)} , . . . ,ℑ{b0(τ − 1)}︸ ︷︷ ︸

L+1

)
. (4.39)

The elements in the 5th and 6th depth of S(1)(τ) are obtained from the beamforming

vectors of the private messages chosen in the previous decision epoch, i.e., bn(τ − 1). For

n ∈ N , we have

S(1)[:, n, 5](τ) =
(
ℜ{bn(τ − 1)} , . . . ,ℜ{bn(τ − 1)}︸ ︷︷ ︸

L+1

)
, (4.40)
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and

S(1)[:, n, 6](τ) =
(
ℑ{bn(τ − 1)} , . . . ,ℑ{bn(τ − 1)}︸ ︷︷ ︸

L+1

)
. (4.41)

The elements in the last depth of S(1)(τ) are determined by the IRS phase shifts chosen

in the previous decision epoch. For n ∈ N , we have

S(1)[:, n, 7](τ) =
(
0, . . . , 0︸ ︷︷ ︸

Nt

, ψ1(τ − 1), . . . , ψ1(τ − 1)︸ ︷︷ ︸
Nt

, . . . , ψL(τ − 1), . . . , ψL(τ − 1)︸ ︷︷ ︸
Nt

)
.

(4.42)

Construction of S(2)(τ)

S(2)(τ) is a 3-D matrix of size Nx×Ny× 2N . We construct S(2)(τ) in such a way that the

2-D matrices S(2)[:, :, n] and S(2)[:, :, n+N ] show the achievable bitrates of the video tiles

requested by user n ∈ N obtained from the common and private messages, respectively,

based on the control variables determined in the previous decision epoch. We have

S(2)[x, y, z](τ) =

1 {i ∈ Iz} ci(τ − 1)Rc(τ − 1)), z = 1, . . . , N,

1 {i ∈ Iz−N} pz−N,i(τ − 1)Rp
z−N(τ − 1), z = N + 1, . . . , 2N,

(4.43)

where i = y + (x − 1)Nx for x = 1, . . . Nx, and y = 1, . . . , Ny. In fact, the value of i

corresponds to the index of the video tile located in the x-th row and the y-th column of

the 360-degree video frame.

4.4.2 Actor Network Structure

The actor network takes both S(1)(τ) and S(2)(τ) as inputs to determine the control vari-

ables. The proposed actor network structure tackles the constraints of problem (4.18)

during the policy learning process. As shown in Fig. 4.3, we use the following DNN

modules in the actor network:

111



4.4. RavNet: Proposed DNN for IRS-aided RS VR Streaming Systems

FC1

+ReLU

CNN1 + ReLU

CNN2 + ReLU

Vectorization

CNN3 + ReLU

CNN4+ ReLU

CNN5 + ReLU

FC2

+ ReLU

FC3

+ tanh
DCO Layer 1

Vectorization

Concatenation

DCO Layer 2

State

Beamforming 

vectors and phase 

shift variables

RS parameters and 

bitrate selections

MLP Module

CNN6 + ReLU

Figure 4.3: The network architecture of the actor network in RavNet. The actor network
takes S(1)(τ) and S(2)(τ) as input, and determines the action a(τ).

Convolutional Neural Network (CNN) Module

First, S(1)(τ) is fed into three CNN layers with kernel sizes k1 × k1, k2 × k2, k3 × k3, and

channel numbers ch1, ch2, and ch3, respectively. Each CNN layer is followed by an ReLU

activation layer. The output of the last CNN layer is vectorized into a vector, which is

denoted by s(1)(τ).

We employ another network module comprising three CNN layers to process S(2)(τ).

The kernel sizes of these three CNN layers are given by k4 × k4, k5 × k5, and k6 × k6,

while their channel numbers are ch4, ch5, and ch6, respectively. We also apply an ReLU

activation layer after each of the CNN layers. The output of the last CNN layer is reshaped

into a vector, which we denote as s(2)(τ).

The CNN module is an important component in the proposed actor network because

(a) it can learn from the positional information encoded in the depth dimension of S(1)(τ),

and (b) it can capture the spatial correlation between the video tile requests of the users

in S(2)(τ) and obtain the knowledge of the shared interests.
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MLP Module

We concatenate s(1)(τ) and s(2)(τ) together to obtain a new vector s(3)(τ). That is,

s(3)(τ) = (s(1)(τ), s(2)(τ)). We feed s(3)(τ) into an MLP module with three FC layers,

two ReLU activation layers, and one tanh activation layer to obtain the beamforming

variables b′(τ) and IRS phase shifts ψ′(τ). We define a′(τ) = (b′(τ),ψ′(τ)).

DCO Layers

In order to satisfy the constraints in problem (4.18), we determine the projection of a′(τ)

onto the feasible set of problem (4.18) by solving the following optimization problem with

the RS parameters and bitrate selection given by c(τ − 1), pn(τ − 1), and vn(τ − 1),

respectively:

minimize
a(τ)

||a(τ)− a′(τ)||2

subject to constraints C2, C8, C9.

(4.44)

Note that constraint C9 can be satisfied by using the outputs of the DNN modules as the

phase shift values. Problem (4.44) can be transformed into a convex optimization problem

by applying quadratic transform [10] to the common and private rate expressions. In

the proposed RavNet, we solve problem (4.44) using the DCO layer [132]. Compared with

conventional convex solvers (e.g., CVX [142]), the DCO layer can be integrated as a layer in

RavNet. In addition, it can solve problem (4.44) efficiently in a batch-wise manner, which

significantly facilitates the training process. We denote the feasible beamforming and IRS

phase shift solutions obtained by solving problem (4.44) as b(τ) and ψ(τ), respectively.

We then feed b(τ) and ψ(τ) into a second DCO layer which solves the following opti-

mization problem to obtain the RS parameters and bitrate selections:

maximize
vn, n∈N ,
ci, i∈I,

pn,i, i∈In, n∈N

∑
n∈N

(∑
i∈In

vn,i − κintraℓintran

)

subject to constraints C1, C3−C8.

(4.45)
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Note that the intra-frame quality switch loss ℓintran is a convex function with respect to the

bitrate selection variables in vector vn. Moreover, Rc(τ) and Rp
n(τ), n ∈ N , in problem

(4.45) can be determined given b(τ) and ψ(τ). All constraints except constraint C1 are

affine constraints. We relax constraint C1 as

v1 ≤ vn,i ≤ vM , i ∈ In, n ∈ N . (4.46)

The relaxed problem is a convex optimization problem and can be solved using the DCO

layer. We round down the solution of vn,i, i ∈ In, n ∈ N , to the nearest feasible solution.

4.4.3 Critic Network Structure

The proposed critic network has a similar structure as the actor network. Since the critic

network approximates the Q-value, the layers for obtaining the feasible actions in the

actor network are not required in the critic network. This leads to the following two

modifications: (a) the DCO layers are not present in the critic network, and (b) the tanh

activation layer in the MLP module is replaced by the ReLU activation layer to generate

the Q-value.

4.5 Performance Evaluation

We consider a 10 m × 10 m × 3.5 m indoor facility for VR streaming as illustrated in Fig.

4.1. Each user is designated a 2.7 m × 2.7 m area [137]. The base station is installed at

the center of the ceiling, and the IRS is installed on one side of the wall at the midpoint

between the ceiling and the floor. We assume all channels, including the channels between

the base station and the users, are LoS based on the aforementioned deployments of the

base station and the IRS. We consider the presence of LoS channels in our simulations

to investigate the full potential of the proposed IRS-aided RS VR streaming system. We

assume a carrier frequency of 60 GHz as this value is used in several commercial wireless
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(a) 360-degree video streaming session 1
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(b) 360-degree video streaming session 2

Figure 4.4: Visualization of the video tile requests obtained from two VR streaming sessions
in the real-world dataset. Each video frame is divided into 24 video tiles. The x-axis
indicates the video frame, while the time duration of each frame is 1 sec. The y-axis shows
the indices of the video tiles (i.e., from 1 to 24). The color of the grid centered at (x, y)
indicates the number of users that requested the y-th tile in the x-th video frame.

VR systems, see, e.g., [143, 144]. Let dn,D, dn,R, and d0 denote the distance between the

base station and user n, the distance between the IRS and user n, and the distance between

the base station and the IRS, respectively. We determine the CSI of the direct and reflected

channels by hn,D = ( ν
4πdn,D

)ζĥn,D, hn,R = ( ν
4πdn,R

)ζĥn,R, and G = ( ν
4πd0

)ζĜ, where ν is the

wavelength of the carrier signal and ζ is the pathloss exponent. The elements in ĥn,D,

ĥn,R, and Ĝ are complex Gaussian distributed with zero mean and unit variance. The

other simulation parameter settings are given in Table 4.1.

To properly model the pattern of the video tiles requested by the users during the

VR streaming session, we use the real-world dataset from [133] to determine the video

tile requests in our simulations. The dataset from [133] includes the head movements of

20 users during multiple real-world VR streaming sessions. The head movement record

of a particular user is used to determine the FoV and the video tiles requested by this

user. We divide each 360-degree video frame into 24 tiles, with Nx = 4 and Ny = 6.

The FoV of each user covers 110 degrees in horizontal direction and 90 degrees in vertical

direction of the video frame. In Fig. 4.4, we visualize the video tile requests that we

determined based on two VR streaming sessions from the real-world dataset [133]. We

use FFmpeg [145] to encode the 360-degree video into different bitrates as given by set

S = {2, 3, 4, 5, 6, 7, 8, 9, 10, 11} Mbps.
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Table 4.1: Simulation Parameters for Performance Evaluation
Parameter Value

Bandwidth for downlink W 1 GHz
Path loss exponent ζ 2.29 [146]

Maximum transmit power Pmax 1 Watt
Noise power −174 dBm/Hz

Time duration of each video tile Tv 1 sec
Downlink transmission window TDL 10 ms

Coefficient for inter-frame quality switch
loss κintra

10

Number of decision epochs per time slot
(i.e., per episode) τmax 50

Learning rate α 5× 10−4

Minibatch size MD 512
Number of critic networks V 6
Value of q for q-step return 5

Kernel size of the CNN layers 2× 2
Number of channels of the CNN layers ch1,

ch2, ch3, ch4, ch5, ch6
16, 16, 32, 16, 16, 32

Hidden dimensionality of the MLP module 1024
Number of FC layers in the MLP module 3

Coefficients for training loss ω1, ω2 10−3 , 1
Coefficient for soft update κ 5× 10−3

Discount factor γ 0.95

We conduct the simulation using a computing server with an Intel Core i5-9500 @ 3.0

GHz CPU, and an NVIDIA GeForce RTX 2070 GPU with 8 GB memory. We compare

the performance of the following baseline systems and algorithms:

• IRS-aided RS VR streaming system with AO algorithm: We use the AO

algorithm presented in Appendix B to solve problem (4.18).

• IRS-aided RS VR streaming system with SL algorithm: In this algorithm,

we train a DNN module using SL to minimize the mean squared error between its

output and the solution of the AO algorithm presented in Appendix B. This DNN

module uses the same network structure as the proposed actor network.
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Figure 4.5: Convergence of the proposed Deep-GRAIL algorithm. We set Nt = 6, N = 6,
and L = 100.

• IRS-aided RS-NOUM system [62]: We extend the RS-NOUM system proposed

in [62] by including an IRS. In this system, the information of the requested tiles are

sent to all users via multicast. Each user also receives a dedicated unicast message

regarding its requested tiles. The multicast and unicast messages are combined using

RS. We solve the sum-rate maximization problem for the resulting system with the

constraints of problem (4.18) using an AO-based algorithm with weighted minimum

mean square error (WMMSE), SDR, and convex optimization.

• IRS-aided multiuser system without RS (IRS-aided MU system) [63]: In

this system, the requested video tiles are sent to the users via unicast without RS.

We solve the sum-rate maximization problem for the resulting system with the con-

straints of problem (4.18) using an AO-based algorithm with FP, SDR, and convex

optimization.

4.5.1 Convergence of the Deep-GRAIL Algorithm

We first investigate the convergence of the proposed Deep-GRAIL algorithm. We show the

achievable system sum-rate of the Deep-GRAIL algorithm versus the number of training

iterations in Fig. 4.5. We observe that with a properly chosen learning rate α, e.g.,
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Figure 4.6: System sum-rate versus the number of reflecting elements L. We set Nt = N =
6. Note that L = 0 represents the system without an IRS.

5× 10−4, the proposed Deep-GRAIL algorithm can efficiently improve the learned policy.

The results in Fig. 4.5 also show that setting α to be too small, e.g., 10−5, can lead to

slow convergence and inefficient policy learning. In addition, we observe that increasing

the minibatch size MD from 64 to 512 leads to a higher system sum-rate.

4.5.2 Achievable System Sum-Rate

In Fig. 4.6, we vary the number of reflecting elements L and investigate the system sum-

rate. We observe that the performance improvement of the proposed IRS-aided RS VR

streaming system with Deep-GRAIL algorithm over the same system with AO algorithm

increases with the value of L. This is because when the IRS phase shift subproblem is

solved using FP and SDR, Gaussian randomization is needed to obtain IRS phase shift

matrix, which may incur significant performance degradation [11]. The proposed Deep-

GRAIL algorithm avoids such performance loss since (a) SDR is not required for the

Deep-GRAIL algorithm, and (b) the imitation loss in (4.33) prevents the learning agent

from being affected by the suboptimality of the AO algorithm with SDR. In particular,

when L = 160, the IRS-aided RS VR streaming system with the proposed Deep-GRAIL

algorithm achieves a system sum-rate that is 2.8%, 19.1%, 21.6%, and 66.1% higher than
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that of the IRS-aided RS VR streaming system with AO algorithm, IRS-aided RS VR

streaming system with SL algorithm, IRS-aided RS-NOUM system, and IRS-aided MU

system, respectively.

In addition, in Fig. 4.6, L = 0 implies a system without IRS. We observe that all con-

sidered systems benefit significantly from having an IRS present for improving the system

sum-rate. For the IRS-aided RS VR streaming system with Deep-GRAIL algorithm, de-

ploying an IRS with L = 100 reflecting elements results in a system sum-rate improvement

of 91.44% compared to the same system without IRS. This is due to the SINR improvement

achieved with the additional propagation channels created by the IRS. Furthermore, for

the proposed IRS-aided RS VR streaming system, since the common rate is determined by

the user experiencing the minimum SINR (as shown in (4.7)), the additional DoF intro-

duced by the IRS are implicitly exploited to increase the rate of the common message. In

particular, our results show that the average of the achievable rate of the common message

of the users, i.e., Rc in (4.7), in the proposed IRS-aided RS VR streaming system with

L = 100 reflecting elements is 12.81 bits/s/Hz, while only an average of 5.61 bits/s/Hz is

achieved in the same system without IRS. Therefore, using an IRS with L = 100 reflecting

elements increases the common rate by 128.3%, which allows more data to be transmitted

via the common message to exploit the shared interests and improve the QoE of the users.

Our results demonstrate the benefits of IRS for mitigating the performance bottleneck of

RS caused by the user experiencing the minimum SINR.

In Fig. 4.7, we show the system sum-rate versus the number of users N . We set

Nt = 6 and L = 100. We observe that the performance gains of the IRS-aided RS VR

streaming system over the IRS-aided RS-NOUM and IRS-aided MU systems become more

pronounced with more users. With more users, a particular tile is more likely to be

requested by multiple users, and therefore there are more shared tile requests of the users

to be exploited by the IRS-aided RS VR streaming system. When N = 8, the IRS-aided

RS VR streaming system with the proposed Deep-GRAIL algorithm achieves a system

sum-rate that is 2.6%, 25.2%, 26.7%, and 90.8% higher than that of the IRS-aided RS
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Figure 4.7: System sum-rate versus the number of VR users N . We set Nt = 6 and
L = 100.

4 6 8 10

Number of antennas at the base station

30

35

40

45

50

55

60

65

70

S
y
s
te

m
 s

u
m

-r
a

te
 (

b
it
s
/s

/H
z
)

IRS-aided RS VR streaming system with Deep-GRAIL

IRS-aided RS VR streaming system with AO

IRS-aided RS VR streaming system with SL

IRS-aided RS-NOUM system

IRS-aided MU system

Figure 4.8: System sum-rate versus the number of antennas Nt at the base station. We
set N = 6 and L = 100.

VR streaming system with AO algorithm, IRS-aided RS VR streaming system with SL

algorithm, IRS-aided RS-NOUM system, and IRS-aided MU system, respectively.

In Fig. 4.8, we show the system sum-rate versus the number of antennas Nt at the base

station. All algorithms except the IRS-aided RS VR streaming system with SL algorithm

exhibit a similar performance gain as the number of antennas increases. The IRS-aided

RS VR streaming system with SL algorithm suffers a larger sum-rate degradation when

Nt becomes larger. This is caused by the increase in the mean squared error between
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Figure 4.9: Average achievable bitrate for each user. We set Nt = N = 6 and L = 100.

the beamforming vectors determined by the SL algorithm and the beamforming vectors

obtained by the AO algorithm. When Nt = 10, the IRS-aided RS VR streaming system

with the proposed Deep-GRAIL algorithm achieves a 2.3%, 20.3%, 20.5%, and 60.5% higher

system sum-rate than the IRS-aided RS VR streaming system with AO algorithm, IRS-

aided RS VR streaming system with SL algorithm, IRS-aided RS-NOUM system, and IRS-

aided MU system, respectively. Compared with the baseline schemes, the performance gain

of the IRS-aided RS VR streaming system is due to the optimization of the RS parameters,

i.e., ci, i ∈ I, given the video tile requests of the users. Through the optimization of ci, the

base station can properly determine the video tiles that should be included in the common

message, as well as the proportions of the common message allocated to them, such that

the utility is maximized.

4.5.3 Bitrate Allocation per User

In Fig. 4.9, we show the average bitrate per video tile for each user. We set Nt = N = 6

and L = 100. We sort the users in descending order of their average bitrates. That is,

the user with the highest average bitrate is referred to as user 1, while the user with the

lowest average bitrate is referred to as user 6. The results in Fig. 4.9 show that the users

achieve higher bitrates in the IRS-aided RS-enabled systems compared to the IRS-aided
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Figure 4.10: Standard deviation of the bitrates for the video tiles. We set Nt = N = 6 and
L = 100.

MU system. This is because, with RS, the common message can be exploited to improve

the QoE of multiple users simultaneously when those users have shared video tile requests.

In Fig. 4.10, we show the standard deviation of the bitrates for the video tiles received

by the users. For the IRS-aided MU system, the standard deviation is zero. Due to the

absence of a common message and the consideration of the intra-frame quality switch loss

in the objective function u(t), solving the bitrate selection subproblem in the IRS-aided

MU system causes the bitrates for all tiles requested by a particular user to be identical.

For the RS-enabled systems, those users with lower average bitrates (e.g., users 5 and 6)

experience higher standard deviations of the bitrates of the received video tiles. This is

because by exploiting the common message, those users can obtain higher bitrates for video

tiles that are requested by multiple users than for video tiles that are requested only by

an individual user.

4.5.4 Runtime Comparison

In Table 4.2, we compare the average runtime of different algorithms per time slot. We

observe that the average runtimes of the learning-based algorithms, i.e., the Deep-GRAIL
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Table 4.2: Average Runtime Comparison for Different Schemes

Parameter Settings
Nt = 6,
N = 4,
L = 100

Nt = 6,
N = 6,
L = 100

Nt = 6,
N = 6,
L = 160

Nt = 10,
N = 6,
L = 100

IRS-aided RS VR streaming
system with Deep-GRAIL

algorithm
8.52 sec 10.38 sec 13.71 sec 8.65 sec

IRS-aided RS VR streaming
system with SL algorithm

0.75 sec 1.15 sec 1.64 sec 0.85 sec

IRS-aided RS VR streaming
system with AO algorithm

840.43 sec 981.70 sec 3799.18 sec 1167.50 sec

IRS-aided RS-NOUM system 778.72 sec 895.94 sec 3569.42 sec 1094.63 sec
IRS-aided MU system 561.48 sec 612.18 sec 2501.98 sec 792.84 sec

and SL algorithms, are lower than that of the AO algorithms. Moreover, the increases in

runtime with respect to the value of Nt, N , and L for the learning-based algorithms are

less significant than the AO algorithms. This is because the computationally expensive

processes needed for solving the beamforming and IRS phase shift subproblems using FP,

WMMSE, and SDR are not needed in the learning-based algorithms. In particular, when

Nt = 6, N = 6, and L = 160, the average runtime of the Deep-GRAIL algorithm is only

0.36%, 0.38%, and 0.55% of the average runtimes of the IRS-aided RS VR streaming system

with AO algorithm, IRS-aided RS-NOUM system, and IRS-aided MU system, respectively.

The average runtime of the SL algorithm is lower than that of the Deep-GRAIL algorithm

since the Deep-GRAIL algorithm needs to be executed for τmax decision epochs per time

slot, while the SL algorithm is not an iterative algorithm and only needs to be executed

once per time slot.

4.6 Summary

In this chapter, we proposed a novel IRS-aided RS VR streaming system, in which the

shared interests of the VR users were exploited via RS to improve the QoE of 360-degree
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video streaming. We used IRS to create additional propagation channels, and improve

the performance of RS by increasing the minimum SINR experienced by the common

message at different users. We formulated the joint optimization of the RS parameters,

IRS phase shifts, beamforming vectors, and bitrate selection as a mixed-integer nonlinear

programming problem, in which the intra-frame quality switch loss and per-user per-tile

QoE requirement were taken into consideration. We proposed the Deep-GRAIL algorithm

and RavNet, in which imitation learning, actor-critic method, DDPG, and DCO layers were

employed to efficiently solve the formulated problem. Simulation results based on a real-

world dataset showed that the DoF introduced by RS and IRS can be efficiently exploited by

the proposed Deep-GRAIL algorithm to achieve a higher system sum-rate compared to that

of the IRS-aided RS-NOUM and IRS-aided MU systems. The performance improvement of

the proposed IRS-aided RS VR streaming system became more pronounced in the presence

of more shared video tile requests. Our simulation results also revealed the respective

contribution of RS and IRS to the performance gain achieved with the proposed IRS-aided

RS VR streaming system. Through a runtime comparison with existing AO algorithms,

we demonstrated the advantages of the proposed learning-based Deep-GRAIL algorithm

in terms of runtime reduction, and its suitability for potential deployment in practical VR

streaming systems.

124



Chapter 5

Conclusions and Future Work

In Section 5.1 of this chapter, we conclude this thesis by summarizing the key results and

contributions of our work. The limitations and future work of this thesis are presented in

Section 5.2.

5.1 Conclusions

During the past two decades, conventional optimization methods, such as convex optimiza-

tion and AO, have been extensively applied to design resource allocation algorithms for

wireless systems. While the conventional optimization methods solve the resource alloca-

tion problems by exploiting the (hidden) convexity, the resulting computational complexity

can increase significantly with respect to the DoF in wireless systems. For the B5G wireless

systems with high DoF, the computational complexity of conventional optimization meth-

ods can be prohibitively high, making the algorithms difficult to implement in practical

systems.

In this thesis, we investigated the DRL-based resource allocation algorithms design for

B5G wireless systems, with the objective of providing both IoT devices and mobile users

with satisfactory QoS. In the proposed algorithms, the policies for solving the resource

allocation problems in B5G wireless systems are learned by exploiting various model-free

DRL techniques, with the help of the DNN structures that we customized specifically for

each resource allocation problem. Using the proposed algorithms, we were able to explore

the potential of three specific physical layer and medium access control techniques, namely,

GFMA, IRS, and RS, to improve the spectral efficiency of B5G wireless systems.

125



5.1. Conclusions

Designing a distributed pilot sequence selection scheme is crucial for the B5G systems

to support heterogeneous IoT applications using GFMA. The lack of global information in

the IoT devices has to be overcome to accommodate the user-specific QoS requirements

and avoid pilot sequence selection collisions. In Chapter 2, we tackled this challenge by

using the MA-DRL technique with a CTDE framework. Our approach addressed the lack

of global information from the following three perspectives: (a) we exploited the global

information available at the base station during the centralized training phase to facilitate

policy learning, (b) we applied the factorization technique to obtain the policies that can

be executed by the users distributively without requiring excessive information exchange

with other users in GFMA systems, and (c) we trained the LSTM layers such that the

historical transitions of the underlying MDP can be stored in the hidden states of the

LSTM layers to help the policy learning under partial information. We demonstrated the

effectiveness of the proposed DRL-based scheme through the comparison to the existing

ACB-based and ACK-based schemes. Our work in Chapter 2 offered a DRL framework

that can be applied to solve various resource allocation problems in B5G wireless systems

when distributed solutions are required.

The other major contribution of this thesis was the DRL-based algorithms design we

proposed in Chapters 3 and 4 for solving the mixed-integer nonconvex resource allocation

problems in IRS-aided and RS systems. While AO has been applied in various existing

research to optimize the DoF in IRS-aided and RS systems, the AO-based approaches may

have high computational complexity, and their performance can suffer from the nonconvex-

ity of the optimization problems. In Chapter 3, we tackled such challenges by proposing

an end-to-end learning framework, in which two different DRL modules, namely, NCO and

CL-DDPG, were designed to optimize the discrete user scheduling variables, and the con-

tinuous beamforming and IRS phase shift variables, respectively. These two DRL modules

were integrated by the joint training in the proposed DUPB algorithm. The mixed-integer

nonconvex optimization problem we formulated in Chapter 4 was more challenging due to

the constraints required for the multiuser VR video streaming in RS systems. In Chapter
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4, we designed the RavNet, which is a DNN module that can effectively learn the policy for

improving the QoE of the users while accommodating the constraints during the learning

process. What made it possible for us to tackle the constraints during policy learning was

DCO, a technique that can integrate convex optimization as a layer in the DNN module.

The DRL-based algorithms we proposed in Chapters 3 and 4 also offered computationally

efficient solutions to other mixed-integer nonconvex resource allocation problems in B5G

wireless systems.

Besides, as we discussed in Chapter 1, the learning efficiency of the DRL-based algo-

rithms can be affected by the curse of dimensionality in B5G wireless systems. Another

major contribution of Chapters 3 and 4 was to combine CL and imitation learning with

the DRL techniques to overcome the curse of dimensionality. In our algorithms design, we

used CL and imitation learning to extract the knowledge of the hidden convexity of the

resource allocation problems based on the solutions of the conventional optimization meth-

ods. Such knowledge was exploited by the learning agent via the reward and loss function

design in the proposed DRL-based algorithms. Our results demonstrated the effectiveness

of using CL and imitation learning to combat the curse of dimensionality in the DRL-based

algorithms design. Our work in Chapters 3 and 4 also shed light on the promising research

direction of combining the DRL techniques with the human expert knowledge to improve

learning efficiency in B5G wireless systems.

5.2 Limitations and Future Work

In the following, we discuss the limitations of the proposed DRL-based algorithms design,

and present the potential directions for future research work.

In this thesis, we assumed that the learning agent in DRL can obtain perfect information

of the state of the underlying MDP. In particular, in Chapters 3 and 4, we proposed DRL-

based algorithms for B5G wireless systems with perfect CSI. However, perfect CSI may

be difficult to obtain in practical wireless systems. As shown by the results in Chapter 3,
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the proposed DRL-based algorithms suffer from performance degradations when perfect

CSI is not available. Hence, it is worthy to study the potential methods to tackle the lack

of perfect CSI in DRL-based algorithms design. Recently, several robust DRL algorithms

(e.g., [147, 148]) have been proposed for policy learning under noisy state observation.

Existing works on channel estimation have shown that the channel estimation error in

practical systems can be modeled using complex Gaussian distributions. Therefore, it is

interesting to investigate how to apply the robust DRL algorithms [147, 148] to tackle the

channel estimation error in B5G wireless systems. In addition, the training algorithm and

DNN structure design may need to be revisited to accommodate the imperfect CSI during

the policy learning process.

Moreover, the scalability of the proposed DRL-based algorithm designs can be im-

proved. In Chapter 2, we proposed a CTDE framework for policy learning in GFMA sys-

tems. During the centralized training phase, both the time-frequency and computational

resources required for collecting information from the users and training DNN modules

may increase with the number of users in GFMA systems. Besides, for the DNN mod-

ules proposed in this thesis, the number of learnable parameters needs to be increased to

accommodate more users in the B5G systems. This may result in an increase in the com-

putational complexity during the training phase in a wireless system with a large number

of users. To further improve the scalability of the proposed DRL-based algorithms, it may

be possible to exploit mean-field theory [149, 150] to reduce the amount of information

that is required to be collected during the training phase. In addition, it is also interesting

to study the feasibility of allowing the users to share a part of the learnable parameters

of their DNN modules, which can efficiently reduce the computational complexity of the

training phase [151, 152].

For the proposed DRL-based algorithm designs, the DNN modules need to be retrained

when the settings of the wireless systems change. The changes on settings may include the

changes in the number of users, the number of antennas at the base station, and the number

of reflecting elements on the IRS. The retraining process can be computationally intensive
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in wireless systems where the system settings are changing frequently. One approach

to mitigate such issue is to apply meta-reinforcement learning [153–155]. Using meta-

reinforcement learning, the learning agent learns a meta policy during the training process

based on the explorations in wireless systems with different settings. The meta policy

can adapt to a new system setting faster, i.e., requiring fewer iterations of retraining,

than the policy learned without using meta-reinforcement learning. Therefore, it is a

promising research direction to extend the proposed DRL-based algorithms by applying

meta-reinforcement learning.

We now present the following potential directions for extending the system model stud-

ied in this thesis:

1. GFMA systems with delay and energy consumption constraints: In Chapter

2, we investigated the application of MA-DRL to improve the aggregate throughput

of GFMA systems with user-specific average throughput requirements. Apart from

the average throughput, there are several additional QoS requirements that may be

considered in GFMA systems, including data transmission delay and energy con-

sumption. Age of information (AoI) [156, 157] can be used to evaluate the delay

performance in GFMA systems. In addition, since many IoT devices in GFMA may

rely on batteries, optimizing the energy efficiency [158–160] in GFMA systems is an

interesting research topic. Hence, extending the MA-DRL based algorithm proposed

in Chapter 2 to optimize the transmission delay and energy efficiency in GFMA

systems is a promising research direction.

2. Multicell IRS-aided systems: To extend the work in Chapter 3, we can consider

the multicell systems in which multiple IRSs are deployed to facilitate data trans-

mission. Compared with the single-cell scenario, the beamforming vectors of base

stations, as well as the phase shifts of IRSs, need to be jointly optimized to mitigate

both the intra-cell and inter-cell interference in multicell IRS-aided systems [161, 162].

In addition, each base station may only obtain partial CSI of the users in multicell
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IRS-aided systems. Therefore, it is worth investigating how to extend the proposed

DRL-based algorithms to tackle the lack of global CSI in multicell IRS-aided systems.

3. FoV prediction and caching in IRS-aided RS VR streaming systems: To

extend the work in Chapter 4, incorporating the FoV prediction [138] and caching

[163] with the proposed Deep-GRAIL algorithm is an interesting topic for future re-

search. The data of 360-degree video tiles can be cached at the HMDs based on the

FoV prediction of the users. This allows the data of some video tiles to be transmit-

ted to the users beforehand, and therefore those cached video tiles can be rendered

immediately upon request. To accommodate these features, new DNN modules can

be designed to predict the FoVs based on historical information. Moreover, the DRL-

based algorithms design for joint FoV prediction and DoF optimization in multiuser

IRS-aided RS VR streaming systems requires further investigation.
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Appendix A

Appendix for Chapter 2

We apply stochastic network optimization to transform problem (2.7) into an optimization

problem that can be solved in each time slot. We use a virtual queue [108] to take into

account the throughput requirement of user n. The dynamic of the virtual queue of user

n is given by

qn(t+ 1) ≜ max [qn(t)− rn(t) + µreq
n , 0] . (A.1)

We define q(t) ≜ (q1(t), . . . , qN(t)) as the vector of the backlogs of the queues of all users.

We use the following Lyapunov function to measure the backlogs:

L(q(t)) ≜
1

2

∑
n∈N

qn(t)
2. (A.2)

We have the following upper bound on the conditional Lyapunov drift [108]

∆L(q(t)) = E[L(q(t+ 1))− L(q(t)) | q(t)]

≤ E

[∑
n∈N

(µreq
n )2 + rn(t)

2

2

∣∣∣∣∣ q(t)
]
+
∑
n∈N

qn(t)µ
req
n − E

[∑
n∈N

qn(t)rn(t)

∣∣∣∣∣ q(t)
]

≤ B +
∑
n∈N

qn(t)µ
req
n − E

[∑
n∈N

qn(t)rn(t)

∣∣∣∣∣ q(t)
]
, (A.3)

where B is a constant that bounds the first term on the right-hand side of the above

inequality. We add V E
[
−
∑

n∈N rn(t)
∣∣ q(t)] to both sides of the inequality, where V is

a positive constant representing the importance of aggregate reward maximization. The

following bound on the Lyapunov drift-plus-penalty equation can be derived:
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∆L(q(t)) + V E

[
−
∑
n∈N

rn(t)

∣∣∣∣∣ q(t)
]

≤ B − E

[∑
n∈N

qn(t)rn(t)

∣∣∣∣∣ q(t)
]
+
∑
n∈N

qn(t)µ
req
n + V E

[
−
∑
n∈N

rn(t)

∣∣∣∣∣ q(t)
]
. (A.4)

Given the observed q(t), as µreq
n and B are constants in time slot t, minimizing the right-

hand side of (A.4) can be accomplished by solving the following problem:

maximize
gn(t), n∈N

∑
n∈N

(qn(t) + V ) rn(t)

subject to
∑
k∈K

gnk(t) ≤ 1, n ∈ N .
(A.5)

The optimal solution of problem (A.5) can be obtained in each time slot using the Lyapunov

drift-plus-penalty algorithm [108]. In particular, the objective function of problem (A.5)

can be regarded as a weighted summation of the rewards rn(t) of all users, where the

weight is determined by the virtual queue of the user and the value of V . To obtain

the optimal solution, we sort the users in descending order of their backlog, i.e., q̂(t) ≜

(q̂1(t), q̂2(t), · · · , q̂N(t)). By selecting the top K users in descending order of the backlog

and assigning one unique pilot sequence to each of the K users, the optimum of problem

(A.5) can be obtained, which is V K+
∑K

k=1 q̂k(t). Note that this requires global information

and centralized scheduling.
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We decompose problem (4.18) into three subproblems where each of the subproblems can

be solved by exploiting its hidden convexity. For notational simplicity, we drop time index

t in this section. We define p = (pn,i, i ∈ I, n ∈ N ), c = (ci, i ∈ I), and v = (vn,i, i ∈

I, n ∈ N ). While the objective function in problem (4.18) only depends on bitrate selection

v, motivated by the inequality in (4.21), we use the following function to take the effects

of b, Ψ, c, p, and v on the objective function into consideration:

r(b,Ψ, c,p,v) =
∑
n∈N

WTDL

Tv

(∑
i∈In

pn,iR
p
n(b,Ψ) +

∑
i∈In

ciR
c(b,Ψ)

)
−
∑
n∈N

κintra ℓintran (v)

(B.1)

For the beamforming subproblem, we optimize the beamforming vectors for maximization

of r(b) subject to the maximum transmit power constraint C2 and the per-user per-tile

QoE constraint C8. We have

maximize
b

r(b)

subject to constraints C2 and C8.

(B.2)

Subproblem (B.2) can be solved using FP [10] and WMMSE [28] by introducing auxiliary

variables, and updating the beamforming vectors and the auxiliary variables iteratively.

Both WMMSE and FP are guaranteed to converge to a stationary solution of problem

(B.2).
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The IRS phase shift subproblem is given by

maximize
Ψ

r(Ψ)

subject to constraints C8 and C9.

(B.3)

For the IRS phase shift subproblem, we define vector λ = (e−jψ1 , . . . , e−jψL , ρ) ∈ CL+1,

where ρ ∈ C and |ρ|2 = 1. We further define matrix Λ = λλH ∈ C(L+1)×(L+1) to replace

the IRS phase shift constraint C9. This leads to the following equality constraints:

C10: Diag(Λ) = IL+1, (B.4)

C11: rank(Λ) = 1, (B.5)

where IL+1 denotes the (L+ 1)× (L+ 1) identity matrix. For user n ∈ N , we define the

following matrix

Θn =

diag(hHR,n)G
hHD,n

 ∈ C(L+1)×Nt . (B.6)

To solve subproblem (B.3) in a tractable manner, we rewrite the SINR of the common

message of user n in (4.6) as follows:

Γc
n =

Tr(ΛTΘnb0b
H
0 Θ

H
n )∑

j∈N Tr(ΛTΘnbjb
H
j Θ

H
n ) + σ2

. (B.7)

The SINR of the private message of user n in (4.10) can be rewritten as

Γp
n =

Tr(ΛTΘnbnb
H
n Θ

H
n )∑

j∈N\{n}Tr(Λ
TΘnbjb

H
j Θ

H
n ) + σ2

. (B.8)

Similar to the beamforming subproblem, we use FP [10] to tackle the multi-ratio fractional

objective function in subproblem (B.3). We apply quadratic transform [10] to the common
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rate and the private rate of user n ∈ N as follows:

R̃c
n = log2

(
1 + 2yn

√
Tr(ΛTΘnb0b

H
0 Θ

H
n )− y2n

(∑
j∈N

Tr(ΛTΘnbjb
H
j Θ

H
n ) + σ2

))
, (B.9)

and

R̃p
n = log2

(
1 + 2zn

√
Tr(ΛTΘnbnb

H
n Θ

H
n )− z2n

( ∑
j∈N\{n}

Tr(ΛTΘnbjb
H
j Θ

H
n ) + σ2

))
,

(B.10)

where yn and zn are the auxiliary variables. This leads to the following optimization

problem

maximize
Λ,y,z, R̃c

fPS(Λ, R̃c,y, z) ≜
∑
n∈N

WTDL

Tv

(
R̃p
n +

∑
i∈In

ciR̃
c
)

subject to R̃c ≥ 0

R̃c ≤ R̃c
n, n ∈ N

WTDL(pn,iR̃
p + ciR̃

c) ≥ Tv vn,i, i ∈ In, n ∈ N

constraints C10 and C11,

(B.11)

where y = (y1, . . . , yN) and z = (z1, . . . , zN). For user n ∈ N , the optimal yn and zn for

fixed Λ are given by

y⋆n =

√
Tr(ΛTΘnb0b

H
0 Θ

H
n )∑

j∈N Tr(ΛTΘnbjb
H
j Θ

H
n ) + σ2

, n ∈ N , (B.12)

and

z⋆n =

√
Tr(ΛTΘnbnb

H
n Θ

H
n )∑

j∈N\{n}Tr(Λ
TΘnbjb

H
j Θ

H
n ) + σ2

, n ∈ N . (B.13)

For fixed yn and zn, n ∈ N , we use SDR [11] to tackle constraint C11, and after relaxation

the problem can be solved using convex optimization. A suboptimal solution of subproblem

(B.11) can be obtained by iteratively optimizing yn, zn, n ∈ N , and Λ [10]. The FP-based

algorithm for solving subproblem (B.11) is provided in Algorithm 8.
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Algorithm 8 Algorithm for Phase Shift Subproblem (B.11)

1: Initialize λ to a feasible value λ(0) and obtain Λ(0).
2: Initialize the FP termination threshold εFP.
3: Initialize the iteration counter τ ← 0.
4: Initialize fPS(Λ(τ), (R̃c)(τ),y, z)← 0.
5: repeat
6: Determine the values of y⋆n, z

⋆
n, n ∈ N based on (B.12) and (B.13), respectively.

7: yn ← y⋆n, zn ← z⋆n, n ∈ N .
8: Solve subproblem (B.11) for fixed y and z, and obtain the optimal Λ(τ+1) and

(R̃c)(τ+1).
9: τ ← τ + 1.
10: until |fPS(Λ(τ), (R̃c)(τ),y, z)−fPS(Λ(τ−1), (R̃c)(τ−1),y, z)|
≤ εFP.

11: Decompose Λ(τ) to obtain the phase shift matrix Ψ⋆.

After Ψ and b have been determined, the RS parameters and bitrate selection can be

obtained using the same approach as for solving problem (4.45). We omit the details here

for brevity. We solve the aforementioned three subproblems iteratively until the objective

function converges.

Since a feasible solution is required for the initialization of the AO algorithm, we pro-

pose the following method for obtaining a feasible solution. We first initialize the bitrate

selection to the minimum value, i.e., v1. That is,

vn,i(t) =

v1, i ∈ In,

0, otherwise.

(B.14)

We initialize vector c by splitting the common rate equally between the tiles in I. That

is,

ci =


1
|I| , i ∈ I,

0, otherwise.

(B.15)
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Similarly, we initialize pn,i as follows:

pn,i(t) =


1

|In| , i ∈ In,

0, otherwise.

(B.16)

Then, we find a feasible beamforming solution by solving the following problem:

maximize
b

r(b) +
∑
n∈N

∑
i∈In

ηmin{Rcci +Rp
npn,i − vn,i, 0}

subject to constraint C2,

(B.17)

where η > 0 is the scaling factor of the penalty from violating constraint C8. Similar

to the beamforming subproblem in (B.2), problem (B.17) becomes a convex optimization

problem after applying quadratic transform to Rc and Rp
n.

After solving problem (B.17), we solve the following optimization problem to obtain a

feasible IRS phase shift matrix:

maximize
Ψ

r(Ψ) +
∑
n∈N

∑
i∈In

ηmin{Rcci +Rp
npn,i − vn,i, 0}

subject to constraint C9.

(B.18)

Problem (B.18) can be solved using FP and SDR. The proposed iterative algorithm for

obtaining an initial solution is shown in Algorithm 9. We increase the value of η by

multiplying it with a scale factor β > 1 after each iteration to increase the penalty for

violating the per-user per-tile QoE constraints. Typical values of β range from 2 to 10.

We solve problems (B.17) and (B.18) iteratively until a feasible solution is found or the

maximum number of iterations is reached.
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Appendix B. Appendix for Chapter 4

Algorithm 9 Algorithm for Obtaining an Initial Solution

1: Initialize v based on (B.14).
2: Initialize c and p based on (B.15) and (B.16), respectively.
3: Initialize b(0) and Ψ(0) based on random initialization.
4: Initialize η ← η0.
5: Initialize iteration counter τ ← 1.
6: for τ ≤ τmax do
7: Solve problem (B.17) and obtain solution b(τ).
8: Solve problem (B.18) and obtain solution Ψ(τ).
9: if (b(τ),Ψ(τ)) is a feasible solution then
10: break.
11: end if
12: τ ← τ + 1.
13: η ← βη.
14: end for
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