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Abstract

Integrated circuits are stressed at temperature and voltage levels beyond
their nominal ratings for long durations (~100s of hrs) during their devel-
opment stage to study their reliability under nominal conditions. This is
crucial to understand their operating lifetimes (typically in years) in their
actual fields of use. The conventional HTOL test (an industry-standard
reliability test to determine the intrinsic failure rate of ICs) is remarkably
short as compared to the ICs’ operating lifetime but still requires 1,000 hrs
of elapsed test time. Future ICs’ development may involve less time for
such reliability tests due to the recent concerns being highlighted by most
semiconductor manufacturers on reducing a product’s time to market. To
partially answer such concerns, I am introducing a methodology that models
the results of such reliability tests.

To verify the feasibility of this method, several reliability experiments
were conducted on Zyng-7000 FPGAs. To successfully perform those ex-
periments, a reliability test platform was developed that can sustainably
execute a high-temperature test for 1,000 hrs and requires minimum human
intervention during the experiment. This platform is built on a commer-
cial PYNQ-Z1 board that embeds the Zyng-7000 FPGA chip. To quantify
the impact of thermal stress, several copies of a ring-oscillator-based test
structure were implemented on the chip. Their free-running frequency was
considered as a reference parameter to measure degradation.

I leverage an existing transistor-level aging model to develop a circuit-
level aging model that can mathematically describe a circuit parameter’s
degradation as a function of time. This circuit-level aging model is then
fitted onto the degradation data collected for a relatively shorter time frame
to compute its parametric constants. Finally, with the known parametric
constants, the model is used to determine how it fits the actual degradation
data of the entire experiment.

An analysis reveals that the first ~400 hrs of degradation data has suf-
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ficient information to forecast within a 3% accuracy margin the degree of
degradation accomplished until the end of a 1,000-hour-long experiment.
Subsequently, the analysis is applied to other test durations to study the ef-
fectiveness of this approach to other industry-standard reliability tests which
are shorter than HTOL.
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Lay Summary

To predict the reliability of a semiconductor device, it must pass through
several industry-standard reliability tests where each test lasts for hundreds
of hours. One such reliability test is HTOL (High-Temperature Operating
Life) which is the longest, wherein the devices are stressed for 1,000 hrs
at 125 °C to accelerate their aging process. This helps to determine the
device’s failure rate in its stipulated lifetime. However, due to such a long
duration, the HTOL test at times negatively impacts a product’s time to
market. This can be prevented by predicting the test results in a significantly
shorter time frame. This defined the primary goal of this research where an
attempt is made to forecast the result of an accelerated aging test with a
unique systematic approach. The feasibility of that approach was verified
on Xilinx 28nm FPGAs by conducting several reliability experiments across
temperatures for different test durations.
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Chapter 1

Introduction and Motivation

1.1 Reliability of Semiconductor Devices

The reliability of a semiconductor device can be understood as the dura-
tion (usually in years) for which a device will consistently perform to its
expectations when operated under nominal conditions. Different semicon-
ductor markets have diverse reliability requirements, as shown in Table|1.1
Many factors influence these requirements. The important component to be
comprehended is how the semiconductor industry estimates the reliability
of their semiconductor devices within a time-frame that is relatively much
shorter than a device’s expected operating lifetime. In simple terms, re-
liability is estimated by accelerating the aging process of a semiconductor
device and subsequently analyzing its performance which is expected to be
equivalent to that of a device that has been operated under nominal condi-
tions for a duration equivalent to its required operating lifetime.

To determine and qualify the reliability of silicon ICs, the JEDEC (Joint
Electron Device Engineering Council) defined several standard reliability
tests for the semiconductor industry [3]. Often these standards are used as
the basis to develop market-specific qualification tests.

Table 1.1: Reliability Requirements for Different Semiconductor Markets

Specification | Consumer| Medical Automotive | Aerospace
and Military

Operating 3-5 years 7-10 years | 15 years 30 years
Lifetime*

*The values in the table are a rough estimate based on various sources [4-9].

There are different aspects of reliability which are studied by each of the
JEDEC’s reliability tests. For example, in high temperature operating life-



time (HTOL) tests [10], the devices are stressed to determine their intrinsic
failure rate during their expected operating lifetimes. In the early life failure
rate (ELFR) tests [11], the stress conditions are designed to determine the
failure rate during the initial phase of the ICs life. High temperature storage
life (HTSL) tests [12] are performed to study the reliability of ICs that are
not used immediately after production, but kept in storage for months for
future use. Likewise, JEDEC defines various other reliability tests, and each
of these have their own specific stress conditions, like die-temperature and
voltage level, test duration, number of devices to be tested and pass/fail
criteria [13].

1.2 Research Focus

An HTOL reliability test, whose stress conditions are described in JESD22-
A108 [10], is particularly interesting. During an HTOL test, the devices are
stressed for 1,000 hrs at 125 °C and a supply voltage of ~1.0-1.4xV ¢, be-
cause both temperature and voltage have been found capable of accelerating
the aging process of a semiconductor device. This is remarkable at being
one of the longest industry-standard reliability tests that consist of simulta-
neously testing 231 units (77 units x 3 lots) during which test none should
fail, or else the entire test must be repeated with fresh lots. At times, this
difficult requirement adds significant delay in a product’s time to market. In
the semiconductor industry, a product’s time to market plays a crucial role
in determining it’s success. This implies that any such potential delay in a
product’s release can result in the loss of the company’s respective market
share, in turn impacting the company’s revenue. Therefore, a reduction in
this reliability test duration is of considerable importance.

Research is already underway to reduce test duration. One potential
research avenue is the study of the Acceleration Factor (the factor by which
the aging accelerates) during the HTOL test. S.W. Pae et al. in [14] and
Robert Kwasnick et al. in [15], identified that the V4 (voltage acceleration
factor) has significantly increased with advancements in the process node,
thereby implying that the 1,000-hour HTOL is an over-estimation of the
intended operating lifetime. This suggests reducing the HTOL test dura-
tion in accordance with the V 4 of the respective technology. However, this
approach is subject to fabrication technology.



Another potential approach to shorten duration is by predicting the
HTOL test results. L. Yu et al. in [16] describe a method to select devices
that could potentially ”pass” such reliability tests, whereas W.T.K Chien et
al. in [17] use WLR (Wafer Level Reliability) test results to predict HTOL
test results. The latter approach is reasonable but still requires a correlation
between the two reliability tests. Such works are primarily concerned with
product-level V,,;, shifts or quick strategies for chip binning, whereas the
research work described in this thesis, takes a more fundamental approach.

In this approach, an existing transistor-level aging model was leveraged
to develop the circuit-level aging model which mathematically represents the
degradation in a circuit parameter as a function of time. The value of the
coefficient(s) of that circuit-level aging model are determined by merging the
model’s algebraic equation with the accelerated aging test data collected for
a significantly shorter time frame. After obtaining the value of the coeffi-
cient(s), the model is used to generate a predicted degradation curve which
can enable us to estimate the degradation in the remainder of the exper-
iment. To measure the accuracy of prediction, the predicted degradation
curve is compared to the actual degradation curve of the accelerated aging
test.

To verify the feasibility of this approach, a significant amount of aging-
test data was required. For that reason, several accelerated aging tests were
conducted. To conduct those accelerated aging tests, we built a reliabil-
ity test platform which could partially emulate the HTOL test conditions.
The reliability test platform must provide a stable and uninterrupted
operation, and maintain the desired high temperature for at least 1,000
hrs. To achieve this, an FPGA (Field-programmable Gate Array)
was chosen as a test platform because it is most readily available, has a
relatively faster development time than ASICs for sensor-circuits and test
setups, and has been successfully employed as a proxy in various reliability
studies [18-23]. Most of such studies are either concerned with characteriz-
ing the influence of various aging phenomena on FPGAs, or with developing
methodologies to improve FPGAs’ operating lifetimes.

1.3 Reliability Physics of Semiconductor Devices

To better understand the approach, it is essential to understand the physics
behind the aging of semiconductor devices, particularly as applied to the



aging mechanisms that are of interest to this work.

1. Bias Temperature Instability (BTI): One of the most dominant
aging mechanisms that occur in transistors, especially in current tech-
nology nodes, is BTI [24]. BTI-induced aging increases the thresh-
old voltage (V) and reduces the mobility (u) of a transistor under
temperature and/or Vg stress [25]. Consequently, BTI degrades a
transistor’s performance in terms of its current driving capability and
switching speed, resulting in circuit slowdown.

2. Hot Carrier Injection (HCI): Like BTI, HCI is also characterized
by the shift in the V and p of a transistor, resulting in circuit slow-
down. Although BTT and HCI have the same effect, charge carriers in
the channel are responsible for HCI, since they gain sufficiently high
velocity to get injected into the gate-dielectric [26].

3. Time-Dependent Dielectric Breakdown (TDDB): TDDB is char-
acterized by the accumulation of oxide defects in the gate dielectric due
to the application of the electric field (Vg) in transistors. Unlike BTI
and HCI, TDDB does not affect the V or p of a transistor, but ap-
pears as the immediate failure of a transistor by effectively shorting
the gate to the channel via the dielectric [4].

4. Electromigration (EM): EM is an aging mechanism that occurs
in interconnects in metal wires. It is characterized by an increase in
the interconnect resistance, caused by atomic drift in the direction of
the electrons. Consequently, it increases the voltage drop across the
interconnects, resulting in circuit slowdown. EM has an intense effect
on the circuits that experience unidirectional current flow [27].

During an HTOL test, the accelerated aging observed in the devices is the
cumulative result of all these aging mechanisms. The interaction amongst
these mechanisms is complex and difficult to separate. However, if the test
circuit and test conditions are chosen appropriately, we can enhance the
effects of individual mechanisms. Therefore, as the first step toward this
approach, the number of variables that impact the aging process were re-
duced so that the results can be conclusive. For that reason, our study’s
test circuit and conditions were set to enhance the effect of only one aging
mechanism, chosen as being the BTI. Since BTT and HCI leads to circuit
slowdown, their effects can be quantified by measuring the degradation in



a circuit’s parameter. Thus, our initial aim was to capture the effects of
these mechanisms on circuits implemented on FPGAs. However, HCI was
found to have negligible contribution at high temperatures. Therefore, the
analyses were modified to focus on BTI.

To emulate the HTOL test conditions, we were required to simultane-
ously increase the temperature and voltage of the test chip. However, the
supply voltage to the test chip, i.e. FPGA, was preset by the manufacturer
using an external power regulator chip; both of which were embedded by
default onto the PYNQ-Z1 board [28] (a commercial board that embeds the
FPGA chosen for testing). Therefore, in our first step we could only increase
the chip temperature to accelerate the aging process, thereby only partially
emulating the HTOL test conditions.

1.4 Aim of the reliability experiments

This research mainly seeks to determine the feasibility of forecasting an ac-
celerated aging test result from the data collected for a significantly shorter
time frame. Further, our experiments were conducted at a wide range of tem-
peratures (above nominal) to validate the consistency in the results across
diverse temperature ranges.

Since forecast accuracy depends upon the quantity of data used for es-
timation, it was essential to analyze the discrepancy between the predicted
and true values, of the accelerated aging test results, as a function of the
time frame and sampling rate of the data collection. To study the benefit
of this approach to other standard reliability tests conducted over a much
shorter duration, including HAST and ELFR, the time-frame requirements
for data collection as the duration of the experiment changed, to achieve a
given level of prediction accuracy, was also analyzed.

1.5 Overview of the thesis structure

The thesis is organized into two parts. The first focuses on explaining the
reliability test platform and its features. The second portion describes the
reliability experiments conducted on the platform used and a detailed anal-
ysis of their results.



1.5.1 Partl

The first section covers the test platform and the flow of the experiments
performed using it. Chapter |2 describes various features and modules of the
reliability test platform. Chapter [3| discusses the importance of structuring
the reliability experiments. It also explains the importance of automation
in our experiments that made it possible to conduct the long-duration tests
with minimal human intervention.

1.5.2 Part I1

The second part covers the results obtained from the thermal stress experi-
ments and various analyses of those results. Chapter |4| describes the setup
of each of the thermal stress experiments conducted on the reliability test
platform, and their measurement results. It also highlights the limitations
of the test platform, indicating scope for improvement. Chapter |5 contains
multiple levels of analysis that are performed on the measurement results to
illustrate the feasibility of the approach. It also discusses about the benefit
of the approach to other standard reliability tests of shorter duration than
HTOL.

Following the analyses, Chapter [6] makes some conclusive remarks on
this study, and presents new insights that arose during the process. It also
describes a few limitations encountered during this approach and some final
suggestions for future work that could make this approach more widespread
than it currently is.



Chapter 2

Reliability Test Platform

2.1 FPGA

To perform all the thermal stress experiments that are described in this
thesis the PYNQ-Z1 [28] board was employed to build the reliability test
platform. PYNQ-Z1 embeds Xilinx’s Zynq XC7Z020-1CLG400C chip which
is a member of the Zyng-7000 SoC [29] family of FPGAs built on 28nm tech-
nology and is also the device under test (DUT). In the past, FPGAs have
been widely used to study transistor and circuit-level aging and reliability
for two primary reasons. The first is the motivation to increase the operating
lifetime of FPGAs by characterizing the aging mechanisms and their effects
that impact FPGA performance over the long run [19-23]. The second
is to use the FPGAs as proxies to address the more general interest in the
aging of transistors and the reliability of circuits used in custom ICs [18, 30].

In either scenarios, the test platform built to conduct those experiments
rely on external lab equipment and measurement instruments, which makes
their test setups difficult to replicate making results’ reproducibility a chal-
lenge. To overcome this, the reliability test platform described here is em-
bedded into the device under test, facilitating recreating the test setup.



2.2 TYNQ

The reliability test platform is
TYNQ [1]:  Test platform on
PYNQ-Z1 board [28]. Figure
highlights the principal elements of
TYNQ and their functional rela-
tionships. The IP Repo element is
a repository containing a customiz-
able set of programmable logic test
circuits (IP blocks). The devel-
opment of all the IPs took place
in Xilinx Vivado Design Suite -
HLx Editions - 2020.1 software.
These IPs when implemented on
the FPGA chip, interact with the
ARM cores of the FPGA through
the AXI protocol [31]. The spe-
cific communication link between
these IPs and the ARM cores is
enabled via a set of specially de-
veloped drivers coded in Python.
While the focus was on develop-
ing a test platform to conduct ex-
periments on Zyng-7000 SoC de-
vices, TYNQ is a platform that can
be adopted to conduct similar ex-
periments on any devices that sup-
port the PYNQ framework. The
Python codes, programmable logic
circuit’s bit-streams, and user man-
uals (wiki) can all be found in
the following repository: https://
github.com/sarashs/TYNQ.
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Figure 2.1: [1] A structural illustra-
tion of the TYNQ platform. TYNQ
consists of a set of IPs stored in the
IP Repo, a Python utility module
utils. py to generate user-specific place-
ment constraint files for IPs, and a
driver module TestChip.py was used
to enable user interaction with the IP
circuits.

TYNQ’s features are classified into two categories: hardware and soft-
ware. BEach class consists of several modules but the description here will
be limited to the modules that were adopted to conduct the experiments

described in this thesis.
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2.2.1 TYNQ: Hardware

TYNQ'’s test infrastructure hardware modules (IP blocks) are customizable
and designed to connect to the Zyng-7000 SoC processing system (ARM
cores) via AXI-Lite interfaces as shown in Figure The current version
of TYNQ includes five core modules: Ring Oscillator (RO), BTI Sensor,
HCI Sensor, Self-heating Module and Temperature Sensor Module [1]. BTI,
HCT and Temperature Sensor Modules are out of the scope of this work, and
so will not be described here.

Hardware Modules‘
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ARM Cores = =
> 5
Y+ S00_AXI
ARM_Gores AXl Interfaces L
$00_axi_aresetn
DOR || o L y
FIXED_IO + " AXI_Lite_Interfaces AX14_heater v1 [Pre-Production)
usaIND_0 + ]| ) RO_Module
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FCLK_RESETO_N

ACLK w4+ S00_AXI
ARESETN $00_axi_ack
S00_ACLK s00_axi_aresetn
SO0_ARESETN .?. MOD_AX] - | i > FIXED IO

e
ZYNQT Processing System MO0_ACLK H—N Mo1_AXI AXIl RO v1.0 (Pre-Production) g
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= dem_locked peripl |_aresetn[0:0] eos_out Sensor
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Figure 2.2: Vivado Block Design window: The connection of the IP blocks
(Hardware Modules) with the Zyng-7000 SoC processing system (ARM
Cores) via the AXI-Lite Interface (AXI Interfaces).

Ring Oscillator (RO) Module

Ring Oscillators have been widely used as basic test architectures to perform
various kinds of accelerated aging and reliability experiments [18, 20, 21, 30].
A shift in their frequency is applied as a measure to capture change in the cir-
cuit’s environmental conditions (including voltage and temperature), and/or
to study drift in its transistors’ parameters (such as p and Vr), caused by
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aging. For the experiments discussed in this thesis, the TYNQ’s RO ar-
chitecture, illustrated in Figure 2.3, was modified because the given RO
architecture lacks control over the oscillation frequency. The voltage signals
between any two stages are not exactly square waves and neither possesses
a precise 50% duty cycle. To have achievable control over the frequency of
oscillation, sharp voltage transitions and steady voltage levels at all nodes,
and to be able to guarantee that the stress on the oscillator is a quasi-ideal
AC stress of 50% duty cycle, the architecture was modified to that portrayed
in Figure 3.1 The modified circuit architecture is described in detail in the

next chapter.

FREQUENCY
COUNTER

Figure 2.3: [1] TYNQ’s RO Architecture.
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Figure 2.4: [2] 6-Input Look-up
varied numbers of outputs.
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Tables on Zyng-7000 SoC FPGAs with
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Each inverter stage in the RO architecture is built upon a 6-input (10,
I1,..., I5) Look-up table LUT6 with a single output O, shown in Figure .
Only 10’ is used for input whereas the remaining inputs are set to 0 and
the SRAM bits (constituting the output values for each input combination)
are pre-set to define the boolean function, NOT. Appendix [A| contains this
inverter’s Verilog instantiation code. Along with an odd number of inverter
stages, the RO module possesses an additional stage, one2two, which does
not invert its input but duplicates it to two different nets: one feeding input
back to #1 inverter and the other to the Frequency Counter, to monitor the
oscillation frequency of the RO. This stage was also constructed from a 6-
input Look-up table, but has two outputs, LUT6_2, as shown in Figure [2.4b|
Appendix |B| contains the Verilog instantiation code of the one2two stage.

The RO module has the flexibility to set the number of inverter stages
in each ring oscillator, and the total number of such oscillators, to be imple-
mented on the FPGA. These settings can be found during the instantiation
of the RO IP under the IP customization window in Vivado software, as
shown in Figure The frequency counter data and address widths were
predefined. However, a user can modify them by manipulating the source
code.

AXI_RO_v1.0 (1.0) [
@ Documentation IP Location
IP instance name
Show disabled ports Component Name RO_Module
frequency €500 AXI DATAWIDTH | 32
counter data
€ S00 AXI ADDR WIDTH 7
and address

C 500 AXI BASEADDR  OxFFFFFFFF

C 500 AXI HIGHADDR  0x00000000

MNum Stages 7
—
Num Oscillators 120
 ——
Cancel

Figure 2.5: The Vivado IP Customization window: A RO Module cus-
tomization of its number of stages (Num Stages) and the total number of
ROs (Num Oscillators).
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Self-heating Module

The purpose of this module is to raise the chip temperature to the desired
levels to thermally stress the test circuits (like Ring Oscillators) that are
implemented on the same chip, thereby removing dependency on the ex-
ternal temperature controllers known as thermal chambers (including ovens
and thermostream) which are expensive and not necessarily available/acces-
sible to all.

TYNQ’s Self-heating Module [1] consists
of numerous identical SHE blocks (self-
heating blocks), in which each block is
controlled with an input signal received
from the processing system via the AXI elf-Heating | elf-Heating
slave interface, as shown in the Figure[2.6 l,’S Block r Block r
Each block is composed of several identi- AXI
cal Self-heating Elements (SHEs). Each e
SHE is a controlled single-staged RO, as

proposed by A. Amouri et al. [32, 33]. |Ctlinput
The module has the flexibility to set the
number of SHEs per block and the to-
tal number of such blocks, to be im-
plemented on the FPGA. These settings

Self-Heating Module

elf-Heating
Block

Self-Heating Self-t g
Block Block

Self-Heating
Block

Self-Heating Block

0

Figure 2.6: [1] A Self-heating

SHE

can be found during the instantiation of
the Self-heating Module under its IP cus-
tomization window in the Vivado soft-
ware, as shown in Figure 2.7, Note that
the SHEs consume a significant degree of
power and therefore, the maximum possi-

Module circuit diagram display-
ing six SHE blocks with their re-
spective control signals received
from the AXI Slave Interface.
Each SHE block consists of nu-
merous SHESs.

ble number of instantiated SHEs depends
on the maximum power limit setting of

the PYNQ board.

The Zyng-7000 SoC FPGA has a built-in ADC (labelled XADC), which
consists of a temperature and on-chip power supply voltage sensors. TYNQ's
Self-heating Module utilizes the temperature sensor’s reading as a feedback
parameter to regulate the die temperature. The module is customizable and
its configuration is based on two parameters Num_blocks (the total num-
ber of SHE blocks) and Num_SH E_per_block (the total number of SHEs
per block), thereby setting the total number of SHEs to Num_blocks x

12



AXI4_heater_v1 (1.0) P

0 Documentation IP Location

IP instance name

[] Show disabled ports Component Name | Self_Heating_Module

Control signal = CS00AXIDATAWIDTH | 32

data and address ¢ s00 A ADDR WIDTH |6

C 500 AXI BASEADDR | OxFFFFFFFF o

C 500 AXIHIGHADDR  0x00000000 Ui

=4 S00_AX
s00_axi_aclk
s00_axi_aresetn

IP ports

Num Blocks 64 [1-64
——

Block Size 3E| [1-1600]
——

Figure 2.7: The Vivado IP Customization window: A Self-heating Mod-
ule customization of the total number of blocks (Num Blocks) and number
of heating elements per block (Block Size).

Num_SHE _per_block. The temperature is regulated through the TestChip
Driver (a TYNQ’s software module) which implements a control loop run-
ning on the processing system to individually turn each of the SHE blocks
ON or OFF by following a default temperature control algorithm [1], which
is as follows:
140
SHE_Blocks|0 : Num_blocks — 1] <~ OFF {Turn off all of the blocks.}
while True do
if Tcurrent < Tdesired + Ttolercmce then
SHE _Blocksli] < ON
1 1+1
if i == Num_blocks then
1 < Num_blocks — 1
end if
else if Teyrrent > Tyesired * Trolerance then
SHE_Blocksli] <+ OFF
141—1
if ¢ <0 then
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140
end if
else
Pass
end if
end while

where Ty rrent 18 the instantaneous temperature measured by the XADC,
Tyesired 18 the desired chip temperature, and T}ojerance 1S the acceptable tem-
perature deviation range. The algorithm is customizable such that a user
can implement a stricter control algorithm for greater precision. For the ex-
periments described in the thesis, this simple algorithm provided acceptable
(£1°C) temperature control.

2.2.2 TYNQ: Software

The hardware modules of TYNQ interact with the FPGA’s processing sys-
tem via a set of specifically developed drivers collectively referred to as the
TestChip Driver [1], represented in Figureby the block, TestChip.py.
To aid users in placing the hardware module circuits in a desired configura-
tion on the FPGA, the TYNQ platform provides a set of "utility” Python
codes [1], represented by the utils.py block which generates user-specific
placement constraint files for each of those hardware modules. These soft-
ware modules are fully described in the TYNQ’s repository. Their brief
highlights are as follows.

TestChip Driver (TestChip.py)

This software establishes a communication link between the user and all the
hardware modules implemented on the FPGA, via the PYNQ framework.
Specifically, this script enables the user, during an experiment, to read the
frequency measurement from the Frequency Counters of all the RO Modules,
and the instantaneous on-chip temperature and voltage levels, and regulate
the die temperature by controlling the Self-heating Module. For the relia-
bility experiments later discussed in this thesis, this module was extended
by adding certain features that aid in the automation of the experiment.
These features will be discussed in the next chapter. The default set of
implemented functions is provided in Appendix DL

14



Python Utility Module (utils.py)

The purpose of this module is to enhance users’ ability to generate con-
straint (placement) files for the aforementioned hardware modules as per
their desired configurations. For instance, if it is necessary to place ROs or
their stages and/or thousands of SHEs in a particular pattern, the Python
Utility module can generate their necessary constraint files. Further details
regarding the utility module as well as tutorials and examples are provided
in the repository.

2.3 Conclusion

This chapter briefly described various features of the reliability test plat-
form: TYNQ, compatible with the Xilinx 7000 series FPGA devices that
supports the PYNQ framework. Each of the modules described plays an
important and unique role in all the experiments: the Self-heating Module
helps to raise and maintain the die temperature whereas the RO Module acts
as a test circuit to quantify the impact of thermal stress. The Python Util-
ity Module made it feasible to generate placement commands for hundreds
of ring oscillators and thousands of required SHEs whereas the TestChip
Driver provided a means to centrally communicate with all the hardware
modules. The next chapter describes the structure and flow of the long
reliability experiments which were built upon the modules of the TYNQ
platform.
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Chapter 3

Reliability Experiment
Structure

3.1 Necessity for Structuring the Reliability
Experiments

Every semiconductor device undergoes some aging process throughout its
lifetime, due to which its performance degrades. This degradation in per-
formance needs to be predicted by the semiconductor manufacturers to un-
derstand the reliability of their devices. JEDEC defined several standard
reliability tests for the semiconductor industry to aid manufacturers in de-
termining the reliability of their semiconductor devices. During these re-
liability tests, only a certain number of devices (also called sample size)
across different lots are stressed under elevated environmental conditions of
temperature and voltage. These conditions aid to accelerate certain aging
mechanisms, so that the minimum reliability of that device, under nominal
operating conditions, can be predicted. In general, such tests are termed
reliability tests.

All the reliability experiments performed during this research work were
conducted at high temperatures relative to ambient, while the voltages re-
main at their nominal levels. The experiment setup was aimed to emulate
the HTOL test conditions, wherein the duration of the experiments was
targeted for 1,000 hrs with a temperature of 125 °C. However, to measure
the consistency of this approach across diverse temperatures, as discussed in
Chapter |1, the experiments were carried out at temperatures ranging from
33 °C to 145 °C.

There are numerous challenges to achieve the task of conducting a relia-
bility experiment that remain uninterrupted for 1,000 hrs. A few examples
are:

1. An interruption in power supply, or stress signal, even for a couple of
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seconds, can let the test chip go under unanticipated recovery which
can affect our measurements and subsequent analysis. To overcome
this a UPS battery backup that also provides power surge protection
was installed.

2. An inconsistent distribution of heat on the test chip can change the
value of the measurement parameter. This remains a major limitation
of our TYNQ platform for temperatures during which most of the
SHEs remain OFF.

3. The 1,000-hour capture and storage of degradation data can lead to
memory overflow which can potentially freeze the experiment. This
was overcome by setting up an appropriate number of hourly measure-
ments and storing them into a concise file format that requires only a
fraction of MBs of space.

The next section discusses a few crucial components of the reliability
experimental setup, and how they come together to provide a structure for
the experiment. The subsequent section will describe the final execution
flow of the experiment.

3.2 Crucial Components for a Reliability
Experimental Setup

All the reliability experiments conducted during this research were auto-
mated. Once an experiment was launched, there was practically no control
over it. This was purposefully done because the test needs to run uninter-
rupted for at least 1,000 hrs to emulate HTOL test conditions. For that
matter, human intervention during the experiment needed to be minimized,
so that all our experiments could be a quasi-exact replicas of one another.
The automation of experiments requires the combined support of software
[SW] and hardware [HW].

3.2.1 Power Supply with Battery Back-up [HW]

Since the reliability experimental setup cannot tolerate any kind of power
supply interruption(s), it is necessary for it to possess a supply containing a
battery back-up, preferably with surge protection. 1,000 hrs is equivalent to
42 days, which means users must be aware of any planned power outage(s)
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in the one-and-one-half month window, beginning from the time when the
experiment is launched.

UPS batteries are a good fit for short-term (several hours of) supply.
Thus, the ” CyberPower 1500VA 10-Outlet UPS Battery Back-Up (LX1500GU-
FC)” was adopted for the research work. It was estimated that it could
support two of the reliability experiments simultaneously for ~5 hrs. In the
event of a power interruption, it would have been able to switch over to its
battery supply within 4ms, which we felt to be sufficiently rapid for the test
platform to be completely unaware of any variety of power interruption. This
was verified by manually unplugging the UPS from the power-line during a
trial experiment. The UPS device also supported power surge protection,
which was crucial since an unprotected power surge has the potential to
damage a test chip. In fact, one of the initial experiments was not only
interrupted but the test chip likewise damaged due to a power surge event
in the facilities. That experiment along with the rest, and their results, are
discussed in the subsequent chapters.

3.2.2 Self-heating Module [HW]

To raise the die temperature to conduct thermal stress experiments, the Self-
heating Module of the TYNQ platform was employed. The module’s SHEs
generate the required amount of heat to raise the temperature to the desired
level (with a maximum achievable level of 145 °C with 2,304 SHEs), and the
on-chip XADC (comprising a temperature sensor) serves as a feedback pa-
rameter to regulate the temperature throughout the experiment. A total
of 2,304 SHEs was implemented, as displayed in Figure (36 SHE blocks
and 64 SHEs per block), along with their respective control circuitry that
serves to turn the individual blocks on or off. The combination of [36 *
64] was estimated by following a trial-and-error method. Although there
are multiple possible combinations to achieve the same number of SHEs,
the [36 * 64] combination was found to provide a stable temperature for the
given temperature regulation function: the fix_temperature of the Test Chip
Driver module. The fiz_temperature function enables the user to automate
the process of temperature regulation during an experiment.
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3.2.3 Circuit Under Test (CUT or BTI Sensor) Module
[HW]

To quantify the impact of thermal stress, a ring oscillator (RO)-based ar-
chitecture was used, as illustrated in Figure This is a modified version
of the TYNQ’s hardware RO Module. This architecture is similar to
M. Naouss et al.’s [30], with the addition of an on-chip digital Frequency
Counter that monitors the frequency of the CUT throughout the exper-
iment, thus aiding in the experiment’s automation. The free-running fre-
quency of this RO is a reference parameter against which the degradation
(aging) degree is measured.

M,

external
clock
stress

Mode
0: Stress
1: Free Running

FREQUENCY
COUNTER

Figure 3.1: Circuit Under Test (CUT) Architecture.

The number of inverter stages in the CUT was chosen to be seven since
the size of the configurable logic blocks (CLB) is limited to eight LUTSs
per CLB. Longer CUTSs require multiple CLBs which increases the routing
length for inter-CLB connections, thus adding more unwanted elements to
this BTI sensor circuit. Figure [3.2 shows the implementation of a single
CUT in a CLB.
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Figure 3.2: The implementation of the CUT stages on a CLB. The BLUE
blocks are the inverter stages. The YELLOW block is the MUX stage. The
GREEN connections are the routing nets. The PINK net connects the MUX
stage to the Frequency Counter.

Additional functional and implementation details of the CUT are as
follows:

20



e Inverter #: Each inverter is implemented on the LUTG6 (6-input
1-output) described earlier in the TYNQ’s RO Module.

e MUX: The MUX stage is implemented on LUT6_2. It controls the
two modes of operation of CUT: STRESS and MEASUREMENT.
In the STRESS mode, the entire chain of seven inverters oscillates at
the external clock’s frequency whereas in the MEASUREMENT mode
CUT is left to run at its free-running frequency. MUX also duplicates
the selected input signal to two nets: one returns to Inverter #1 and
the other to the Frequency Counter. Appendix E| contains the Verilog
instantiation of this MUX.

e “external clock”: This is a clock signal generated from on-chip the
FPGA using ZYNQ7 Processing System -> PL Fabric Clocks -> 10
PLL. The clock signal performs as an external clock/AC stress signal to
the CUT. The purpose of this clock signal is to allow for a controllable
AC stress signal.

The Mode signal to the CUT was controlled from the modified TYNQ’s
TestChip Driver module, discussed in the latter sections, which further
aided in automating the experiment. The IP of the CUT Module can be
found in the following GitHub repository: https://github.com/quanta7/
CUT-Circuit-Under-Test/tree/main/ip_repo.

3.2.4 Python-Based Script experiment_flow.py [SW]

To automate the tests, the TestChip Driver module (one of the TYNQ’s
software modules), was extended to include some important features per-
taining to the requirements of the reliability experiments, and was re-named
the experiment_flow.py because it controlled the entire flow of the experi-
ment. Some important features defined in the script that are related to the
experiment are as follows:

Temperature Regulation

The fiz_Temperature function defines the temperature regulation feature by
controlling each of the SHE blocks independently. This feature takes input
(XADC _temp()) from the built-in temperature sensor and enables/disables
each of these SHE blocks to control the total heat generation so as to reg-
ulate the temperature during the experiment. Appendix [F| contains the
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fiz_temperature function script that executes this task. Figure|3.3|illustrates
the temperature profile achieved during the experiments that used this fea-
ture to regulate die temperature.
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Figure 3.3: Graph illustrating the measured temperature profile from the
results obtained during our experiments that used the fix_temperature func-
tion to regulate die temperatures to the desired temperature level. During
these experiments, the temperature level was found to be within £1°C of
the desired level.

CUT Control

Recall that the CUT shown in Figure has two modes of operation con-
trolled via the Mode signal. The python script (ezperiment_flow.py) has a
control over this particular signal for each of the CUTs implemented on
the test chip. This handle is provided by the en_feedback function (added
to the TestChip Driver), which allows the user to switch between both
the modes of operation. The function definition below shows, how the Mode
signal for all the 20 CUTs inside a CUT Module can simultaneously be
either set to 1’ or ’0’.
def en_feedback(self, mode):
if mode:
self .R02_0.write (0x00000000, 1048575)
#self .block_name.write (address,value [2720 - 1])
else:

self .R02_0.write (0x00000000, O0)
#self .block_name.write (address ,value)
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Read Frequency

There are more than 100 CUTs implemented in every experiment on each
FPGA, that simultaneously undergo degradation, and the digital frequency
counters continuously monitor their frequency. This feature reads the fre-
quency value stored simultaneously in all the counters and stores it for fur-
ther formatting and transmission. Appendix [G| contains the read-multi-RO
function script that reads the oscillation frequency of the input CUTs.

Data Format and Storage

Apart from the frequency of CUTSs, we also measured various internal volt-
age levels (those that are accessible to the user), die temperatures and the
time instants of measurement. At each hour of the experiment, this infor-
mation is captured, organized and stored in a file in a pre-defined format.
The files generated were stored locally on the microSD card of the PYNQ-
71 board. The record function in Appendix [H| performed this job by taking
some basic inputs: the FPGA bitstream (an implementation image of all
the circuits), durations of measurement, sampling step sizes, numbers of
CUTs, and the desired temperature levels, respectively. The sampling step
size duration was set according to the time consumed by the ZYNQ process-
ing system to measure, hold and transfer the frequency counter data. This
prevented the system from entering into standby during every call of data
measurement and transfer.

Dispatch Email

This feature sends an email containing an attachment of the new files gener-
ated every hour. This is primarily done to prevent data loss during unfore-
seen scenarios. The function sendemail in Appendix [I] performs this task.
Potential errors, including discontinuity in internet connections, could freeze
this function (and the experiment) if they coincided with the time instant
when this function was called. For its seamless operation, errors rising due
to such scenarios should be handled in the function definition. This func-
tion needs a sender’s Gmail address and password prior to the launch of
every experiment. However, with the upcoming changes from May 30, 2022
onward in Google’s Security and Privacy Settings, a third-party application
such as this PYNQ framework on which the test platform was built, would
no longer be able to sign into a Google account using only the email address
and password. Thus, a user should modify the function in accordance to
support their respective organization’s webmail services.
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3.3 Structure of the Experimental Setup

The entire physical structure of the experiment is shown in Figure |3.4. The
PYNQ board always received its power supply from the UPS to remain im-
mune from any power interruption(s) and power surge(s). All bitstream files
from the Vivado software were stored on the microSD card of the PYNQ
board prior to the launch of the experiment. The experiment_flow.py con-
trolled the stress experiment on FPGA while simultaneously communicating
with a microSD card (embedded on the PYNQ-Z1 board) to store the data,
and the PYNQ board’s web connectivity to transmit the data over the web.

Synthesized
Cireuits

Temperature Control
€UT Control

Measurements

Figure 3.4: Complete Structure of the Experimental Setup.

24



START

Externally Triggered
Restart

Internal command
to execute a
experiment_flow.py

User Defined

Test & Measurement Functions

loaded into the PYNQ Z1 board | LNiTialization

memory.

Figure 3.5:

enable_feedback = 0
Stay here for 1 hour
TRESS

Download the Test Bitstream

TEST Bitstream Loaded
onto the FPGA

|
Setthe Temperature at T, - 5°C
Frequency

] Vs
. Temperature 3

. i Tocapture the relation |
'"s, | between the oscillator's free |
| running frequency and 1
temperature around T,

|

Slowly increase the temperature to Ty + 5°C
and

capture frequency at each temperature

|
Set the Temperature at T,°C

\

|
STRESS BEGIN

Stress and

i\ StressPhase |
| of the experiment |

enable_feedback = 1

1000x Capture Frequency for 2mins
MEASUREMENT

Download the Adder Bitstream

_______ M iRepIuce. Test bitstream with a simplei
~ iadder bitstream to quickly cool down:
' the FPGA. ;

Thermal Stress Test Execution Flow Chart.

25



3.4 Flow of the Reliability Experiments

The earlier sections briefly discussed various software and hardware com-
ponents which together made the experimental automation feasible. This
section describes the automated executional flow of the experiments as rep-
resented in Figure [3.5. The entire flow of the experiment was divided into
three phases: Initialization, Frequency vs Temperature and Stress and Mea-
sure. The intermediate phase of Frequency vs Temperature was not useful
if the temperature regulation feature performed to its expectations. Note
that the entire flow of the experiment was open-loop, i.e. at each step in the
flow, the system assumed that all the previous step(s) had been successfully
executed and never attempted to verify the success/failure of the previous
step.

1. Initialization: In this phase, the experiment_flow.py script was loaded
into the PYNQ-Z1 memory. Since this script controlled the entire flow,
from this point forward, this python script became the sole driver of
the experiment. Subsequently, the test bitstream (FPGA circuits im-
plementation image) was downloaded onto the FPGA. A successful
download meant all the SHEs and CUTs were in place. Following
this, a command from the script began to increase the temperature
of the chip to Ty-5 °C (T being the stress temperature) by using its
Temperature Regulation feature.

2. Frequency vs Temperature: After the temperature reached [Ty-5
°C] (Tp being the stress temperature), it was raised in steps of 2°C
(up to To+5 °C) to measure the frequency of CUTs at every step.
The measured data was stored, and its copy also transmitted over
the web using the Dispatch Email feature. This measurement was
performed to capture the relationship between frequency and temper-
ature, which could be used, if necessary, during the data analysis.
Later, the chip temperature was achieved ~T(°C. The portion of the
experiment_flow.py that executed Phases 1 and 2 is shown in the Ap-

pendix

3. Stress and Measure: In this phase, the CUT was stressed for an
hour at the external clock frequency, and then its free-running fre-
quency was measured over a window of 2 minutes (measuring multiple
times to increase the precision) using the Read Frequency feature.
Subsequently, the measured data was stored locally using the Data
Format and Storage feature, and also transmitted over the web.
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This was repeated 1,000 times. This switching between different modes
was possible with the help of the CUT Control feature. The python
script that performed this repetitive operation and regularly dispatch
the data as email attachments is shown in Appendix Kl

3.5 Conclusion

In this chapter we examined various crucial HW and SW components of
the experimental setup, and how they combine to build the complete struc-
ture of the reliability experiment. We also looked at various features of
these components that served to make the automation of the 1,000-hour-
long experiment feasible. With the reliability test platform in place and
by creating a structure based on it, we conducted several thermal stress
experiments whose results and analyses are discussed in the next chapters.
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Chapter 4

Thermal Stress Experiments

4.1 Aim

Previous chapters looked at the reliability test platform, its various hard-
ware and software components that provided the necessary features to run
the experiment over a long duration, and the structures of the experiments
that enabled automation and uninterrupted flow. In this chapter, all the re-
liability experiments conducted and their measurement results are reported.

4.2 General Test Setup

Figure [4.1] portray the physical setup of the reliability experiment. This
setup was placed in one of UBC’s ECE laboratories. The PYNQ-Z1 board
was connected to the internet via a LAN (Local Area Network) connection.
The board was kept within a glass chamber filled with fibreglass. Fibreglass
has a very high melting temperature (=~ 1500 °C). This property makes it a
viable option for our setup for use in insulation, causing the heat to remain
trapped and allowing the test chip to easily increase to the desired temper-
ature. In the case of any electric failure on the board, the fibreglass would
not have been melted by the resulting transient excessive heat.

During each experiment, a total of six batches of the CUT Module
were implemented on the FPGA, with each batch consisting of 20 CUTs.
Each batch received a unique external clock signal that remained unchanged
throughout the experiment. For the six batches, there were six different
clock signals covering a wide range of frequencies: 225 MHz, 100 MHz, 6.25
MHz, 390 KHz, 24 KHz and 12 KHz. This was done primarily to capture
the contribution of another aging mechanism HCI, since HCI occurs during
transistor switching, implying that batch stressed at a higher clock frequency
would be expected to show significantly higher HCI-induced degradation. To
render all these frequencies a basic clock divider circuit was implemented us-
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Figure 4.1: An image showcasing our experiment setup in the laboratory.
The PYNQ-Z1 board was placed within a glass container filled with fibre-
glass (yellow). CyberPower 1500VA is the UPS providing power-backup and
surge protection. Prior to the launch of an experiment, some fibreglass was
placed on the board, along with the container’s lid (shown in red color).

ing D Flip-Flops (D-FFs). Its Verilog instantiation source code is provided
in Appendix [Ll

Figure displays the Vivado IP customization window of an instanti-
ation of the CUT Module with the name "R0O2_3”. The IP ports in the
customization window has an additional port of f clk_i which does not exist
in the IP ports of the RO Module (Figure . The f_clk_i port was intro-
duced to feed the external clock signal to all the CUTs inside the CUT
Module. The block design of the entire system on the FPGA is illustrated
in Figure and its placement on the chip is highlighted in Figure |4.4
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Figure 4.2: The Vivado IP Customization window: CUT Module cus-
tomization of its number of stages (Num Stages) and the total number of
CUTs (Num Oscillators).
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Figure 4.4: The Zynq XC7Z020-1CLG400C layout. A highlighted placement
of the 120 CUTs, the heater elements and the XADC (Temperature Sensor).
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Figure 4.5: The Zynq XC7Z020-1CLG400C layout. A zoomed image of the
120 CUTs placement, showcasing the uniform distribution of 20 CUTs of
each of the six batches.
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4.3 Experiments

This section describes the measurements obtained in the thermal stress ex-
periments, each conducted on a different chip. The fixed test execution flow
of Figure 3.5 was maintained for all the experiments. The duration of each
of those experiments is shown in Table 4.1l The stress temperature of 145
°C was observed to be the maximum achievable temperature on the chip.
The minimum ambient temperature that we could achieve by employing a
mini-refrigerator was 0 °C, but due to the unavoidable heating of the chip,
the minimum attainable die temperature was measured at ~33 °C. The
temperature level of 125 °C was chosen in accordance with the HTOL test
conditions. The 110 °C and 135 °C stress temperature experiments were
added to expand the scope of the experiments to study the activation en-
ergy (E,) of the BTI aging mechanism. Although it was proposed that all
the experiments be conducted for 1,000 hrs, some needed to be curtailed to
shorter durations because the test setup was concurrently being modified.
Experiments #1 and #2 were the longest experiments, and were conducted
when the reliability test platform was in a more stable state than it had been
during the Experiments #3, #4 and #5. The measurements from each ex-
periment are described in this section. A detailed analysis of those results
will be covered in the subsequent chapter.

Table 4.1: The Duration of the Thermal Stress Experiments

EXP. Experiment
No. | Stress Temperature | Stress Duration
#1 135 °C 1,000 hrs
#2 125 °C 1,000 hrs
#3 110 °C 500 hrs
#4 33 °C 500 hrs
#5 145 °C 390 hrs

4.3.1 135 °C and 125 °C Thermal Stress Experiments

During the experiment, the free-running frequency (F) of all the 120 CUTs
(six batches each consisting of 20 CUTs) were measured along with various
internal voltages and temperature of the chip. Table illustrates the [A—FF
%] calculations of 20 CUTs of a batch labelled "R0O2_3” from T = 0hr to
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T = 500hr. AF 7 7
T — L'0hr
— %=1 _ 4.1
= % = 100 x o % (4.1)

Table 4.2: Frequency degradation of 20 CUTs of RO2_3 batch at 135 °C

Time #1 #2 #20
T=0hr 190.68MHz | 191.28MHz | ... | 190.64MHz
T = 500 hr | 188.28MHz | 188.80MHz | ... | 188.07TMHz
% 1.258% | -1.296% | ... | -1.348%
’ Average | -1.202%* ‘

*Plotted in Figure

The Average value represents the degradation in frequency in the RO2_3
batch when the experiment has ran for 500 hrs. Similarly measuring the
degradation from time zero to every hour of the experiment results in a
frequency degradation curve, as shown in Figure [4.6

Frequency Degradation vs Time

-0.25

-0.50

-0.75

=1.00

% AFJF

(500 hrs, -1.202)
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-1.50

-1.75

-2.00 T T T T T T
o 200 400 G600 BOO 1000
Hours

Figure 4.6: Frequency degradation of "R0O2_3” (390KHz) batch at 135 °C.

Since there were six batches, there were six frequency degradation curves.
The frequency degradation curves of all the six batches are shown in the
Figure To perform any analysis on the frequency degradation data,
it was essential to reduce the noise in the data. The noise in the curves
were filtered out by applying the Butterworth filter available in the Signal
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function of SciPy (an open-source library in Python). After filtering out
the noise, the resultant final frequency degradation curves are shown in the

Figures [4.8 and

Frequency Degradation vs Time
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Figure 4.7: Frequency degradation of the six batches at 135 °C (unfiltered).
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Figure 4.8: Frequency degradation of the six batches at 135 °C.
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Frequency Degradation vs Time
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Figure 4.9: Frequency degradation of the six batches at 125 °C.

4.3.2 110 °C Thermal Stress Experiment

The duration of the experiment was limited to 500 hrs as the test setup
was concurrently being developed. The frequency degradation of the six
batches during the experiment are shown in Figure 4.10L The measured
frequency degradation profile in the experiment has a couple of large crests
and troughs. This is because of inconsistent heat distribution across the
chip during the experiment. The Temperature Regulation feature only
targets the temperature sensor point on the chip (Figure to regulate the
temperature but does not take into consideration the distribution of heat
across the chip. Since the 110 °C temperature level requires very few SHESs
(< 2,304 SHEs) to remain on and these SHEs were randomly selected by
the Temperature Regulation feature, the temperature did not remain
consistent in all the areas of the chip. As a consequence the distribution of
heat throughout the test chip changed, giving rise to temperature-induced
drift in the frequency of the CUTs. This observation marked a limitation
of the Self-heating Module.
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Frequency Degradation vs Time
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Figure 4.10: Frequency degradation of the six batches at 110 °C.

4.3.3 33 °C Thermal Stress Experiment

The duration of the experiment was also limited to 500 hrs. It was aimed
at enhancing the contribution of the HCI aging mechanism to the circuit
degradation, which could be achieved by lowering the stress temperature.
However, the reliability test platform was designed to elevate, not reduce the
chip temperature. Thus, it was required to force the desired temperature
using external equipment. Considering the duration of the experiment (>20
days), a mini-refrigerator was employed that could cool down the ambient
air to 0 °C at the most. Therefore, with the ambience verified at 0 °C and the
minimum unavoidable heating of the test chip, the minimum achievable chip
temperature was found to be ~32-34 °C. Note that the expectation regard-
ing the refrigerator was that the ambient temperature would be maintained
exactly at 0 °C, but the fridge failed to maintain that level accurately, ex-
plaining why the temperature during the experiment fluctuated, leading to
more crests and troughs on the frequency degradation profile. The frequency
degradation results are shown in Figure 4.11]
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Frequency Degradation vs Time
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Figure 4.11: Frequency degradation of the six batches at 33 °C.

4.3.4 145 °C Thermal Stress Experiment

The experiment was initially to be conducted with the test chip subjected to
the highest possible temperature. However, a high-temperature requirement
necessitates the activation of a high number of SHESs to produce the required
amount of heat, which further leads to a high degree of power consumption.
The PYNQ-Z1 board on which the test chip (FPGA) was mounted was
equipped with a power regulator that disabled the power supply to the
chip were the power consumption to exceed a certain limit. An optimal
position retaining the test chip within its power limits while allowing the
subject to function at a desirable stress temperature was revealed to be
~146 °C. The experiment was designed to last for 1,000 hrs but a power
surge in the facilities caused the experiment to shut down at the 391st hour.
Consequently, the results collection for this experiment was limited to 390
hrs.
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Figure 4.12: Frequency degradation of the six batches at 145 °C.

4.4 Conclusion

This chapter covered in detail the setup and measurement results of each
of the thermal stress experiments. The Self-heating Module of the TYNQ
platform, was found to maintain the device’s temperature within £1 °C.
However, it did not perform very well in maintaining heat distribution across
the chip at temperatures where most of the SHEs remained turned off. This
marked a limitation for this module and scope for improvement. The next
chapter describes various analyses performed on the measurement results
and subsequent conclusions.
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Chapter 5

Results Analyses

5.1 Introduction

Previous chapter highlighted the reliability experiment setup and frequency
degradation results obtained from each of the thermal stress experiments.
This chapter describes the analysis performed on those degradation results.
Recall that the primary aim of these experiments is to determine if the
degradation data collected during the initial duration of the experiment
can enable us to predict the degradation occurring during the remainder
of the experiment. To perform a prediction, the first step is to develop a
circuit-level degradation model that mathematically describes the CUT’s
frequency (the reference parameter to measure degradation) degradation as
a function of time. This model will be termed the CUT Frequency Degrada-
tion Model. The second step is to fit that model with frequency degradation
data collected over a relatively shorter time frame to compute the model’s
parametric constants. Henceforth, the term prediction data will refer to a
set of frequency degradation data from the initial duration of an experiment
which will be used to perform prediction.

The analysis will begin with the results obtained from Experiments #1
and #2, since they are the longest among the five experiments being dis-
cussed and their frequency degradation curves have strict monotonic expo-
nential decay profiles. Later, the same analysis will be performed on the
rest of the shorter duration experiments.

5.1.1 CUT Frequency Degradation Model
The CUT is made up of digital gates whose individual propagation delays

(74), following [18], can be approximated as:

N CrVaa ~ CrVaa
I, (Vaa — V1)

Td (5.1)
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where Cy, is the gate’s output capacitance, V44 is its supply voltage, and
V7 is the threshold voltage of the transistor. If Vp changes by AVp then
the change in the propagation delay of the gate will be:

AV

7(Vdd _— Tq (5.2)

AT, d X
Since the free-running frequency of the CUT, F| is inversely proportional to
the propagation delay of its digital logic gates, i.e.
1

Fo— 5.3
x (5.3)

A Ar,; change in the propagation delay will result in:

ATy

AF < ——5 o« =AVp (5.4)

Tq

i.e. for the CUT, the degradation in F'is directly proportional to the degra-
dation in Vp of the transistor. For the degradation in Vp, X. Li et al. in
their article [34] model the Vr shift as:

AV = AVp, [1— e /7] (5.5)

Combining equations (5.4) and (5.5), the CUT Frequency Degradation
model can be defined as:

AF
= AL -] (5.6)

where A, B and C are unknown parametric constants.

The parametric constants are determined by fitting the model with the
prediction data (experimental data collected over a relatively shorter time
frame), as described in the following section.

5.2 Analysis I

5.2.1 125 °C and 135 °C Thermal Stress Experiments

The average degradation curves of both these experiments are demonstrated
again in Figure[5.1l The figure not only reveal the measured frequency degra-
dation curves; but also predicted curves (dashed). The predicted curve de-
scribes the size of the prediction data which conforms to the CUT Frequency
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Degradation Model to determine its parametric constants and extrapolate
them until the end of the experiment. Figure illustrates that, on using
only the first 100 hrs of frequency degradation data, i.e. 100 points (one set
of measurements per hour), to determine the model parametric constants,
the resultant model could not follow the actual degradation data for the
remaining duration of the experiment. The same is observed when 200 hrs
of degradation data is used. However, the 200 Hrs curve is relatively closer
to the actual curve if compared with the 100 Hrs curve. However, subse-
quent to using 400 hrs of data, the resultant curve follows the actual curve
throughout the experiment, unlike the 7100 Hrs and 200 Hrs curves, which
completely deviate, past their own time marks, from the actual curve. This
means that some finite period of initial hours of frequency degradation data
(400 hrs in this case) possesses sufficient information to accurately forecast
the degradation to transpire during the remaining hours of the experiment.

Fregquency Degradation

0.00 125C Actual
—— 135C Actual
-0.25 -—- 100Hrs
—0.50
= -0.75
=]
S
= _1.00
-1.25
-1.50
-1.75 T T T T : :
0 200 400 EO0 B0 1000
Tirme {Hours)

Figure 5.1: The "Actual’ (solid) vs. 3-"Predicted’ Degradation curves.

However, this observation does not guarantee the 400-hour time mark,
although it indicates the potential information embedded in the initial hours
of degradation data that can be exploited using this method to obtain a
predicted curve, which can give an estimated degradation value during each
of the remaining hours of the experiment. To analyze the accuracy of our
prediction not at a single time point but for all the time points during our
accelerated aging test, a quantitative comparison of the predicted curve with
the actual curve will be described in the subsequent sections. Before that,
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it is essential to understand the curve-fitting algorithms that were used to
generate such predicted curves.

5.2.2 Curve Fitting Algorithms

SciPy, an open-source library in Python, provides fundamental algorithms
for various optimization problems. An optimization problem of interest
here is Curve Fitting, because we have a function, given in , which is
expected to fit the frequency degradation curves described in Chapter [4l.
To perform the curve fitting, the curve_fit function under the scipy.optimize
tool was relevant. The curve_fit function facilitated selecting from among
the algorithms for curve fitting, namely: Trust Region Reflective (trf), dogleg
(dogbox) and Levenberg-Marquardt (Im). Trust Region Reflective is partic-
ularly suitable for large problems, whereas Levenberg-Marquardt is efficient
for small unconstrained problems.

The results obtained from individually using these algorithms are shown
in Figures and By comparing these results, it was found that
the trf and dogbox algorithms rendered almost identical predicted curves
(100 Hrs, 200 Hrs and 400 Hrs). This means that the optimization per-
formance of both the trf and dogbox algorithms is the same for our curve
fitting problem. Consequently a user can employ either of these algorithms
to perform curve fitting. Moving onto the results obtained from the Im algo-
rithm in Figure it was observed that this algorithm could only produce
the optimal curves for small prediction data sets, such as 100 or 200 hrs,
since its predicted curve for large prediction data sets, like 400 hrs, did not
fit the actual curve. However, the optimal curves rendered by Im algorithm
for small prediction data sets were also almost identical to that of the trf
and dogbozx. Therefore, all the predicted curves discussed earlier and those
subsequently, were rendered using the Trust Region Reflective algorithm,
unless otherwise stated.
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Figure 5.2: trf algorithm: ’Actual’ vs. 3-"Predicted’ Degradation curves.
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Figure 5.3: dogbox algorithm: ’Actual’ vs. 3-’Predicted’ Degradation curves.
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Figure 5.4: Im algorithm: ’Actual’ vs. 3-'Predicted’ Degradation curves.

5.2.3 Discrepancy Between the Predicted and Actual Curve

The term, prediction discrepancy will be utilized to quantify the discrepancy
between the predicted and the actual curve. Here, prediction discrepancy is
defined as the degree of error between the predicted and actual curve with
respect to the actual curve. To understand the calculation of prediction
discrepancy, please refer to Table which illustrates the discrepancy be-
tween the 100 Hrs and actual curves. Each cell value in the rows 7100 Hrs
curve” and ”Actual curve” represents the respective points on the 100 Hrs
and Actual curves, of Figure for 135 °C experiment. The ”|Error|” rep-
resents the relative degree of error at each hour between the values of the
two curves. The "Mean||Error|]” is the mean value of all the errors in the
”|Error|” row; i.e., the value of the "Mean[|Error|]” represents the relative
degree of mean error between the two curves.

Table 5.1: An Illustration of the Error Calculation Between Two Curves

Curves Ohr 1hr 2hr 500hr 999hr | 1,000hr
100 Hrs Curve | 0 | -0.0403 | -0.0703 -0.7346 -0.7346 | -0.7346
Actual Curve 0 |[-0.0286 | -0.0569 | ... | -1.2451 | ... | -1.5541 | -1.5623

|Error] - [41.01% | 23.6% [ .. | 41% [..] 527% [ 52.9%
Mean[|Error|| 34.9%*

*Plotted on the curve in Figure M
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Similarly, calculating the prediction discrepancy for different predicted
curves ranging from 1 Hr to a maximum of 1,000 Hrs results in a curve re-
vealed in Figure 5.5 where the x-coordinates of a point on the curve denotes
the size of the prediction data used to generate the predicted curve, and the
y-coordinates denotes the value of prediction discrepancy between the pre-
dicted and the Actual curve. For example, the value of ”Mean||Error|]” in
Table [5.1) would correspond to the point (100 hrs, 34.9%).
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Prediction Discrepancy
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Figure 5.5: Variation in Prediction Discrepancy on increasing the size of the
Prediction Data at 135 °C. Highlighted points for prediction data sets of size
100 hrs, 200 hrs and 400 hrs.

It is evident from Figures and that, as the prediction data size
increases, the prediction discrepancy decreases, which aligns with our expec-
tations. However, the observation of interest is that the prediction discrep-
ancy saturates at close to zero, roughly beyond the 400-hour mark. This
means that the necessary information regarding the future degradation of
the circuit exists in the degradation data obtained from the first half of
the experiment. In other words, had I continued my experiments until the
half-time period, I would have accurately estimated the entire degradation
until the completion of the experiment. This potentially implies a significant
reduction in test time. It is important to highlight here that the prediction
discrepancy never reaches zero. It saturates to ~2%, even when the entire
1,000 hrs of degradation data is utilized. This is primarily due to the ran-
dom noise (often called white noise) in the measured data, which arises from
various sources. The predicted curves that are generated using the predic-
tion data, as with the 100 Hrs, 200 Hrs, and other experiments outlined
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Figure 5.6: Variation in Prediction Discrepancy on increasing the size of the
Prediction Data at 125 °C. Highlighted points for prediction data sets of size
100 hrs, 200 hrs and 400 hrs.

in Figure [5.1] follow a noiseless equation. For that reason, we could not
achieve zero discrepancy. Thus, for instance, if the saturation level were
considered our reference baseline, then the evidential inaccuracy from using
the prediction data set size of 400 hrs would be nearly zero.

Note that there is nothing of particular relevance in regards to 400 hrs
(or the 40% duration of the experiment). But this observation reveals the
existence of potential information in the initial hours of the degradation
data that can be exploited using this method to predict such accelerated ag-
ing test results. As well, during this entire process of prediction, the process
corner (strong/typical/weak) of the chip was never taken into consideration,
although it was able to accurately predict the amount of degradation. This
is explained by the data driven nature of this approach; i.e., the process of
aligning the CUT Frequency Degradation Model with the prediction data
inherently extracts the information from the chip’s process corner and em-
beds it into the parametric constants, A, B and C. Therefore, regardless of
the process corner, this approach would be effective in determining the final
degradation of the circuit.

5.2.4 110 °C, 33 °C and 145 °C Thermal Stress Experiments

By performing the same analysis on the frequency degradation data obtained
from Experiments #3, #4 and #5, the same trend in prediction discrepancy
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was observed, as shown in Figure [5.8f The saturation level was also found
to be in the same range, although consistently somewhat higher than that
of Experiments #1 and #2. This is again since the reliability test platform
was not as stable during those experiments as it was for the most recent
ones, #1 and #2. Table highlights the summary of all these thermal
stress experiments.

Frequency Degradation

0.0 1
=0.2
L 04 1
=
F
=0.6 —=L
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. S 110C Actual
145C Actual
=== 200Hrs
_].E:I T T T T T T
0 100 200 300 400 500
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Figure 5.7: ’Actual’ (solid) and ’Predicted’ ("——") degradation curves for
the 145 °C, 110 °C and 33 °C experiments.
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Table 5.2: Thermal Stress Experiments’ Prediction Summary

Stress Stress | Prediction | Prediction Prediction Discrepancy
TEMP Time Data Size | Data Points | TRF | dogbox LM*
135 °C | 1,000 hrs 400 hrs 400 2.05% | 2.05% | 40.2%Faited
125 °C | 1,000 hrs 400 hrs 400 2.76% | 2.76% | 32.9%Failed
110 °C | 500 hrs 200 hrs 200 6.33% | 6.33% 6.33%
33 °C 500 hrs 200 hrs 200 8.02% | 8.02% 8.02%
145 °C | 390 hrs 200 hrs 200 4.62% | 4.62% 4.62%

*Refer to Figure M to understand the failure.

5.2.5 Degradation Data Sampling Rate

In the semiconductor industry, it is inconvenient to sample the degrada-
tion data each hour. We learnt from an industrial client their preference
to sample results less frequently than was our current sampling rate of one
set of measurements per hour. Thus, the impact of the sampling rate on
the prediction discrepancy was also analyzed. The results are shown in Fig-
ure This figure is similar to Figure although in Figure [5.9, each
curve belongs to a different sampling rate (the sampling rate is mentioned
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Figure 5.9: Variation in the Prediction Discrepancy curve on reducing the
sampling rate from once per hour to once per 12 hrs.

in the heading). The solid curve illustrates when the sampling is performed
each hour. The dashed curve (——) reveals when the sampling was reduced
to once every 5 hrs. The dotted curve (..) display when the sampling rate
was further reduced to once every 12 hrs.

The analysis reveals that on reducing the sampling rate, the prediction
discrepancy significantly changed if the duration of data collection were less
than 200 hrs. However, post 200 hrs, the prediction discrepancy for different
sampling rates remained fairly stable. Interestingly, past the ~400 hrs of
duration for the data collection, the prediction discrepancy saturated for all
the sampling rates. This observation implies that our prediction discrepancy
strongly depended on the duration of the data collection. This means that
we needed the degradation data to form predictions (regardless of the sam-
pling rate) until the half-time point of the experiment.

In the 12 hr curve, for a very short time between 500 and 600 hrs,
the prediction discrepancy shot to 100%. However, this was not observed
in the higher sampling rate curves (1 hr, 5 hr and 10 hr). For relatively
lower sampling rates, the curve fitting function had fewer data points to
perform the prediction. This made the curve fitting optimization function
more sensitive to the noise in the data. Therefore, the sampling rate could
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not be reduced indefinitely.

5.3 Analysis II: Prediction Data Size vs Test
Duration

This analysis is limited to Experiments #1 and #2 because they were the
longest and their frequency degradation curves reveal a strict monotonic ex-
ponential decay profile. There are other reliability tests of shorter duration
than HTOL; for instance, HAST at 110 °C lasts for ~264 hrs and ELFR at
125 °C lasts for ~168 hrs. To study the impact of this approach on such
shorter reliability tests, we analyzed the requirements of the sizes of pre-
diction data sets (durations of data collection) for different durations of the
experiment.

During Analysis I, the Stress Time, i.e. the duration of experiment,
remain fixed at 1,000 hrs. Analysis I showed that the degradation data
from the initial hours of the experiment can indeed enable us to predict the
degradation in the remainder of the experiment. At the finish of the Anal-
ysis I for the 1,000-hour long experiments, it was reported that ~400 hrs of
initial degradation data sufficed to achieve a discrepancy of less than 3%.
If the duration of experiment were reduced, for instance, to 500 hrs, would
we still need 400 hrs of degradation data, or would the degradation data
collected for less than 400 hrs provide the same discrepancy? To explore
this, the prediction discrepancy of 5% is considered an illustrative reference.
We can compute the size of the prediction data set needed for every duration
of the experiment to achieve a prediction discrepancy of <5%. It has been
verified that the qualitative conclusion of this analysis will remain the same
were one to choose 10%, rather than 5%, as the maximum tolerance level.
Note that we were not required to conduct new experiments for compara-
tive alternatives to every experimented duration to conduct this analysis.
Instead, subsets of 1,000-hr long experiments’ data were used.

The result of this computation for the experiments conducted at 135
°C and 125°C, is shown in Figures and respectively. In both
these figures, the x-coordinates of the curves represent the total durations
of the experiments and the y-coordinates represents the required sizes of the
prediction data sets (durations of data collection) to achieve the prediction
discrepancy of <5%. It is evident from these figures, that the minimum
required prediction data size was not a linear function of the duration of the
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experiment. Since the actual curves seemed to follow a logarithmic trend,
we utilized a simple logarithmic function (y = mlog(z) + ¢) to quantify the
non-linear relationship. Table |5.3| summarizes this observation by showing
various points on the curves. By carefully examining the values on the table,
it was found that, as the duration of experiment reduced, the required size
of the prediction data set (in the column Required Data (%)) increased.
This means that, for smaller duration experiments, we need to acquire a
larger (by waiting longer) portion of the inquiry to make a prediction at the
same level of confidence.

400
—— 135C

350 - === logarithmic fit (1000 hrs, 3’3‘[1' rs}

300

250

200

150

100

Required Size of Prediction Data (Hours)

200 400 600 80O 1000
Duration of Experiment (Hours)

Figure 5.10: Actual (solid) and logarithmic fit ('——") curves representing the
variation in minimum required size of Prediction Data for different duration
of experiments to reach a discrepancy of <5% at 135 °C.

Table 5.3: Prediction Data Size Required for <5% Discrepancy

Experiment 135 °C 125 °C
Duration Required | Required | Required Required
(hrs) Data (hrs)* | Data (%) | Data (hrs)* Data (%)
1,000 330 33% 365 37%
500 245 49% 270 54%
264** 165 63% 180 68%
168** 110 66% 117 70%

*Using the logarithmic fit equation.
**Points highlighted to illustrate the impact on HAST and ELFR reliability tests.
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variation in minimum required size of Prediction Data for different duration
of experiments to reach a discrepancy of <5% at 125 °C.

5.4 Conclusion

This chapter describes multiple level of analyses on the frequency degra-
dation data obtained from all the thermal stress experiments. From the
observations and a systematic analysis, it was demonstrated that it is in-
deed possible to predict the circuit degradation in a relatively shorter time
frame. This was found to be consistent across temperatures. Also, the dis-
crepancy in the prediction was analyzed for different sizes of prediction data
which showed there is an optimum time-spot during the accelerated aging
beyond which any data captured is redundant for the purpose of prediction.
After studying the impact of the approach to other reliability tests of shorter
duration, it was observed that, as the duration of the experiment decreases,
we require data for a larger portion of the experiment to make a prediction
at a given level of confidence.
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Chapter 6

Conclusion and Future Work

6.1 Answer to the Main Research Question

It will be recalled from the discussion in Chapter [1] that the motivation
for this research was to assist the semiconductor industry in preventing any
potential delays in their products’ time-to-market. HTOL exemplifies a reli-
ability test whose ambitious qualification criteria can at times add significant
delay to the product’s pre-market period. Thus, to prevent this, reducing
the HTOL duration is of considerable importance. This defined the main
objective of this research where the aim was to determine the feasibility of
forecasting HTOL-like reliability test results from the degradation data col-
lected during the initial duration of that test.

As we previously observed that at the die-level there are several aging
mechanisms, such as BTI, HCI, TDDB and EM, which contribute to the
aging of a semiconductor device, this research was started by first exploring
the feasibility of the approach on a single mechanism, i.e. BTI, so that the
observations could be conclusive. An RO-based architecture (Figure
was employed, which has BTT as the dominant aging mechanism in its given
stress conditions. Several thermally accelerated aging tests were performed
on it across diverse temperatures and their aging data were studied with
the primary aim of forecasting their degree of aging from their test data
collected for a relatively shorter time frame. From that analysis, it was
demonstrated that the approach taken to associate a portion of accelerated
aging data to the circuit’s aging model can indeed accurately predict the ac-
celerated aging of the circuit for the remaining hours until the end of the test.

Since a prediction is usually not 100% accurate, the error in the predic-
tions for diverse sizes of prediction data set was also analyzed along with
the redundancy from collecting degradation data beyond some time-point.
This analysis qualitatively demonstrates the existence of an optimum time-
spot below which we cannot reduce the test duration without incurring a
penalty while attempting to forecast the degree of aging, and beyond which
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any additional data fails to provide significant improvement to our accuracy
in regards to BTI-induced aging.

To expand the application of this approach to other reliability tests of
shorter duration, including HAST and ELFR, the minimum size of aging
data needed for any arbitrary test duration to forecast aging was also an-
alyzed. It was observed that the size of prediction data relative to the test
duration increases as the duration of the test reduces. In other words, for
shorter accelerated aging tests, we are required to acquire data for a longer
portion of the test to make a prediction at a given accuracy.

6.2 Summary of the Research Work

6.2.1 TYNQ Performance

Our reliability test platform TYNQ), established the foundation for our relia-
bility experiments. Its Self-heating Module made it possible for it to partially
emulate the HTOL test conditions. It showcased the viability of conduct-
ing high-temperature experiments without the use of large thermal cham-
bers like thermostream or ovens. The software module of TYNQ), including
TestChip Driver (TestChip.py), enabled various measurements on the chip,
controlled the SHEs to regulate the die temperature, and regularly trans-
mitted the data over the web for backup, without any intervention, thereby
removing any dependency on any external laboratory users or equipment.

However, during the research, an important limitation to the Self-heating
Module was encountered. The feedback for the Temperature Regulation
feature arises from a single-fixed point on the die. Due to this, in real-
ity, the temperature was being regulated at only a single point on the die.
The feature does not take into consideration the placement/distribution of
SHEs (Self-heating elements) on the die. Because of this, it fails to main-
tain the heat distribution on the die for many hours, which was evident in
Experiment #3 conducted at 110 °C. However, this heat distribution prob-
lem could possibly be resolved were the Temperature Regulation feature
made aware of the locations of all the SHEs, so that it could uniformly se-
lect those SHEs to be turned on. Thus, until the Self-heating Module was
upgraded with such adjustments, the Temperature Regulation feature of the
TYNQ would be limited establishing and regulating the temperature above
a certain level.
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For these experiments to run uninterrupted for 1,000 hrs, automation
proved to be of importance as it enabled us to anticipate necessary hardware
and software components to minimize human intervention during the test,
and provided a structure for the reliability experiments. Automation also
facilitated replicating the experimental conditions. For the scientific com-
munity, proving the viability of automation in reliability experiments can
aid in expediting the development time of test setups.

6.2.2 Experimental Result Adaptability

The fundamental nature of our approach made it feasible for predicting the
results of a thermally accelerated aging test. The computation of the circuit-
level aging model (Equation is a crucial step in this process. But the
circuit-level aging model is subjective. If the circuit changes, the circuit-
level aging model should be modified accordingly. Thus, for any user to
adopt the approach that has been described in this thesis, the primary re-
quirement is a good estimation of a mathematical relationship between the
circuit’s reference parameter of degradation and the Vp of the transistor.
It is this relationship which could be used to transfer the transistor-level to
the circuit-level aging model.

An important limitation to the reported observations and conclusions is
that they are limited to BTI-induced accelerated aging tests on MOSFETs.
The reason for this is that the transistor-level aging model (Equation
describes only the BTI-induced Vr shift for MOSFETSs. Therefore, a relia-
bility test user intending to predict their circuit aging using this approach
should ascertain that BT is the dominant aging mechanism in their circuit
during their accelerated aging test. However, in the literature, HCI and
TDDB transistor-level aging models are available that can be adopted to
explore this research avenue when applied to respective classes of circuits,
which constitutes the possibilities for future work on this approach.

6.3 Recommendations for Future Work

So far in this research, the reliability of semiconductor devices is explored
using temperature as the catalyst to accelerate the aging process, with a
focus on verifying the approach with the BTI aging mechanism applied to
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FPGAs. Henceforth, I see three potential research avenues which could
follow:

1. Voltage: As voltage stress can also accelerate the aging process, sim-
ilar research work with voltage as the aging accelerator could also be
performed to further explore the viability of the approach for HTOL.
The reason is that, in HTOL, aging acceleration is accomplished using
temperature and voltage combined, to compound their effects. There-
fore, exploring the voltage catalyst will take this approach a step closer
to its applicability for predicting HTOL test results.

2. HCI, TDDB, and EM: The aging of a device in the field is the com-
bined effect of all the aging mechanisms, and the same holds for HTOL.
Therefore, it is important to explore the viability of the approach on
other aging mechanisms. For that purpose, similar research work can
be performed on circuits where other aging mechanisms dominate. X.
Li et al. in their article [34] also describe HCI and TDDB transistor-
level aging model which can be used to predict the accelerated aging
induced by HCI and TDDB mechanisms.

3. Custom ASIC: This research work has been conducted on FPGAs
where the user is constrained to implement circuits using LUTs. How-
ever, in custom designed ASICs (Application Specific Integrated Cir-
cuits) the user has transistor-level access to design, implement, and
study the approach on specific circuits with their desired technology.

These three research avenues are not completely independent of each
other. Depending upon the accessibility to researcher(s), either one or,
simultaneously, all these avenues can be explored. An example might involve
designing a custom ASIC chip to study the aging acceleration due to voltage
on a circuit with HCI as the dominant mechanism. Table [6.1] shows where
this approach currently stands. I speculate that when all the categories are
checked, this approach of forecasting accelerated aging test results will have
achieved the level by which it might be used on a regular basis to predict
industry-standard HTOL test results.
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Table 6.1: Possible Future Research Avenues

Work Aging Accelerator Aging Mechanism Test
Temperature | Voltage | BTI | HCI | TDDB | EM | Chip

This v v FPGA

research

project

[35, 36]
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Appendix A

6-input Look-up Table with 1
Output

Verilog code used for instantiating a NOT gate in the RO-architecture of
Figure and The NOT gate is built on a 6-input 1-output look-up
table on Zynq XC7Z020-1CLG400C FPGA.

module LUT6_NOT (
input in_sig,
output out_sig
)
// This is important to make the inverters consistent
(* LOCK_PINS="IO:A6, I1:A1, I2:A2, I3:A3, I4:A4, I5:A5" x*)
LUT6 #(.INIT(64°’h5555555655655656555)) // This should make an
inverter
LUT6_inst (
.0(out_sig), // LUT general output
.I0(in_sig), // LUT input
.I1(1°b0), // LUT input
.I2(1°b0), // LUT input
.I3(1°b0), // LUT input
.I4(1°b0), // LUT input
.I5(1°b0) // LUT input
)5

endmodule
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Appendix B

6-input Look-up Table with 2
Outputs

Verilog code used for instantiating a one2two gate in the RO-architecture of
Figure The gate is built on a 6-input 2-output look-up table on Zynqg
XC77Z020-1CLG400C FPGA.

‘timescale 1ns / 1ps

(*DONT_TOUCH= "true'"x*) input inputl,

(*DONT_TOUCH= "true'"*) output outputl,
6 (*xDONT_TOUCH= "true'"x*) output output2
7 )
s (* LOCK_PINS="IO:A1l, I1:A2, I2:A6, I3:A3, I4:A4, I5:A5" %)
o LUT6_2 #(.INIT(64°hAAAAAAAAAAAAAAAA)) // Specify LUT Contents
10 LUT6_2_inst (
11 .06(outputl), // 1-bit LUT6 output
12 .05 (output2), // 1-bit lower LUT5 output
13 .I0(inputl), // 1-bit LUT input
14 .I1(1°b0), // 1-bit LUT input
15 .I2(1°b0), // 1-bit LUT input
16 .I3(1°b0), // 1-bit LUT input
17 .I4(1°b0), // 1-bit LUT input
18 .I5(1°b0) // 1-bit LUT input
19 );

20 endmodule

1
2
3 module one2two (
A
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Appendix C

Frequency Counter

Verilog code used for instantiating a frequency counter for the RO-architecture
of Figure and

‘timescale 1ns / 1ps

module frequency_counter #

(
parameter num_counters = 4
)
(
input wire [num_counters-1:0] in_signal,
input clk,
output [num_counters#*32 - 1:0] freq
) g
reg [num_counters*32 - 1 :0] freq_count;

reg [31:0] clk_count;
reg clk_done;
reg [num_counters+*32 - 1:0] freq_out;

(*DONT_TOUCH= "true"#*) assign freq = freq_out;

generate
genvar 1i;
for (i = 0; i < num_counters; i = i+1) begin

always @(posedge in_signal[i]) begin
(*DONT_TOUCH= "true"*) freq_count[(i+1)*32 - 1:ix32] =
freq_count [(i+1)*32 - 1:i%*32] + 1;
if (clk_done == 1) begin
freq_count [(i+1)*32 - 1:i%*32] = 0;
end
end

end
endgenerate

always @(posedge clk) begin
clk_count <= clk_count + 1;
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clk_done = 1’b0;
if ((clk_count > 99998) & (clk_count < 100010)) begin //we
stop the count for a full milisecon
clk_done = 1’bil;
end
else if (clk_count == 100010) begin
clk_count <= 0;
clk_done = 1°b0;
end
end

always @(posedge clk_done) begin
freq_out = freq_count;
end

endmodule
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Appendix D

TYNQ TestChip Driver

TestChip.py [1]: TestChip driver is a child class of PYNQ’s Overlay class
with attributes and methods that allow the user to operate the IPs from
within a Python script. It comes with the following methods at the time of
writing this article (an up to date description can be found in our repository):

XADC _temp: measures the global temperature on the Zyng-7000
device using the temperature sensor.

XADC _voltage: measures various voltages (programmable logic, pro-
cessing system, BRAM etc) on Zyng-7000 device.

read_RO: measures the frequency of the ROs within the RO IP.

read_BTI: measures the frequency of the ROs within the BTT sensor
IP.

read_HCI: measures the frequency of the ROs within the clocked RO
sensor IP.

read_TMP: measures the local temperature using the RO-based tem-
perature sensor IP.

HCI_set_pwm: sets the frequency and duty cycle values for the
clocked RO sensor IP.

fix_temperature: sets the temperature to a given value.
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Appendix E

CUT’s MUX stage

Verilog code used for instantiating a MUX gate in the RO-architecture of
Figure The gate is built on a 6-input 2-output look-up table on Zynq
XC77020-1CLG400C FPGA.

‘timescale 1ns / 1ps

module LUT6_FB_RO(
(*DONT_TOUCH= "true"*) input En,
5 (*DONT_TOUCH= "true"*) input r_out,
6 (*DONT_TOUCH= "true'"*) input f_i,
7 (*DONT_TOUCH= "true"*) output r_in,
8 (*DONT_TOUCH= "true"*) output freq_count
9 ) 8
10 LUT6_2 #(.INIT(64°hCACACACACACACACA))
11 LUT6_2_inst (
12 .06(r_in), // 1-bit LUT6 output
13 .06(freq_count), // 1-bit lower LUT5 output
14 .I0(C£_1i), // 1-bit LUT input
15 .I1(r_out), // 1-bit LUT input
16 .I2(En), // 1-bit LUT input
17 .I3(1°b0), // 1-bit LUT input
18 .I4(1°b0), // 1-bit LUT input
19 .I56(1°b0) // 1-bit LUT input
20 )
21 endmodule

1
2
3
3

1
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Appendix F

Temperature Regulation

Python source code of fiz_temperature function. It is embedded inside the
experiment_flow.py script. The function regulated the chip temperature dur-
ing the thermal stress experiments.

def fix_temperature(self, desired_temperature):

simple control scheme to fix the temperature to a
desired value

Returns: None

nun

if self.XADC_temp() > (desired_temperature +
self.temp_ctrl_sensitivity):
self .temp_ctrl_intensity -= 1
self .heat_on(self.temp_ctrl_intensity)
elif self.XADC_temp() < (desired_temperature -
self.temp_ctrl_sensitivity):
self .temp_ctrl_intensity += 1
self .heat_on(self.temp_ctrl_intensity)
if self.temp_ctrl_intensity > self.max_intensity:
self .temp_ctrl_intensity = self.max_intensity
elif self.temp_ctrl_intensity < O:
self .temp_ctrl_intensity = O
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Appendix G

Read CUT Frequency

Python source code of read_multi_ro function. It is embedded inside the
experiment_flow.py script. The function captured the frequency counter
output of mutiple ROs during the experiment.

| def read_multi_RO(self, RO_dict):

"""Reads the frequency of selected ROs

3 Parameters:
1 RO_dict : {keys=RO_ip_name, values=[R0O list per IP]}

N

6 Returns: freq_dict {keys=RO_ip_name, values=[
frequencies (nparray)]}

8 freq_dict = {}

9 for item in RO_dict.keys():

10 RO_list = RO_dict[item]

11 len_ro = len(RO_list)

12 freq_list = np.zeros((len_ro))

13 RO = getattr(self, item)

14 for i in range(len_ro):

15 freq_list[i] = RO.read(

16 self .RO_base_address +

17 RO_1list [i] * self.
counter_address_increament

18 ) /1000

19 freq_dict[item] = freq_list

20 return freq_dict
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Appendix H

Data Capture and Storage

Python source code of record function. It is embedded inside the experi-
ment_flow.py script. The function assembled all the measured values, in-
cluding temperature, voltage and oscillation frequency of the CUTs.

def record(ol, total_duration, every, num_oscillators,

desired_temp):

parameters

ol : FPGA bitstream file location
total_duration : total duration in seconds

every : sampling step size in seconds
num_oscillators : number of CUTs per instantiation of CUT
Module

desired_temp : desired stress temperature

nnn

data = []

RO_dict = dict(R02_0=1list(range(num_oscillators)))
times = []
init_time = datetime.now()
now_time = init_time
while(now_time < (init_time + total_duration)):
ol.fix_temperature (desired_temp)
now_time = datetime.now()

temperature = o0l.XADC_temp() # Read Temperature
vbram = ol.XADC_voltage(’vbram’) # Read Voltages
output_dict = ol.read_multi_RO(RO_dict) # Read freq.

# Stack all the measurements
current_read = np.hstack(output_dict[’R02_0’])

current_read = np.hstack((current_read, np.array ([
temperature])))

current_read = np.hstack((current_read, np.array([vbram
DM

now_pacific_live = datetime.now(timezone(’US/Pacific’))
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times.append (now_pacific_live)
data.append (current_read)
while (datetime.now() < now_time + every):
if (every > timedelta(seconds=1)):
sleep (1)
ol.fix_temperature (desired_temp)
pass

data = np.vstack(data)

output = pd.DataFrame (data, columns=([f’R02_0{i}’ for i in
range (num_oscillators)] + [’Temperature’] + [’vbram’]))

output [’Timestamp’] = pd.DataFrame(dict(Timestamp=times))

return output
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Appendix 1

Dispatch Email

Python source code of sendemail function. It is embedded inside the exper-
iment_flow.py script. During the experiments, it hourly emailed the attach-
ments that contained all the measured values.
def sendemail (self, subject, filename, receiver_email):

body = "This email is sent from Pynq board"

sender_email = "###0gmail.com" #Mention the email id
password = "###" #Mention that id’s password

# Create a multipart message and set headers
message = MIMEMultipart ()

message ["From"] = sender_email
message ["To"] = receiver_email
message ["Subject"] = subject

# Add body to email
message.attach (MIMEText (body, "plain"))

# Open file in binary mode

with open(filename, "rb") as attachment:
part = MIMEBase ("application", "octet-stream")
part.set_payload (attachment.read ())

# Encode file in ASCII characters to send by email
encoders.encode_base64 (part)

# Add header as key/value pair to attachment part
part.add_header(

"Content -Disposition",

f"attachment; filename= {filenamel}",

# Add attachment to message & convert message to string
message.attach(part)
text = message.as_string()

# Log in to server using secure context and send email

try:
context = ssl.create_default_context ()
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with smtplib.SMTP_SSL("smtp.gmail.com", 465,
context=context) as server:
server.login(sender_email , password)
server.sendmail (sender_email, receiver_email,
text)
except:
pass
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Appendix J

Frequency vs. Temperature
Phase

Python source code of the Frequency vs Temperature phase of the ex-
periment. Its description can be found in Section [3.4]

ol = TestChip(f’/home/xilinx/pynq/overlays/###/###.bit’>) #
Mention the location of the FPGA bitstream
ol.en_feedback (1) #Setting Mode to 1
for k in range (50):
sleep (2)
ol.fix_temperature(T_desired - 5)

temp_data = np.arange(T_desired - 5,T_desired + 6,2);
for j in range(temp_data.shape[0]):

for k in range (20):
sleep (1)
ol.fix_temperature(temp_dataljl)

output = record(ol, pre_total_duration, pre_every, 20,
temp_dataljl)
output.to_pickle (£’ ./###{j}.pkl’) #Name your pickle file

#send email

filename = f’###{j}.pkl’ #Mention your pickle filename
subject = f’###{j}’ #Give a unique subject to your email
receiver_email = ’###Qgmail.com’ #Mention the receiver’s
email address

ol.sendemail (subject,filename ,receiver_email)
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Appendix K

Stress and Measurement
Phase

Python source code of the Stress and Measure phase of the experiment.
Its description can be found in Section

for i in range (1001):
ol.en_feedback (0)
output = record(ol, stress_total_duration, sampling_rate,
num_oscillators, T_desired)
output.to_pickle (f’./###{i}.pkl’) #Name your pickle file

ol.en_feedback (1)

output = record(ol, measure_total_duration, sampling_rate,
num_oscillator, T_desired)
output.to_pickle(f’./###{i}.pkl’) #Name your pickle file

# send email

filename = f’###{i}.pkl’ #Mention your pickle filename
subject = f’ [###{i}’ #Give a unique subject to your email
receiver_email = ’###Qgmail.com’ #Mention the receiver’s
email address

ol.sendemail (subject, filename, receiver_email)

filename = f’###{i}.pkl’ #Mention your pickle filename
subject = £’ [###{i}’ #Give a unique subject to your email
receiver_email = ’###5Q@gmail.com’ #Mention the receiver’s
email address

ol.sendemail (subject, filename, receiver_email)
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Appendix L

Clock Divider

Verilog code used for instantiating a clock divider using D Flip-Flops.

‘timescale 1ns / 1ps

module clk_div(
input wire clk_in,

output wire clk_1,

output
output
output
output
)

wire [13:
wire [13:

wire clk_5, //6.25MHz
wire clk_9, //390KHz
wire clk_13, //24KHz
wire clk_14 //12KHz
0] din;

0] clkdiv;

dff dff_instO (

.clk(clk_

.rst (0),

in),

.D(din [0]),

) I

genvar 1,

generate
for (i =
begin

.Q(clkdiv [0])

1; i < 14; i=i+1)

dff_gen_label

dff dff_inst (
.clk(clkdiv[i-11),

.rst (0),
.D(din[il),
.Q(clkdiv[il)
)
end

endgenerate

assign din =

assign clk_1
assign clk_5

clkdiv;

clkdiv [0];
clkdiv [4];

//100MHz

7



assign clk_9 = clkdiv[8];
assign clk_13 clkdiv [12];
assign clk_14 clkdiv [13];

endmodule
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