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## Abstract

We construct and study a theory of bivariant cobordism of derived schemes. Our theory provides a vast generalization of the algebraic bordism theory of characteristic 0 algebraic schemes, constructed earlier by Levine and Morel, and a (partial) non- $\mathbb{A}^{1}$-invariant refinement of the motivic cohomology theory $M G L$ in MorelVoevodsky's stable motivic homotopy theory. Our main result is that bivariant cobordism satisfies the projective bundle formula. As applications of this, we construct cobordism Chern classes of vector bundles, and establish a strong connection between the cobordism cohomology rings and the Grothendieck ring of vector bundles. We also provide several universal properties for our theory. Additionally, our algebraic cobordism is also used to construct a candidate for the elusive theory of Chow cohomology of schemes.

## Lay Summary

Algebraic geometry is the study of geometric objects-schemes-that admit a description as solution sets of systems of polynomial equations. Schemes are often studied via their invariants, such as their dimension and degree. In order to construct more refined invariants, one often considers the scheme itself as its own invariant, up to a suitably chosen notion of equivalence. A variation of this idea naturally leads one to consider algebraic cobordism, where, roughly speaking, two schemes are considered equivalent if they can be interpolated by a continuous onedimensional family. We provide a vast generalization of the previous theories of algebraic cobordism using techniques originating from homotopy theory. Moreover, by computing the algebraic cobordism group of a "projective bundle" in terms of its "base", we are able to establish strong relationship of our invariant with other fundamental invariants in algebraic geometry.

## Preface

This thesis provides a streamlined account of part of the material from the articles [4, 6-8, 11]. The research of [11] was conducted under an equal collaboration with Professor Shoji Yokura from Kagoshima University, and the other articles were a product of independent research. Moreover, we have also included unpublished results from an equal collaboration with Ryomei Iwasa.

- Chapter 2 introduces the reader to the bivariant formalism. The chapter is mostly expository, but contains some original contributions from [7, 8], such as the definition and the basic properties of bivariant ideals.
- Chapter 3 is an introduction to derived algebraic geometry. Section 3.1 is expository, whereas Sections 3.2 and 3.3 contain some original material from [6] generalizing well-known classical facts to derived algebraic geometry. Section 3.4 contains some original results from [4, 7, 11].
- Chapter 4 presents a streamlined construction of bivariant algebraic cobordism, based on the articles $[4,6,7,11]$.
- Chapter 5 provides a streamlined proof for the projective bundle formula, and various applications, based on the articles $[4,6,7,11]$.
- Chapter 6 provides a universal property for bivariant algebraic cobordism, which is based on unpublished joint work with Ryomei Iwasa, related to the article [10].
- In Chapter 7, we prove that bivariant algebraic cobordism extends LevineMorel's algebraic bordism, based on the articles [7, 8].
- In Chapter 8, we study the operation of twisting oriented bivariant theories, and its applications, based on the articles [4, 6, 7].
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## Chapter 1

## Introduction

Ask, and it will be given to you; seek, and you will find; knock, and the door will be opened to you. - Matthew 7:7

In topology, complex cobordism is the universal cohomology theory with a complex orientation. In algebraic geometry, similar role should be played by algebraic cobordism, but unfortunately the situation is less clear. First models of algebraic cobordism appeared as a piece of Voevodsky's original approach to the proof of the Milnor conjecture [64], but later its role in the proof was suppressed [65, 66]. In this approach, algebraic cobordism is treated, rather abstractly, as the cohomology theory represented by the motivic spectrum $M G L$ in the motivic homotopy theory of Morel and Voevodsky [48]. This approach has two major downsides. First of all, the theory produced this way is automatically $\mathbb{A}^{1}$-homotopy invariant, which should not be true for a genuine theory of algebraic cobordism. Secondly, it does not easily yield geometric models similar to those in topology [53] (however, there exists recent work in this direction [20-22]).

A geometric model for algebraic cobordism was constructed by Levine and Morel in their seminal treatise [40], and later simplified by Levine and Pandharipande [41]. What they actually construct is the corresponding homology theory, algebraic bordism, for finite type schemes over a field of characteristic 0 . However, as in the case of Chow groups [24], this theory restricts to a multiplicative cohomology theory on smooth schemes. The biggest drawback of this approach is its degree of generality: since Levine and Morel made liberal use of resolution
of singularities [30,31] and weak factorization [1], their methods are restricted to algebraic schemes over a field of characteristic 0 . Still, this approach has led to several interesting applications [32, 33, 41, 56, 57].

Derived algebraic geometry was introduced to the subject by Lowrey and Schürg in their innovative work [43], providing an alternative construction of LevineMorel's algebraic bordism, transforming the most intricate part of the original construction-the construction of Gysin pullbacks-completely transparent. However, Lowrey and Schürg did not exploit the full potential of derived geometry in studying algebraic cobordism and related cohomology theories in algebraic geometry. In this thesis, I explain some of the results of my research program, the aim of which is to construct a workable and concrete theory of algebraic cobordism using derived geometry. A lot of material had to be left out: most importantly, we completely overlook the results of [9], by which algebraic bordism groups over fields and nice enough discrete valuation rings are, after inverting the residual characteristic exponent in the coefficients, $\mathbb{A}^{1}$-homotopy invariant and generated by bordism classes of regular schemes; and the results of the joint article with Ryomei Iwasa [10], in which the first steps towards a geometric construction of non- $\mathbb{A}^{1}$-invariant higher algebraic cobordism are taken. Most of our attention will be focused on studying the universal precobordism theory, which is an intermediate step in the construction of algebraic cobordism. The associated cohomology theory of universal precobordism already satisfies many of the properties expected from algebraic cobordism, and this, together with the simplicity of its construction, justifies the attention we give to it.

## Contents of the thesis

Chapters 2 and 3 are essentially background sections that introduce the reader to bivariant theories and derived algebraic geometry, respectively. In Chapter 4, we construct the universal precobordism as well as the algebraic cobordism of $S$-schemes, where $S$ is a nice enough fixed base scheme. The main result of this Chapter is that the Euler class of the tensor product of line bundles may be computed by the means of a formal group law. In Chapter 5, we prove the main result of this thesis: universal precobordism satisfies the projective bundle formula. As an application, we construct Chern classes of vector bundles in universal precobordism, and prove that the Grothendieck ring of vector bundles can be recovered from the universal precobordism rings by "enforcing the multiplicative formal group law". In Chapter 6, following unpublished joint work with Ryomei Iwasa, we prove that universal precobordism is the universal bivariant theory that satisfies a weak version of the projective bundle formula. We also provide similar universal properties for the associated homology and cohomology theories. In Chapter 7 we show that our bivariant algebraic cobordism extends Levine-Morel's algebraic bordism to a bivariant theory of quasi-projective derived algebraic $k$-schemes, where $k$ is a field of characteristic 0 . Finally, in Chapter 8 we study universal precobordism and algebraic cobordism with rational coefficients, using the operation of twisting bivariant theories. We also establish a cohomological counterpart of Baum-FultonMacPherson's Grothendieck-Riemann-Roch theorem [13].

Throughout the thesis, we will freely use the language of $\infty$-categories (see e.g. [45]). Moreover, a basic familiarity with the theory schemes (see e.g. [28]) and, to a much lesser extent, formal group laws (see e.g. [29]), is assumed.

## Chapter 2

## Bivariant theories

In this preliminary chapter, we recall the bivariant formalism. Bivariant theories were originally introduced by Fulton and MacPherson to aid in the study of characteristic classes of singular spaces, and to unify several types of Riemann-Roch theorems [25]. Such a theory, assigning an Abelian group to each morphism in a category, contains both a homological and a cohomological theory, and the bivariant axioms ensure that these theories interact with each other in a well-behaved manner. The operational bivariant theories have attracted attention [2, 3, 24, 27, 36, 37], especially in the context of toric varieties, as the operational cohomology rings of toric varieties tend to admit pleasant combinatorial descriptions. More relevant for us, however, is Yokura's work on universal bivariant theories [67, 68], which is one of the main ingredients of our construction of bivariant algebraic cobordism, the other one being derived algebraic geometry. Unlike the operational theories, the universal bivariant theories admit a natural geometric description; moreover, they contain more refined information.

Our own contributions in the content of this chapter are rather modest. Mostly it consists on the choice of subject material, as well as some simple definitions (such as that of a bivariant ideal), which make using the bivariant formalism slightly more pleasant. In Section 2.1, we recall the basics of bivariant theories. Section 2.2 is dedicated to the study of universal bivariant theories, following the work of Yokura [67]. In Section 2.3, we define two useful tools to manipulate bivariant theories, namely quotients by bivariant ideals and extensions of scalars.

### 2.1 Bivariant formalism

In this section, we carefully lay out the bivariant formalism of Fulton-MacPherson [25]. We start by defining bivariant theories in Section 2.1.1, after which we recall the construction of bivariant cross product in Section 2.1.2. A bivariant theory contains a homological and a cohomological theory whose basic properties are recalled in Section 2.1.3. One of the most interesting aspect of bivariant theories are the orientations they may admit. The theory of orientations of bivariant theories is recalled in Section 2.1.4, where it is also noted that the associated (co)homology theory of oriented bivariant theories satisfies many of the axioms of oriented (co)homology theories. In Section 2.1.5 we recall the definition of strong orientations, which implies an analogue Poincaré duality for a subclass of objects. We also record categorical conditions, under which such statements automatically hold. Finally, in Section 2.1.6, we study additive bivariant theories, as well as rings of coefficients for bivariant theories.

### 2.1.1 Basic definitions

Before defining bivariant theories, we need to fix the desired functoriality.
Definition 1. A (bivariant) functoriality is a tuple $\mathscr{F}=(\mathcal{C}, \mathscr{C}, \mathscr{I}, \mathscr{S})$, consisting of

1. $\mathcal{C}$, an $\infty$-category with a final object $p t$ and all fiber products;
2. $\mathscr{C}$, a class of morphisms in $\mathcal{C}$ regarded as confined morphisms, which contains all equivalences and is closed under compositions and pullbacks; moreover, if $f, f^{\prime}$ are equivalent morphisms $X \rightarrow Y$ in $\mathcal{C}$, and if $f$ in $\mathscr{C}$, then so is $f^{\prime}$ : in short, $\mathscr{C}$ is closed under equivalences;
3. $\mathscr{I}$, a class of Cartesian squares in $\mathcal{C}$ regarded as independent squares, which contains all squares of form

is closed under vertical and horizontal compositions, and is closed under equivalences of Cartesian squares;
4. $\mathscr{S}$, a class of morphisms in $\mathcal{C}$ regarded as specialized morphisms, which contains all equivalences and is closed under compositions and equivalences.

Many of the classical bivariant functorialities (e.g. that of bivariant $K$-theory [25] or of operational bivariant theories [2, 24, 27]) are straightforward modifications of the following functoriality.

Example 2. Let $\mathcal{C}$ be the category of schemes. Then the tuple $(\mathcal{C}, \mathscr{C}, \mathscr{I}, \mathscr{S})$ is a bivariant functoriality, where $\mathscr{C}$ consists of proper morphisms, $\mathscr{I}$ consists either of all Cartesian squares or of all Tor-independent Cartesian squares, and $\mathscr{S}$ consists of formally lci morphisms.

On the other hand, the derived bivariant theories we are going to consider in this work are fairly straightforward modifications of the following functoriality.

Example 3. Let $\mathcal{C}$ be the $\infty$-category of derived schemes. Then the tuple $(\mathcal{C}, \mathscr{C}, \mathscr{I}, \mathscr{S})$ is a bivariant functoriality, where $\mathscr{C}$ consists of proper morphisms, $\mathscr{I}$ consists of all Cartesian squares and $\mathscr{S}$ consists of formally quasi-smooth morphisms ${ }^{1}$.

We are now able to define bivariant theories with a fixed functoriality.
Definition 4. Let $\mathcal{F}$ be a bivariant functoriality. A bivariant theory $\mathbb{B}$ (with functoriality $\mathcal{F}$ ) is the assignment of

1. an Abelian group $\mathbb{B}(X \xrightarrow{f} Y)$ to each morphisms $X \rightarrow Y$ in $\mathcal{C}$, depending only on the equivalence class of $f$ in $\mathcal{C}$; the morphism $f$ is often omitted from the notation for simplicity;
2. a bivariant pushforward homomorphism $g_{*}: \mathbb{B}(X \xrightarrow{\text { hog }} Y) \rightarrow \mathbb{B}\left(X^{\prime} \xrightarrow{h} Y\right)$ to each factorization $f \simeq h \circ g$ such that $g$ is confined; the morphism $g_{*}$ depends only of the equivalence class of $g \in \mathcal{C}$;

[^0]3. a bivariant pullback homomorphism $g^{*}: \mathbb{B}(X \xrightarrow{f} Y) \rightarrow \mathbb{B}\left(X^{\prime} \xrightarrow{f^{\prime}} Y^{\prime}\right)$ to each independent square

depending only on the equivalence class of the square, i.e., the equivalence class of $g \in \mathcal{C}$;
4. a bi-additive bivariant product $\bullet: \mathbb{B}(X \xrightarrow{f} Y) \times \mathbb{B}(Y \xrightarrow{g} Z) \rightarrow \mathbb{B}(X \xrightarrow{g \circ f}$ $Z)$ to each composition, depending only on the equivalence classes of $f, g$ and $g \circ f$.

The above structure is required to satisfy the bivariant axioms:
$\left(A_{1}\right)$ associativity of $\bullet$ : given morphisms $X \rightarrow Y \rightarrow Z \rightarrow W$ in $\mathcal{C}$ and bivariant elements $\alpha \in \mathbb{B}(X \rightarrow Y), \beta \in \mathbb{B}(Y \rightarrow Z)$ and $\gamma \in \mathbb{B}(Z \rightarrow W)$, then

$$
(\alpha \bullet \beta) \bullet \gamma=\alpha \bullet(\beta \bullet \gamma) \in \mathbb{B}(X \rightarrow W)
$$

$\left(A_{2}\right)$ covariant functoriality of bivariant pushforward: if $X \rightarrow Y$ factors through a composition $X \xrightarrow{f} X^{\prime} \xrightarrow{g} X^{\prime \prime}$, where $f$ and $g$ are confined, then

$$
g_{*} \circ f_{*}=(g \circ f)_{*} ;
$$

moreover, $\mathrm{Id}_{*}=\mathrm{Id}$;
$\left(A_{3}\right)$ contravariant functoriality of bivariant pullback: if the Cartesian squares

are independent, then

$$
f^{*} \circ g^{*}=(g \circ f)^{*}
$$

moreover, $\mathrm{Id}^{*}=\mathrm{Id}$;
( $A_{12}$ ) product and pushforward commute: given $\alpha \in \mathbb{B}(X \rightarrow Y), \beta \in \mathbb{B}(Y \rightarrow$ $Z)$, and a confined morphism $f: X \rightarrow X^{\prime}$ through which $X \rightarrow Y$ factors, then

$$
f_{*}(\alpha \bullet \beta)=f_{*}(\alpha) \bullet \beta \in \mathbb{B}\left(X^{\prime} \rightarrow Y\right) ;
$$

( $A_{13}$ ) bivariant pullback is multiplicative: given $\alpha \in \mathbb{B}(X \rightarrow Y)$ and $\beta \in \mathbb{B}(Y \rightarrow$ $Z$ ) and suppose that the Cartesian squares

are independent ${ }^{2}$, then

$$
h^{*}(\alpha \bullet \beta)=h^{\prime *}(\alpha) \bullet h^{*}(\beta) \in \mathbb{B}\left(X^{\prime} \rightarrow Z^{\prime}\right) ;
$$

( $A_{23}$ ) bivariant push-pull formula: given $\alpha \in \mathbb{B}(X \rightarrow Z)$ and a Cartesian diagram

such that $f$ is confined and

are independent, then

$$
h^{*}\left(f_{*}(\alpha)\right)=f_{*}^{\prime}\left(h^{*}(\alpha)\right) \in \mathbb{B}\left(Y^{\prime} \rightarrow Z^{\prime}\right) ;
$$

[^1]( $A_{123}$ ) bivariant projection formula: given a commutative diagram

such that $g$ is confined and the small square on the left is independent, and elements $\alpha \in \mathbb{B}(Y \rightarrow Z)$ and $\beta \in \mathbb{B}\left(X^{\prime} \rightarrow Y^{\prime}\right)$, then
$$
g_{*}^{\prime}\left(g^{*}(\beta) \bullet \alpha\right)=\beta \bullet g_{*}(\alpha) \in \mathbb{B}\left(X^{\prime} \rightarrow Z\right) ;
$$
(U) existence of units: for each $X \in \mathcal{C}$, there exists an unit ${ }^{3} 1_{X} \in \mathbb{B}(X \rightarrow X)$ satisfying that for all $\alpha \in \mathbb{B}(X \rightarrow Y)$
$$
1_{X} \bullet \alpha=\alpha \in \mathbb{B}(X \rightarrow Y),
$$
and for all $\beta \in \mathbb{B}(Z \rightarrow X)$
$$
\beta \bullet 1_{X}=\beta \in \mathbb{B}(Z \rightarrow X) .
$$

The majority of bivariant theories defined in geometric terms are commutative in the following sense.

Definition 5. The class of independent squares is symmetric if

being independent implies the independence of


[^2]A bivariant theory with a symmetric class of independent squares is commutative if for all independent squares

and elements $\alpha \in \mathbb{B}(X \rightarrow Y)$ and $\beta \in \mathbb{B}\left(Y^{\prime} \rightarrow Y\right)$, the equality

$$
g^{*}(\alpha) \bullet \beta=f^{*}(\beta) \bullet \alpha
$$

holds.

Often, bivariant theories admit a useful (partial) grading.
Definition 6. A grading of a bivariant theory consists of isomorphisms

$$
\mathbb{B}(X \rightarrow Y) \cong \bigoplus_{i \in \mathbb{Z}} \mathbb{B}^{i}(X \rightarrow Y)
$$

depending only on the equivalence class of $X \rightarrow Y$ in $\mathcal{C}$, such that

1. bivariant pushforwards and pullbacks preserve the grading;
2. the bivariant product is graded, i.e., induces bi-additive pairings

- : $\mathbb{B}^{i}(X \rightarrow Y) \times \mathbb{B}^{j}(Y \rightarrow Z) \rightarrow \mathbb{B}^{i+j}(X \rightarrow Z)$.

A graded bivariant theory $\mathbb{B}^{*}$ is a bivariant theory $\mathbb{B}$ together with a specified grading.

Unfortunately, bivariant algebraic cobordism seems not to admit a natural grading in general, but only for the bivariant groups associated to morphisms of finite type. This motivates the following definition.

Definition 7. Let $\mathbb{B}$ be a bivariant theory with functoriality $\mathcal{F}=(\mathcal{C}, \mathscr{C}, \mathscr{I}, \mathscr{S})$, and let $\mathcal{C}^{\prime}$ be a sub- $\infty$-category of $\mathcal{C}$ such that $\mathcal{C}^{\prime}$ contains a final object of $\mathcal{C}$ and is closed under fiber products. Then, we define $\mathcal{F}^{\prime}:=\left(\mathcal{C}^{\prime}, \mathscr{C}^{\prime}, \mathscr{I}^{\prime}, \mathscr{S}^{\prime}\right)$, where $\mathscr{C}^{\prime}, \mathscr{I}^{\prime}$ and
$\mathscr{S}^{\prime}$ consists of those morphisms and squares in $\mathscr{C}, \mathscr{I}$ and $\mathscr{S}$ respectively, which are contained in $\mathcal{C}^{\prime}$. Clearly the tuple $\mathcal{F}^{\prime}$ is a bivariant functoriality and the bivariant theory $\mathbb{B}$ restricts to a bivariant theory $\left.\mathbb{B}\right|_{\mathcal{F}^{\prime}}$ on $\mathcal{F}^{\prime}$.

A $\left(\mathcal{F}^{\prime}\right)$-partial grading on $\mathbb{B}$ is a grading of $\left.\mathbb{B}\right|_{\mathcal{F}^{\prime}}$. A bivariant theory with a specified partial grading is referred to as being $\left(\mathcal{F}^{\prime}\right)$-partially graded. Such a theory is denoted by $\mathbb{B}$; however, whenever a morphism $X \rightarrow Y$ belongs to $\mathcal{C}^{\prime}$, the associated bivariant group is denoted by $\mathbb{B}^{*}(X \rightarrow Y)$, and it is considered as a graded Abelian group.

Of course, in addition to bivariant theories, we will be interested in bivariant transformations between them.

Definition 8. Let $\mathbb{B}$ and $\mathbb{B}^{\prime}$ be bivariant theories with functoriality $\mathcal{F}$. Then a Grothendieck transformation $\eta: \mathbb{B} \rightarrow \mathbb{B}^{\prime}$ is a collection of homomorphisms

$$
\eta_{X \rightarrow Y}: \mathbb{B}(X \rightarrow Y) \rightarrow \mathbb{B}^{\prime}(X \rightarrow Y),
$$

depending only on the equivalence class of $X \rightarrow Y$ in $\mathcal{C}$, such that

1. if $X \rightarrow Y$ factors through a confined morphism $f: X \rightarrow X^{\prime}$ and $\alpha \in$ $\mathbb{B}(X \rightarrow Y)$, then

$$
\eta_{X^{\prime} \rightarrow Y}\left(f_{*}(\alpha)\right)=f_{*}\left(\eta_{X \rightarrow Y}(\alpha)\right) ;
$$

2. if the Cartesian square

is independent and $\alpha \in \mathbb{B}(X \rightarrow Y)$, then

$$
\eta_{X^{\prime} \rightarrow Y^{\prime}}\left(g^{*}(\alpha)\right)=g^{*}\left(\eta_{X \rightarrow Y}(\alpha)\right) ;
$$

3. if $\alpha \in \mathbb{B}(X \rightarrow Y)$ and $\beta \in \mathbb{B}(Y \rightarrow Z)$, then

$$
\eta_{X \rightarrow Z}(\alpha \bullet \beta)=\eta_{X \rightarrow Y}(\alpha) \bullet \eta_{Y \rightarrow Z}(\beta)
$$

For simplicity, the morphism $X \rightarrow Y$ is often omitted from the notation. A (partially) graded Grothendieck transformation $\eta$ between (partially) graded bivariant theories is a Grothendieck transformation that preserves the (partial) grading.

### 2.1.2 Bivariant cross product

Before considering bivariant cross products, it is useful to restrict our attention to functorialities, in which independent squares satisfy the usual cancellation property of Cartesian squares.

Definition 9. The class of independent squares has the cancellation property if the independence of the large square and the bottom small square in

imply the independence of the top small square, and if the independence of the large square and the rightmost small square in

imply the independence of the leftmost small square.
Example 10. The class of Tor-independent squares in schemes satisfies the cancellation property.

In order to define the cross product pairing $\times: \mathbb{B}\left(X_{1} \rightarrow Y_{1}\right) \times \mathbb{B}\left(X_{2} \rightarrow Y_{2}\right) \rightarrow$
$\mathbb{B}\left(X_{1} \times X_{2} \rightarrow Y_{1} \times Y_{2}\right)$, we form the following Cartesian diagram


Definition 11. Let $\mathbb{B}$ be a bivariant theory. Moreover, suppose that each absolute product square

is independent and that the independent squares satisfy the cancellation property. Then each square of the above diagram is independent, and the cross product of $\alpha_{1} \in \mathbb{B}\left(X_{1} \rightarrow Y_{1}\right)$ and $\alpha_{2} \in \mathbb{B}\left(X_{2} \rightarrow Y_{2}\right)$ is be defined as

$$
\alpha_{1} \times \alpha_{2}:=g^{*}\left(f^{*}\left(\alpha_{1}\right)\right) \bullet h^{*}\left(\alpha_{2}\right) \in \mathbb{B}\left(X_{1} \times X_{2} \rightarrow Y_{1} \times Y_{2}\right) .
$$

The cross product is compatible with pushforwards.
Proposition 12. Let $\alpha_{1} \in \mathbb{B}\left(X_{1} \rightarrow Y_{1}\right)$ and $\alpha_{2} \in \mathbb{B}\left(X_{2} \rightarrow Y_{2}\right)$, and suppose that $X_{1} \rightarrow Y_{1}$ and $X_{2} \rightarrow Y_{2}$ factor through confined morphisms $f_{1}: X_{1} \rightarrow X_{1}^{\prime}$ and $f_{2}: X_{2} \rightarrow X_{2}^{\prime}$, respectively. Then $f_{1} \times f_{2}: X_{1} \times X_{2} \rightarrow X_{1}^{\prime} \times X_{2}^{\prime}$ is confined and the equality

$$
\left(f_{1} \times f_{2}\right)_{*}\left(\alpha_{1} \times \alpha_{2}\right)=f_{1 *}\left(\alpha_{1}\right) \times f_{2 *}\left(\alpha_{2}\right)
$$

holds.
Proof. That $f_{1} \times f_{2}$ is confined follows easily from the stability of confined morphisms in pullbacks and compositions. In order to prove the rest, we consider the

Cartesian diagram


In the notation of the above diagram, we compute that

$$
\begin{align*}
& \left(f_{1} \times f_{2}\right)_{*}\left(\alpha_{1} \times \alpha_{2}\right) \\
& =\left(\operatorname{Id}_{X_{1}^{\prime}} \times f_{2}\right)_{*}\left(\left(f_{1} \times \operatorname{Id}_{X_{2}}\right)_{*}\left(\left(\operatorname{Id}_{Y_{1}} \times f_{2}\right)^{*}\left(g^{\prime *}\left(f^{*}\left(\alpha_{1}\right)\right)\right) \bullet h^{*}\left(\alpha_{2}\right)\right)\right) \\
& =\left(\operatorname{Id}_{X_{1}^{\prime}} \times f_{2}\right)_{*}\left(\left(f_{1} \times \operatorname{Id}_{X_{2}}\right)_{*}\left(\left(\operatorname{Id}_{Y_{1}} \times f_{2}\right)^{*}\left(g^{\prime *}\left(f^{*}\left(\alpha_{1}\right)\right)\right)\right) \bullet h^{*}\left(\alpha_{2}\right)\right)  \tag{12}\\
& =\left(\operatorname{Id}_{X_{1}^{\prime}} \times f_{2}\right)_{*}\left(\left(\operatorname{Id}_{Y_{1}} \times f_{2}\right)^{*}\left(g^{\prime *}\left(f^{*}\left(f_{1 *}\left(\alpha_{1}\right)\right)\right)\right) \bullet h^{*}\left(\alpha_{2}\right)\right)  \tag{23}\\
& =g^{\prime *}\left(f^{*}\left(f_{1 *}\left(\alpha_{1}\right)\right)\right) \bullet\left(\operatorname{Id}_{Y_{1}} \times f_{2}\right)_{*}\left(h^{*}\left(\alpha_{2}\right)\right)  \tag{123}\\
& =g^{\prime *}\left(f^{*}\left(f_{1 *}\left(\alpha_{1}\right)\right)\right) \bullet h^{*}\left(f_{2 *}\left(\alpha_{2}\right)\right)  \tag{23}\\
& =f_{1 *}\left(\alpha_{1}\right) \times f_{2 *}\left(\alpha_{2}\right)
\end{align*}
$$

as desired.

### 2.1.3 The induced homology and cohomology theory

A bivariant theory contains both a homology theory and a cohomology theory as a part of it. Moreover, the bivariant axioms ensure that these theories interact in a well-behaved manner.

Definition 13. Let $\mathbb{B}$ be a bivariant theory with functoriality $\mathcal{F}=(\mathcal{C}, \mathscr{C}, \mathscr{I}, \mathscr{S})$.

Then the induced cohomology theory $\mathbb{B}^{\bullet}$ assigns for every $X \in \mathcal{C}$ the ring

$$
\mathbb{B}^{\bullet}(X):=\mathbb{B}(X \xrightarrow{\mathrm{Id}} X),
$$

the ring structure of which is given by the bivariant product. Bivariant pullbacks induce a contravariant functoriality along all morphisms in $\mathcal{C}$ for the rings $\mathbb{B}^{\bullet}(X)$. The induced cohomology theory of a graded bivariant theory inherits a grading, and is denoted by $\mathbb{B}^{*}$ instead of $\mathbb{B}^{\bullet}$. For partially graded bivariant theory, the induced cohomology rings are denoted by $\mathbb{B}^{*}(X)$ rather than $\mathbb{B}^{\bullet}(X)$ only in the case that they admit a grading.

Definition 14. Let $\mathbb{B}$ be a bivariant theory with functoriality $\mathcal{F}=(\mathcal{C}, \mathscr{C}, \mathscr{I}, \mathscr{S})$. Then the induced homology theory $\mathbb{B} \bullet$ assigns, for every $X \in \mathcal{C}$, the group

$$
\mathbb{B}_{\bullet}(X):=\mathbb{B}(X \rightarrow p t) .
$$

The bivariant pushforwards induce a covariant functoriality along the confined morphisms of $\mathcal{C}$ for the groups $\mathbb{B}_{\bullet}(X)$. The induced homology theory of a graded bivariant theory inherits a grading with the convention that

$$
\mathbb{B}_{i}(X):=\mathbb{B}^{-i}(X \rightarrow p t) .
$$

In this situation, the induced homology theory is denoted by $\mathbb{B}_{*}$ rather than $\mathbb{B}$. For partially graded bivariant theory, the induced homology groups are denoted by $\mathbb{B}_{*}(X)$ rather than $\mathbb{B}_{\bullet}(X)$ only the case that they admit a grading.

Let us then record some immediate results. First, the bivariant cross product induces a cross product for the associated cohomology and homology theories. For the cohomology theory, this product admits a pleasant alternative description.

Proposition 15. Let $\mathbb{B}$ be a bivariant theory. Then the induced cross product on the associated cohomology rings satisfies the formula

$$
\alpha_{1} \times \alpha_{2}=\operatorname{pr}_{1}^{*}\left(\alpha_{1}\right) \bullet \operatorname{pr}_{2}^{*}\left(\alpha_{2}\right) \in \mathbb{B}^{\bullet}(X \times Y),
$$

where $\mathrm{pr}_{1}$ and $\mathrm{pr}_{2}$ are the projections $X \times Y \rightarrow X$ and $X \times Y \rightarrow Y$, respectively.

Proof. Follows immediately from the definition.
The bivariant product makes the associated homology groups $\mathbb{B} \bullet(X)$ left $\mathbb{B}^{\bullet}(X)$ modules. The bivariant axioms imply that a projection formula holds for this structure.

Proposition 16. Suppose that $f: X \rightarrow Y$ is confined. Then, for all $\alpha \in \mathbb{B}^{\bullet}(Y)$ and $\beta \in \mathbb{B}_{\bullet}(X)$, the equation

$$
f_{*}\left(f^{*}(\alpha) \bullet \beta\right)=\alpha \bullet f_{*}(\beta)
$$

holds.
Proof. Apply the bivariant axiom $\left(A_{123}\right)$ to the diagram


### 2.1.4 Orientations and Gysin morphisms

Orientations are one of the main reasons that make the study of bivariant theories worthwhile. They induce functoriality in the "wrong direction" for the associated homology and cohomology theory, generalizing, among other things, the lci pullback of Chow groups [24]. Moreover, Grothendieck transformations that do not conserve the orientation often lead to several Grothendieck-Riemann-Roch type formulas.

Definition 17. Let $\mathbb{B}$ be a bivariant theory. An orientation of $\mathbb{B}$ is a choice of an element $\theta(f) \in \mathbb{B}(X \xrightarrow{f} Y)$ for each specialized map $f: X \rightarrow Y$, satisfying

1. $\theta(\mathrm{Id})=1_{X} \in \mathbb{B}(X \xrightarrow{\mathrm{Id}} X)$;
2. $\theta(g \circ f)=\theta(f) \bullet \theta(g) \in \mathbb{B}(X \rightarrow Z)$ whenever $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ are specialized.

An oriented bivariant theory ${ }^{4}$ is a bivariant theory together with a specified orientation. A Grothendieck transformation between oriented bivariant theories is orientation preserving if it conserves the orientation.

If the class $\mathscr{S}$ of specialized morphisms is stable under independent pullbacks, then an orientation $\theta$ that is stable under independent pullbacks is referred to as being stable under pullbacks. A bivariant theory equipped with such an orientation is called stably oriented.

Remark 18. The derived bivariant theories we are going to consider in this work are stable under pullbacks. However, many classical bivariant theories, such as the operational bivariant theories [2, 24, 27], do not have this property: there, the orientation is stable only under Tor-independent pullbacks.

Another interesting class of oriented bivariant theories is given by the centrally oriented theories, which generalize oriented commutative bivariant theories.

Definition 19. An oriented bivariant theory $\mathbb{B}$ with a symmetric class of independent squares is centrally oriented if, whenever

is independent and $f$ is specialized, then, for all $\alpha \in \mathbb{B}\left(Y^{\prime} \rightarrow Y\right)$, the equality

$$
g^{*}(\theta(f)) \bullet \alpha=f^{*}(\alpha) \bullet \theta(f)
$$

holds.
Example 20. The operational bivariant theories [2, 24, 27] are centrally oriented. However, it is not clear in which generality they are commutative and in any case, commutativity is not clear from the definition.

[^3]The orientation of a bivariant theory induces an interesting structure on the associated cohomology and homology theories.

Definition 21. Let $\mathbb{B}$ be an oriented bivariant theory. Then for each confined and specialized morphism $f: X \rightarrow Y$ and $\alpha \in \mathbb{B}^{\bullet}(X)$, one defines the Gysin pushforward by

$$
f_{!}(\alpha):=f_{*}(\alpha \bullet \theta(f)) \in \mathbb{B}^{\bullet}(Y),
$$

and for each specialized morphism $g: X^{\prime} \rightarrow Y^{\prime}$ and $\beta \in \mathbb{B} \bullet\left(Y^{\prime}\right)$, one defines the Gysin pullback by

$$
g^{\prime}(\beta):=\theta(g) \bullet \beta .
$$

The associated cohomology theory of an oriented bivariant theory has pleasant formal properties. These properties are analogous to a subset of the axioms of an oriented cohomology theory, used in Levine-Morel's treatment of algebraic cobordism ([40] Definition 1.1.2).

Proposition 22. Let $\mathbb{B}$ be an oriented bivariant theory. Then the induced cohomology theory $\mathbb{B} \boldsymbol{\bullet}$ satisfies the following properties:

1. covariant functoriality: the Gysin pushforwards are functorial;
2. projection formula ${ }^{5}$ : if $f: X \rightarrow Y$ is both specialized and confined, then, for all $\alpha \in \mathbb{B}^{\bullet}(Y)$ and $\beta \in \mathbb{B}^{\bullet}(X)$, the equality

$$
f_{!}\left(f^{*}(\alpha) \bullet \beta\right)=\alpha \bullet f_{!}(\beta)
$$

holds.
Moreover, if $\mathbb{B}$ is stably oriented, then the associated cohomology theory satisfies the following further property:
3. push-pull formula: if the square


[^4]is independent and if $f$ is both specialized and confined, then the equality
$$
g^{*} \circ f_{!}=f_{!}^{\prime} \circ g^{\prime *}: \mathbb{B}^{\bullet}\left(Y^{\prime}\right) \rightarrow \mathbb{B}^{\bullet}(X)
$$
holds.
Proof. 1. Clearly $\mathrm{Id}_{!}=\mathrm{Id}$. It is therefore enough to check that, for specialized and confined morphisms $f: X \rightarrow Y$ and $g: Y \rightarrow Z$, the equality $g!\circ f!=$ $(g \circ f)$ ! holds. But this is straightforward: for any $\alpha \in \mathbb{B}^{\bullet}(X)$, we compute that
\[

$$
\begin{align*}
g_{!}\left(f_{!}(\alpha)\right) & =g_{*}\left(f_{*}(\alpha \bullet \theta(f)) \bullet \theta(g)\right) \\
& =g_{*}\left(f_{*}(\alpha \bullet \theta(f) \bullet \theta(g))\right)  \tag{12}\\
& =(g \circ f)_{*}(\alpha \bullet \theta(g \circ f)) \\
& =(g \circ f)!(\alpha),
\end{align*}
$$
\]

as desired.
2. By a straightforward computation, the equality

$$
\begin{align*}
f_{!}\left(f^{*}(\alpha) \bullet \beta\right) & =f_{*}\left(f^{*}(\alpha) \bullet \beta \bullet \theta(f)\right) \\
& =\alpha \bullet f_{*}(\beta \bullet \theta(f))  \tag{123}\\
& =\alpha \bullet f_{!}(\beta)
\end{align*}
$$

holds, as desired.
3. Let $\alpha \in \mathbb{B}^{\bullet}\left(Y^{\prime}\right)$. Then the equality

$$
\begin{align*}
g^{*}\left(f_{!}(\alpha)\right) & =g^{*}\left(f_{*}(\alpha \bullet \theta(f))\right) \\
& =f_{*}^{\prime}\left(g^{*}(\alpha \bullet \theta(f))\right)  \tag{23}\\
& =f_{*}^{\prime}\left(g^{\prime *}(\alpha) \bullet g^{*}(\theta(f))\right)  \tag{13}\\
& =f_{*}^{\prime}\left(g^{\prime *}(\alpha) \bullet \theta\left(f^{\prime}\right)\right) \\
& =f_{!}^{\prime}\left(g^{\prime *}(\alpha)\right)
\end{align*}
$$

(stability)
holds, as desired.
Similar result holds for the associated homology theory. The properties are analogous to a subset of the axioms of an oriented Borel-Moore homology theory, used in Levine-Morel's treatment of algebraic cobordism ([40] Definition 5.1.3).

Proposition 23. Let $\mathbb{B}$ be an oriented bivariant theory. Then, the induced homology theory $\mathbb{B}$ • satisfies the following properties:

1. contravariant functoriality: the Gysin pullbacks are functorial;
2. cross product is compatible with pushforward: if all absolute product squares are independent and if independent squares satisfy the cancellation property, then, for all $\alpha \in \mathbb{B}_{\bullet}(X)$ and $\beta \in \mathbb{B} \bullet(Y)$, and confined morphisms $f: X \rightarrow X^{\prime}$ and $g: Y \rightarrow Y^{\prime}$,

$$
(f \times g)_{*}(\alpha \times \beta)=f_{*}(\alpha) \times g_{*}(\beta) ;
$$

3. cross product is compatible with Gysin pullback: if $\mathbb{B}$ is centrally and stably oriented, if all absolute product squares are independent, and if the independent squares satisfy the cancellation property, then, for all $\alpha \in \mathbb{B} \cdot(X)$ and $\beta \in \mathbb{B}_{\bullet}(Y)$, and for all specialized morphisms $f: X^{\prime} \rightarrow X$ and $g: Y^{\prime} \rightarrow Y$,

$$
(f \times g)^{!}(\alpha \times \beta)=f^{!}(\alpha) \times g^{!}(\beta) ;
$$

4. push-pull formula: if $\mathbb{B}$ is stably oriented and the square

is independent, if $f$ is confined and if $g$ is specialized, then the equality

$$
g^{!} \circ f_{*}=f_{*}^{\prime} \circ g^{\prime!}: \mathbb{B} \bullet\left(Y^{\prime}\right) \rightarrow \mathbb{B} \bullet(X)
$$

holds.

Proof. 1. Follows immediately from the definition.
2. This is a special case of Proposition 12.
3. Consider the Cartesian diagram


By definition, $\alpha \times \beta=\pi_{Y}^{*}(\alpha) \bullet \beta$, and

$$
\begin{array}{lr}
(f \times g)^{!}(\alpha \times \beta) & \\
\left.=\left(\operatorname{Id}_{X^{\prime}} \times g\right)\right)^{!}\left(\left(f \times \operatorname{Id}_{Y}\right)^{!}\left(\pi_{Y}^{*}(\alpha) \bullet \beta\right)\right) & \\
=\theta\left(\operatorname{Id}_{X^{\prime}} \times g\right) \bullet \theta\left(f \times \operatorname{Id}_{Y}\right) \bullet \pi_{Y}^{*}(\alpha) \bullet \beta & \\
=\theta\left(\operatorname{Id}_{X^{\prime}} \times g\right) \bullet \pi_{Y}^{*}(\theta(f) \bullet \alpha) \bullet \beta & \text { (stability, } \left.A_{13}\right)  \tag{13}\\
=g^{*}\left(\pi_{Y}^{*}(\theta(f) \bullet \alpha)\right) \bullet \theta(g) \bullet \beta & \\
=\pi_{Y^{\prime}}^{*}\left(f^{!}(\alpha)\right) \bullet g^{!}(\beta) & \\
=f^{!}(\alpha) \times g^{!}(\beta) &
\end{array}
$$

holds, as desired.
4. Suppose $\alpha \in \mathbb{B} \bullet\left(Y^{\prime}\right)$. Then,

$$
\begin{align*}
g^{!}\left(f_{*}(\alpha)\right) & =\theta(g) \bullet f_{*}(\alpha) \\
& =f_{*}^{\prime}\left(f^{*}(\theta(g)) \bullet \alpha\right)  \tag{123}\\
& =f_{*}^{\prime}\left(\theta\left(g^{\prime}\right) \bullet \alpha\right) \\
& =f_{*}^{\prime}\left(g^{\prime!}(\alpha)\right),
\end{align*}
$$

$\rightarrow\left(Y^{\prime}\right)$ Then
(stability)
as desired.

### 2.1.5 Strong orientations and Poincaré duality

Often, in oriented bivariant theories that naturally appear in algebraic geometry, the orientations along smooth morphisms have the following property, which gives rise to phenomena analogous to Poincaré duality.

Definition 24. Let $\mathbb{B}$ be an oriented bivariant theory and $f: Y \rightarrow Z$ a specialized morphism. The orientation of $f$ is strong if for all $X \rightarrow Y$, the map

$$
-\bullet \theta(f): \mathbb{B}(X \rightarrow Y) \rightarrow \mathbb{B}(X \rightarrow Z)
$$

is an isomorphism.
In particular, if $\pi_{X}: X \rightarrow p t$ is specialized and has strong orientation, then the above morphism, "capping by the fundamental class", gives rise to an isomorphism $\mathbb{B}^{\bullet}(X) \rightarrow \mathbb{B}_{\bullet}(X)$. In order to obtain stronger results, it is useful to consider the following definition.

Definition 25. A subclass $\mathscr{S}_{v} \subset \mathscr{S}$ is called a class of very special morphisms ${ }^{6}$ if

1. $\mathscr{S}_{v}$ is stable under compositions and pullbacks;
2. if $f: X \rightarrow Y$ is very specialized, then all Cartesian squares of form

are independent;
3. if $X \rightarrow Y$ is very specialized, and if $s$ is a morphism $Y \rightarrow X$ such that $f \circ s=\mathrm{Id}$, then $s$ is specialized.

The following result is just the formalization of [24] Proposition 17.4.2.
Proposition 26. Let $\mathbb{B}$ be a centrally and stably oriented bivariant theory such that the independent squares satisfy the cancellation property (Definition 9). Let

[^5]$\mathscr{S}_{v} \subset \mathscr{S}$ be a class of very specialized morphisms. Then, the orientation of $\mathbb{B}$ is strong along morphisms in $\mathscr{S}_{v}$.

Proof. Let $g: Y \rightarrow Z$ be a very specialized morphism, and let $f: X \rightarrow Y$ be an arbitrary morphisms. Then all squares in the Cartesian diagram

are independent. We claim that the inverse to right multiplication by $\theta(g)$ is given by $\theta\left(\Gamma_{f}\right) \bullet g^{*}(-)$. Indeed, for any $\alpha \in \mathbb{B}(X \rightarrow Y)$,

$$
\begin{array}{rlr}
\theta\left(\Gamma_{f}\right) \bullet g^{*}(\alpha \bullet \theta(g)) & =\theta\left(\Gamma_{f}\right) \bullet g^{\prime *}(\alpha) \bullet \theta\left(g^{\prime \prime \prime}\right) & \left(A_{13}, \text { stability }\right) \\
& =\alpha \bullet \theta(\Delta) \bullet \theta\left(g^{\prime \prime \prime}\right) & \text { (centrality, stability }) \\
& =\alpha &
\end{array}
$$

and, for any $\beta \in \mathbb{B}(X \rightarrow Z)$,

$$
\begin{aligned}
\theta\left(\Gamma_{f}\right) \bullet g^{*}(\beta) \bullet \theta(g) & =\theta\left(\Gamma_{f}\right) \bullet \theta\left(g^{\prime \prime}\right) \bullet \beta \quad \text { (centrality, stability) } \\
& =\beta,
\end{aligned}
$$

as desired.
If a class of very specialized morphisms is chosen, then $X \in \mathcal{C}$ is a very specialized object if the structure morphism $\pi_{X}: X \rightarrow p t$ is very specialized. The homology group of such an object admits an intersection product.

Definition 27. Let $X$ be a very specialized object. Then $\Delta: X \rightarrow X \times X$ is specialized, and one defines the intersection product

$$
\frown: \mathbb{B}_{\bullet}(X) \times \mathbb{B} \bullet(X) \rightarrow \mathbb{B} \bullet(X)
$$

as

$$
\alpha \frown \beta:=\Delta^{!}(\alpha \times \beta) .
$$

The intersection product equips the homology group of a very specialized object by a ring structure. The following analogue of Poincaré duality identifies it with the associated cohomology ring of $X$.

Proposition 28. Let $\mathbb{B}$ be a centrally and stably oriented bivariant theory such that all absolute product squares are independent and the independent squares satisfy the cancellation property (Definition 9), and let $X$ be a very specialized object. Then, $-\bullet \theta\left(\pi_{X}\right): \mathbb{B}^{\bullet}(X) \rightarrow \mathbb{B} \bullet(X)$ is an isomorphism of Abelian groups, and for all $\alpha, \beta \in \mathbb{B}^{\bullet}(X)$,

$$
(\alpha \bullet \beta) \bullet \theta\left(\pi_{X}\right)=\left(\alpha \bullet \theta\left(\pi_{X}\right)\right) \frown\left(\beta \bullet \theta\left(\pi_{X}\right)\right) .
$$

In particular, the intersection product $\frown$ is associative.
Proof. The first claim follows immediately from Proposition 26. To prove the second claim, we consider the Cartesian diagram


By the proof of Proposition 26, the equality

$$
\theta(\Delta) \bullet \pi_{X}^{*}\left(\alpha \bullet \theta\left(\pi_{X}\right)\right)=\alpha
$$

holds, and therefore

$$
\begin{aligned}
\left(\alpha \bullet \theta\left(\pi_{X}\right)\right) \frown\left(\beta \bullet \theta\left(\pi_{X}\right)\right) & =\Delta^{!}\left(\left(\alpha \bullet \theta\left(\pi_{X}\right)\right) \times\left(\beta \bullet \theta\left(\pi_{X}\right)\right)\right) \\
& =\theta(\Delta) \bullet \pi_{X}^{*}\left(\alpha \bullet \theta\left(\pi_{X}\right)\right) \bullet \beta \bullet \theta\left(\pi_{X}\right) \\
& =\alpha \bullet \beta \bullet \theta\left(\pi_{X}\right),
\end{aligned}
$$

as desired.

### 2.1.6 Further properties of bivariant theories

In this section, we recall miscellaneous properties of bivariant theories that will be relevant to our work.

## Additivity

Here, we study additive bivariant theories. Note that our treatment differs slightly from that of Yokura [67]. We start by fixing kind of bivariant theories, where the notion of additivity is sensible.

Definition 29. Let $\mathcal{F}=(\mathcal{C}, \mathscr{C}, \mathscr{I}, \mathscr{S})$ be a bivariant functoriality. Then $\mathcal{F}$ has good coproducts if

1. the $\infty$-category $\mathcal{C}$ has all finite coproducts;
2. for all non-initial objects $X \in \mathcal{C}$, the mapping space $\operatorname{Map}_{\mathcal{C}}(X, \emptyset)$ is empty, where $\emptyset$ is an initial object;
3. a morphism $f: X \sqcup Y \rightarrow Z$ is confined (specialized) if and only if the morphisms $\left.f\right|_{X}: X \rightarrow Z$ and $\left.f\right|_{Y}: Y \rightarrow Z$ are confined (specialized);
4. all squares of form

are Cartesian, where $\iota_{i}$ are canonical inclusions;
5. all Cartesian squares of form

are independent.
Several other properties follow from the above assumptions.

Lemma 30. Let $\mathcal{F}$ be a bivariant functoriality with good coproducts. Then

1. canonical inclusions are stable under pullbacks;
2. a square of form

is Cartesian.
Proof. 1. As $V \simeq\left(V \times_{X \sqcup Y} X\right) \sqcup\left(V \times_{X \sqcup Y} Y\right)$, the map $V \times_{X \sqcup Y} X \rightarrow V$ is a canonical inclusion.
3. As $X \simeq\left(X \times_{X \sqcup Y} X\right) \sqcup\left(Y \times_{X \sqcup Y} X\right)$, and as $Y \times_{X \sqcup Y} X \simeq \emptyset$, it follows that the natural map $X \times_{X \sqcup Y} X \rightarrow X$ is an equivalence.

The following further ingredients are needed for a sensible notion of additivity.
Definition 31. Let $\mathbb{B}$ be an oriented bivariant theory with good coproducts. Then $\mathbb{B}$ is well oriented if the orientations along canonical inclusions are stable under (independent) pullbacks.

We are now ready to define additive bivariant theories.
Definition 32. Let $\mathbb{B}$ be a well oriented bivariant theory. Then $\mathbb{B}$ is additive, if, for all $X \simeq \coprod_{i=1}^{r} X_{i}$, the equation

$$
\sum_{i=1}^{r} \iota_{i_{*}}\left(\theta\left(\iota_{i}\right)\right)=1_{X}
$$

holds, where $\iota_{i}$ are the canonical inclusions $X_{i} \rightarrow X$.
Additive theories have many useful properties. In particular, the associated homology and cohomology groups of an additive bivariant theory are additive functors in the usual sense.

Proposition 33. Let $\mathbb{B}$ be an additive bivariant theory. Then

1. for all $Y \in \mathcal{C}$, the group $\mathbb{B}(\emptyset \rightarrow Y)$ is empty;
2. for all $X_{1} \sqcup X_{2} \rightarrow Y$, the map

$$
\iota_{*}:=\left[\begin{array}{cc}
\iota_{1 *} & \iota_{2 *}
\end{array}\right]: \mathbb{B}\left(X_{1} \rightarrow Y\right) \oplus \mathbb{B}\left(X_{2} \rightarrow Y\right) \rightarrow \mathbb{B}\left(X_{1} \sqcup X_{2} \rightarrow Y\right)
$$

is an isomorphism, the inverse of which is given by

$$
\begin{aligned}
\theta(\iota) \bullet-:=\left[\begin{array}{l}
\theta\left(\iota_{1}\right) \bullet- \\
\theta\left(\iota_{2}\right) \bullet-
\end{array}\right] & : \mathbb{B}\left(X_{1} \sqcup X_{2} \rightarrow Y\right) \\
& \rightarrow \mathbb{B}\left(X_{1} \rightarrow Y\right) \oplus \mathbb{B}\left(X_{2} \rightarrow Y\right)
\end{aligned}
$$

3. for all $X \rightarrow Y_{1} \sqcup Y_{2}$, the map

$$
\iota^{*}:=\left[\begin{array}{l}
\iota_{1}^{*} \\
\iota_{2}^{*}
\end{array}\right]: \mathbb{B}\left(X \rightarrow Y_{1} \sqcup Y_{2}\right) \rightarrow \mathbb{B}\left(X_{1} \rightarrow Y_{1}\right) \oplus \mathbb{B}\left(X_{2} \rightarrow Y_{2}\right)
$$

is an isomorphism, the inverse of which is given by

$$
\begin{aligned}
{\left[\iota_{1 *}^{\prime}\left(-\bullet \theta\left(\iota_{1}\right)\right) \quad \iota_{2 *}^{\prime}\left(-\bullet \theta\left(\iota_{2}\right)\right)\right] } & : \mathbb{B}\left(X_{1} \rightarrow Y_{1}\right) \oplus \mathbb{B}\left(X_{2} \rightarrow Y_{2}\right) \\
& \rightarrow \mathbb{B}\left(X \rightarrow Y_{1} \sqcup Y_{2}\right)
\end{aligned}
$$

where $X_{i}$ and $\iota_{i}^{\prime}$ are as in the Cartesian diagram


Proof. 1. By assumption $1_{\emptyset}$ equals an empty sum, i.e., it is zero. Hence, for any $\alpha \in \mathbb{B}(\emptyset \rightarrow Y)$, we have that $\alpha=1_{\emptyset} \bullet \alpha=0$, proving that $\mathbb{B}(\emptyset \rightarrow Y) \cong 0$.
2. Considering the commutative diagram

where the left square is an independent Cartesian square, one deduces from the bivariant axiom $\left(A_{123}\right)$ and the well orientedness of $\mathbb{B}$, that for all $\alpha \in$ $\mathbb{B}\left(X_{i} \rightarrow Y\right)$,

$$
\theta\left(\iota_{j}\right) \bullet \iota_{i *}(\alpha)= \begin{cases}\alpha & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

Hence $\theta(\iota) \bullet \iota_{*}(-)$ is the identity morphism. To conclude that $\iota_{*}(\theta(\iota) \bullet-)$ is the identity, we compute that, for every $\beta \in \mathbb{B}\left(X_{1} \sqcup X_{2} \rightarrow Y\right)$,

$$
\begin{align*}
\sum_{i=1}^{2} \iota_{i *}\left(\theta\left(\iota_{i}\right) \bullet \beta\right) & =\sum_{i=1}^{2} \iota_{i *}\left(\theta\left(\iota_{i}\right)\right) \bullet \beta  \tag{12}\\
& =\beta
\end{align*}
$$

3. Considering the independent Cartesian diagram

we deduce from the bivariant axiom $\left(A_{23}\right)$, that, for all $\alpha \in \mathbb{B}\left(X_{i} \rightarrow Y_{i}\right)$,

$$
\iota_{i}^{*}\left(\iota_{j}^{\prime}\left(\alpha \bullet \iota\left(\iota_{j}\right)\right)\right)= \begin{cases}\iota_{i}^{*}\left(\alpha \bullet \theta\left(\iota_{i}\right)\right) & \text { if } i=j \\ 0 & \text { if } i \neq j .\end{cases}
$$

Moreover, considering the independent Cartesian diagram

it follows from the bivariant axiom $\left(A_{13}\right)$ and the well orientedness of $\mathbb{B}$ that $\iota_{i}^{*}\left(\alpha \bullet \theta\left(\iota_{i}\right)\right)=\alpha$. Hence the composition

$$
\mathbb{B}\left(X_{1} \rightarrow Y_{1}\right) \oplus \mathbb{B}\left(X_{2} \rightarrow Y_{2}\right) \rightarrow \mathbb{B}\left(X_{1} \rightarrow Y_{1}\right) \oplus \mathbb{B}\left(X_{2} \rightarrow Y_{2}\right)
$$

is the identity. To verify that the other composition is the identity as well, we compute that, for every $\beta \in \mathbb{B}\left(X \rightarrow Y_{1} \sqcup Y_{2}\right)$,

$$
\begin{align*}
\sum_{i=1}^{2} \iota_{i *}^{\prime}\left(\iota_{i}^{*}(\beta) \bullet \theta\left(\iota_{i}\right)\right) & =\sum_{i=1}^{2} \beta \bullet \iota_{i *}\left(\theta\left(\iota_{i}\right)\right)  \tag{123}\\
& =\beta
\end{align*}
$$

as desired.

## Rings of coefficients

It is often useful to consider bivariant theories taking values in modules over a ring, rather than just Abelian groups.

Definition 34. A ring of coefficients for a bivariant theory $\mathbb{B}$ is a ring $R$ together with a map of rings $R \rightarrow \mathbb{B}^{\bullet}(p t)$. Such a bivariant theory $\mathbb{B}$ is referred to as being $R$-linear.

The terminology is explained by the following properties of $R$-linear theories.
Proposition 35. Let $\mathbb{B}$ be an $R$-linear bivariant theory. Then

1. $\mathbb{B}(X \rightarrow Y)$ is an $R$ - $R$-bimodule with the actions defined as

$$
r \alpha:=\pi_{X}^{*}(r) \bullet \alpha
$$

and

$$
\alpha r:=\alpha \bullet \pi_{Y}^{*}(r)
$$

2. bivariant pullbacks and pushforwards are maps of $R$ - $R$-bimodules;
3. bivariant products are $R$-balanced and they induce maps of $R$ - $R$-bimodules

$$
\mathbb{B}(X \rightarrow Y) \otimes_{R} \mathbb{B}(Y \rightarrow Z) \rightarrow \mathbb{B}(X \rightarrow Z)
$$

Moreover, if $\mathbb{B}$ is oriented, then
4. the Gysin-morphisms are maps of $R$ - $R$-bimodules.

Proof. The fourth claim is an immediate consequence of the first three, so we will only prove them.

1. Since the bivariant product $\bullet$ is $\mathbb{Z}$-bilinear, it follows that $\mathbb{B}(X \rightarrow Y)$ is both a left and a right $R$-module. The equality

$$
r(\alpha s)=(r \alpha) s
$$

follows from the associativity of $\bullet$.
2. Suppose that $X \rightarrow Y$ factors through a confined morphism $f: X \rightarrow X^{\prime}$, and let $\alpha \in \mathbb{B}(X \rightarrow Y)$. Then,

$$
\begin{aligned}
f_{*}(s \alpha) & =f_{*}\left(\pi_{X}^{*}(s) \bullet \alpha\right) \\
& =f_{*}\left(f^{*}\left(\pi_{X^{\prime}}^{*}(s)\right) \bullet \alpha\right) \\
& =\pi_{X^{\prime}}^{*}(s) \bullet f_{*}(\alpha) \\
& =s f_{*}(\alpha)
\end{aligned}
$$

and

$$
\begin{align*}
f_{*}(\alpha s) & =f_{*}\left(\alpha \bullet \pi_{Y}^{*}(s)\right) \\
& =f_{*}(\alpha) \bullet \pi_{Y}^{*}(s)  \tag{12}\\
& =f_{*}(\alpha) s
\end{align*}
$$

so bivariant pushforwards are maps of $R$ - $R$-bimodules.
Consider then a morphism $g: Y^{\prime} \rightarrow Y$ and form the Cartesian square


Then, given $\alpha \in \mathbb{B}(X \rightarrow Y)$, we compute that

$$
\begin{align*}
g^{*}(r \alpha) & =g^{*}\left(\pi_{X}^{*}(r) \bullet \alpha\right) \\
& =g^{\prime *}\left(\pi_{X}^{*}(r)\right) \bullet g^{*}(\alpha)  \tag{13}\\
& =\pi_{X^{\prime}}^{*}(r) \bullet g^{*}(\alpha) \\
& =r g^{*}(\alpha)
\end{align*}
$$

and similarly one shows that $g^{*}(\alpha r)=g^{*}(\alpha) r$, so bivariant pullbacks are maps of $R$ - $R$-bimodules as well.
3. Let us have $\alpha \in \mathbb{B}(X \rightarrow Y)$ and $\beta \in \mathbb{B}(Y \rightarrow Z)$. Then

$$
\begin{aligned}
(\alpha r) \bullet \beta & =\left(\alpha \bullet \pi_{Y}^{*}(r)\right) \bullet \beta \\
& =\alpha \bullet\left(\pi_{Y}^{*}(r) \bullet \beta\right) \\
& =\alpha \bullet(r \beta),
\end{aligned}
$$

i.e., $\bullet$ is $R$-balanced. Moreover, the induced morphism

$$
\mathbb{B}(X \rightarrow Y) \otimes_{R} \mathbb{B}(Y \rightarrow Z) \rightarrow \mathbb{B}(X \rightarrow Z)
$$

is $R$ - $R$-linear since

$$
\begin{aligned}
(r \alpha) \otimes \beta & \mapsto(r \alpha) \bullet \beta \\
& =\left(\pi_{X}^{*}(r) \bullet \alpha\right) \bullet \beta \\
& =\pi_{X}^{*}(r) \bullet(\alpha \bullet \beta) \\
& =r(\alpha \bullet \beta)
\end{aligned}
$$

and similarly one shows that $\alpha \bullet(\beta r) \mapsto(\alpha \bullet \beta) r$.
Of course, if $\mathbb{B}$ is a commutative bivariant theory and $R$ is a commutative ring, then the structure of a bimodule is extraneous: in such a case, it is simply the case that $\mathbb{B}$ takes values in $R$-modules and all the relevant structure morphisms are $R$-linear.

There exists a natural notion of transformation of $R$-linear bivariant theories.

Definition 36. A Grothendieck transformation $\eta$ from an $R$-linear bivariant theory $\mathbb{B}_{1}$ to an $R$-linear bivariant theory $\mathbb{B}_{2}$ is $R$-linear if the induced map

$$
\eta: \mathbb{B}^{\bullet}(p t) \rightarrow \mathbb{B}^{\bullet}(p t)
$$

is a map of $R$-algebras.

Proposition 37. A Grothendieck transformation $\eta: \mathbb{B}_{1} \rightarrow \mathbb{B}_{2}$ between $R$-linear theories is $R$-linear if and only if all the induced morphisms

$$
\eta: \mathbb{B}_{1}(X \rightarrow Y) \rightarrow \mathbb{B}_{2}(X \rightarrow Y)
$$

are maps of $R$ - $R$-bimodules.
Proof. Clearly the condition above is at least as strong as $R$-linearity. To prove that the two conditions coincide, we consider an $R$-linear Grothendieck transformation $\eta$, and $\alpha \in \mathbb{B}_{1}(X \rightarrow Y)$, and compute that

$$
\begin{aligned}
\eta(r \alpha) & =\eta\left(\pi_{X}^{*}(r) \bullet \alpha\right) \\
& =\eta\left(\pi_{X}^{*}(r)\right) \bullet \eta(\alpha) \\
& =\pi_{X}^{*}(\eta(r)) \bullet \eta(\alpha) \\
& =\pi_{X}^{*}(r) \bullet \eta(\alpha) \\
& =r \eta(\alpha) .
\end{aligned}
$$

One proves that $\eta(\alpha r)=\eta(\alpha) r$ in a similar fashion.

### 2.2 Universal bivariant theories

In this section, we recall Yokura's construction of the universal bivariant theory [67]. In addition, we consider a variant of this theory, namely the universal additive bivariant theory, which provides a convenient basis for our construction of bivariant algebraic cobordism.

### 2.2.1 Universal stably oriented bivariant theory

Here, we recall the construction and the universal property of Yokura's universal bivariant theory. Throughout this subsection, $\mathcal{F}=(\mathcal{C}, \mathscr{C}, \mathscr{I}, \mathscr{S})$ is a bivariant functoriality in which all Cartesian squares of form

such that $f$ is confined, are independent ( $\mathcal{F}$ satisfies $\mathscr{C}$-independence), the class of independent squares is symmetric, and in which specialized morphisms are stable under independent pullbacks.

Definition 38. Let $\mathcal{F}$ be as above. Define $\mathbb{M}_{\mathcal{F}}(X \rightarrow Y)$ as the free Abelian group on equivalence classes $[V \rightarrow X]$ of confined morphisms $V \rightarrow X$ such that the composition $V \rightarrow Y$ is specialized. One defines the bivariant operations as follows:

1. bivariant pushforward: if $X \rightarrow Y$ factors through a confined map $g: X \rightarrow$ $X^{\prime}$, then the bivariant pushforward is defined by linearly extending the formula

$$
g_{*}([V \xrightarrow{f} X]):=\left[V \xrightarrow{g \circ \circ} X^{\prime}\right] ;
$$

2. bivariant pullback: if

is an independent square, then the bivariant pullback is defined by linearly extending the formula

$$
g^{*}([V \xrightarrow{f} X]):=\left[V^{\prime} \xrightarrow{f^{\prime}} X^{\prime}\right],
$$

where $f^{\prime}$ is the pullback of $f$ along $g^{\prime}$; the element $\left[V^{\prime} \xrightarrow{f^{\prime}} X^{\prime}\right]$ is well defined because the outer square in

is independent (by $\mathscr{C}$-independence), and because specialized morphisms are stable under independent pullbacks;
3. bivariant product: the bivariant product is defined by bilinearly extending the formula

$$
[V \rightarrow X] \bullet[W \rightarrow X]:=\left[V^{\prime} \rightarrow X\right]
$$

where the morphism $V^{\prime} \rightarrow X$ is as in the diagram

the element $\left[V^{\prime} \rightarrow X\right]$ is well defined because $V^{\prime} \rightarrow Z$ is the composition of the specialized maps $V^{\prime} \rightarrow W$ and $W \rightarrow Z$.

Our first task is to verify that the above data satisfies the axioms of a bivariant theory.

Lemma 39. $\mathbb{M}_{\mathcal{F}}$, equipped with the orientation defined by the formula

$$
\theta(f):=[X \xrightarrow{\text { Id }} X] \in \mathbb{M}_{\mathcal{F}}(X \xrightarrow{f} Y),
$$

is a stably oriented commutative bivariant theory.

Proof. We begin by verifying the bivariant axioms.
$\left(A_{1}\right)$ Given elements $[V \rightarrow X] \in \mathbb{M}_{\mathcal{F}}(X \rightarrow Y),[W \rightarrow Y] \in \mathbb{M}_{\mathcal{F}}(Y \rightarrow Z)$ and $[U \rightarrow Z] \in \mathbb{M}_{\mathcal{F}}(Z \rightarrow P)$, then both $([V \rightarrow X] \bullet[W \rightarrow Y]) \bullet[U \rightarrow Z]$ and $[V \rightarrow X] \bullet([W \rightarrow Y] \bullet[U \rightarrow Z])$ coincide with $\left[V_{2}^{\prime} \rightarrow X\right] \in \mathbb{M}_{\mathcal{F}}(X \rightarrow P)$, where the map $V_{2}^{\prime} \rightarrow X$ is as in the three-dimensional Cartesian diagram

$\left(A_{2}\right)$ Follows directly from the definition.
$\left(A_{3}\right)$ Follows directly from the definition.
$\left(A_{12}\right)$ If $[V \rightarrow X] \in \mathbb{M}_{\mathcal{F}}(X \rightarrow Y),[W \rightarrow Y] \in \mathbb{M}_{\mathcal{F}}(X \rightarrow Y)$, and if $X \rightarrow Y$ factors through a confined map $f: X \rightarrow U$, then, by investigating the diagram

we conclude that $f_{*}([V \rightarrow X] \bullet[W \rightarrow Y])=f_{*}([V \rightarrow X]) \bullet[W \rightarrow Y]$;
$\left(A_{13}\right)$ If all the squares of the Cartesian diagram

are independent, and if $[V \rightarrow X] \in \mathbb{M}_{\mathcal{F}}(X \rightarrow Y)$ and $[W \rightarrow Y] \in$ $\mathbb{M}_{\mathcal{F}}(Y \rightarrow Z)$, then both $g^{*}([V \rightarrow X] \bullet[W \rightarrow Y])$ and $g^{\prime *}([V \rightarrow X]) \bullet$ $g^{*}([W \rightarrow Y])$ coincide with $\left[V_{2}^{\prime} \rightarrow X_{2}\right] \in \mathbb{M}_{\mathcal{F}}\left(X_{2} \rightarrow Z_{2}\right)$, where $V_{2}^{\prime} \rightarrow$
$X_{2}$ is as in the three-dimensional Cartesian diagram

$\left(A_{23}\right)$ If the large square and the rightmost little square of the Cartesian diagram

are independent, if $f$ is confined, and if $[V \rightarrow X] \in \mathbb{M}_{\mathcal{F}}(X \rightarrow Z)$, then both $h^{*}\left(f_{*}([V \rightarrow X])\right)$ and $f_{*}^{\prime}\left(h^{*}([V \rightarrow X])\right)$ coincide with $\left[V^{\prime} \rightarrow Y^{\prime}\right] \in$ $\mathbb{M}_{\mathcal{F}}\left(Y^{\prime} \rightarrow Z^{\prime}\right)$, where $V^{\prime}:=V \times_{Y} Y^{\prime}$.
$\left(A_{123}\right)$ Suppose

is an independent square such that $g$ is confined. If $Y \rightarrow Z$ is a morphism, [ $V \rightarrow Y^{\prime}$ ] belongs to the bivariant group $\mathbb{M}_{\mathcal{F}}\left(Y^{\prime} \rightarrow Z\right)$ of the composition, and $[W \rightarrow X] \in \mathbb{M}_{\mathcal{F}}(X \rightarrow Y)$, then both $g_{*}^{\prime}\left(g^{*}([W \rightarrow X]) \bullet\left[V \rightarrow Y^{\prime}\right]\right)$ and $[W \rightarrow X] \bullet g_{*}\left(\left[V \rightarrow Y^{\prime}\right]\right)$ coincide with $\left[V^{\prime} \rightarrow X\right] \in \mathbb{M}_{\mathcal{F}}(X \rightarrow Z)$, where $V^{\prime}:=W \times_{Y} V$.
$(U)$ The element $1_{X}:=[X \xrightarrow{\mathrm{Id}} X] \in \mathbb{M}_{\mathcal{F}}(X \xrightarrow{\mathrm{Id}} X)$ satisfies the requirements of an unit.

It is straightforward to check that $\theta$ is multiplicative, that $\theta(\mathrm{Id})=1$, and that $\theta$ is stable under pullbacks. The commutativity of $\mathbb{M}_{\mathcal{F}}$ follows from the commutativity of fiber products.

Now that we have verified that $\mathbb{M}_{\mathcal{F}}$ is indeed a bivariant theory, we prove a universal property for it.

Theorem 40. Let $\mathcal{F}$ be a bivariant functoriality and suppose that the class of independent squares is symmetric, that $\mathcal{F}$ satisfies $\mathscr{C}$-independence, and that the class of specialized morphisms is stable under independent pullbacks. Let $\mathbb{B}$ be a stably oriented bivariant theory with functoriality $\mathcal{F}$. Then, there exists a unique orientation preserving Grothendieck transformation $\eta: \mathbb{M}_{\mathcal{F}} \rightarrow \mathbb{B}$.

Proof. Let us denote the orientation of $\mathbb{B}$ by $\theta^{\prime}$. As

$$
[V \xrightarrow{f} X]=f_{*}(\theta(g)) \in \mathbb{M}_{\mathcal{F}}(X \rightarrow Y),
$$

where $g$ is the composition $V \rightarrow Y$, the desired Grothendieck transformation must satisfy

$$
\eta([V \rightarrow X])=f_{*}\left(\theta^{\prime}(g)\right) .
$$

This formula gives rise to well-defined group homomorphisms

$$
\eta_{X \rightarrow Y}: \mathbb{M}_{\mathcal{F}}(X \rightarrow Y) \rightarrow \mathbb{B}(X \rightarrow Y)
$$

we need to verify that these homomorphisms are compatible with the bivariant structure.

1. The maps $\eta$ are compatible with pushforward: this is obvious.
2. The maps $\eta$ are compatible with pullbacks: consider a Cartesian diagram

in which the rightmost little square is independent, $f$ is confined, and the composition $V \rightarrow Y$ is specialized. From $\mathscr{C}$-independence it then follows that all squares of the diagram are independent. Let us denote the horizontal
compositions by $g^{\prime}$ and $g$ respectively. To verify the claim, we compute that

$$
\begin{aligned}
\eta\left(h^{*}([V \rightarrow X])\right) & =\eta\left(\left[V^{\prime} \rightarrow X^{\prime}\right]\right) \\
& =f_{*}^{\prime}\left(\theta^{\prime}\left(g^{\prime}\right)\right) \\
& =h^{*}\left(f_{*}\left(\theta^{\prime}(g)\right)\right) \quad\left(A_{23}, \text { stability }\right) \\
& =h^{*}(\eta([V \rightarrow X])),
\end{aligned}
$$

as desired.
3. The maps $\eta$ are compatible with bivariant products: consider a Cartesian diagram

in which $f$ and $h$ are confined, and the compositions $g: V \rightarrow Y$ and $g^{\prime}:$ $W \rightarrow Z$ are specialized. By $\mathscr{C}$-independence, all the squares of the diagram are independent, and therefore the composition $g^{\prime \prime}: V^{\prime} \rightarrow W$ is specialized. In order to verify the claim, we compute that

$$
\begin{array}{rlr}
\eta([V \rightarrow X] \bullet[W \rightarrow Y]) & =\eta\left(\left[V^{\prime} \rightarrow X\right]\right) \\
& =h_{*}^{\prime}\left(f_{*}^{\prime}\left(\theta^{\prime}\left(g^{\prime} \circ g^{\prime \prime}\right)\right)\right) \\
& =h_{*}^{\prime}\left(f_{*}^{\prime}\left(\theta^{\prime}\left(g^{\prime \prime}\right) \bullet \theta^{\prime}\left(g^{\prime}\right)\right)\right) \\
& =h_{*}^{\prime}\left(f_{*}^{\prime}\left(\theta^{\prime}\left(g^{\prime \prime}\right)\right) \bullet \theta^{\prime}\left(g^{\prime}\right)\right) & \left(A_{12}\right) \\
& =h_{*}^{\prime}\left(h^{*}\left(f_{*}\left(\theta^{\prime}(g)\right)\right) \bullet \theta^{\prime}\left(g^{\prime}\right)\right) & \left(A_{23}, \text { stability }\right) \\
& =f_{*}\left(\theta^{\prime}(g)\right) \bullet h_{*}\left(\theta^{\prime}\left(g^{\prime}\right)\right) & \left(A_{123}\right)  \tag{123}\\
& =\eta([V \rightarrow X]) \bullet \eta([W \rightarrow Y]),
\end{array}
$$

as desired.

### 2.2.2 Universal additive bivariant theory

Here, we consider a straightforward variant of the the universal bivariant theory $\mathbb{M}_{\mathcal{F}}$, where the addition is compatible with disjoint unions.

Definition 41. Suppose that the functoriality $\mathcal{F}$ has good coproducts, that it satisfies $\mathscr{C}$-independence, that the class of independent squares is symmetric, and that specialized morphisms are stable under independent pullbacks.

Then, we define $\mathbb{A}_{\mathcal{F}}(X \rightarrow Y)$ as the free Abelian group on equivalence classes [ $V \rightarrow X]$ of confined morphisms $V \rightarrow X$ such that the composition $V \rightarrow X$ is specialized, modulo all the decomposition relations, i.e., the relations of form

$$
\left[V_{1} \sqcup V_{2} \rightarrow X\right]=\left[V_{1} \rightarrow X\right]+\left[V_{2} \rightarrow X\right] .
$$

The bivariant operations are defined similarly to those of $\mathbb{M}_{\mathcal{F}}$ in Definition 38 . These operations respect the decomposition relation because coproducts distribute over fiber products.

Lemma 42. $\mathbb{A}_{\mathcal{F}}$, equipped with the orientation defined by the formula

$$
\theta(f):=[X \xrightarrow{\mathrm{Id}} X] \in \mathbb{A}_{\mathcal{F}}(X \xrightarrow{f} Y),
$$

is an additive bivariant theory. Moreover, it is commutative and stably oriented.
Proof. That $\mathbb{A}_{\mathcal{F}}$ is a commutative and stably oriented bivariant theory follows immediately from Lemma 39. It is also clearly additive.

Theorem 43. Suppose that the functoriality $\mathcal{F}$ has good coproducts, that it satisfies $\mathscr{C}$-independence, that the class of independent squares is symmetric and that specialized morphisms are stable under independent pullbacks. Let $\mathbb{B}$ is a stably oriented additive bivariant theory with functoriality $\mathcal{F}$. Then, there exists a unique orientation preserving Grothendieck transformation $\eta: \mathbb{A}_{\mathcal{F}} \rightarrow \mathbb{B}$.

Proof. Let us denote the orientation of $\mathbb{B}$ by $\theta^{\prime}$. Following the proof of Theorem 40, it suffices to show that the formula

$$
\eta([V \xrightarrow{f} X]):=f_{*}\left(\theta^{\prime}(g)\right),
$$

where $g$ is the composition $V \rightarrow Y$, gives rise to well defined group homomor$\operatorname{phism} \eta: \mathbb{A}_{\mathcal{F}}(X \rightarrow Y) \rightarrow \mathbb{B}(X \rightarrow Y)$ for each morphism $X \rightarrow Y$ in $\mathcal{C}$. In order for $\eta$ to be compatible with the decomposition relations, it suffices to show
that, when $V \simeq V_{1} \sqcup V_{2}$, then $\theta^{\prime}(g)=\iota_{1 *}\left(\theta^{\prime}\left(g_{1}\right)\right)+\iota_{2 *}\left(\theta^{\prime}\left(g_{2}\right)\right)$, where $\iota_{i}$ are the canonical inclusions and $g_{i}:=g \circ \iota_{i}$. Indeed, if this was the case, then

$$
\begin{aligned}
\eta([V \xrightarrow{f} X]) & =f_{*}\left(\theta^{\prime}(g)\right) \\
& =f_{*}\left(\iota_{1 *}\left(\theta^{\prime}\left(g_{1}\right)\right)\right)+f_{*}\left(\iota_{2 *}\left(\theta^{\prime}\left(g_{2}\right)\right)\right) \\
& =f_{1 *}\left(\theta^{\prime}\left(g_{1}\right)\right)+f_{2 *}\left(\theta^{\prime}\left(g_{2}\right)\right) \\
& =\eta\left(\left[V_{1} \xrightarrow{f_{1}} X\right]\right)+\eta\left(\left[V_{2} \xrightarrow{f_{2}} X\right]\right),
\end{aligned}
$$

where $f_{i}:=f \circ \iota_{i}$, as desired.
The claim follows from the fact that $1_{V}=\iota_{1 *}\left(\theta\left(\iota_{1}\right)\right)+\iota_{2 *}\left(\theta\left(\iota_{2}\right)\right)$. Indeed, one computes that

$$
\begin{align*}
\theta^{\prime}(g) & =1_{V} \bullet \theta^{\prime}(g) \\
& =\left(\iota_{1 *}\left(\theta\left(\iota_{1}\right)\right)+\iota_{2 *}\left(\theta\left(\iota_{2}\right)\right)\right) \bullet \theta^{\prime}(g) \\
& =\iota_{1 *}\left(\theta\left(\iota_{1}\right) \bullet \theta^{\prime}(g)\right)+\iota_{2 *}\left(\theta\left(\iota_{2}\right) \bullet \theta^{\prime}(g)\right)  \tag{12}\\
& =\iota_{1 *}\left(\theta\left(g_{1}\right)\right)+\iota_{2 *}\left(\theta\left(g_{2}\right)\right),
\end{align*}
$$

which proves the claim.

### 2.3 Manipulation of bivariant theories

In this section, we define some basic tools that have proven to be useful in the manipulation of bivariant theories. We start by studying bivariant ideals, the possible kernels of Grothendieck transformations, in Section 2.3.1. After this, in Section 2.3.2, we investigate the kind of stability properties a bivariant ideal has after being restricted to the associated homology or cohomology theory. Finally, in Section 2.3.3, we recall how to extend the ring of coefficients of a bivariant ideal along a ring homomorphism.

### 2.3.1 Bivariant ideals

In a sense, bivariant theories are like rings. Hence, in order to impose relations on bivariant theories, it is natural to consider ideals in them.

Definition 44. Let $\mathbb{B}$ be a bivariant theory. A bivariant subset $\mathcal{S} \subset \mathbb{B}$ is a collection of subsets

$$
\mathcal{S}(X \rightarrow Y) \subset \mathbb{B}(X \rightarrow Y)
$$

one for each morphism $X \rightarrow Y$ in $\mathcal{C}$. A bivariant subset $\mathcal{I} \subset \mathbb{B}$ is called a bivariant ideal if

1. the subsets $\mathcal{I}(X \rightarrow Y) \subset \mathbb{B}(X \rightarrow Y)$ are subgroups;
2. the subsets $\mathcal{I}(X \rightarrow Y)$ are closed under bivariant pushforwards and pullbacks;
3. for any $s \in \mathcal{I}(X \rightarrow Y)$ and any $\alpha \in \mathbb{B}(V \rightarrow X)$ and $\beta \in \mathbb{B}(Y \rightarrow Z)$, we have that $\alpha \bullet s \in \mathcal{I}(V \rightarrow Y)$ and $s \bullet \beta \in \mathcal{I}(X \rightarrow Z)$.

If $\mathcal{S} \subset \mathbb{B}$ is a bivariant subset, then the smallest bivariant ideal containing $\mathcal{S}$, the bivariant ideal generated by $\mathcal{S}$, is denoted by $\langle\mathcal{S}\rangle_{\mathbb{B}}$. The subscript $\mathbb{B}$ is often omitted from the notation.

The following results are immediate.
Proposition 45. Let $\mathbb{B}$ be a bivariant theory. Then,

1. if $\mathcal{I} \subset \mathbb{B}$ is a bivariant ideal, then the quotient theory $\mathbb{B} / \mathcal{I}$, defined as

$$
(\mathbb{B} / \mathcal{I})(X \rightarrow Y):=\mathbb{B}(X \rightarrow Y) / \mathcal{I}(X \rightarrow Y)
$$

and with the operations inherited from $\mathbb{B}$, is a bivariant theory;
2. if $\eta: \mathbb{B} \rightarrow \mathbb{B}^{\prime}$ is a Grothendieck transformation, then the kernel $\mathcal{K} \subset \mathbb{B}$ of $\eta$, defined as

$$
\mathcal{K}(X \rightarrow Y):=\operatorname{ker}\left(\eta_{X \rightarrow Y}\right)
$$

is a bivariant ideal.
Proposition 46. Let $\mathcal{I} \subset \mathbb{B}$ be a bivariant ideal. Then

1. if $\mathbb{B}$ is an oriented bivariant theory with orientation $\theta$, then its image $\bar{\theta}$ provides an orientation for $\mathbb{B} / \mathcal{I}$;
2. the following properties of (oriented) bivariant theories are inherited by quotients:
(a) commutativity;
(b) being stably oriented;
(c) being well oriented;
(d) additivity;
(e) $R$-linearity.

For certain kinds of bivariant theories, the generated bivariant ideal $\langle\mathcal{S}\rangle$ admits a concrete description.

Proposition 47. Let $\mathbb{B}$ be a bivariant theory with functoriality $\mathcal{F}$ satisfying $\mathscr{C}$ independence (Section 2.2.1). Let $\mathcal{S} \subset \mathbb{B}$ be a bivariant subset. Then $\langle\mathcal{S}\rangle(X \rightarrow Y)$ is the group generated by elements of form

$$
f_{*}\left(\alpha \bullet g^{*}(s) \bullet \beta\right)
$$

where $f$ and $g$ are as in the commutative diagram

$f$ is confined, the bottom square is independent, $\alpha \in \mathbb{B}\left(A^{\prime \prime} \rightarrow A^{\prime}\right), s \in \mathcal{S}(A \rightarrow$ $B)$, and $\beta \in \mathbb{B}\left(B^{\prime} \rightarrow Y\right)$.

Proof. Clearly such elements are contained in the generated ideal $\langle\mathcal{S}\rangle$, so it is enough to show that they form a bivariant ideal.

1. Stability under pushforwards: this is obvious.
2. Stability under pullbacks: let

be an independent Cartesian square. Then, by $\mathscr{C}$-independence, so is

and we deduce from the bivariant axiom $\left(A_{23}\right)$ that

$$
h^{*}\left(f_{*}\left(\alpha \bullet g^{*}(s) \bullet \beta\right)\right)=f_{*}^{\prime}\left(h^{*}\left(\alpha \bullet g^{*}(s) \bullet \beta\right)\right) .
$$

The right-hand-side element is of the correct form by bivariant axiom $\left(A_{13}\right)$.
3. Stability under left multiplication: let $\alpha \in \mathbb{B}\left(X^{\prime} \rightarrow X\right)$ and consider the
commutative diagram


As $f$ is confined, the square is independent. Using bivariant axiom $\left(A_{123}\right)$, we compute that

$$
\alpha^{\prime} \bullet f_{*}\left(\alpha \bullet g^{*}(s) \bullet \beta\right)=f_{*}^{\prime}\left(\left(f^{*}\left(\alpha^{\prime}\right) \bullet \alpha\right) \bullet g^{*}(s) \bullet \beta\right) .
$$

The right-hand-side element is of the correct form.
4. Stability under right multiplication: let $\beta^{\prime} \in \mathbb{B}\left(Y \rightarrow Y^{\prime}\right)$. Then, by bivariant axiom $\left(A_{12}\right)$,

$$
f_{*}\left(\alpha \bullet g^{*}(s) \bullet \beta\right) \bullet \beta^{\prime}=f_{*}\left(\alpha \bullet g^{*}(s) \bullet\left(\beta \bullet \beta^{\prime}\right)\right)
$$

The right-hand-side element is of the correct form.

### 2.3.2 Homological and cohomological ideals

Relating the universal properties of a bivariant theory and of the associated homology and cohomology theories is often done by relating quotients of bivariant theories to quotients of homology and cohomology theories. To do so efficiently, we consider the following structures.

Definition 48. Let $\mathbb{B}$ be a bivariant theory. Then a homological subset $\mathcal{S} \subset \mathbb{B}$ is a bivariant subset such that, if $Y$ is not a final object, then $\mathcal{S}(X \rightarrow Y)=\emptyset$. A homological subset $\mathcal{I}$ is a homological ideal if, for all $X \in \mathcal{C},\langle\mathcal{I}\rangle(X \rightarrow p t)=$ $\mathcal{I}(X \rightarrow p t)$. The smallest homological ideal containing the homological subset $\mathcal{S}$, the homological ideal generated by $\mathcal{S}$, is denoted by $\langle\mathcal{S}\rangle_{\mathbb{B} \bullet}$, or by $\langle\mathcal{S}\rangle_{\bullet}$. if the bivariant theory $\mathbb{B}$ is clear from the context.

Definition 49. Let $\mathbb{B}$ be a bivariant theory. Then a cohomological subset $\mathcal{S} \subset \mathbb{B}$ is a bivariant subset such that, if $X \rightarrow Y$ is not the identity morphism, then $\mathcal{S}(X \rightarrow$
$Y)=\emptyset$. A cohomological subset $\mathcal{I}$ is a cohomological ideal if, for all $X \in \mathcal{C}$, $\langle\mathcal{I}\rangle(X \rightarrow X)=\mathcal{I}(X \rightarrow X)$. The smallest cohomological ideal containing the cohomological subset $\mathcal{S}$, the cohomological ideal generated by $\mathcal{S}$, is denoted by $\langle\mathcal{S}\rangle_{\mathbb{B}^{\bullet}}$, or by $\langle\mathcal{S}\rangle^{\bullet}$ if the bivariant theory $\mathbb{B}$ is clear from the context.

It turns out that, under certain assumptions, homological and cohomological ideals admit a concrete characterization. The following notion will be useful for the characterization.

Definition 50. Let $\mathbb{B}$ be an oriented bivariant theory. Then $\mathbb{B}$ is generated by orientations if, for each map $X \rightarrow Y$ in $\mathcal{C}, \mathbb{B}(X \rightarrow Y)$ is generated, as a $\mathbb{B}^{\bullet}(p t)-\mathbb{B}^{\bullet}(p t)$ bimodule, by elements of form

$$
f_{*}(\theta(g)),
$$

where $f: V \rightarrow X$ is a confined morphism such that the composition $g: V \rightarrow Y$ is specialized.

We next characterize homological ideals. Note the similarity between this characterization and that of the sets of relations used in e.g. [40, 43].

Proposition 51. Let $\mathbb{B}$ be a bivariant theory with functoriality $\mathcal{F}$ that satisfies $\mathscr{C}$ independence, and in which all absolute product squares are independent. Then a homological subset $\mathcal{I}$ is a homological ideal if and only if

1. for all $X \in \mathcal{C}, \mathcal{I}(X \rightarrow p t) \subset \mathbb{B}(X \rightarrow p t)$ is a subgroup;
2. $\mathcal{I}$ is closed under pushforwards in the associated homology theory;
3. given $s \in \mathcal{I}(X \rightarrow p t)$ and $\alpha \in \mathbb{B}(Y \rightarrow p t)$, we have that $s \times \alpha \in \mathbb{B}(X \times$ $Y \rightarrow p t)$ and $\alpha \times s \in \mathbb{B}(Y \times X \rightarrow p t) ;$
4. for all $\alpha \in \mathbb{B}(X \rightarrow Y)$ and $s \in \mathcal{I}(Y \rightarrow p t), \alpha \bullet s \in \mathcal{I}(X \rightarrow p t)$.

If $\mathbb{B}$ is oriented and generated by orientations, then the condition 4. is equivalent to
$4^{\prime} . \mathcal{I}$ is closed under Gysin pullbacks in the associated homology theory.

Proof. Since absolute product squares are independent, homological cross products are well defined (Section 2.1.2). By Proposition 47, $\mathcal{I}(X \rightarrow p t)$ is generated by elements of form

$$
f_{*}\left(\alpha \bullet \pi_{Y^{\prime}}^{*}(s) \bullet \beta\right),
$$

where the notation is as in the commutative diagram

$f$ is confined, $\alpha \in \mathbb{B}(V \rightarrow A \times B), s \in \mathbb{B}(A \rightarrow p t)$ and $\beta \in \mathbb{B}(B \rightarrow p t)$. As

$$
\begin{aligned}
s^{\prime}: & =\pi_{Y^{\prime}}^{*}(s) \bullet \beta \\
& =s \times \beta \in \mathcal{I}(A \times B \rightarrow p t),
\end{aligned}
$$

such elements are contained in $\mathcal{I}$ satisfying the assumptions 1.-4. above. On the other hand, a homological ideal $\mathcal{I}$ always satisfies the assumptions 1.-4.: to see that $\alpha \times s \in \mathcal{I}(Y \times X \rightarrow p t)$, we note that $\alpha \times s=\pi_{X}^{*}(\alpha) \bullet s$, and such an element is contained in $\mathcal{I}(Y \times X \rightarrow p t)$ by stability under left multiplication.

Suppose then that $\mathbb{B}$ is an oriented bivariant theory generated by its orientations. It is clear that 4 . implies $4^{\prime}$. To see that the converse holds, it is enough to prove that $\mathcal{I}$ is stable under left multiplications by elements of form $a f_{*}(\theta(g)) b$, where $a, b \in$ $\mathbb{B}^{\bullet}(p t)$. As the left $\mathbb{B}^{\bullet}(p t)$-module structure on $\mathbb{B}^{*}(X)$ coincides with that given by the cross product, it suffices to show that $\mathcal{I}$ is stable under left multiplications by elements of form $f_{*}(\theta(g))$. But this is obvious, as

$$
\begin{aligned}
f_{*}(\theta(g)) \bullet s & =f_{*}(\theta(g) \bullet s) \\
& =f_{*}\left(g^{\prime}(s)\right),
\end{aligned}
$$

and the last element belongs to $\mathcal{I}$ by $4^{\prime}$. and 2.

There exists the following analogous characterization for cohomological ideals.

Proposition 52. Let $\mathbb{B}$ be a stably oriented bivariant theory with functoriality $\mathcal{F}$ that satisfies $\mathscr{C}$-independence. Suppose that $\mathbb{B}$ is generated by orientations. Then, a cohomological subset $\mathcal{I}$ is a cohomological ideal if and only if

1. for all $X \in \mathcal{C}, \mathcal{I}(X \rightarrow X) \subset \mathbb{B}(X \rightarrow X)$ is an ideal;
2. $\mathcal{I}$ is closed under pullbacks in the associated cohomology theory;
3. $\mathcal{I}$ is closed under Gysin pushforwards in the associated cohomology theory.

Proof. By Proposition 47, $\langle\mathcal{I}\rangle(Y \rightarrow Y)$ is generated by elements of form $f_{*}(\alpha \bullet$ $s \bullet \beta$ ), where $f$ is a confined morphism that factors as

$$
V \rightarrow X \rightarrow Y
$$

$\alpha \in \mathbb{B}(V \rightarrow X), s \in \mathcal{I}(X \rightarrow X)$ and $\beta \in \mathbb{B}(X \rightarrow Y)$. As the sets $\mathcal{I}(X \rightarrow X)$ are ideals, and as $\mathbb{B}$ is generated by orientations, we may assume that $\alpha=g_{*}(\theta(h))$, where $g$ is a confined morphism $W \rightarrow V$ such that the composition $h: W \rightarrow X$ is confined.

Our first claim is that for all $r \in \mathbb{B}(X \rightarrow X)$

$$
g_{*}(\theta(h)) \bullet r=g_{*}\left(h^{*}(r) \bullet \theta(h)\right) .
$$

It is enough to verify that this formula holds for $r$ of form $l_{*}(\theta(l))$ where $l: U \rightarrow X$ is a specialized and confined morphism. Since both $g_{*}(\theta(h))$ and $l_{*}(\theta(l))$ are in the image of the map $\mathbb{M}_{\mathcal{F}} \rightarrow \mathbb{B}$ from the universal theory $\mathbb{M}_{\mathcal{F}}$ (Section 2.2.1), it is enough to verify that this formula holds in $\mathbb{M}_{\mathcal{F}}$. Forming the Cartesian diagram

we observe that the product equals $g_{*}\left(l_{*}^{\prime \prime}\left(\theta\left(l^{\prime \prime}\right)\right) \bullet \theta(h)\right)$. As

$$
l_{*}^{\prime \prime}\left(\theta\left(l^{\prime \prime}\right)\right)=h^{*}\left(l_{*}(\theta(l))\right),
$$

this proves the claim.
Thus, applying bivariant axiom $\left(A_{12}\right)$, we conclude that $\langle\mathcal{I}\rangle(Y \rightarrow Y)$ is generated by elements of form $f_{*}(s \bullet \beta)$, where $f: X \rightarrow Y$ is confined, $\beta \in \mathbb{B}(X \rightarrow Y)$, and $s \in \mathcal{I}(X \rightarrow X)$. Without loss of generality, $\beta=g_{*}(\theta(h))$, where $g: V \rightarrow X$ is a confined morphism such that the composition $h: V \rightarrow Y$ is specialized. Forming the commutative diagram

we compute that

$$
\begin{aligned}
f_{*}\left(s \bullet g_{*}(\theta(h))\right) & =f_{*}\left(g_{*}\left(g^{*}(s) \bullet \theta(h)\right)\right) \\
& =h_{*}\left(g^{*}(s) \bullet \theta(h)\right) \\
& =h_{!}\left(g^{*}(s)\right),
\end{aligned}
$$

which is contained in $\mathcal{I}$ by the assumptions made above. Hence, $\mathcal{I}$ satisfying the above conditions is a cohomological ideal.

On the other hand, it is clear that a cohomological ideal satisfies the conditions 1.-3. above.

### 2.3.3 Change of coefficients

We have considered $R$-linear bivariant theories in Section 2.1.6. Given an $R$-linear theory $\mathbb{B}$, and a homomorphism $R \rightarrow R^{\prime}$ of rings, it will be useful to construct, in a universal fashion, an $R^{\prime}$-linear bivariant theory $\mathbb{B}^{\prime}$. For example, universal bivariant theories with the desired formal group law will be constructed in this fashion later, by using the case where $R=\mathbb{L}$ and where the homomorphism $\mathbb{L} \rightarrow R^{\prime}$ represents the desired formal group law.

Definition 53. Let $R$ be a commutative ring, and let $\mathbb{B}$ be a commutative $R$-linear bivariant theory. Let $R^{\prime}$ be an $R$-algebra. Then the bivariant theory $R^{\prime} \otimes_{R} \mathbb{B}$ is defined by the formula

$$
\left(R^{\prime} \otimes_{R} \mathbb{B}\right)(X \rightarrow Y):=R^{\prime} \otimes_{R} \mathbb{B}(X \rightarrow Y)
$$

and using the bivariant operations inherited from $\mathbb{B}$. It is clear that there exists a canonical $R$-linear Grothendieck transformation $\mathbb{B} \rightarrow R^{\prime} \otimes_{R} \mathbb{B}$.

Note that if $R \rightarrow R^{\prime}$ is a ring homomorphism, then any $R^{\prime}$-linear bivariant theory $\mathbb{B}^{\prime}$ may be regarded as an $R$-linear theory. Change of coefficients is the left adjoint to this process.

Proposition 54. Let $\mathbb{B}$ and $\mathbb{B}^{\prime}$ be $R$ and $R^{\prime}$-linear bivariant theories respectively, let $R \rightarrow R^{\prime}$ be a ring homomorphism, and let $\eta: \mathbb{B} \rightarrow \mathbb{B}^{\prime}$ be an $R$-linear Grothendieck transformation. Then there exists a unique $R^{\prime}$-linear Grothendieck transformation

$$
\eta^{\prime}: R^{\prime} \otimes_{R} \mathbb{B} \rightarrow \mathbb{B}^{\prime}
$$

such that the composition

$$
\mathbb{B} \rightarrow R^{\prime} \otimes_{R} \mathbb{B} \xrightarrow{\eta^{\prime}} \mathbb{B}^{\prime}
$$

coincides with $\eta$.
Proof. Follows immediately from the corresponding property of modules.
Many properties of bivariant theories are conserved in extension of scalars.
Proposition 55. Let $\mathbb{B}$ be an $R$-linear bivariant theory and let $R^{\prime}$ be an $R$-algebra. Then

1. if $\mathbb{B}$ is an oriented bivariant theory with orientation $\theta$, then its image $\theta^{\prime}$ provides an orientation for $R^{\prime} \otimes_{R} \mathbb{B}$;
2. the following properties of (oriented) bivariant theories are preserved in change of coefficients:
(a) being stably oriented;
(b) being well oriented;
(c) additivity.

## Chapter 3

## Derived algebraic geometry

In this preliminary chapter, we will introduce the reader to the basics of derived algebraic geometry. The fundamental references of the subject are the joint work of Toën and Vezzosi [62, 63], as well as the work of Jacob Lurie [45-47]. Besides these, other useful references include the book of Gaitsgory and Rozenblym [26] and the survey article by Toën [61].

In derived algebraic geometry, one studies derived schemes, which are geometric objects that are locally modeled by the spectra of derived rings, which, roughly speaking, are the (algebraic-structure-preserving-)homotopy types of (nice enough) topological rings. The topology on these rings allows one to efficiently, and in a natural fashion, keep track of extra data, that is related to degeneracy of the equations defining the algebro-geometric object. This turns out to be rather useful when studying cohomology theories in algebraic geometry that are related to algebraic cobordism, as we will observe later in this thesis.

The structure of this chapter is as follows. In Section 3.1 we will introduce the basics of derived algebraic geometry. Due to the technical nature of the subject, our discussion will be woefully far from being self contained. In Section 3.2, we will introduce the theory of ample line bundles and quasi-projective morphisms in the context of derived geometry. Section 3.3 deals with derived complete intersections, a subject of critical importance for our construction of algebraic cobordism. Finally, in Section 3.4, we recall the derived blowup construction of Khan and Rydh, which will be an important tool for performing cobordism computations.

### 3.1 Basics of derived geometry

Here, we state the basic facts of derived algebraic geometry. The results of this section are well known to the experts.

### 3.1.1 Derived rings and derived schemes

In this section, we introduce derived rings and derived schemes. We start from the following definition from Chapter 25 of [47].

Definition 56. Let Poly be the category whose objects are the polynomial rings $\mathbb{Z}\left[x_{1}, \ldots, x_{r}\right]$, and whose morphisms are ring homomorphisms. The $\infty$-category dRing of derived rings is defined as finite-product preserving ${ }^{1}$ functors Poly ${ }^{\text {op }} \rightarrow$ $\mathcal{S}$, where $\mathcal{S}$ is the $\infty$-category of spaces.

Let us unpack the above abstract definition. If $A$ is a derived ring, then $|A|:=$ $A(\mathbb{Z}[x])$ is to be interpreted as its underlying space. Moreover, the maps $* \rightarrow|A|$, induced by the maps $\mathbb{Z}[x] \rightarrow \mathbb{Z}$ defined as $x \mapsto 0$ and $x \mapsto 1$, give the zero and the identity point of the derived ring. The addition and multiplication is encoded by the maps $|A| \times|A| \rightarrow|A|$ induced by the maps $\mathbb{Z}[x] \rightarrow \mathbb{Z}[y, z]$ defined as $x \mapsto y+z$ and $x \mapsto y z$, respectively. Rest of the structure of a functor encodes higher coherence data for these structures.

Remark 57. The category dRing is equivalent to the $\infty$-category obtained from simplicial commutative rings with its usual model structure [52]. The above definition is just a concise way to write this down directly in $\infty$-categorical terms.

Definition 58. Let $A$ be a derived ring. The truncation $\pi_{0}(A)$ of $A$ is the commutative ring, the elements of which are the connected components of $A$. Moreover, for each $i \geq 0$, the homotopy groups $\pi_{i}(|A| ; 0)$ admit the structure of a $\pi_{0}(A)$-module. These modules are called the homotopy modules of $A$, and they are denoted by $\pi_{i}(A)$.

Next, we define some useful classes of derived rings and their morphisms.
Definition 59. Let $A$ be a derived ring. Then,

[^6]1. $A$ is Noetherian if the truncation $\pi_{0}(A)$ is Noetherian, and if the homotopy modules $\pi_{i}(A)$ are finitely generated $\pi_{0}(A)$-modules; the Krull dimension of a Noetherian derived ring is the Krull dimension of its truncation;
2. $A$ is local if the truncation $\pi_{0}(A)$ is local; if $A^{\prime}$ is another local derived ring, then a ring homomorphism $\psi: A \rightarrow A^{\prime}$ is local if and only if the truncation $\pi_{0}(\psi): \pi_{0}(A) \rightarrow \pi_{0}(A)$ is local in the usual sense;
3. if $A^{\prime}$ is a derived ring and $\psi: A \rightarrow A^{\prime}$ is a homomorphism of derived rings, then $\psi$ is of finite type (a surjection) if the truncation $\pi_{0}(\psi): \pi_{0}(A) \rightarrow$ $\pi_{0}(A)$ is a morphism of finite type (surjective);
4. if $A^{\prime}$ is a derived ring and $\psi: A \rightarrow A^{\prime}$ is a homomorphism of derived rings, then,
(a) $\psi$ is finitely presented if it can be obtained as a finite colimit of copies of $A[x]$;
(b) $\psi$ is locally of finite presentation if it is a retract of a finitely presented derived $A$-algebra;
(c) $\psi$ is almost of finite presentation, if for all $n \gg 0$, there exists a finitely presented derived $A$-algebra $B$, and a derived $A$-algebra homomorphism $B \rightarrow A^{\prime}$ such that $\pi_{i}(B) \rightarrow \pi_{i}(A)$ is an isomorphism for $i \leq n$.

Concretely, finitely presented derived $A$-algebras are those that can be formed by adjoining finitely many "free" variables (of varying simplicial degrees) to $A$. Similarly, almost finitely presented derived $A$-algebras are those that can be formed by adjoining "free" variables to $A$, with only finitely many variables for each simplicial degree.

We record the following useful observation.
Proposition 60. A finite type morphism $\psi: A \rightarrow A^{\prime}$ between Noetherian derived rings is almost of finite presentation.

Proof. See [44] Proposition 3.1.5.
Next, we globalize the notion of derived rings in order to obtain derived schemes. However, before being able to do so, we introduce the following useful concept.

Definition 61 (cf. [47] Construction 1.1.2.2). A derived ringed space $X$ is a pair $\left(|X|, \mathcal{O}_{X}\right)$ consisting of a topological space $|X|$ and a sheaf $\mathcal{O}_{X}$ of derived rings on $|X|$. Given a sheaf of rings $\mathcal{R}$ on a topological space $X$, and a continuous map $f: X \rightarrow Y$, one defines the pushforward sheaf $f_{*} \mathcal{R}$ by the formula $\left(f_{*} \mathcal{R}\right)(V):=\mathcal{R}\left(f^{-1} V\right)$. One defines the $\infty$-category of derived ringed spaces, Top $_{\text {dRing }}$, as the source of the coCartesian fibration $\mathcal{S}_{\text {dRing }} \rightarrow$ Top that represents the functor assigning to each topological space $X \in$ Top and to each morphism, the pushforward functor $f_{*}$. In other words, a (1-)morphism $f: X \rightarrow Y$ of derived ringed spaces consists of a continuous map $|f|:|X| \rightarrow|Y|$ and a map $f^{\sharp}: \mathcal{O}_{Y} \rightarrow|f|_{*} \mathcal{O}_{X}$ of sheaves of derived rings.

A derived ringed space $X$ is a derived locally ringed space if its stalks $\mathcal{O}_{X, x}$ (defined in the obvious fashion) are local derived rings. The $\infty$-category of derived locally ringed spaces, Top ${ }_{\mathrm{dRing}}^{\text {loc }}$, is the subcategory of derived ringed spaces consisting of derived locally ringed spaces with those morphisms $f: X \rightarrow Y$ such that the induced morphisms $\mathcal{O}_{Y,|f|(x)} \rightarrow \mathcal{O}_{X, x}$ are local.

Definition 62. A derived scheme is a derived locally ringed space $X=\left(|X|, \mathcal{O}_{X}\right)$, where $\mathcal{O}_{X}$ is a hypercomplete ${ }^{2}$ sheaf of derived rings on $X$, satisfying

1. the truncation $X_{\mathrm{cl}}:=\left(|X|, \pi_{0}\left(\mathcal{O}_{X}\right)\right)$ is a scheme in the classical sense;
2. each of the homotopy sheaves $\pi_{i}\left(\mathcal{O}_{X}\right)$, defined as the sheafifications of the presheaves that assign the $\pi_{0}\left(\mathcal{O}_{X}(U)\right)$-module $\pi_{i}\left(\mathcal{O}_{X}(U)\right)$ to an open subset $U \subset|X|$, is quasi-coherent as a $\pi_{0}\left(\mathcal{O}_{X}\right)$-module.

The $\infty$-category of derived schemes, dSch , is the full subcategory of derived locally ringed spaces consisting of derived schemes.

As in Chapter 1.1 of [47], one shows that for each derived ring $A$, one can construct a derived locally ringed space $\operatorname{Spec}(A)$, the spectrum of $A$, the underlying topological space of which is the Zariski spectrum of $\pi_{0}(A)$, and satisfying the universal property that for each locally ringed space $X$,

$$
\operatorname{Map}_{\text {Top }}^{\text {dRing }} \text { loc }(X, \operatorname{Spec}(A)) \simeq \operatorname{Map}_{\text {dRing }}\left(A, \mathcal{O}_{X}(X)\right)
$$

[^7]It is then possible to show that a derived locally ringed space $X$ is a derived scheme if and only it admits an open cover by spectra of derived rings.

Remark 63 (Functor of points of a derived scheme). Another useful perspective to derived schemes is to consider them via their functor of points. A derived scheme $X$ defines a functor $h_{X}: \mathrm{dRing} \rightarrow \mathcal{S}$, the functor of points of $X$, by the formula

$$
h_{X}(A):=\operatorname{Map}_{\mathrm{dSch}}(\operatorname{Spec}(A), X)
$$

It turns out that this is a fully faithful embedding of dSch to Fun(dRing, $\mathcal{S}$ ) (see [47] Chapter 1.6 for the analogous claim in spectral algebraic geometry), and the essential image of this embedding consists of functors that admit a Zariski cover$\mathrm{ing}^{3}$ by functors of form $\operatorname{Map}_{\mathrm{dRing}}(A,-)$, where $A$ is a derived ring ${ }^{4}$.

The $\infty$-category of derived schemes has analogous properties to the category of ordinary schemes. Importantly, it admits fiber products.

Definition 64. Let $X \rightarrow Z$ and $Y \rightarrow Z$ be maps of derived schemes. Then, the fiber product of $X$ and $Y$ over $Z$ is a derived scheme $X \times_{Z} Y$, together with maps $X \times_{Z} Y \rightarrow X$ and $X \times_{Z} Y \rightarrow Y$, such that for every derived scheme $V$, the induced map

$$
\operatorname{Map}_{\mathrm{dSch}}\left(V, X \times_{Z} Y\right) \rightarrow \operatorname{Map}_{\mathrm{dSch}}(V, X) \times_{\operatorname{Map}_{\mathrm{dSch}}(V, Z)} \operatorname{Map}_{\mathrm{dSch}}(V, Y)
$$

is an equivalence of spaces. In other words, the datum of a map $V \rightarrow X \times{ }_{Z} Y$ is equivalent to the data of maps $V \rightarrow X, V \rightarrow Y$ and a homotopy of the two compositions $V \rightarrow Z$ in $\operatorname{Map}_{\mathrm{dSch}}(V, Z)$.

It is possible to check locally that the above functor of points description is locally modeled by tensor products of derived rings ${ }^{5}$, and therefore is indeed a derived scheme. There is an important subtlety related to fiber products in derived algebraic geometry. Namely, even though the category of classical schemes em-

[^8]beds fully faithfully to dSch as the derived schemes with a discrete structure sheaf, this subcategory is not closed under fiber products.

Proposition 65. Let $X \rightarrow Z$ and $Y \rightarrow Z$ be classical schemes, and let $X \times{ }_{Z}^{\mathrm{cl}} Y$ denote the classical fiber product. Then the canonical map $X \times{ }_{Z}^{\mathrm{cl}} Y \rightarrow X \times_{Z} Y$ is an equivalence if and only if the fiber product is Tor-independent.

Let us then list some special classes of derived schemes and their morphisms.

Definition 66. A derived scheme $X$ is Noetherian if its underlying topological space is quasi-compact and if it admits an affine open cover by spectra of Noetherian derived rings. The Krull dimension of a Noetherian derived scheme $X$ is the Krull-dimension of its underlying topological space $|X|$.

Definition 67. A derived scheme $X$ is $q c q s$ (quasi-compact and quasi-separated) if the truncation $X_{\mathrm{cl}}$ is.

Definition 68. Let $f: X \rightarrow Y$ be a map of derived schemes. Then,

1. $f$ is an open embedding if $f$ identifies $X$ as $\left(U, \mathcal{O}_{Y} \mid U\right)$, where $U \subset|Y|$ is an open subset and $\mathcal{O}_{Y} \mid U$ is the restriction of the structure sheaf of $Y$ to $U$;
2. $f$ is a proper morphism (a finite type morphism, a qcqs morphism, a closed embedding) if the truncation $f_{\mathrm{cl}}: X_{\mathrm{cl}} \rightarrow Y_{\mathrm{cl}}$ is in the usual sense;
3. $f$ is a locally closed embedding if it factors as a closed embedding followed by an open embedding.
4. $f$ is locally of finite presentation (locally of almost finite presentation) if, for every affine open $\operatorname{Spec}(A) \subset Y$ and an affine open $\operatorname{Spec}(B) \subset X$ mapping to $\operatorname{Spec}(A)$, the induced map $A \rightarrow B$ is locally of finite presentation (of almost finite presentation) as a map of derived rings.

Clearly a map $f: X \rightarrow Y$ is of finite type (a closed embedding) if and only if, for every affine open $\operatorname{Spec}(A) \subset Y$ and every affine open $\operatorname{Spec}(B) \subset X$ mapping to $\operatorname{Spec}(A)$, the induced map of derived rings $A \rightarrow B$ is of finite type (surjective).

### 3.1.2 Quasi-coherent sheaves

To every derived scheme $X$, one can associate the symmetric monoidal stable $\infty$ category $\mathrm{QCoh}(X)$ of quasi-coherent sheaves on $X$. There are many equivalent characterizations of this category, but perhaps the most intuitive one is as the full sub- $\infty$-category of derived $\mathcal{O}_{X}$-modules ${ }^{6}$ spanned by those modules that, on each affine open $\operatorname{Spec}(A) \subset \mathcal{O}_{X}$, are modeled by a derived $A$-module. If $X$ is a classical scheme, then $\mathrm{QCoh}(X)$ is closely related to the unbounded derived category of $X$ (the derived category can be recovered by its homotopy category with the induced triangulated structure, see [46] Chapter 1). For the rigorous definition, we refer to Chapter 2 of [47] ${ }^{7}$.

We will denote suspensions of objects $\mathcal{F} \in \mathrm{QCoh}(X)$ by $\mathcal{F}[1]$. Moreover, each quasi-coherent sheaf $\mathcal{F}$ has naturally associated homotopy sheaves $\pi_{i}(\mathcal{F})$ for all $i \in \mathbb{Z}$, which are naturally regarded as classical quasi-coherent sheaves on the truncation $X_{\mathrm{cl}}$. Additionally, each $\mathcal{F} \in \mathrm{QCoh}(X)$ takes part in a cofiber sequence

$$
\tau_{\geq i+1} \mathcal{F} \rightarrow \mathcal{F} \rightarrow \tau_{\leq i} \mathcal{F},
$$

where $\tau_{\geq n} \mathcal{F} \rightarrow \mathcal{F}$ is the universal map to $\mathcal{F}$ from a quasi-coherent sheaf with $\pi_{j}$ trivial for $j<n$ and where $\mathcal{F} \rightarrow \tau_{\leq n} \mathcal{F}$ is the universal map from $\mathcal{F}$ to a quasicoherent sheaf with $\pi_{j}$ trivial for $j>n$. Moreover, $\pi_{j}\left(\tau_{\geq n} \mathcal{F}\right)=\pi_{j}(\mathcal{F})$ for $j \geq n$ and $\pi_{j}\left(\tau_{\leq n} \mathcal{F}\right)=\pi_{j}(\mathcal{F})$ for $j \leq n$.

Definition 69. A quasi-coherent sheaf $\mathcal{F}$ is connective if the natural map $\tau_{\geq 0} \mathcal{F} \rightarrow$ $\mathcal{F}$ is an equivalence. If is eventually connective if there exists an $i \in \mathbb{Z}$ such that the natural map $\tau_{\geq i} \mathcal{F} \rightarrow \mathcal{F}$ is an equivalence.

Definition 70. A map $\mathcal{F} \rightarrow \mathcal{G}$ of connective quasi-coherent sheaves on $X$ is surjective if the induced map $\pi_{0}(\mathcal{F}) \rightarrow \pi_{0}(\mathcal{G})$ is a surjection of sheaves in the classical

[^9]sense. A connective quasi-coherent sheaf $\mathcal{F}$ is globally generated if it admits a surjection from $\bigoplus_{i \in I} \mathcal{O}_{X}$, where $I$ is an indexing set.

Much like in classical algebraic geometry, given a qcqs morphism $f: X \rightarrow$ $Y$ of derived schemes, there exists an adjoint pair of functors consisting of the pushforward

$$
f_{*}: \operatorname{QCoh}(X) \rightarrow \mathrm{QCoh}(Y)
$$

and the pullback ${ }^{8}$

$$
f^{*}: \operatorname{QCoh}(Y) \rightarrow \operatorname{QCoh}(X) .
$$

If the morphism $f$ is clear from the context, $f^{*} \mathcal{F}$ is often denoted by $\left.\mathcal{F}\right|_{X}$. These operations are functorial and satisfy many good properties, as exemplified by the following result ([47] Proposition 2.5.4.5 and Remark 3.4.2.6).

Proposition 71. Pushforwards and pullbacks of quasi-coherent sheaves satisfy the following properties:

1. push-pull formula ${ }^{9}$ : given a Cartesian square

such that $g$ is qcqs, then there exists a natural equivalence of functors $f^{*} \circ$ $g_{*} \simeq g_{*}^{\prime} \circ f^{\prime *}: \operatorname{QCoh}\left(Y^{\prime}\right) \rightarrow \mathrm{QCoh}(X) ;$
2. projection formula: given a qcqs morphism $f: X \rightarrow Y, \mathcal{F} \in \mathrm{QCoh}(X)$, and $G \in \mathrm{QCoh}(Y)$, then there exists a natural equivalence

$$
f_{*}\left(f^{*}(\mathcal{G}) \otimes \mathcal{F}\right) \simeq \mathcal{G} \otimes f_{*}(\mathcal{F})
$$

Another fundamental concept in the study of quasi-coherent sheaves is that of the global sections.

[^10]Definition 72. Let $\mathcal{F}$ be a quasi-coherent sheaf on a qcqs derived scheme $X$. Then the spectrum of global sections $\Gamma(X ; \mathcal{F})$ is defined as the pushforward of $\mathcal{F}$ to $\operatorname{Spec}(\mathbb{Z})$ with its natural spectrum structure. The space of global sections $|\Gamma(X ; \mathcal{F})|$ is defined as the mapping space $\operatorname{Map}_{Q \operatorname{Coh}(X)}\left(\mathcal{O}_{X}, \mathcal{F}\right)$.

As $\mathrm{QCoh}(X)$ is a stable $\infty$-category, it has a canonical enrichment over the $\infty$ category of spectra. Moreover, it is not difficult to show that $\Gamma(X ; \mathcal{F})$ is recovered as the spectrum of maps $\mathcal{O}_{X} \rightarrow \mathcal{F}$. Hence, $|\Gamma(X ; \mathcal{F})|$ is the underlying space of $\Gamma(X ; \mathcal{F})$.

The following lemma is often used to reduce to a situation where only finitely many of the homotopy sheaves $\pi_{i}(\mathcal{F})$ are nontrivial.

Lemma 73 (Grothendieck vanishing). Let $X$ be a Noetherian derived scheme with Krull dimension $n<\infty$, and let $\mathcal{F} \in \operatorname{QCoh}(X)$. Then, for all $j \in \mathbb{Z}$,

$$
\pi_{j}(\Gamma(X ; \mathcal{F}))=\pi_{j}\left(\Gamma\left(X ; \tau_{\leq i}(\mathcal{F})\right)\right)
$$

as soon as $i \geq n+j$.
Proof. Using the fundamental cofibre sequences

$$
\Gamma\left(X ; \pi_{i+1}(\mathcal{F})[i+1]\right) \rightarrow \Gamma\left(X ; \tau_{\leq i+1}(\mathcal{F})\right) \rightarrow \Gamma\left(X ; \tau_{\leq i}(\mathcal{F})\right)
$$

and the classical Grothendieck vanishing, we conclude that $\pi_{j}\left(\Gamma\left(X ; \tau_{\leq i}(\mathcal{F})\right)\right)$ stabilize for $i \gg 0$, and therefore (by Milnor sequence)

$$
\pi_{j}(\Gamma(X ; \mathcal{F}))=\lim _{i} \pi_{j}\left(\Gamma\left(X ; \tau_{\leq i}(\mathcal{F})\right)\right) .
$$

The bound for $i$ follows from the fact that a Noetherian topological space of Krull dimension $n$ has cohomological dimension $n$.

Next, we list the most important finiteness conditions of quasi-coherent sheaves and state their basic properties.

Definition 74. Let $\mathcal{F}$ be a quasi-coherent sheaf on a derived scheme $X$. Then,

1. $\mathcal{F}$ has Tor-amplitude in the interval $[a, b] \subset \mathbb{Z}$ if, for every discrete quasicoherent sheaf $\mathcal{G}$, the homotopy sheaves $\pi_{i}(\mathcal{F} \otimes \mathcal{G})$ are trivial whenever $i \notin[a, b]$;
2. $\mathcal{F}$ has finite Tor-amplitude if there exists a finite interval $[a, b] \subset \mathbb{Z}$ in which $\mathcal{F}$ has its Tor-amplitude;
3. if $\mathcal{F}$ is connective, then we say that $\mathcal{F}$ has Tor-dimension $i$ if it has Toramplitude in $[0, i]$;
4. if $\mathcal{F}$ is connective, then it is flat if it has Tor-dimension 0 .

A family of concrete examples of a flat quasi-coherent sheaves is given by the locally free shaves. If $X$ is a derived scheme and $\mathcal{F}$ is a quasi-coherent sheaf on $X$, then $\mathcal{F}$ is locally free (of finite rank) if there exists $n<\infty$, an open cover $\left(U_{i}\right)_{i \in I}$ of $X$, and equivalences $\left.\mathcal{F}\right|_{U_{i}} \simeq \mathcal{O}_{U_{i}}^{\oplus n_{i}}$, where $n_{i} \leq n$. Moreover, if all the $n_{i}$ can be chosen to be equal to $n$, then $\mathcal{F}$ has rank $n$.

Definition 75. Let $X$ be a derived scheme, and let $\mathcal{F}$ be a quasi-coherent sheaf on $X$. Then,

1. $\mathcal{F}$ is perfect if, locally on each affine open $\operatorname{Spec}(A), \mathcal{F}$ is a retract of a finite colimit of shifts of $A$; if $X$ is qcqs, then perfect objects are precisely the compact objects of $\mathrm{QCoh}(X)$;
2. $\mathcal{F}$ is almost perfect if it is eventually connective, and for all $n \gg 0$ there exists a perfect object $\mathcal{G}$ and a map $\mathcal{G} \rightarrow \mathcal{F}$ inducing an isomorphisms $\pi_{i}(\mathcal{G}) \rightarrow \pi_{i}(\mathcal{F})$ for $i \leq n$; if $X$ is Noetherian, then this is equivalent to $\mathcal{F}$ being eventually connective and the homotopy sheaves $\pi_{i}(\mathcal{F})$ being coherent sheaves on $X_{\mathrm{cl}}$;
3. if $X$ is Noetherian, then $\mathcal{F}$ is coherent if it is almost perfect and only finitely many of the homotopy sheaves are nontrivial.

On a qcqs scheme, an almost perfect object is perfect if and only if it has finite Tor-amplitude. Moreover, there exists a convenient characterization of those almost perfect sheaves that are locally free (clearly any locally free sheaf of finite rank is almost perfect).

Proposition 76. Let $X$ be a Noetherian derived scheme. Then an almost perfect sheaf $\mathcal{F}$ is locally free if and only if it is flat.

Another useful fact is that the Tor-dimension of an almost perfect sheaf can be measured using the following local procedure.

Lemma 77. Let $A$ be a Noetherian local derived ring with a residue field $\kappa$, and let $M$ be an almost perfect derived $A$-module (i.e., a quasi-coherent sheaf on $\operatorname{Spec}(A)$ ). Then $M$ has Tor-amplitude in $[a, b] \subset \mathbb{Z}$ if and only if the homotopy modules $\pi_{i}\left(\kappa \otimes_{A} M\right)$ of $\kappa \otimes_{A} M$ vanish whenever $i \notin[a, b]$.

Proof. As any discrete $A$-module can naturally be regarded as a $\pi_{0}(A)$-module, it is enough to compute the Tor-amplitude of $\pi_{0}(A) \otimes_{A} M$. The claim then follows from standard facts concerning complexes of finitely generated modules over local Noetherian rings.

If $X$ is a derived scheme, then we denote by $\operatorname{Perf}(X)$ the full subcategory of $\mathrm{QCoh}(X)$ spanned by the perfect objects. It is known that perfect objects coincide with the dualizable objects in $\mathrm{QCoh}(X)$, i.e., to those quasi-coherent sheaves $\mathcal{F}$ that admit a dual $\mathcal{F}^{\vee}$ satisfying certain natural conditions. The most important properties of duals are listed below.

Proposition 78. Let $X$ be a derived scheme and let $\mathcal{F} \in \operatorname{Perf}(X)$. Then

1. for any $\mathcal{Q} \in \mathrm{QCoh}(X)$, there exists a natural equivalence of spaces

$$
\operatorname{Map}_{\mathrm{QCoh}(X)}(\mathcal{F}, \mathcal{G}) \simeq\left|\Gamma\left(X ; \mathcal{F}^{\vee} \otimes \mathcal{G}\right)\right| ;
$$

2. the double dual $\mathcal{F}^{\vee \vee}$ is naturally equivalent to $\mathcal{F}$;
3. if $\mathcal{F}$ is locally free (of rank $r$ ), then so is $\mathcal{F}^{\vee}$;
4. if $\mathcal{F}$ is a rank 1 locally free sheaf, then $\mathcal{F} \otimes \mathcal{F}^{\vee} \simeq \mathcal{O}_{X}$.

We end by recalling that a morphism $\mathcal{E} \rightarrow \mathcal{F}$ of locally free sheaves is an inclusion if the induced morphism of duals $\mathcal{F}^{\vee} \rightarrow \mathcal{E}^{\vee}$ is a surjection. As the fiber of a surjection of locally free sheaves is a vector bundle, the cofiber of an inclusion of locally free sheaves is locally free.

### 3.1.3 The cotangent complex

The cotangent complex is one of the most important objects in derived algebraic geometry. Much like the sheaf of Kähler-differentials, it admits an universal property as the target of the universal derived derivation, or, alternatively, as a quasi-coherent sheaf classifying infinitesimal derived extensions ${ }^{10}$, as explained in a rather pleasant way in [51]. As any derived scheme is a limit of derived infinitesimal extensions that start with a classical scheme, the cotangent complex may be regarded as a key to understanding derived algebraic geometry.

As we will need only the most elementary properties of the cotangent complex, we will keep this subsection rather concise. Let us start by fixing the terminology.

Definition 79. Let $X \rightarrow Y$ be a morphism of derived schemes. Then, we will denote by $\mathbb{L}_{X / Y}$ the relative cotangent complex of $X$ over $Y$. The cotangent complex is a connective quasi-coherent sheaf. The absolute cotangent complex $\mathbb{L}_{X}$ is the relative cotangent complex associated to the morphism $X \rightarrow \operatorname{Spec}(\mathbb{Z})$.

Next, we record the useful properties of $\mathbb{L}_{X / Y}$.
Proposition 80. The cotangent complex satisfies the following properties:

1. if the square

is Cartesian, then there exists a natural equivalence $f^{*} \mathbb{L}_{X / Y} \simeq \mathbb{L}_{X^{\prime} / Y^{\prime}}{ }^{11}$;
2. given a sequence $X \xrightarrow{g} Y \rightarrow Z$ of derived schemes, then there exists a natural cofiber sequence

$$
g^{*} \mathbb{L}_{Y / Z} \rightarrow \mathbb{L}_{X / Z} \rightarrow \mathbb{L}_{X / Y}
$$

[^11]3. if the square

is Cartesian, then the induced map $f^{*} \mathbb{L}_{X / Y} \oplus g^{*} \mathbb{L}_{Y^{\prime} / Y} \rightarrow \mathbb{L}_{X^{\prime} / Y}$ is an equivalence.

Finiteness properties of $f$ and of the relative cotangent complex are intimately related, as the following result ([44] Proposition 3.2.18) shows.

Proposition 81. Let $f: X \rightarrow Y$ be a map of derived schemes. Then the following are equivalent:

1. $f$ is locally of finite presentation (locally of almost finite presentation);
2. $f_{\mathrm{cl}}: X_{\mathrm{cl}} \rightarrow Y_{\mathrm{cl}}$ is finitely presented and $\mathbb{L}_{X / Y}$ is perfect (almost perfect).

### 3.1.4 Vector bundles and related derived schemes

Much like in classical algebraic geometry, it is often useful to consider locally free sheaves as geometric objects.

Definition 82. Let $X$ be a derived scheme, and let $\mathcal{E}$ on $X$ be a locally free sheaf. Then, the vector bundle $E$ associated to $\mathcal{E}$ is the derived $X$-scheme such that, for every derived $X$-scheme $S$, there exists a natural equivalence

$$
\operatorname{Map}_{\mathrm{dSch}}^{/ X} \text { }(S, E) \simeq\left|\Gamma\left(S ;\left.\mathcal{E}\right|_{S}\right)\right| .
$$

In particular, the space of sections of the structure map $E \rightarrow X$ is equivalent to the space of global sections of $\mathcal{E}$. The vector bundle of a locally free sheaf of rank 1 is referred to as a line bundle, and is often denoted by $\mathscr{L}$.

One can check locally that the above functor of points description gives rise to a derived scheme. From now on, we will be rather careless in distinguishing vector bundles from locally free sheaves as they contain equivalent data.

Definition 83. Let $X$ be a derived scheme, let $E$ be a vector bundle on $X$, and let $s$ be a global section of $E$. Then, the derived vanishing locus of $s$ is defined as the fiber product


Note that there exists a natural equivalence between the two inclusions $V_{X}(s) \hookrightarrow$ $X$ as both 0 and $s$ are sections of $E \rightarrow X$. The derived vanishing locus of line bundle section of $\mathscr{L}$ is referred to as a virtual Cartier divisor.

Moreover, for each vector bundle, one can construct several interesting examples of derived schemes, namely the relative Grassmannians.

Definition 84. Let $X$ be a derived scheme and let $E$ be a vector bundle on $X$. Then the Grassmannian of $n$-planes in $E, \operatorname{Gr}_{n}(E)$, is the derived $X$-scheme such that, for each derived $X$-scheme $S$, the space of $X$-morphisms $S \rightarrow \operatorname{Gr}_{n}(E)$ is equivalent to the space of inclusions

$$
\left.F \hookrightarrow E\right|_{S}
$$

of vector bundles on $S$, where $F$ is a vector bundle of rank $n$. The scheme $\operatorname{Gr}_{1}(E)$ is called the projective bundle associated to $E$, and it is denoted by $\mathbb{P}(E)^{12}$. Following the classical convention, the universal subbundle of $E$ on $\mathbb{P}(E)$ is denoted by $\mathcal{O}(-1)$. At times, it is useful to keep track of the base of the bundle, in which case we will use the notation $\mathbb{P}_{X}(E)$.

Again, it can be verified that the above description gives rise to a derived scheme. Clearly an inclusion of vector bundles $E \hookrightarrow F$ induces a closed embedding of Grassmannians $\operatorname{Gr}_{n}(E) \hookrightarrow \operatorname{Gr}_{n}(F)$. In order to study this inclusion (in the special case of projective bundles) in more detail, we record the following useful result.

[^12]Lemma 85. Let $X$ be a derived scheme and $E$ a vector bundle on $X$. Then, the natural cofiber sequence

$$
\mathcal{O}(-1) \rightarrow E \rightarrow Q
$$

of vector bundles on $\mathbb{P}(E)$ induces a natural equivalence $|\Gamma(X ; E)| \simeq|\Gamma(\mathbb{P}(E) ; Q)|$ of spaces of global sections.

Proof. Let $\pi$ be the structure morphism $\mathbb{P}(E) \rightarrow X$. Then one checks locally and by reducing to classical algebraic geometry that the natural map $\pi_{*}\left(\pi^{*}(E)\right) \rightarrow E$ is an equivalence. Similarly, $\pi_{*}(\mathcal{O}(-1)) \simeq 0$. The claim then follows from the fact that cofiber sequences push forward to cofiber sequences.

We now show that projectivized linear embeddings are derived vanishing loci.
Proposition 86. Let $E \hookrightarrow F$ be an inclusion of vector bundles, and let us denote the cofiber of the inclusion by $G$. Then, the inclusion $\mathbb{P}(E) \hookrightarrow \mathbb{P}(F)$ is the derived vanishing locus of the global section s of $G(1)$ that corresponds to the composition

$$
\mathcal{O}(-1) \hookrightarrow F \rightarrow G
$$

of maps of vector bundles on $\mathbb{P}(F)$.
Proof. The space of $X$-morphism from a derived $X$-scheme $S$ to the derived vanishing locus $V_{\mathbb{P}(F)}(s)$ is equivalent to the space of commuting diagrams,


As $E \hookrightarrow F \rightarrow G$ is a fiber sequence in quasi-coherent sheaves, the claim follows.

### 3.2 Quasi-projectivity and ample line bundles

Here, we study ample line bundles and quasi-projective morphisms in derived algebraic geometry. These results originally appeared in the background section of [6] and slightly earlier in the unpublished note [5]. Of course, the results are rather straightforward analogues of well-known results in classical algebraic geometry.

### 3.2.1 Ample line bundles

The purpose of this subsection to define and study ample line bundles in the context of derived algebraic geometry.

Definition 87. Let $X$ be a Noetherian derived scheme of finite Krull dimension and let $\mathscr{L}$ be a line bundle on $X$. Then $\mathscr{L}$ is ample if, for any point $x \in X$, there exists $n \geq 0$ and a section $s \in \Gamma\left(X ; \mathscr{L}^{\otimes n}\right)$ such that $X_{s}:=X \backslash V(s)$ is affine and contains $x$.

The following result will be important when analyzing the implications of the above definition.

Lemma 88. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme, let $\mathscr{L}$ be a line bundle on $X$ and let s be a global section of $\mathscr{L}$. Let $\mathcal{F}$ be a quasicoherent sheaf on $X$, and consider the sequences

$$
H^{i}(X ; \mathcal{F}) \xrightarrow{s \cdot} H^{i}(X ; \mathscr{L} \otimes \mathcal{F}) \xrightarrow{s .} H^{i}\left(X ; \mathscr{L}^{\otimes 2} \otimes \mathcal{F}\right) \xrightarrow{s \cdot} \cdots
$$

Then there are natural isomorphisms

$$
\operatorname{colim}_{n} H^{i}\left(X ; \mathscr{L}^{\otimes n} \otimes \mathcal{F}\right) \xrightarrow{\cong} H^{i}\left(X_{s} ; \mathcal{F}\right)
$$

given by sending $f \in H^{i}\left(X ; \mathscr{L}^{\otimes n} \otimes \mathcal{F}\right)$ to $f / s^{n} \in H^{i}\left(X_{s} ; \mathcal{F}\right)$.
Proof. It is enough to prove this for $i=0$. Since applying the truncation $\tau_{\geq 0}$ does not change the zeroth cohomology, we can assume that $\mathcal{F}$ is connective. Finally, by Grothendieck vanishing (Lemma 73) we may reduce to the situation where the nontrivial homotopy sheaves of $\mathcal{F}$ lie between degrees 0 and $n$, where $n$ is at most the Krull dimension of $X$. Our argument proceeds by induction on $n$. Notice that
the base case $n=0$ is classical (see e.g. [58] Tag 09MR). To prove the general case, we consider the cofiber sequence

$$
\mathcal{F}^{\prime} \rightarrow \mathcal{F} \rightarrow \pi_{0}(\mathcal{F}) .
$$

Since the nontrivial homotopy sheaves of $\mathcal{F}^{\prime}$ lie between degrees 1 and $n$, we can apply the induction assumption to $\mathcal{F}^{\prime}$ and $\pi_{0}(\mathcal{F})$, and the claim follows from 5lemma applied to the diagram comparing the cohomology long exact sequences (note that sequential colimits preserve exact sequences).

Ample line bundles admit the following useful characterization.
Proposition 89. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme, and let $\mathscr{L}$ be a line bundle on $X$. Then, the following conditions are equivalent:

1. $\mathscr{L}$ is ample;
2. for every connective almost perfect sheaf $\mathcal{F}$ on $X$, the sheaves $\mathscr{L}^{\otimes n} \otimes \mathcal{F}$ are globally generated for $n \gg 0$.

Proof. By Grothendieck vanishing (Lemma 73), we can assume that $\mathcal{F}$ is coherent. Let us first assume that $\mathscr{L}$ is ample, and choose $s_{i} \in \Gamma\left(X ; \mathscr{L}^{\otimes n_{i}}\right), i=1 . . r$, in such a way that $X_{s_{i}}$ form an affine open cover of $X$. As

$$
\pi_{0}\left(\Gamma\left(X_{s_{i}} ; \mathcal{F}\right)\right) \cong \Gamma\left(X_{s_{i}} ; \pi_{0}(\mathcal{F})\right),
$$

we can use Lemma 88 to conclude that, for $d_{i} \gg 0$, there exist global sections of $\mathscr{L}^{\otimes d_{i} n_{i}} \otimes \mathcal{F}$ generating it at the points of $X_{s_{i}}$. Letting $N=n_{1} \cdots n_{r}$, it then follows that $\mathscr{L}^{\otimes i N} \otimes \mathcal{F}$ is globally generated for $i \gg 0$. Since the last conclusion is also true for the sheaves $\mathscr{L} \otimes \mathcal{F}, \ldots, \mathscr{L}^{\otimes N-1} \otimes \mathcal{F}$, it follows that $\mathscr{L}^{\otimes n} \otimes \mathcal{F}$ is globally generated for $n \gg 0$.

Suppose then that, for all coherent sheaves $\mathcal{F}, \mathscr{L}^{\otimes n} \otimes \mathcal{F}$ is globally generated for $n \gg 0$. Let $x \in X$ be a point, and let $U$ be an affine open neighborhood of $x$ such that $\left.\mathscr{L}\right|_{U}$ is trivial. Let $Z \hookrightarrow X$ be the complement of $U$ with the reduced scheme structure, and consider the cofiber sequence

$$
\mathcal{I} \rightarrow \mathcal{O}_{X} \rightarrow \mathcal{O}_{Z}
$$

If $\mathscr{L}^{\otimes n} \otimes \mathcal{I}$ is globally generated, then it is possible to find such a global section $s$ that its image in $s^{\prime} \in \Gamma\left(X ; \mathscr{L}^{\otimes n}\right)$ does not vanish at $x$. It follows that $X_{s^{\prime}} \subset U$ is an affine open subset containing $x$.

Next, we consider the relative version of ampleness.
Definition 90. Let $f: X \rightarrow Y$ be a morphism of finite-Krull-dimensional Noetherian derived schemes. Then, a line bundle $\mathscr{L}$ on $X$ is relatively ample (or $f$-ample) if, for every affine open set $\operatorname{Spec}(B) \rightarrow Y, \mathscr{L}$ restricts to an ample line bundle on the inverse image $f^{-1} \operatorname{Spec}(B)$.

If $Y$ is affine, then a line bundle $\mathscr{L}$ on $X$ is relatively ample over $Y$ if and only if $\mathscr{L}$ is ample. Combining this observation with the following lemma allows us to check relative ampleness on an affine cover of $Y$.

Lemma 91. Let $f: X \rightarrow Y$ be a morphism offinite-Krull-dimensional Noetherian derived schemes, let $\left(U_{i}\right)_{i \in I}$ be an open cover of $Y$, and let $\mathscr{L}$ be a line bundle on $X$. Then, $\mathscr{L}$ is $f$-ample if and only iffor all $i \in I$, we have that $\mathscr{L}_{i}:=\left.\mathscr{L}\right|_{f^{-1} U_{i}}$ is $f_{i}$-ample, where $f_{i}: f^{-1} U_{i} \rightarrow U_{i}$ is the restriction of $f$.

Proof. The only if direction is clear, so let us prove that all $\mathscr{L}_{i}$ being $f_{i}$-ample implies the relative ampleness of $\mathscr{L}$. In other words we have to prove the following: if $Y=\operatorname{Spec}(B)$ is affine, $b_{1}, \ldots, b_{r} \in B$ are functions such that $\left(Y_{b_{i}}\right)_{i=1}^{r}$ is an affine open cover of $Y$ with $\left.\mathscr{L}\right|_{X_{b_{i}}}$ ample for all $i$, then $\mathscr{L}$ is ample. But this is obvious: if $x \in X$, then $x$ lies inside one of the open subsets $X_{b_{i}}$, and we may use Lemma 88 to find a global section $s$ of $\mathscr{L}^{\otimes n}$ with $X_{s} \subset X_{b_{i}}$ affine and containing $x$.

As a consequence, we prove that relatively ample line bundles behave well in compositions and in derived pullbacks.

Proposition 92. Let $f: X \rightarrow Y$ be a morphism of finite-Krull-dimensional Noetherian derived schemes having a relatively ample line bundle $\mathscr{L}$. Then,

1. if $f$ factors through $f^{\prime}: X \rightarrow Y^{\prime}, \mathscr{L}$ is $f^{\prime}$-ample;
2. if $g: Y \rightarrow Z$ admits a relatively ample line bundle $\mathscr{M}$, then $\mathscr{L} \otimes f^{*} \mathscr{M}^{\otimes n}$ is $(g \circ f)$-ample for $n \gg 0$;
3. if

is Cartesian with $X^{\prime}$ and $Y^{\prime}$ Noetherian, then $h^{\prime *} \mathscr{L}$ is $f^{\prime}$-ample.
Proof. 1. This follows from Lemma 91 and from the stability of ample line bundles under restrictions to open subschemes.
4. The proof is the same as the classical proof, see [58] Tags 0C4K (1) and 0892.
5. Without loss of generality we can assume that both $Y$ and $Y^{\prime}$ are affine. It follows that $h^{\prime}$ is affine, and as ample line bundles are stable under affine pullbacks, the claim follows.

It is also true that relative ampleness can be checked on the truncation, at least for proper morphisms.

Proposition 93. Let $A$ be a Noetherian derived ring of finite Krull dimension, and let $X \rightarrow \operatorname{Spec}(A)$ be a proper morphism of derived schemes that is locally of finite presentation. Then, for a line bundle $\mathscr{L}$ on $X$, the following conditions are equivalent:

1. $\mathscr{L}_{\mathrm{cl}}$ is ample on $X_{\mathrm{cl}}$;
2. given an almost perfect quasi-coherent sheaf $\mathcal{F}$ on $X$ and $i \in \mathbb{Z}$, we have that

$$
\pi_{i}\left(\Gamma\left(X ; \mathcal{F} \otimes \mathscr{L}^{\otimes n}\right)\right) \cong \Gamma_{\mathrm{cl}}\left(X ; \pi_{i}\left(\mathcal{F} \otimes \mathscr{L}^{\otimes n}\right)\right)
$$

for $n \gg 0$;
3. $\mathscr{L}$ is ample.

Proof. Let us first assume that the truncation $\mathscr{L}_{\mathrm{cl}}$ is ample. By Grothendieck vanishing, it is enough to ensure that condition 2 . holds for $\mathcal{F}$ coherent and connective.

We will proceed by induction on $n$, where $n$ is the largest $i$ such that $\pi_{i}(\mathcal{F})$ is nontrivial. The base case $n=0$ is easy: in this situation

$$
\mathcal{F} \otimes \mathcal{O}_{X} \mathscr{L}^{\otimes m} \simeq \mathcal{F} \otimes \mathcal{O}_{X_{\mathrm{cl}}} \mathscr{L}_{\mathrm{cl}}^{\otimes m}
$$

and the claim follows from the classical result of Serre on the vanishing of sheaf cohomology (see, e.g., [58] Tag 0B5U). In general we have a cofibre sequence

$$
\mathcal{F}^{\prime} \rightarrow \mathcal{F} \rightarrow \pi_{0}(\mathcal{F})
$$

Applying the induction assumption to $\mathcal{F}^{\prime}$ and $\pi_{0}(\mathcal{F})$, the result holds for them for $m$ large enough. Then for any such $m$, and $n>m$, it follows from the associated cohomology long exact sequence that

$$
\begin{aligned}
& \pi_{i}\left(\Gamma\left(X ; \mathcal{F} \otimes \mathscr{L}^{\otimes n}\right)\right) \cong \\
& \begin{cases}\pi_{i}\left(\Gamma\left(X ; \mathcal{F}^{\prime} \otimes \mathscr{L}^{\otimes n}\right)\right) \cong \Gamma_{\mathrm{cl}}\left(X ; \pi_{i}\left(\mathcal{F} \otimes \mathscr{L}^{\otimes n}\right)\right) & \text { for } i>0 \\
\left.\Gamma_{\mathrm{cl}}\left(X ; \pi_{0}\left(\mathcal{F} \otimes \mathscr{L}^{\otimes n}\right)\right)\right) & \text { for } i=0 \\
0 & \text { for } i<0\end{cases}
\end{aligned}
$$

This shows that $\mathscr{L}$ satisfies condition 2 .
Suppose then that $\mathscr{L}$ satisfies condition 2. Applying this to all truncated coherent sheaves, we can immediately conclude that $\mathscr{L}_{\mathrm{cl}}$ is ample using the result of Serre cited above. As global sections of $\mathscr{L}_{\mathrm{cl}}^{\otimes n}$ lift to global sections of $\mathscr{L}^{\otimes n}$ for $n \gg 0$, the ampleness of $\mathscr{L}_{\mathrm{cl}}$ implies that of $\mathscr{L}$.

### 3.2.2 Quasi-projective morphisms

Here, we define and study the basic properties of quasi-projective morphisms. Let us begin with explaining what we mean by a quasi-projective morphism.

Definition 94. A locally almost finitely presented morphism $f: X \rightarrow Y$ of finite-Krull-dimensional Noetherian derived schemes is quasi-projective if it admits a relatively ample line bundle. A proper quasi-projective morphism is called projec-
tive ${ }^{13}$.
In light of Proposition 93, we may generalize the notion of projective morphism further to get rid of the Noetherian hypothesis.

Definition 95. Let $f: X \rightarrow Y$ be a proper morphism of derived schemes that is locally of almost finite presentation. Then, $f$ is projective if there exists a line bundle $\mathscr{L}$ on $X$ such that $\mathscr{L}_{\text {cl }}$ is $f_{\mathrm{cl}}$-ample.

We have chosen to use the above definitions for (quasi-)projectivity, as it has the following good properties.

Proposition 96. Quasi-projective morphisms between Noetherian derived schemes of finite Krull dimension are stable under compositions and pullbacks in which the fiber product is Noetherian. Projective morphisms are stable under pullbacks and compositions.

Proof. The first claim follows immediately from Proposition 92. The second claim follows immediately from the analogous fact in classical algebraic geometry, see e.g. [58] Tags 0C4K and 0893.

Quasi-projective morphisms have the benefit over more general morphisms that they often admit convenient global factorizations.

Theorem 97. Let $f: X \rightarrow Y$ be a quasi-projective morphism of finite-Krulldimensional Noetherian derived schemes. Then, if $Y$ admits an ample line bundle, $f$ admits a factorization

$$
X \stackrel{i}{\hookrightarrow} \mathbb{P}_{Y}^{n} \xrightarrow{\pi} Y,
$$

where $i$ is a locally closed embedding and $\pi$ is the natural projection. If $f$ is projective, then $i$ is a closed embedding.

[^13]Proof. By assumption, $X$ admits an ample line bundle $\mathscr{L}$; let $b_{1}, \ldots, b_{r}$ be a sequence of global sections of $\mathscr{L}$ such that $X_{b_{i}}$ is an affine open cover for $X$. As ample line bundles truncate to ample line bundles, there exists $n>0$ and a generating sequence of global sections $s_{0}, \ldots, s_{r}$ of $\mathscr{L}_{\mathrm{cl}}^{\otimes n}$ such that the induced morphism $X_{\mathrm{cl}} \hookrightarrow \mathbb{P}^{r} \times Y_{\mathrm{cl}}$ is a locally closed embedding ([58] Tag 0B42). Then by Lemma 88, there exists such an $m>0$ that the global sections $s_{i j}:=b_{i}^{\otimes m} \otimes s_{j}$ of $\mathscr{L}_{\mathrm{cl}}^{\otimes(n+m)}$ lift to global sections $\tilde{s}_{i j}$ of $\mathscr{L}^{\otimes(n+m)}$. As the morphism $i_{\mathrm{cl}}: X_{\mathrm{cl}} \hookrightarrow \mathbb{P}^{n} \times Y_{\mathrm{cl}}$ induced by the $s_{i j}$ is still a locally closed embedding, the map $i: X \hookrightarrow \mathbb{P}^{n} \times Y$ induced by the $s_{i j}$ is a locally closed embedding of derived schemes. Thus, we have proven the first claim. The second claim follows from the fact that $i$ is proper.

### 3.3 Derived complete intersections

This section is dedicated to the study of complete intersections in derived algebraic geometry. We start with Section 3.3.1, in which we recall the basic facts concerning quasi-smooth and smooth morphisms in derived algebraic geometry. In Section 3.3.2, we study the corresponding absolute notion, i.e., that of a derived complete intersection ring. The results of this subsection were originally stated in the background section of [6].

### 3.3.1 Smooth and quasi-smooth morphisms

In this section, we study smooth and quasi-smooth morphisms and related notions in derived algebraic geometry. We say that a morphism $f: X \rightarrow Y$ of derived schemes is locally of finite Tor-dimension, if, for each affine open $\operatorname{Spec}(A) \subset Y$ and an affine open $\operatorname{Spec}(B) \subset X$ mapping to $\operatorname{Spec}(A), B$ has finite Tor-dimension as a derived $A$-module.

Let us begin with the following definitions.
Definition 98. Let $f: X \rightarrow Y$ be a morphism of derived schemes that is locally of finite Tor-dimension. Then, $f$ is formally smooth if the relative cotangent complex $\mathbb{L}_{X / Y}$ has Tor-dimension $0^{14}$. A formally quasi-smooth morphism morphism $f$ is smooth if it is locally of (almost) finite presentation.

Definition 99. Let $f: X \rightarrow Y$ be a morphism of derived schemes that is locally of finite Tor-dimension. Then, $f$ is formally quasi-smooth if the relative cotangent complex $\mathbb{L}_{X / Y}$ has Tor-dimension 1. A formally quasi-smooth morphism is quasismooth if it is locally of (almost) finite presentation. A derived regular embedding is a quasi-smooth closed immersion.

As the cotangent complex of a quasi-smooth morphism is perfect, quasi-smooth morphisms admit a notion of relative dimension.

[^14]Definition 100. Let $f: X \rightarrow Y$ be a quasi-smooth morphism, and assume that the relative cotangent complex $\mathbb{L}_{X / Y}$ has constant virtual rank $r$. Then, $f$ is said to have relative virtual dimension $r$. If $i: Z \hookrightarrow X$ is a quasi-smooth closed immersion of relative virtual dimension $r$, then we say that it has virtual codimension $-r$.

Remark 101. The relative virtual dimension is well-defined on each connected component of the source. Hence, the only problem for defining it in general is when the source is a disjoint union of derived schemes that have different relative virtual dimensions over the target.

The classes of morphisms defined above have many good properties, as summarized in the following result.

Proposition 102. Formally quasi-smooth morphisms (formally smooth morphisms, quasi-smooth morphisms, smooth morphisms, derived regular embeddings) satisfy the following properties:

1. they are stable under compositions and derived pullbacks ${ }^{15}$;
2. whenever the relative virtual dimension is well defined, it is stable under pullbacks and additive in compositions;
3. a morphism $f: X \rightarrow Y$ of classical schemes is smooth (quasi-smooth, derived regular embedding) if and only if it is smooth (lci, regular embedding);
4. whenever a quasi-smooth morphism factors as

$$
X \xrightarrow{f} P \xrightarrow{p} Y,
$$

where $p$ is smooth, then $f$ is quasi-smooth.
Proof. All the claims follow directly from the theory of cotangent complex in derived and classical algebraic geometry and the properties of Tor-dimension.

[^15]Derived regular embeddings admit a local characterization as the derived vanishing locus of a sequence of functions on the target. To state this more precisely, we recall the following definition from [34].

Definition 103. Let $A$ be a derived ring, and let $a_{1}, \ldots, a_{r} \in A$. Then the derived quotient $A / /\left(a_{1}, \ldots, a_{r}\right)$ is defined as the tensor product $A \otimes_{\mathbb{Z}\left[x_{1}, \ldots, x_{r}\right]} \mathbb{Z}$ of derived rings, where the maps $\mathbb{Z}\left[x_{1}, \ldots, x_{r}\right] \rightarrow A$ and $\mathbb{Z}\left[x_{1}, \ldots, x_{r}\right]$ are defined as $x_{i} \mapsto a_{i}$ and $x_{i} \mapsto 0$, respectively.

Example 104. Derived vanishing loci of vector bundles are locally described as opposites of derived quotients. Moreover, $\operatorname{Spec}\left(A / /\left(a_{1}, \ldots, a_{r}\right)\right) \rightarrow \operatorname{Spec}(A)$ is equivalent to the derived vanishing locus of the section $\left(a_{1}, \ldots, a_{r}\right)$ of the trivial vector bundle $\mathcal{O}_{\operatorname{Spec}(A)}^{\oplus r}$.

The following result is Proposition 2.3.8 of [34].
Proposition 105. A closed embedding $i: Z \rightarrow X$ of schemes is a regular embedding if and only if, Zariski locally on $X$, it is equivalent to the inclusion of derived vanishing locus of a sequence of functions on $X$.

Moreover, derived regular embeddings of codimension 1 are virtual Cartier divisors, i.e., vanishing loci of sections of line bundles (this is a consequence of Proposition 3.2.6 of [34]).

Proposition 106. Let $i: D \hookrightarrow X$ be a derived regular embedding of codimension 1. Then there exists a line bundle $\mathcal{O}_{X}(D)$ on $X$, a global section $s_{D} \in$ $\left|\Gamma\left(X, \mathcal{O}_{X}(D)\right)\right|$, and an equivalence of derived $X$-schemes $D \simeq V_{X}\left(s_{D}\right)$.

The above result allows us to define sum of virtual Cartier divisors.
Definition 107. Let $D_{1}$ and $D_{2}$ be virtual Cartier divisors on a derived scheme $X$. Then their sum, $D_{1}+D_{2}$, is the virtual Cartier divisor that is obtained as the derived vanishing locus of the global section $s_{D_{1}} \otimes s_{D_{2}}$ of $\mathcal{O}_{X}\left(D_{1}\right) \otimes \mathcal{O}_{X}\left(D_{2}\right)$.

### 3.3.2 Derived complete intersection schemes

Here, we study an absolute counterpart of quasi-smoothness.

Definition 108. A Noetherian local derived ring $A$ is called derived complete intersection if only finitely many of the homotopy modules $\pi_{i}(A)$ are non zero, and if the cotangent complex $\mathbb{L}_{\kappa / A}$ is perfect and concentrated in degrees 1 and 2. A Noetherian derived scheme $X$ is derived complete intersection (or derived regular) if all of its local derived rings are derived complete intersection.

Example 109. If $A$ is a regular local ring and $a_{1}, \ldots, a_{r}$ is a sequence of elements of $A$, then $A / /\left(a_{1}, \ldots, a_{r}\right)$ is a derived complete intersection ring.

Definition 108 captures the notion of derived local rings that are derived quotients of regular local rings, as shown by the next result.

Lemma 110. If a derived complete intersection ring $B$ admits a surjection $A \rightarrow B$ from a regular local ring $A$, then there exists elements $a_{1}, \ldots, a_{r}$ and an equivalence $B \simeq A / /\left(a_{1}, \ldots, a_{r}\right)$ of $A$-algebras. In other words, a closed immersion from a derived regular scheme to a regular scheme is a derived regular embedding.

Proof. Let $\kappa$ be the residue field of $B$ and consider the sequence $A \rightarrow B \rightarrow \kappa$. Then, from the fundamental triangle

$$
\kappa \otimes_{B} \mathbb{L}_{B / A} \rightarrow \mathbb{L}_{\kappa / A} \rightarrow \mathbb{L}_{\kappa / B}
$$

we can deduce that $\kappa \otimes_{B} \mathbb{L}_{B / A}$ is concentrated in degree 1 . Thus $\mathbb{L}_{B / A}$ has Tordimension 1 and the claim follows from 105.

This allows us to prove the following useful characterization of derived regular schemes.

Proposition 111. Let $X$ be a Noetherian scheme that admits a finite-type morphism $f: X \rightarrow Y$ to a regular Noetherian scheme $Y$. Then $X$ is derived complete intersection if and only if $X \rightarrow Y$ is quasi-smooth.

Proof. Locally, $f$ factors as $X \stackrel{i}{\hookrightarrow} \mathbb{A}^{n} \times Y \rightarrow Y$, where the first morphism is a closed embedding. As $f$ is quasi-smooth if and only if $i$ is a derived regular embedding (Proposition 102), the claim follows from Lemma 110.

Warning 112. In [6], Proposition 111 was stated without any finite-type assumptions. The proof of this is not correct, and the statement may be false. In the
paper, the result was used to identify the absolute algebraic bordism of $X$ with any bivariant group of form $\Omega(X \rightarrow Y)$ where $Y$ is regular $(Y \cong \operatorname{Spec}(\mathbb{Z})$ being a canonical choice). Using the above result, algebraic bordism may be identified with such bivariant groups only when $X \rightarrow Y$ is of finite type.

We end with the following useful result.
Proposition 113. Let $X$ be a derived regular scheme, and $V \rightarrow X$ a formally quasi-smooth morphism. If $V$ is Noetherian, then $V$ is a derived regular scheme.

Proof. Without loss of generality, we may assume that $X \simeq \operatorname{Spec}(A)$ and $V \simeq$ $\operatorname{Spec}(B)$, where $A$ is a derived complete intersection ring and $B$ is a derived local ring with residue field $\kappa$. Considering the fundamental triangle

$$
\kappa \otimes_{B} \mathbb{L}_{B / A} \rightarrow \mathbb{L}_{\kappa / A} \rightarrow \mathbb{L}_{\kappa / B}
$$

the claim follows if we can show that $\mathbb{L}_{\kappa / A}$ is concentrated in degrees $\leq 1$. Note that the map $A \rightarrow \kappa$ factors through $A \rightarrow \kappa^{\prime}$, where $\kappa^{\prime}$ is the residue field of $A$. Considering the cofiber sequence

$$
\kappa \otimes_{\kappa^{\prime}} \mathbb{L}_{\kappa^{\prime} / A} \rightarrow \mathbb{L}_{\kappa / A} \rightarrow \mathbb{L}_{\kappa / \kappa^{\prime}},
$$

we observe that it suffices to show that $\mathbb{L}_{\kappa / \kappa^{\prime}}$ is concentrated in degrees $\leq 1$. But this is always the case, as one can see by factoring the field extension into a separable extension followed by a purely inseparable one, and computing the cotangent complex.

### 3.4 Derived blowups

One of the main technical tools used in the study of derived algebraic cobordism is the derived blowup construction of Khan and Rydh [34]. Here, we recall the basic facts related to this construction. The results following Theorem 116 are compiled from [4, 11].

Definition 114. Let $Z \hookrightarrow X$ be a derived regular embedding. Then, for any $X$ scheme $S$, a virtual Cartier divisor on $S$ lying over $Z$ is the datum of a commutative diagram

such that

1. $i_{D}$ is a derived regular embedding of virtual codimension 1 ;
2. the truncation is Cartesian square in the ordinary category of schemes;
3. the canonical morphism

$$
g^{*} \mathcal{N}_{Z / X}^{\vee} \rightarrow \mathcal{N}_{D / S}^{\vee}
$$

is surjective.
The universal property of derived blowups can be phrased in terms of virtual Cartier divisors lying over the center.

Definition 115. Let $Z \hookrightarrow X$ be a derived regular embedding. Then the derived blowup $\mathrm{Bl}_{Z}(X)$ is the derived $X$-scheme representing virtual Cartier divisors lying over $Z$. In other words, given a derived $X$-scheme $S$, the space of $X$-morphisms

$$
S \rightarrow \mathrm{Bl}_{Z}(X)
$$

is naturally identified with the space of virtual Cartier divisors of $S$ that lie over $Z$.
Derived blowups satisfy the following basic properties.

Theorem 116. Let $i: Z \hookrightarrow X$ be a derived regular embedding. Then,

1. the derived blowup $\mathrm{Bl}_{Z}(X)$ exists and is unique up to contractible space of choices;
2. the structure morphism $\pi: \mathrm{Bl}_{Z}(X) \rightarrow X$ is projective, quasi-smooth, and induces an equivalence

$$
\mathrm{Bl}_{Z}(X)-\mathcal{E} \rightarrow X-Z,
$$

where $\mathcal{E}$ is the universal virtual Cartier divisor on $\mathrm{Bl}_{Z}(X)$ lying over $Z$ (also called the exceptional divisor);
3. the derived blowup $\mathrm{Bl}_{Z}(X) \rightarrow X$ is stable under derived base change;
4. in the blowup square

the induced surjection $\mathcal{N}_{Z / X}^{\vee} \rightarrow \mathcal{N}_{\mathcal{E} / \operatorname{Bi}_{Z(X)}}^{\vee}$ identifies $\mathcal{E}$ with $\mathbb{P}\left(\mathcal{N}_{Z / X}^{\vee}\right)$; hence $\mathcal{N}_{\mathcal{E} / \mathrm{Bl}_{Z}(X)}^{\vee} \simeq \mathcal{O}(1)$;
5. if $Z \stackrel{i}{\hookrightarrow} X \stackrel{j}{\hookrightarrow} Y$ is a sequence of quasi-smooth closed embeddings, then there exists a canonical derived regular embedding $\tilde{j}: \mathrm{Bl}_{Z}(X) \hookrightarrow \mathrm{Bl}_{Z}(Y)$ called the strict transform;
6. if $Z$ and $X$ are classical schemes, then there exists a natural equivalence

$$
\mathrm{Bl}_{Z}(X) \simeq \operatorname{Bl}_{Z}^{\mathrm{cl}}(X),
$$

where the right hand side is the classical blowup.
Proof. Every claim expect the projectivity of $\pi: \mathrm{Bl}_{Z}(X) \rightarrow X$ follows directly from [34] Theorem 4.1.5 (see also ibid. 4.3.4 and 4.3.5 for the fourth claim). As Khan-Rydh prove $\pi$ to be proper, it suffices to find a line bundle on the blowup that truncates to a relatively ample line bundle in the usual sense. Clearly, $\mathcal{O}(-\mathcal{E})$ is such a line bundle.

For the sequel, it will be useful to understand the behavior of strict transforms on the exceptional divisors.

Lemma 117. Consider a sequence $Z \hookrightarrow X \hookrightarrow Y$ of derived regular embeddings. Then the derived pullback of the strict transform $\mathrm{Bl}_{Z}(X) \hookrightarrow \mathrm{Bl}_{Z}(Y)$ to the exceptional divisor of $\mathrm{Bl}_{Z}(Y)$ is equivalent to the projectivized inclusion $\mathbb{P}\left(\mathcal{N}_{Z / X}\right) \hookrightarrow \mathbb{P}\left(\mathcal{N}_{Z / Y}\right)$.

Proof. Recall that the strict transform is induced by the outer square in

where the upper square is the blowup square associated to $\mathrm{Bl}_{Z}(X)$. By the basic functoriality properties of the cotangent complex, the morphism $g^{*} \mathcal{N}_{Z / Y}^{\vee} \rightarrow$ $\mathcal{N}_{\mathbb{P}\left(\mathcal{N}_{Z / X}\right) / \mathrm{Bl}_{Z}(X)}^{\vee}$ is naturally identified with the composition

$$
g^{*} \mathcal{N}_{Z / Y}^{\vee} \rightarrow g^{*} \mathcal{N}_{Z / X}^{\vee} \rightarrow \mathcal{N}_{\mathbb{P}\left(\mathcal{N}_{Z / X}\right) / \mathrm{Bl}_{Z}(X)}^{\vee}
$$

which clearly gives rise to the desired morphism.
The above result allows us to prove the following useful result about blowing up intersections of derived regular embeddings.

Proposition 118. Let $X$ be a Noetherian derived scheme, and let $Z_{1} \hookrightarrow X$ and $Z_{2} \hookrightarrow X$ be derived regular embeddings. Let us denote by $Z_{12} \hookrightarrow X$ the inclusion of the intersection of $Z_{1}$ and $Z_{2}$ inside $X$. Then,

1. the exceptional divisor

$$
\mathbb{P}\left(\mathcal{N}_{Z_{12} / X}\right) \simeq \mathbb{P}\left(\left.\left.\mathcal{N}_{Z_{1} / X}\right|_{Z_{12}} \oplus \mathcal{N}_{Z_{2} / X}\right|_{Z_{12}}\right) \hookrightarrow \mathrm{Bl}_{Z_{12}}(X)
$$

meets the strict transform $\mathrm{Bl}_{Z_{12}}\left(Z_{i}\right) \hookrightarrow \mathrm{Bl}_{Z_{12}}(X)$ in $\mathbb{P}\left(\left.\mathcal{N}_{Z_{3-i} / X}\right|_{Z_{12}}\right)$;
2. the strict transforms $\mathrm{Bl}_{Z_{12}}\left(Z_{1}\right) \hookrightarrow \mathrm{Bl}_{Z_{12}}(X)$ and $\mathrm{Bl}_{Z_{12}}\left(Z_{2}\right) \hookrightarrow \mathrm{Bl}_{Z_{12}}(X)$ have an empty intersection.

Proof. 1. As $\left.\mathcal{N}_{Z_{12} / Z_{i}} \simeq \mathcal{N}_{Z_{3-i} / X}\right|_{Z_{12}}$, the claim follows immediately from Lemma 117.
2. Outside the exceptional divisor of $\mathrm{Bl}_{Z_{12}}(X)$, the strict transforms are clearly disjoint. The claim then follows from the fact that the linear subbundles $\mathbb{P}\left(\left.\mathcal{N}_{Z_{1} / X}\right|_{Z_{12}}\right)$ and $\mathbb{P}\left(\left.\mathcal{N}_{Z_{2} / X}\right|_{Z_{12}}\right)$ have an empty intersection inside the bundle $\mathbb{P}\left(\left.\left.\mathcal{N}_{Z_{1} / X}\right|_{Z_{12}} \oplus \mathcal{N}_{Z_{2} / X}\right|_{Z_{12}}\right)$.

Next, we analyze the behavior of pullbacks of divisors in derived blowups. This will be of fundamental importance later on, as it leads to the derived blow-up formula in cobordism, which in turn is employed in almost all cobordism computations. We start with the following preliminary result.

Lemma 119. Let $D_{1}$ and $D_{2}$ be virtual Cartier divisors on a derived scheme $X$. Then there exists a natural commutative square

of derived $X$-schemes. Moreover, the map $\mathbb{L}_{D_{1} / D_{1}+D_{2}}[-1] \rightarrow \mathcal{N}_{D_{1} \times X_{X} D_{2} / D_{2}}^{\vee}$ is $a$ surjection.

Proof. The maps $D_{i} \rightarrow D_{1}+D_{2}$ are induced by the paths $s_{1} \otimes \gamma_{2}$ and $\gamma_{1} \otimes s_{2}$ in the spaces of global sections $\left|\Gamma\left(D_{i} ; \mathcal{O}\left(D_{1}+D_{2}\right)\right)\right|$, where $\gamma_{i}$ is the canonical path $s_{i} \sim 0$ in $\left|\Gamma\left(D_{i} ; \mathcal{O}\left(D_{i}\right)\right)\right|$. Moreover, the product $\gamma_{1} \otimes \gamma_{2}$ gives a homotopy in $\left|\Gamma\left(D_{1} \times_{X} D_{2} ; \mathcal{O}\left(D_{1}+D_{2}\right)\right)\right|$ between the paths $\gamma_{1} \otimes s_{2}$ and $s_{1} \otimes \gamma_{2}$, hence equipping the square in the statement with this homotopy makes it commutative, proving the first claim. The second claim follows from the fact that the composition

$$
g^{*} \mathcal{N}_{D_{1} / X}^{\vee} \rightarrow g^{*} \mathbb{L}_{D_{1} / D_{1}+D_{2}}[-1] \rightarrow \mathcal{N}_{D_{1} \times_{X} D_{2} / D_{2}}^{\vee}
$$

is an isomorphism, so the latter morphism must be a surjection. Note that the
shifted cotangent complex $\mathbb{L}_{D_{1} / D_{1}+D_{2}}[-1]$ is connective because $D_{1}$ is a closed derived subscheme of $D_{1}+D_{2}$.

We are now ready to prove the following important result.
Lemma 120. Let $Z \hookrightarrow D \hookrightarrow X$ be a sequence of derived regular embeddings, where $D$ is a virtual Cartier divisor on $X$. Then, denoting $\pi: \mathrm{Bl}_{Z}(X) \rightarrow X$, we have an equivalence

$$
\pi^{*}(D) \simeq \mathcal{E}+\mathrm{Bl}_{Z}(D)
$$

of virtual Cartier divisors on $X$, where $\pi^{*}(D)$ denotes the pullback of $D \hookrightarrow X$ to the blowup.

Proof. One checks locally and by reducing to the classical case that, for any quasicoherent sheaf $\mathcal{F}$ on $X$, the unit map $\mathcal{F} \rightarrow \pi_{*}\left(\pi^{*}(\mathcal{F})\right)$ is an equivalence [35]. Hence, recalling that $\mathcal{E}$ is the projective bundle $\mathbb{P}\left(\mathcal{N}_{Z / X}\right)$ over $Z$, we deduce that the cofiber sequence

$$
\mathcal{O}(D-\mathcal{E}) \xrightarrow{s_{\mathcal{E}}} \mathcal{O}(D) \rightarrow \mathcal{O}_{\mathcal{E}}(D)
$$

pushes forward to

$$
\mathcal{I}_{Z / X}(D) \rightarrow \mathcal{O}(D) \rightarrow \mathcal{O}_{Z}(D)
$$

where $\mathcal{I}_{Z / X}$ is the fiber of $\mathcal{O}_{X} \rightarrow \mathcal{O}_{Z}$. The sequence $Z \hookrightarrow D \hookrightarrow X$ provides us with a commutative diagram

which by the above analysis corresponds to a global section of $s_{D^{\prime}}$ of $\mathcal{O}(D-\mathcal{E})$, where $D^{\prime}$ is, by definition, the derived vanishing locus of $s_{D^{\prime}}$.

As $\pi^{*}(D)=D^{\prime}+\mathcal{E}$, it is enough for us to identify $D^{\prime}$ with the strict transform $\mathrm{Bl}_{Z}(D)$. Denoting by $\mathcal{E}^{\prime}$ the intersection of $\mathcal{E}$ and $D^{\prime}$ inside $\mathrm{Bl}_{Z}(X)$, we may form
the commutative diagram

where the commutativity of the square in the bottom-left corner follows from the general properties of fiber squares. We claim that the square

exhibits a virtual Cartier divisor on $D^{\prime}$ lying over $Z$. Indeed the square truncates into a classical Cartesian square as a composition of two squares with this property, and the canonical morphism $g^{*} \mathcal{N}_{Z / D}^{\vee} \rightarrow \mathcal{N}_{\mathcal{E}^{\prime} / D^{\prime}}^{\vee}$ is a surjection, because $g^{\prime *} \mathcal{N}_{Z / D}^{\vee} \rightarrow \mathcal{N}_{\mathcal{E} / \pi^{*}(D)}^{\vee}$ is (and because of the second claim of Lemma 119).

We have obtained a canonical morphism $D^{\prime} \rightarrow \mathrm{Bl}_{Z}(D)$. We claim that this is an equivalence. Using naturality in pullbacks, it is enough to verify the claim in the cases where $X=\mathbb{A}^{n}=\operatorname{Spec}\left(\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]\right), D$ is the derived vanishing locus of $x_{1}$, and $Z=\{0\}$ is the derived vanishing locus of $x_{1}, \ldots, x_{n}$. But this is classical, so we are done.

Next, we study derived blowups along derived vanishing loci of global sections of vector bundles, which admit an alternative universal property as the universal derived scheme on which the section can be replaced by a nowhere-vanishing one.

Suppose that $X$ is a derived scheme, $E$ is a vector bundle on $X$, and $s$ a global section of $E$. Let us denote by $s^{\prime}$ the global section of $Q$ on $\mathbb{P}(E)$ corresponding to $s$ under the equivalence of Lemma 85. On the derived vanishing locus $Z:=$ $V_{\mathbb{P}(E)}\left(s^{\prime}\right)$, there exists a canonical null-homotopy of $s^{\prime}$, and therefore the section $s$ lifts canonically to a global section $\tilde{s}$ of $\left.\mathcal{O}(-1)\right|_{Z}$. As $V_{Z}(\tilde{s})$ is naturally identified
as $V_{\mathbb{P}(E)}(s)$, we may form the commutative square

where $g$ is the restriction of $\mathbb{P}(E) \rightarrow X$ over $V_{X}(s)$.
Lemma 121. The above square exhibits a virtual Cartier divisor on $Z$ lying over $V_{X}(s)$. Moreover, the induced map $Z \rightarrow \mathrm{Bl}_{V_{X}(s)}(X)$ is an isomorphism.

Proof. The outer square of the commutative diagram

is Cartesian, and therefore one concludes from the cofiber sequence of cotangent complexes associated to the upper row that the induced map $g^{*}: \mathcal{N}_{V_{X}(s) / X}^{\vee} \rightarrow$ $\mathcal{N}_{V_{Z}(\tilde{s}) / Z}^{\vee}$ is surjective. Next we prove that the induced map $Z \rightarrow \mathrm{Bl}_{V_{X}(s)}(X)$ is an equivalence. Since being an equivalence can be checked locally, and as both constructions are stable under pullbacks, it is enough to prove this only in the case when $X=\mathbb{A}^{n}, E=\mathcal{O}_{\mathbb{A}^{n}}^{\oplus n}$, and $s=\left(x_{1}, \ldots, x_{n}\right)$. But this is a classical result, so the claim follows.

Hence the derived blow ups of vector bundle section admit the following universal property as "resolution schemes" ${ }^{16}$.

Theorem 122. Let $X$ be a derived scheme, $E$ a vector bundle on $X$, and s a global section of $E$. Then, for each $X$-scheme $S$, the space of $X$-morphisms $S \rightarrow \mathrm{Bl}_{V_{X}(s)}$

[^16]is equivalent to the space of commutative diagrams

of vector bundles, where the horizontal map is an inclusion of a line bundle into the vector bundle $E$.

Proof. Combining the universal properties of projective bundles and derived vanishing loci, we see that the space of $X$-morphisms $S \rightarrow \mathrm{Bl}_{V_{X}(s)}$ is equivalent to the space of commutative diagrams

where the bottom row is a cofiber sequence. However, such diagrams are equivalent to diagrams in the statement as cofiber sequences of quasi-coherent sheaves are fiber sequences.

## Chapter 4

## Algebraic cobordism and its basic properties

In this Chapter, we construct the bivariant algebraic cobordism $\Omega$, following the work done in $[4,6,7,11]$. The basic idea of the construction is rather easy: what one needs to do is to combine the construction of derived algebraic bordism of Lowrey-Schürg [43] with Yokura's universal bivariant theory in order to obtain a bivariant theory, the associated homology theory of which recovers derived algebraic bordism. However, instead of using the original Lowrey-Schürg relations to define our theory, we use slightly more geometric set of relations, closely related to the double point relations of Levine-Pandharipande [41].

### 4.1 Universal precobordism

### 4.1.1 The bivariant functoriality

Here, we record the bivariant functorialities that will be relevant in this thesis. The most general bivariant functoriality we are going to work with is the following.

Definition 123. We denote by $\mathcal{F}_{a}:=\left(\mathcal{C}_{a}, \mathscr{C}_{a}, \mathscr{I}_{a}, \mathscr{S}_{a}\right)$ the bivariant functoriality in which

1. $\mathcal{C}_{a}$ is the full sub- $\infty$-category of derived schemes consisting of qcqs derived schemes ${ }^{1}$;
2. $\mathscr{C}_{a}$ consists of projective morphisms;
3. $\mathscr{I}_{a}$ consists of all Cartesian squares;
4. $\mathscr{S}_{a}$ consists of all formally quasi-smooth morphisms.

At times it will be useful to restrict our degree of generality.
Definition 124. Let $S$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then, $\mathcal{F}_{S}:=\left(\mathcal{C}_{S}, \mathscr{C}_{S}, \mathscr{I}_{S}, \mathscr{S}_{S}\right)$ is the bivariant functoriality in which

1. $\mathcal{C}_{S}$ is the full sub- $\infty$-category of derived $S$-schemes consisting of those objects that are quasi-projective over $S$;
2. $\mathscr{C}_{S}$ consists of projective $S$-morphisms;
3. $\mathscr{I}_{S}$ consists of all Cartesian squares;
4. $\mathscr{S}_{S}$ consists of all quasi-smooth $S$-morphisms ${ }^{2}$.
[^17]If $S=\operatorname{Spec}(A)$, then, then the notation $\mathcal{F}_{A}$ is also used.
Note that any nice enough oriented bivariant theory with a functoriality as above has strong orientations along smooth morphisms, as explained below.

Lemma 125. The class of smooth morphisms forms a class of very specialized morphisms for $\mathcal{F}_{S}$. In particular, if $\mathbb{B}$ is a centrally and stably oriented bivariant theory with functoriality $\mathcal{F}_{S}$, then

1. the orientations along smooth morphisms are strong;
2. $\mathbb{B}$ satisfies Poincaré duality for smooth objects (Proposition 28).

Proof. The results follow immediately from the basic properties of smooth morphisms in derived algebraic geometry, and from the results of Section 2.1.5.

We end this subsection by the following remark concerning partial grading.
Remark 126. The universal additive theory $\mathbb{A}_{\mathcal{F}_{a}}$ admits a partial grading (Definition 7) along morphisms that are locally of almost finite presentation. Indeed, if $X \rightarrow Y$ is such a map, then an element $[V \rightarrow X] \in \mathbb{A}_{\mathcal{F}_{a}}(X \rightarrow Y)$, where $V$ is connected, the morphism $V \rightarrow X$ is projective, and the composition $V \rightarrow Y$ is (formally) quasi-smooth, has degree $d$, where $-d$ is the relative virtual dimension of $V$ over $Y$. The corresponding graded bivariant group shall be denoted by $\mathbb{A}_{\mathcal{F}_{a}}^{*}(X \rightarrow Y)$. Moreover, the universal additive theory $\mathbb{A}_{\mathcal{F}_{S}}$ admits a grading, and the theory shall be denoted by $\mathbb{A}_{\mathcal{F}_{S}}^{*}$. The sets of relations imposed on these theories in this section in order to obtain bivariant algebraic cobordism are homogeneous in the sense that algebraic cobordism inherits the above (partial) grading.

### 4.1.2 Universal precobordism

Here, we construct and study the universal precobordism $\underline{\Omega}$, which is an intermediate step in the construction of bivariant algebraic cobordism. It is obtained from the universal additive theory with the desired functoriality, by enforcing the derived analogue of Levine-Pandharipande's double point relations. Importantly, we will show that the Euler classes of line bundles satisfy a formal group law, which provides $\underline{\Omega}$ with an $\mathbb{L}$-linear structure, where $\mathbb{L}$ is the Lazard ring [38].

Definition 127. The universal precobordism $\underline{\Omega}$ is defined as the quotient of $\mathbb{A}_{\mathcal{F}}$ by the bivariant ideal $\mathcal{I}_{\text {dpt }}$ of derived double point relations, where $\mathcal{I}_{\mathrm{dpt}}(X \rightarrow Y)$ is the subgroup of $\mathbb{A}_{\mathcal{F}_{a}}(X \rightarrow Y)$ generated by elements of form

$$
\left[W_{0} \rightarrow X\right]-\left[D_{1} \rightarrow X\right]-\left[D_{2} \rightarrow X\right]+\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right) \rightarrow X\right]
$$

associated to a projective morphism $W \rightarrow \mathbb{P}^{1} \times X$ such that the composition $W \rightarrow \mathbb{P}^{1} \times Y$ is formally quasi-smooth, where

1. $W_{0}$ is the fiber of $W \rightarrow \mathbb{P}^{1} \times X$ over $\{0\} \times X$;
2. the fiber $W_{\infty}$ of $W \rightarrow \mathbb{P}^{1} \times X$ over $\{\infty\} \times X$ is the sum of virtual Cartier divisors $D_{1}$ and $D_{2}$ on $W$;
3. $D_{1} \cap D_{2}$ is the fiber product of $D_{i}$ over $W$.

It is straightforward to check that $\mathcal{I}_{\mathrm{dpt}}$ is indeed a bivariant ideal. Similarly, but starting with $\mathbb{A}_{\mathcal{F}_{S}}^{*}$, one constructs the universal $S$-precobordism $\underline{\Omega}_{S}^{*}$.
Remark 128. Clearly, there are natural isomorphisms

$$
\underline{\Omega}_{S}^{*}(X \xrightarrow{\tilde{f}} Y) \cong \underline{\Omega}_{S}^{*}(X \xrightarrow{f} Y)
$$

compatible with all the bivariant operations and orientations, where $f$ is obtained from the $S$-morphism $\tilde{f}$ by forgetting the structure morphisms and the homotopy witnessing the commutativity of the triangle


From now on, when we prove that a result holds for $\underline{\Omega}$, then, in order to avoid unnecessary repetition, we will not explicitly mention that the analogous result holds for $\underline{\Omega}_{S}^{*}$ as well. The same applies for the precobordism groups with bundles constructed below.

Following the classical paper of Lee and Pandharipande [49], we will construct "algebras" over $\underline{\Omega}$, in which the cycles are equipped with line or vector bundles on
the source. These theories will be useful for algebraic cobordism computations, as we shall see in the sequel. Let us begin with the following modification of the universal additive bivariant theory.

Definition 129. Let $\mathcal{F}$ be either $\mathcal{F}_{a}$ or $\mathcal{F}_{S}$. Then we define the additive bivariant theories with bundles $\left(\mathbb{A}_{\mathcal{F}}^{\bullet}, * \bullet_{\oplus}\right)$ and $\left(\mathbb{A}_{\mathcal{F}}^{\bullet},{ }^{\bullet}, \otimes\right)$ as the bivariant theory where $\mathbb{A}_{\mathcal{F}}^{\bullet *}(X \rightarrow Y)$ is the Abelian group generated by equivalence classes $[V \rightarrow X ; E]$, where $V \rightarrow X$ is a projective morphism such that the composition $V \rightarrow Y$ is (formally) quasi-smooth, and where $E$ is a vector bundle on $X$, modulo relations of form

$$
\left[V_{1} \sqcup V_{2} \rightarrow X ; E_{1} \sqcup E_{2}\right]=\left[V_{1} \rightarrow X ; E_{1}\right]+\left[V_{2} \rightarrow X ; E_{2}\right] .
$$

If $E$ has rank $r$, then $[V \rightarrow X ; E] \in \mathbb{A}_{\mathcal{F}}^{\boldsymbol{\bullet}} r(X \rightarrow Y)$. The bivariant operations are defined as follows:

1. bivariant pushforward: if $X \rightarrow Y$ factors through a projective map $g$ : $X \rightarrow X^{\prime}$, then the bivariant pushforward is defined by linearly extending the formula

$$
g_{*}([V \xrightarrow{f} X ; E]):=\left[V \xrightarrow{g \circ f} X^{\prime} ; E\right] ;
$$

2. bivariant pullback: if

is Cartesian, then the bivariant pullback is defined by linearly extending the formula

$$
g^{*}([V \xrightarrow{f} X ; E]):=\left[V^{\prime} \xrightarrow{f^{\prime}} X^{\prime} ; g^{\prime \prime *}(E)\right],
$$

where $f^{\prime}$ is the pullback of $f$ along $g^{\prime}$ and $g^{\prime \prime}$ is the natural map $V^{\prime} \rightarrow V$;
3. bivariant products: the two bivariant products are defined by bilinearly extending the formulas

$$
[V \rightarrow X ; E] \bullet \oplus[W \rightarrow X ; F]:=\left[V^{\prime} \rightarrow X ;\left.\left.E\right|_{V^{\prime}} \oplus F\right|_{V^{\prime}}\right]
$$

and

$$
[V \rightarrow X ; E] \bullet \otimes[W \rightarrow X ; F]:=\left[V^{\prime} \rightarrow X ;\left.\left.E\right|_{V^{\prime}} \otimes F\right|_{V^{\prime}}\right]
$$

where the morphism $V^{\prime} \rightarrow X$ is as in the diagram


One checks that these operations are well defined similarly to the proof of Lemma 39. Note that the second degree is additive in $\bullet_{\oplus}$ but multiplicative in $\bullet_{\otimes}$. Moreover, we define the additive theory with line bundles as the subtheory $\left(\mathbb{A}_{\mathcal{F}}^{\bullet, 1}, \bullet \otimes\right)$ of $\left(\mathbb{A}_{\mathcal{F}}^{\bullet, *}, \bullet \otimes\right)$.

These theories are stably oriented by the elements

$$
\theta_{\oplus}(f):=[X \rightarrow X ; 0] \in \mathbb{A}_{\mathcal{F}}^{\bullet, 0}(X \rightarrow Y)
$$

and

$$
\theta_{\otimes}(f):=\left[X \rightarrow X ; \mathcal{O}_{X}\right] \in \mathbb{A}_{\mathcal{F}}^{\bullet, 1}(X \rightarrow Y)
$$

respectively, where $f: X \rightarrow Y$ is a formally quasi-smooth morphism. Moreover, all three theories are additive in the sense of Definition 32.

The universal property of $\mathbb{A}_{\mathcal{F}}$ induces a Grothendieck transformations $\mathbb{A}_{\mathcal{F}} \rightarrow$ $\left(\mathbb{A}_{\mathcal{F}}^{\bullet, *}, \bullet_{\oplus}\right)$ and $\mathbb{A}_{\mathcal{F}} \rightarrow\left(\mathbb{A}_{\mathcal{F}}^{\bullet, *}, \bullet_{\otimes}\right)$ which are defined by the formulas

$$
[V \rightarrow X] \mapsto[V \rightarrow X ; 0]
$$

and

$$
[V \rightarrow X] \mapsto\left[V \rightarrow X ; \mathcal{O}_{V}\right]
$$

respectively. Moreover, there are also the forgetful Grothendieck transformations $\left(\mathbb{A}_{\mathcal{F}}^{\bullet, *}, \bullet_{\oplus}\right) \rightarrow \mathbb{A}_{\mathcal{F}}$ and $\left(\mathbb{A}_{\mathcal{F}}^{\bullet, *}, \bullet_{\otimes}\right) \rightarrow \mathbb{A}_{\mathcal{F}}$, which forget the vector bundle.

Definition 130. The precobordism theories with bundles $\left(\underline{\Omega}^{\bullet, *}, \bullet_{\oplus}\right)$ and $\left(\underline{\Omega}^{\bullet},{ }^{*} \bullet_{\otimes}\right)$
are defined as the quotients of $\left(\mathbb{A}_{\mathcal{F}_{a}}^{\bullet *}, \bullet_{\oplus}\right)$ and $\left(\mathbb{A}_{\mathcal{F}_{a}, *}^{\bullet \cdot}, \oplus\right)$, respectively, by the bivariant ideal $\mathcal{I}_{\text {dpt }}^{\bullet, *}$ of derived double point relations with bundles, where $\mathcal{I}_{\text {dpt }}^{\boldsymbol{\bullet}, *}(X \rightarrow Y)$ is the subgroup of $\mathbb{A}_{\mathcal{F}_{a}}^{\bullet *}(X \rightarrow Y)$ generated by elements of form

$$
\left[W_{0} \rightarrow X ;\left.E\right|_{W_{0}}\right]-\left[D_{1} \rightarrow X ;\left.E\right|_{D_{1}}\right]-\left[D_{2} \rightarrow X ;\left.E\right|_{D_{2}}\right]+\left[\mathbb{P} \rightarrow X ;\left.E\right|_{\mathbb{P}}\right]
$$

where $\mathbb{P}=\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right)$, associated to a projective morphism $W \rightarrow$ $\mathbb{P}^{1} \times X$ such that the composition $W \rightarrow \mathbb{P}^{1} \times Y$ is formally quasi-smooth, and

1. $E$ is a vector bundle on $W$;
2. $W_{0}$ is the fiber of $W \rightarrow \mathbb{P}^{1} \times X$ over $\{0\} \times X$;
3. the fiber $W_{\infty}$ of $W \rightarrow \mathbb{P}^{1} \times X$ over $\{\infty\} \times X$ is the sum of virtual Cartier divisors $D_{1}$ and $D_{2}$ on $W$;
4. $D_{1} \cap D_{2}$ is the fiber product of $D_{i}$ over $W$.

It is straightforward to check that $\mathcal{I}_{\mathrm{dpt}}^{\boldsymbol{\bullet}, *}$ is indeed a bivariant ideal. Similarly, but starting with $\mathbb{A}_{\mathcal{F}_{S}}^{*}$, one constructs the $S$-precobordism theories with bundles $\left(\underline{\Omega}_{S}^{*, *}, \bullet \oplus\right)$ and $\left(\underline{\Omega}_{S}^{*, *}, \bullet \otimes\right)$.

We will denote the induced Grothendieck transformations $\underline{\Omega} \rightarrow\left(\underline{\Omega}^{\bullet},{ }^{*}, \oplus\right)$ and $\underline{\Omega} \rightarrow\left(\underline{\Omega}^{\bullet}, *, \bullet \otimes\right)$ by $\iota_{\oplus}$ and $\iota_{\otimes}$, respectively. The same notation is used in the case of $S$-precobordism groups as well.

### 4.1.3 Euler classes

Euler classes of vector bundles will play a fundamental role in our study of algebraic cobordism.

Definition 131. Let $\mathbb{B}$ be an oriented bivariant theory with functoriality $\mathcal{F}_{a}$ or $\mathcal{F}_{S}$. Then, if $X \in \mathcal{C}$ and $E$ is a vector bundle on $X$, the Euler class of $X$ is defined as

$$
e(E):=i_{0!}\left(1_{V_{X}(0)}\right) \in \mathbb{B}^{\bullet}(X)
$$

where $i_{0}: V_{X}(0) \hookrightarrow X$ is the derived vanishing locus of the zero-section of $E$.

Clearly, in case the vector bundle $E$ has rank $r, e(E) \in \underline{\Omega}^{r}(X)$. The following result will be useful in practice.

Lemma 132. Let $X$ be a derived scheme, $E$ a vector bundle on $X$, and let $s$ be a global section of $E$. Then

$$
e(E)=\left[V_{X}(s) \rightarrow X\right] \in \underline{\Omega}^{*}(X) .
$$

Proof. By definition, $e(E)=\left[V_{X}(0) \rightarrow X\right] \in \underline{\Omega}^{*}(X)$. Let $x_{0} \otimes s$ be a section of $E(1)$ on $\mathbb{P}^{1} \times X$. Then, the map $V_{\mathbb{P}^{1} \times X}\left(x_{0} \otimes s\right) \rightarrow \mathbb{P}^{1} \times X$ realizes the desired equation in $\underline{\Omega}^{*}(X)^{3}$.

In particular, the Euler class of a vector bundle admitting a nowhere-vanishing section (e.g., a trivial line bundle), is trivial. Euler classes are multiplicative in cofiber sequences of vector bundles.

Proposition 133. Let $X$ be a derived scheme. Then, if $E^{\prime} \rightarrow E \rightarrow E^{\prime \prime}$ is a cofiber sequence of vector bundles on $X$, we have that $e(E)=e\left(E^{\prime}\right) \bullet e\left(E^{\prime \prime}\right) \in \underline{\Omega}^{*}(X)$.

Proof. Let $s$ be a global section of $E$, and let $s^{\prime \prime}$ be the induced global section of $E^{\prime \prime}$. Then, on $V_{X}\left(s^{\prime \prime}\right)$, the section $s$ admits a natural lift to a section $s^{\prime}$ of $E^{\prime}$, and moreover $V_{V_{X}\left(s^{\prime \prime}\right)}\left(s^{\prime}\right)$ is naturally equivalent to $V_{X}(s)$. Thus, denoting by $i$ the inclusion $V_{X}\left(s^{\prime \prime}\right) \hookrightarrow X$, we have

$$
\begin{aligned}
e(E) & =i_{!}\left(e\left(\left.E^{\prime}\right|_{V_{X}\left(s^{\prime \prime}\right)}\right)\right) \\
& =e\left(E^{\prime}\right) \bullet i_{!}\left(1_{V_{X}\left(s^{\prime \prime}\right)}\right) \quad \text { (projection formula) } \\
& =e\left(E^{\prime}\right) \bullet e\left(E^{\prime \prime}\right),
\end{aligned}
$$

as desired.

### 4.1.4 The extended double point relation

There exists an analogue of Levine-Pandharipande's extended double point relations (see [41] Lemma 16) for $\underline{\Omega}$. Before proving this, we record the derived blowup formula, which will be useful in cobordism computations.

[^18]Lemma 134. Let $Z \hookrightarrow X$ be a derived regular embedding. Then,
$1_{X}=\left[\mathrm{Bl}_{Z}(X) \rightarrow X\right]+\left[\mathbb{P}_{Z}\left(\mathcal{N}_{Z / X} \oplus \mathcal{O}\right) \rightarrow X\right]-\left[\mathbb{P}_{\mathcal{E}}(\mathcal{O}(-1) \oplus \mathcal{O}) \rightarrow X\right] \in \underline{\Omega}^{*}(X)$,
where $\mathcal{E} \hookrightarrow \mathrm{Bl}_{Z}(X)$ is the exceptional divisor.
Proof. Consider $W:=\mathrm{Bl}_{\infty \times Z}\left(\mathbb{P}^{1} \times X\right)$. Then, by Lemma 120, the fiber of $W \rightarrow \mathbb{P}^{1}$ over $\infty$ is the sum of $\mathrm{Bl}_{Z}(X)$ and the exceptional divisor $\mathcal{E}^{\prime} \hookrightarrow W$, leading to the above formula. As $\left.\mathcal{O}\left(\mathcal{E}^{\prime}\right)\right|_{\mathcal{E}^{\prime}} \simeq \mathcal{O}(-1)$, the third term of the right hand side is of the correct form.

We are now ready to prove the extended double point formula. Let us start by fixing notation. Let $X$ be a derived scheme and let $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ be line bundles on $E$. For simplicity, let us denote $\mathscr{L}_{3}:=\mathscr{L}_{1} \otimes \mathscr{L}_{2}$. Then,

$$
\begin{aligned}
& \mathbb{P}_{1}:=\mathbb{P}_{X}\left(\mathscr{L}_{2}^{\vee} \oplus \mathcal{O}\right) ; \\
& \mathbb{P}_{2}:=\mathbb{P}_{\mathbb{P}\left(\mathscr{L}_{1} \oplus \mathscr{L}_{3}\right)}(\mathcal{O}(-1) \oplus \mathcal{O}) ; \\
& \mathbb{P}_{3}:=\mathbb{P}\left(\mathscr{L}_{1} \oplus \mathscr{L}_{3} \oplus \mathcal{O}\right) .
\end{aligned}
$$

Lemma 135. Let everything be as above. Then

$$
\begin{aligned}
e\left(\mathscr{L}_{3}\right) & =e\left(\mathscr{L}_{1}\right)+e\left(\mathscr{L}_{2}\right)-e\left(\mathscr{L}_{1}\right) \bullet e\left(\mathscr{L}_{2}\right) \bullet\left[\mathbb{P}_{1} \rightarrow X\right] \\
& +e\left(\mathscr{L}_{1}\right) \bullet e\left(\mathscr{L}_{2}\right) \bullet e\left(\mathscr{L}_{3}\right) \bullet\left(\left[\mathbb{P}_{2} \rightarrow X\right]-\left[\mathbb{P}_{3} \rightarrow X\right]\right)
\end{aligned}
$$

in $\underline{\Omega}^{*}(X)$.
Proof. Let $D_{1}, D_{2}$ and $D_{3}$ be the derived vanishing loci of arbitrary sections of $\mathscr{L}_{1}, \mathscr{L}_{2}$ and $\mathscr{L}_{3}$, respectively. Let $\pi: X^{\prime} \rightarrow X$ be the derived blowup of $X$ at $D_{1} \cap D_{3}$, let $D_{1}^{\prime}$ and $D_{3}^{\prime}$ be the strict transforms of $D_{1}$ and $D_{3}$, repectively, and let $D_{2}^{\prime}$ be the pullback of $D_{2}$ to $X^{\prime}$. Note that $D_{1}^{\prime}$ and $D_{3}^{\prime}$ do not intersect, and that the virtual Cartier divisors $D_{3}^{\prime}$ and $D_{1}^{\prime}+D_{2}^{\prime}$ are rationally equivalent.

Next, denote by $X^{\prime \prime}$ the blowup of $X^{\prime}$ at $D_{2}^{\prime} \cap D_{3}^{\prime}$, by $D_{2}^{\prime \prime}$ and $D_{3}^{\prime \prime}$ the strict transforms of $D_{2}^{\prime}$ and $D_{3}^{\prime}$, respectively, and by $D_{1}^{\prime \prime}$ the pullback of $D_{1}^{\prime}$ to $X^{\prime \prime}$. As $D_{1}^{\prime}$ and $D_{3}^{\prime}$ do not intersect, the natural map $D_{1}^{\prime \prime} \rightarrow D_{1}^{\prime}$ is an equivalence. As the virtual Cartier divisors $D_{3}^{\prime \prime}$ and $D_{1}^{\prime \prime}+D_{2}^{\prime \prime}$ are rationally equivalent and disjoint, they
give a rise to a morphism $X^{\prime \prime} \rightarrow \mathbb{P}^{1}$ with $D_{3}^{\prime \prime}$ the fiber over 0 and $D_{1}^{\prime \prime}+D_{2}^{\prime \prime}$ the fiber over $\infty$. The induced derived double point relation is
$\left[D_{3}^{\prime \prime} \rightarrow X\right]=\left[D_{1}^{\prime \prime} \rightarrow X\right]+\left[D_{2}^{\prime \prime} \rightarrow X\right]-\left[\mathbb{P}_{D_{1}^{\prime \prime} \cap D_{2}^{\prime \prime}}\left(\mathcal{O}\left(D_{1}^{\prime \prime}\right) \oplus \mathcal{O}\right) \rightarrow X\right] \in \underline{\Omega}(X)$.
We will investigate each term of the equation.

1. $\left[D_{3}^{\prime \prime} \rightarrow X\right]$ : As $D_{3}^{\prime \prime}$ is the composition of two derived blowups along virtual Cartier divisors, $\left[D_{3}^{\prime \prime} \rightarrow X\right]=\left[D_{3} \rightarrow X\right]=e\left(\mathscr{L}_{3}\right)$
2. $\left[D_{1}^{\prime \prime} \rightarrow X\right]:$ As $D_{1}^{\prime \prime}$ is the derived blowup of $D_{1}$ along a virtual Cartier divisor, we have that $\left[D_{1}^{\prime \prime} \rightarrow X\right]=\left[D_{1} \rightarrow X\right]=e\left(\mathscr{L}_{1}\right)$.
3. $\left[D_{2}^{\prime \prime} \rightarrow X\right]$ : Arguing as above, $D_{2}^{\prime \prime}$ is equivalent to the derived blowup $\mathrm{Bl}_{D_{1} \cap D_{2} \cap D_{3}}\left(D_{2}\right)$. Hence, applying the derived blowup formula, we compute that

$$
\begin{aligned}
{\left[D_{2}^{\prime \prime} \rightarrow X\right] } & =\left[D_{2} \rightarrow X\right]-\left[\mathbb{P}_{D_{1} \cap D_{2} \cap D_{3}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\left(D_{3}\right) \oplus \mathcal{O}\right) \rightarrow X\right] \\
& +\left[\mathbb{P}_{\mathbb{P}_{D_{1} \cap D_{2} \cap D_{3}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\left(D_{3}\right)\right)}(\mathcal{O}(-1) \oplus \mathcal{O})\right] \\
& =e\left(\mathscr{L}_{2}\right)+e\left(\mathscr{L}_{1}\right) \bullet e\left(\mathscr{L}_{2}\right) \bullet e\left(\mathscr{L}_{3}\right) \bullet\left(\left[\mathbb{P}_{2} \rightarrow X\right]-\left[\mathbb{P}_{3} \rightarrow X\right]\right) .
\end{aligned}
$$

4. $\left[\mathbb{P}_{D_{1}^{\prime \prime} \cap D_{2}^{\prime \prime}}\left(\mathcal{O}\left(D_{1}^{\prime \prime}\right) \oplus \mathcal{O}\right) \rightarrow X\right]$ : As $D_{1}^{\prime}$ and $D_{3}^{\prime}$ do not intersect, the natural map $D_{1}^{\prime \prime} \cap D_{2}^{\prime \prime} \rightarrow D_{1}^{\prime} \cap D_{2}^{\prime}$ is an equivalence. On the other hand, as

$$
\begin{aligned}
D_{2}^{\prime} \times_{X^{\prime}} D_{1} & \simeq\left(D_{2} \times_{X} X^{\prime}\right) \times_{X^{\prime}} D_{1} \\
& \simeq D_{2} \times_{X} D_{1},
\end{aligned}
$$

$D_{1}^{\prime} \cap D_{2}^{\prime} \simeq D_{1} \cap D_{2}$. As

$$
\begin{aligned}
\left.\mathcal{O}\left(D_{1}^{\prime \prime}\right)\right|_{D_{1}^{\prime \prime}} & \left.\simeq \mathcal{O}\left(D_{1}^{\prime}\right)\right|_{D_{1}^{\prime}} \\
& =\left.\mathcal{O}\left(\pi^{*}\left(D_{1}\right)-\mathcal{E}\right)\right|_{D_{1}^{\prime}} \\
& =\left.\mathcal{O}\left(D_{1}-D_{3}\right)\right|_{D_{1}}
\end{aligned}
$$

where $\mathcal{E}$ is the exceptional divisor of $X^{\prime}$, we have that

$$
\begin{aligned}
{\left[\mathbb{P}_{D_{1}^{\prime \prime} \cap D_{2}^{\prime \prime}}\left(\mathcal{O}\left(D_{1}^{\prime \prime}\right) \oplus \mathcal{O}\right) \rightarrow X\right] } & =\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}-D_{3}\right) \oplus \mathcal{O}\right) \rightarrow X\right] \\
& =e\left(\mathscr{L}_{1}\right) \bullet e\left(\mathscr{L}_{2}\right) \bullet\left[\mathbb{P}_{1} \rightarrow X\right] .
\end{aligned}
$$

Combining the above equations yields the desired formula.
As the first application of the above result, we prove the nilpotence of Euler classes.

Proposition 136. Let $X$ be a finite-Krull-dimensional Noetherian scheme that admits an ample line bundle. Then, for each vector bundle $E$ on $X$, the Euler class $e(E)$ is nilpotent in $\underline{\Omega}(X)$.

Proof. If $E$ admits a sequence of sections $s_{1}, \ldots, s_{r}$ such that they simultaneously vanish nowhere, then $e(E)^{r}=0$. In particular, since $X$ is quasi-compact, such a finite sequence can be found for $E$ that is globally generated.

Suppose then that $\mathscr{L}$ is a line bundle the dual of which is globally generated. Then, it follows from Lemma 135 by setting $\mathscr{L}_{1}=\mathscr{L}$ and $\mathscr{L}_{2}=\mathscr{L}^{\vee}$, that

$$
0=e(\mathscr{L})+e\left(\mathscr{L}^{\vee}\right)-e(\mathscr{L}) \bullet e\left(\mathscr{L}^{\vee}\right) \bullet\left[\mathbb{P}_{1} \rightarrow X\right]
$$

or, in other words, that

$$
e(\mathscr{L})=-\frac{e\left(\mathscr{L}^{\vee}\right)}{1-e\left(\mathscr{L}^{\vee}\right) \bullet\left[\mathbb{P}_{1} \rightarrow X\right]},
$$

where the right hand side is well defined because $e\left(\mathscr{L}^{\vee}\right)$ is nilpotent. From this formula, it follows that also $e(\mathscr{L})$ is nilpotent.

As $X$ admits an ample line bundle, any line bundle $\mathscr{L}$ on $X$ is equivalent to one of form $\mathscr{L}_{1} \otimes \mathscr{L}_{2}^{\vee}$, where $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are globally generated. Applying Lemma 135 again, we compute that

$$
e(\mathscr{L})=\frac{e\left(\mathscr{L}_{1}\right)+e\left(\mathscr{L}_{2}^{\vee}\right)-e\left(\mathscr{L}_{1}\right) \bullet e\left(\mathscr{L}_{2}^{\vee}\right) \bullet\left[\mathbb{P}^{1} \rightarrow X\right]}{1-e\left(\mathscr{L}_{1}\right) \bullet e\left(\mathscr{L}_{2}^{\vee}\right) \bullet\left(\left[\mathbb{P}_{2} \rightarrow X\right]-\left[\mathbb{P}_{3} \rightarrow X\right]\right)},
$$

and the nilpotence of $e(\mathscr{L})$ follows from that of $e\left(\mathscr{L}_{1}\right)$ and $e\left(\mathscr{L}_{2}^{\vee}\right)$.

Finally, let $E$ be a vector bundle on $X$. As $X$ admits an ample line bundle, there exists a line bundle $\mathscr{L}$ such that $E^{\vee} \otimes \mathscr{L}$ is globally generated. Let $s_{1}, \ldots, s_{r}$ be a sequence of morphisms $E \rightarrow \mathscr{L}$ that correspond to a sequence of global sections of $E^{\vee} \otimes \mathscr{L}$ the simultaneous vanishing locus of which is empty. In other words, they give rise to a surjective map $E^{\oplus r} \rightarrow \mathscr{L}$ of vector bundles, the kernel of which we denote by $F$. As Euler classes are multiplicative, we have that

$$
e(E)^{r}=e(F) \bullet e(\mathscr{L}),
$$

and the nilpotence of $e(E)$ follows from that of $e(\mathscr{L})$.

### 4.1.5 The formal group law of universal precobordism

In order to prove that the Euler class of a tensor product of line bundles can be computed by means of a formal group law, we will need to be able to compute classes of certain projective bundles in the precobordism ring. To do so, we will compute certain elements in the precobordism theories with bundles.

It will be useful to fix the following notation.
Definition 137. Given a derived scheme $X$ and a line bundle $\mathscr{L}$ on $X$, we recursively define the following pairs:

$$
\left(P_{0}(X, \mathscr{L}), \mathscr{M}_{0}(X, \mathscr{L})\right):=(X, \mathscr{L})
$$

and

$$
\left(P_{i+1}(X, \mathscr{L}), \mathscr{M}_{i+1}(X, \mathscr{L})\right):=\left(\mathbb{P}_{P_{i}(X, \mathscr{L})}\left(\mathscr{M}_{i}(X, \mathscr{L}) \oplus \mathcal{O}\right), \mathscr{M}_{i}(X, \mathscr{L})\left(H_{i+1}\right)\right),
$$

where $\mathcal{O}\left(H_{i+1}\right)$ is the hyperplane bundle on $\mathbb{P}_{P_{i}(X, \mathscr{L})}\left(\mathscr{M}_{i}(X, \mathscr{L}) \oplus \mathcal{O}\right)$. If $X=$ $\operatorname{Spec}(\mathbb{Z})$ and $\mathscr{L}=\mathcal{O}$, then these pairs are denoted more simply by $\left(P_{i}, \mathscr{M}_{i}\right)$. Moreover, we define elements

$$
\beta_{i}:=\left[P_{i} \rightarrow \operatorname{Spec}(\mathbb{Z}), \mathscr{M}_{i}\right]
$$

in $\underline{\Omega}^{i, 1}(\operatorname{Spec}(\mathbb{Z}))$, with the convention that $\beta_{i}=0$ if $i$ is negative.

Lemma 138. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $\mathscr{L}$ be a line bundle on $X$. Then, the equation

$$
[X \rightarrow X ; \mathscr{L}]=\sum_{i \geq 0} e(\mathscr{L})^{i} \bullet \otimes\left(\beta_{i}-\beta_{i-1} \bullet \otimes[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X ; \mathcal{O}]\right)
$$

holds in $\underline{\Omega}^{*, 1}(X)$.
Proof. Consider the derived blowup $W$ of $\mathbb{P}^{1} \times X$ at $\infty \times D$, where $D$ is the derived vanishing locus of a section of $\mathscr{L}$. Moreover, let $\mathscr{L}^{\prime}$ be the line bundle $\mathscr{L}(-\mathcal{E})$ on $W$, where $\mathcal{E}$ is the exceptional divisor of $W$. The line bundle $\mathscr{L}^{\prime}$ restricts to

1. $\mathscr{L}$ on the strict transform of $0 \times X$;
2. $\mathcal{O}_{X}$ on the strict transform of $\infty \times X$;
3. $\mathscr{L}(1)$ on the exceptional divisor $\mathcal{E} \simeq \mathbb{P}_{D}(\mathscr{L} \oplus \mathcal{O})$;
4. $\mathcal{O}_{X}$ on the intersection of the strict transform of $\infty \times X$ and $\mathcal{E}$.

Hence, the derived scheme $P_{i}\left(W, \mathscr{L}^{\prime}\right)$ together with its natural map to $\mathbb{P}^{1} \times X$ and the line bundle $\mathscr{M}_{i}\left(W, \mathscr{L}^{\prime}\right)$, realizes the equation

$$
\begin{aligned}
& {\left[P_{i}(X, \mathscr{L}) \rightarrow X ; \mathscr{M}_{i}(X, \mathscr{L})\right]} \\
& =\left[P_{i}(X, \mathcal{O}) \rightarrow X ; \mathscr{M}_{i}(X, \mathcal{O})\right] \\
& +\left[P_{i+1}\left(D,\left.\mathscr{L}\right|_{D}\right) \rightarrow X ; \mathscr{M}_{i+1}\left(D,\left.\mathscr{L}\right|_{D}\right)\right] \\
& -\left[P_{i}\left(\mathbb{P}_{D}\left(\left.\mathscr{L}\right|_{D} \oplus \mathcal{O}\right), \mathcal{O}\right) \rightarrow X ; \mathscr{M}_{i}\left(\mathbb{P}_{D}\left(\left.\mathscr{L}\right|_{D} \oplus \mathcal{O}\right), \mathcal{O}\right)\right] \\
& =\beta_{i}+e(\mathscr{L}) \bullet \otimes\left[P_{i+1}(X, \mathscr{L}) \rightarrow X ; \mathscr{M}_{i+1}(X, \mathscr{L})\right] \\
& -\beta_{i} \bullet \otimes(\mathscr{L}) \bullet \otimes[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X ; \mathcal{O}]
\end{aligned}
$$

Since $e(\mathscr{L})$ is nilpotent, the claim follows from the above formulas.
In order to use the above results in order to compute the classes of projective bundles, we need to be able to construct precobordism elements given a precobordism element equipped with a bundle.

Definition 139. The projectivization transformations $\mathbb{P}, \widetilde{\mathbb{P}}: \underline{\Omega}^{\bullet}, *(X \rightarrow Y) \rightarrow$ $\underline{\Omega}(X \rightarrow Y)$ are defined by the formulas

$$
[V \rightarrow X ; E] \mapsto\left[\mathbb{P}_{V}(E) \rightarrow X\right]
$$

and

$$
[V \rightarrow X ; E] \mapsto\left[\mathbb{P}_{\mathbb{P}_{V}(E)}(\mathcal{O}(-1) \oplus \mathcal{O}) \rightarrow X\right]
$$

respectively. Clearly these maps are well-defined group homomorphisms. One defines $\mathbb{P}, \widetilde{\mathbb{P}}: \underline{\Omega}_{S}^{* * *} \rightarrow \underline{\Omega}_{S}^{*}$ in a similar fashion.

These transformations are not Grothendieck transformations. However, in a sense, they are maps of $\underline{\Omega}$-bimodules.

Proposition 140. Let $\epsilon$ be one of the transformations $\mathbb{P}, \widetilde{\mathbb{P}}$. Then,

1. $\epsilon$ commutes with pushforwards;
2. $\epsilon$ commutes with pullbacks;
3. if $\alpha \in \underline{\Omega}(X \rightarrow Y)$ and $\beta \in \underline{\Omega}^{\bullet, *}(Y \rightarrow Z)$, then

$$
\epsilon\left(\iota_{\oplus}(\alpha) \bullet \oplus \beta\right)=\alpha \bullet \epsilon(\beta)
$$

and

$$
\epsilon\left(\iota_{\otimes}(\alpha) \bullet \otimes \beta\right)=\alpha \bullet \epsilon(\beta) ;
$$

4. if $\alpha \in \underline{\Omega}^{\bullet, *}(X \rightarrow Y)$ and $\beta \in \underline{\Omega}(Y \rightarrow Z)$, then

$$
\epsilon\left(\alpha \bullet \oplus \iota_{\oplus}(\beta)\right)=\epsilon(\alpha) \bullet \beta
$$

and

$$
\epsilon\left(\alpha \bullet \otimes \iota_{\otimes}(\beta)\right)=\epsilon(\alpha) \bullet \beta .
$$

Proof. The claim follows from the fact that forming projective bundles is compatible with pullbacks.

As a first application, we prove the following formula.

Lemma 141. Let $X$ be a Noetherian derived scheme that admits an ample line bundle. Then, for each line bundle $\mathscr{L}$ on $X$, the equation

$$
[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X]=\frac{\sum_{i \geq 0} \beta_{i+1}^{\prime} e(\mathscr{L})^{i}}{\sum_{i \geq 0} \beta_{i}^{\prime} e(\mathscr{L})^{i}}
$$

holds in $\underline{\Omega}^{*}(X)$, where $\beta_{i}^{\prime}:=\left[P_{i} \rightarrow \operatorname{Spec}(\mathbb{Z})\right] \in \underline{\Omega}^{*}(\operatorname{Spec}(\mathbb{Z}))$, and where $P_{i}$ as in Definition 137.

Proof. Rephrasing Lemma 138, we obtain
$[X \rightarrow X ; \mathscr{L}]=\sum_{i \geq 0} e(\mathscr{L})^{i} \bullet \oplus\left(\beta_{i}-\beta_{i-1} \bullet \oplus \iota_{\oplus}([\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X])\right) \in \underline{\Omega}^{*, 1}(X)$.
Moreover, if we denote by $[\mathcal{O}]$ the class $[\operatorname{Spec}(\mathbb{Z}) \rightarrow \operatorname{Spec}(\mathbb{Z}) ; \mathcal{O}]$ in the ring $\underline{\Omega}^{*, 1}(\operatorname{Spec}(\mathbb{Z}))$, then $\mathbb{P}\left(\beta_{i} \bullet_{\oplus}[\mathcal{O}]\right)=\beta_{i+1}^{\prime}$ unless $i$ is negative, and hence, computing $\mathbb{P}([\mathcal{O}] \bullet \oplus[X \rightarrow X ; \mathscr{L}])$ using the two sides of the above equation, we obtain the formula

$$
[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X]=\sum_{i \geq 0} e(\mathscr{L})^{i} \beta_{i+1}^{\prime}-\sum_{i \geq 1} e(\mathscr{L})^{i} \bullet \beta_{i}^{\prime}[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X]
$$

from which the desired equation follows by solving $[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X]$.
Secondly, we need to compute the classes $\left[\mathbb{P}_{2} \rightarrow X\right]$ and $\left[\mathbb{P}_{3} \rightarrow X\right]$ that appear in the extended double point formula (Lemma 135).

Lemma 142. There exists power series $G(x, y), H(x, y) \in \underline{\Omega}^{\bullet}(\operatorname{Spec}(\mathbb{Z}))[[x, y]]$ such that, if $X$ is a Noetherian derived scheme with an ample line bundle, then,

1. $\left[\mathbb{P}_{\mathbb{P}\left(\mathscr{L}_{1} \oplus\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)\right)}(\mathcal{O}(-1) \oplus \mathcal{O}) \rightarrow X\right]=G\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)$;
2. $\left[\mathbb{P}\left(\mathscr{L}_{1} \oplus\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right) \oplus \mathcal{O}\right) \rightarrow X\right]=H\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)$.

Proof. 1. The claim follows by expressing

$$
\begin{aligned}
& {\left[X \rightarrow X ; \mathscr{L}_{1} \oplus\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)\right]} \\
& =\left[X \rightarrow X ; \mathscr{L}_{1}\right] \bullet \otimes\left([X \rightarrow X ; \mathcal{O}] \bullet \oplus\left[X \rightarrow X ; \mathscr{L}_{2}\right]\right)
\end{aligned}
$$

as a power series in $e\left(\mathscr{L}_{1}\right)$ and $e\left(\mathscr{L}_{2}\right)$ and with coefficients in $\underline{\Omega}^{*, *}(\operatorname{Spec}(\mathbb{Z}))$ which can be done by using Lemmas 138 and 141, and then applying the transformation $\widetilde{\mathbb{P}}$.
2. The claim follows by expressing

$$
\begin{aligned}
& {\left[X \rightarrow X ; \mathscr{L}_{1} \oplus\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right) \oplus \mathcal{O}\right] } \\
= & {\left[X \rightarrow X ; \mathscr{L}_{1}\right] \bullet \oplus\left(\left[X \rightarrow X ; \mathscr{L}_{1}\right] \bullet \otimes\left[X \rightarrow X ; \mathscr{L}_{2}\right]\right) \bullet \oplus[X \rightarrow X ; \mathcal{O}] }
\end{aligned}
$$

as a power series in $e\left(\mathscr{L}_{1}\right)$ and $e\left(\mathscr{L}_{2}\right)$ and with coefficients in $\underline{\Omega}^{*, *}(\operatorname{Spec}(\mathbb{Z}))$ which can be done by using Lemmas 138 and 141, and then applying the transformation $\mathbb{P}$.

We are now ready to prove the main result of this section.
Theorem 143. There exists a power series $F(x, y) \in \underline{\Omega}^{*}(\operatorname{Spec}(\mathbb{Z}))[[x, y]]$ such that, given a Noetherian derived scheme $X$ admitting an ample line bundle, and line bundles $\mathscr{L}_{1}, \mathscr{L}_{2}$ on $X$, then

$$
\begin{aligned}
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right) & =F\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right) \\
& =: \sum_{i, j \geq 0} a_{i j} e\left(\mathscr{L}_{1}\right)^{i} \bullet e\left(\mathscr{L}_{2}\right)^{j} \in \underline{\Omega}^{*}(X) .
\end{aligned}
$$

Moreover, the formal power series $F$ is a commutative formal group law.
Proof. As $\mathbb{P}\left(\mathscr{L}^{\vee} \oplus \mathcal{O}\right) \simeq \mathbb{P}(\mathcal{O} \oplus \mathscr{L})$, we may combine Lemmas 135, 141 and 142 to obtain the formula

$$
\begin{aligned}
& e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right) \\
& =e\left(\mathscr{L}_{1}\right)+e\left(\mathscr{L}_{2}\right)-e\left(\mathscr{L}_{1}\right) \bullet e\left(\mathscr{L}_{2}\right) \bullet \frac{\sum_{i \geq 0} \beta_{i+1}^{\prime} e\left(\mathscr{L}_{2}\right)^{i}}{\sum_{i \geq 0} \beta_{i}^{\prime} e\left(\mathscr{L}_{2}\right)^{i}} \\
& +e\left(\mathscr{L}_{1}\right) \bullet e\left(\mathscr{L}_{2}\right) \bullet e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right) \bullet\left(G\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)-H\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)\right),
\end{aligned}
$$

from which the desired formula for $e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)$ may be obtained. That $F(x, y)$ is a commutative formal group law, follows from the basic properties of tensor products of line bundles.

There exists a canonical linear structure on $\underline{\Omega}$ over the Lazard ring.
Corollary 144. Let $\mathbb{L}$ be the Lazard ring. Then, the ring homomorphism $\mathbb{L} \rightarrow$ $\underline{\Omega}^{*}(\operatorname{Spec}(\mathbb{Z}))$ classifying the formal group law of Theorem 143 equips $\underline{\Omega}^{*}$ with a canonical $\mathbb{L}$-linear structure.

### 4.2 Algebraic cobordism

Here, we concisely recall the definition of bivariant algebraic $S$-cobordism, where $S$ is a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. There exists also a base independent, and in a sense, simpler, version of the definition we consider below, which was studied in [6], but we will not recall it here.

Suppose that we are provided with the data of a virtual Cartier divisor $D \hookrightarrow W$, and an equivalence

$$
D \simeq n_{1} D_{1}+\cdots+n_{r} D_{r}
$$

of virtual Cartier divisors on $W$ with $n_{i}>0$. Then, denoting by $+_{F}$ the formal addition given by the formal group law $F$ and by $[n]_{F}$. the formal multiplication (iterated formal addition), the formal power series

$$
\left[n_{1}\right]_{F} \cdot x_{1}+_{F} \cdots++_{F}\left[n_{r}\right]_{F} \cdot x_{r}
$$

in $r$ variables has a unique expression of form

$$
\sum_{I \subset\{1,2, \ldots, r\}} \mathbf{x}^{I} F_{I}^{n_{1}, \ldots, n_{r}}\left(x_{1}, \ldots, x_{r}\right)
$$

where

$$
\mathbf{x}^{I}=\prod_{i \in I} x_{i}
$$

and $F_{I}^{n_{1}, \ldots, n_{r}}\left(x_{1}, \ldots, x_{r}\right)$ contains only variables $x_{i}$ such that $i \in I$. Note that $F_{\emptyset}^{n_{1}, \ldots, n_{r}}\left(x_{1}, \ldots, x_{r}\right)=0$. Using this notation, we make the following definition.

Definition 145. Let everything be as above, and suppose that $W$ is a quasi-smooth and quasi-projective derived $S$-scheme. Then, we define

$$
\zeta_{W, D, D_{1}, \ldots, D_{r}}:=\sum_{I \subset\{1,2, \ldots, r\}} \iota_{*}^{I}\left(F_{I}^{n_{1}, \ldots, n_{r}}\left(e\left(\mathcal{O}\left(D_{1}\right)\right), \ldots, e\left(\mathcal{O}\left(D_{r}\right)\right)\right) \bullet 1_{D_{I} / p t}\right)
$$

in $\underline{\Omega}_{*}^{S}(D)$, where $\iota^{I}$ is the inclusion $D_{I} \hookrightarrow D$ of the derived intersection $\cap_{i \in I} D_{i}$ inside $W$.

In the definition of bivariant algebraic $S$-cobordism, the following special case plays an important role.

Definition 146. Let $W$ be a smooth and quasi-projective (derived) $S$-scheme. Then an $S$-snc divisor on $W$ is the data of an effective Cartier divisor $D \hookrightarrow W$, Zariski connected effective Cartier divisors $D_{1}, \ldots, D_{r} \hookrightarrow W$ with

$$
D_{I}:=\cap_{i \in I} D_{i}
$$

smooth and of the expected relative dimension over $S$ for all $I \subset\{1,2, \ldots, r\}$, such that there exist positive integers $n_{1}, \ldots, n_{r}$ and an equivalence

$$
D \simeq n_{1} D_{1}+\cdots+n_{r} D_{r}
$$

as Cartier divisors on $W$. Somewhat abusively, we will use the shorthand notation

$$
\zeta_{W, D}:=\zeta_{W, D, D_{1}, \ldots, D_{r}}
$$

whenever $D \hookrightarrow W$ and $D_{i}$ form an $S$-snc divisor.
We are now ready to recall the definition of bivariant algebraic cobordism over $S$.

Definition 147. Bivariant algebraic $S$-cobordism theory is the additive stably oriented bivariant theory with functoriality $\mathscr{F}_{S}$ defined as the quotient

$$
\Omega_{S}^{*}:=\underline{\Omega}_{S}^{*} /\left\langle\mathcal{R}_{S}^{\mathrm{snc}}\right\rangle
$$

where $\mathcal{R}_{S}^{\mathrm{snc}}$ is the bivariant subset of snc relations consisting of

$$
\zeta_{W, D}-\theta\left(\pi_{D}\right) \in \underline{\Omega}_{S}^{*}(D \rightarrow p t),
$$

where $D \hookrightarrow W$ ranges over all $S$-snc divisors, and $\left\langle\mathcal{R}_{S}^{\text {snc }}\right\rangle$ is the bivariant ideal generated by $\mathcal{R}_{S}^{\text {snc }}$.

Remark 148. Suppose that $S$ is a finite-Krull-dimensional regular Noetherian scheme that admits an ample line bundle. Then, the algebraic $S$-bordism group
$\Omega_{*}^{S}(X):=\Omega_{S}^{-*}(X \rightarrow S)$ is generated by cycles of form $[V \xrightarrow{f} X]$, where $f$ is projective and $V$ is a derived complete intersection scheme (Proposition 111). Moreover, it can be shown that the defining relations do not depend on $S$ (see [6]). We expect that $\Omega_{*}^{S}(X)$ is a correct model for the absolute algebraic bordism of $X$, i.e., the cobordism analogue of the theory of Chow-groups and $K$-theory of coherent sheaves. Some evidence of this is provided by Corollary 217, which states that, for a field $k$ of characteristic $0, \Omega_{*}^{k}$ essentially recovers the algebraic bordism theory of Levine and Morel [40].

## Chapter 5

## Projective bundle formula and applications

Here, we prove the projective bundle formula for any bivariant theory that is the quotient of universal precobordism $\underline{\Omega}$. Of course, the analogous results holds then for quotients of the universal $S$-precobordism theories $\underline{\Omega}_{S}^{*}$, in particular for the bivariant algebraic $S$-cobordism $\Omega_{S}^{*}$. As an application we construct Chern classes of vector bundles and use them to prove that the zeroth algebraic $K$-theory can be recovered from the cobordism ring. Originally, these results appeared in $[4,6,11]$ in various degrees of generality.

### 5.1 Projective bundle formula

In this section, we prove the projective bundle formula. Throughout the section $\mathbb{B}$ will denote a bivariant theory that is obtained as a quotient of $\underline{\Omega}$.

### 5.1.1 Projective bundle formula for trivial bundles

The purpose of this section is to prove the projective bundle formula for trivial projective bundles. The following two preliminary results will be useful.

Lemma 149. Let $X \rightarrow Y$ be a morphism of derived schemes, and and let $E$ and $F$ be vector bundles. Then the bivariant pushforward

$$
i_{*}: \mathbb{B}(\mathbb{P}(E) \rightarrow Y) \rightarrow \mathbb{B}(\mathbb{P}(E \oplus F) \rightarrow Y)
$$

is an injection.
Proof. We prove the result by showing that $\mathbb{P}(E)$ is almost a retract of $\mathbb{P}(E \oplus F)$. Let us denote by $\pi: P \rightarrow \mathbb{P}(E \oplus F)$ the blowup of $\mathbb{P}(E \oplus F)$ at $\mathbb{P}(F)$. As $\mathbb{P}(E)$ and $\mathbb{P}(F)$ do not intersect inside $\mathbb{P}(E \oplus F)$, we have a Cartesian square


On the other hand, by Proposition 86 and Theorem 122, $P$ has a universal property, by which it is the universal $\mathbb{P}(E \oplus F)$-scheme on which the natural composition $\mathcal{O}(-1) \hookrightarrow E \oplus F \rightarrow E$, factors through a line bundle $\mathcal{O}(-1+\mathcal{E})$ that embeds into $E$. In particular, the inclusion $\mathcal{O}(-1+\mathcal{E}) \hookrightarrow E$ induces a projective map $p: P \rightarrow \mathbb{P}(E)$, and the composition $p \circ i^{\prime}$ is the identity. As

$$
\begin{aligned}
p_{*} \circ \pi^{*} \circ i_{*} & =p_{*} \circ i_{*}^{\prime} \\
& =\mathrm{Id},
\end{aligned}
$$

it follows that $i_{*}$ is an injection.

Lemma 150. Let $X \rightarrow Y$ be a morphism of derived schemes, and let $E$ a vector bundle on $X$. Let $V \rightarrow X$ be a projective morphism such that the composition $V \rightarrow Y$ is formally quasi-smooth, and let $s_{1}, s_{2}: \mathscr{L} \hookrightarrow E$ be two inclusions of vector bundles on $V$, where $\mathscr{L}$ is a line bundle. Then, the maps $s_{1}$ and $s_{2}$ induce projective morphisms $f_{1}, f_{2}: V \rightarrow \mathbb{P}(E)$ over $X$, and

$$
\left[V \xrightarrow{f_{1}} \mathbb{P}(E)\right]=\left[V \xrightarrow{f_{2}} \mathbb{P}(E)\right] \in \mathbb{B}(\mathbb{P}(E) \rightarrow Y)
$$

Proof. Let us define a morphism

$$
s:=x_{0} s_{1}+x_{1} s_{2}: \mathscr{L} \rightarrow E(1)
$$

of vector bundles on $\mathbb{P}^{1} \times V$, and let $Z$ be the derived vanishing locus of $s$. By Theorem 122, $s$ factors through a natural inclusion $\mathscr{L}(\mathcal{E}) \hookrightarrow E(1)$ on the blowup $\mathrm{Bl}_{Z}\left(\mathbb{P}^{1} \times V\right)$, and therefore we obtain a projective morphism $\mathrm{Bl}_{Z}\left(\mathbb{P}^{1} \times V\right) \rightarrow$ $\mathbb{P}_{\mathbb{P}^{1} \times X}(E(1))$ such that the composition $\mathrm{Bl}_{Z}\left(\mathbb{P}^{1} \times V\right) \rightarrow Y$ is formally quasismooth. As the derived vanishing locus $Z$ of $s^{\vee}$ is disjoint from $0 \times V$ and $\infty \times V$, the above data induces the relation

$$
\left[V \xrightarrow{f_{1}} \mathbb{P}(E)\right]=\left[V \xrightarrow{f_{2}} \mathbb{P}(E)\right],
$$

as desired.
Consider then the group

$$
\mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right):=\operatorname{colim}_{n \geq 0} \mathbb{B}\left(\mathbb{P}^{n} \times X \rightarrow Y\right)
$$

where the colimit is taken along a sequence of pushforwards along linear embeddings, and let $i_{n}$ be the natural map $\mathbb{B}\left(\mathbb{P}^{n} \times X \rightarrow Y\right) \rightarrow \mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)$. It is clear that $\mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)$ admits the structure of a $\mathbb{B}^{\bullet}(X)-\mathbb{B}^{\bullet}(Y)$-bimodule.

By Lemma 150 , a precobordism cycle in $\mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)$ is uniquely determined by $[V \rightarrow X ; \mathscr{L}]$, where $V \rightarrow X$ is a projective morphism such that the composition $V \rightarrow Y$ is formally quasi-smooth, and where $\mathscr{L}$ (the pullback of $\mathcal{O}(1))$ is a globally generated line bundle. Hence, $\underline{\Omega}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)$ is closely related to the bivariant group with line bundles $\underline{\Omega}^{\bullet}, 1(X \rightarrow Y)$ we studied earlier.

Accordingly, we have the following result.
Lemma 151. Let $X$ be a qcqs derived scheme and let $\mathscr{L}$ be a globally generated line bundle. Then,

$$
[X \rightarrow X ; \mathscr{L}]=\sum_{i \geq 0} e(\mathscr{L})^{i}\left(\gamma_{i}-\gamma_{i-1}[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X]\right) \in \mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow X\right)
$$

where $\gamma_{i}=\left[P_{i} \times X \rightarrow X ; \mathscr{M}_{i}\right]$ in the notation of Definition 137.
Proof. This follows from the proof of Lemma 138 with the difference that the line bundle $\mathscr{L}^{\prime}:=\mathscr{L}(-\mathcal{E})$ on the derived blowup $W:=\mathrm{Bl}_{\infty \times D}\left(\mathbb{P}^{1} \times X\right)$ should be replaced by $\mathscr{L}(1-\mathcal{E})$. Indeed, as $\infty \times D$ is the derived vanishing locus of a section of $\mathcal{O}(1) \oplus \mathscr{L}$, by Theorem 122, there exists an inclusion of vector bundles $\mathcal{O}(\mathcal{E}) \hookrightarrow \mathcal{O}(1) \oplus \mathscr{L}$ on $W$, and therefore a surjection $\mathscr{L} \oplus \mathcal{O}(1) \rightarrow \mathscr{L}(1-\mathcal{E})$. It follows that $\mathscr{L}(1-\mathcal{E})$ and all the line bundles $\mathscr{M}_{i}\left(W, \mathscr{L}^{\prime}\right)$ are globally generated. The proof of Lemma 138 runs through, because $e(\mathscr{L})$ is nilpotent by the global generation hypothesis.

Hence, we have proven the following result.
Lemma 152. Let $X$ be a qcqs derived scheme. Then, the $\gamma_{i}$ generate $\mathbb{B}\left(\mathbb{P}^{\infty} \times\right.$ $X \rightarrow X)$ as $a \mathbb{B}^{\bullet}(X)$-module. Moreover, the same is true for the elements $\rho_{i}:=$ $\left[\mathbb{P}^{i} \times X \rightarrow X ; \mathcal{O}(1)\right]$.
Proof. The group $\mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow X\right)$ is generated by cycles of form $[V \xrightarrow{f} X ; \mathscr{L}]$, where $f$ is projective and quasi-smooth, and where $\mathscr{L}$ is a globally generated line bundle. As

$$
[V \xrightarrow{f} X ; \mathscr{L}]=\left(\operatorname{Id}_{\mathbb{P}^{\infty}} \times f\right)_{*}([V \rightarrow V ; \mathscr{L}] \bullet \theta(f)),
$$

where $\left(\operatorname{Id}_{\mathbb{P} \infty} \times f\right)_{*}: \mathbb{B}\left(\mathbb{P}^{\infty} \times V \rightarrow X\right) \rightarrow \mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow X\right)$ is induced by the pushforwards along $\operatorname{Id}_{\mathbb{P}^{n}} \times f: \mathbb{P}^{n} \times V \rightarrow \mathbb{P}^{n} \times X$, and as

$$
\left[P_{i} \times V \rightarrow X ; \mathscr{M}_{i}\right]=\gamma_{i}[V \rightarrow X]
$$

the first claim follows from Lemma 151.

The second claim follows by computing $\left[\mathbb{P}^{i} \times X \rightarrow X ; \mathcal{O}(1)\right]$ using Lemma 151: indeed, this yields formula for $\rho_{i}$ as a $\mathbb{B}^{\bullet}(X)$-linear combination of $\gamma_{j}$, where $j \leq i$, and where the coefficient of $\gamma_{i}$ is 1 , showing that $\gamma_{j}$ can be expressed in terms of $\rho_{j}$.

We are now ready to compute $\mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)$ in terms of $\mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)$.
Theorem 153. Let $X \rightarrow Y$ be a morphism of qcqs derived schemes. Then, the map

$$
\bigoplus_{n=0}^{\infty} \mathbb{B}(X \rightarrow Y) \rightarrow \mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)
$$

where the $n^{\text {th }}$ morphism is given by the composition

$$
i_{n}\left(\theta\left(\mathrm{pr}_{2}\right) \bullet-\right): \mathbb{B}(X \rightarrow Y) \rightarrow \mathbb{B}\left(\mathbb{P}^{n} \times X \rightarrow Y\right) \rightarrow \mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)
$$

is an isomorphism of $\mathbb{B}^{\bullet}(X)-\mathbb{B}^{\bullet}(Y)$-bimodules.
Proof. The map is clearly a homomorphism of $\mathbb{B}^{\bullet}(X)-\mathbb{B}^{\bullet}(Y)$-bimodules, so we only need to show that it is bijective. Observe that the $n^{t h}$ map sends $[V \rightarrow X] \in$ $\mathbb{B}(X \rightarrow Y)$ to $\left[\mathbb{P}^{n} \times V \rightarrow X ; \mathcal{O}(1)\right] \in \mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)$ and therefore the surjectivity follows from Lemma 152, and from the fact that, for a projective morphism $f: V \rightarrow X$ such that the composition $g: V \rightarrow Y$ is quasi-smooth, and a globally generated line bundle $\mathscr{L}$ on $V$, we have that

$$
[V \rightarrow X ; \mathscr{L}]=\left(\operatorname{Id}_{\mathbb{P}^{\infty}} \times f\right)_{*}([V \rightarrow V ; \mathscr{L}] \bullet \theta(g))
$$

where $\left(\operatorname{Id}_{\mathbb{P}} \infty \times f\right)_{*}$ is as in the proof of Lemma 152 .
To prove the injectivity, let

$$
\alpha:=\sum_{n=0}^{r} i_{n}\left(\theta\left(\mathrm{pr}_{2}\right) \bullet \alpha_{n}\right)
$$

where $\alpha_{i} \in \mathbb{B}(X \rightarrow Y)$ are such that $\alpha_{r} \neq 0$. Then, denoting by $\mathrm{pr}_{2 *}$ the "pushforward" $\mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right) \rightarrow \mathbb{B}(X \rightarrow Y)$, we observe that

$$
\operatorname{pr}_{2 *}\left(e(\mathcal{O}(1))^{r} \bullet \alpha\right)=\alpha_{r}
$$

which proves the desired injectivity.
As a corollary, we prove projective bundle formula for trivial projective bundles.

Corollary 154. Let $X \rightarrow Y$ be a map of qcqs derived schemes. Then, the map

$$
\bigoplus_{i=0}^{n} \mathbb{B}(X \rightarrow Y) \rightarrow \mathbb{B}\left(\mathbb{P}^{n} \times X \rightarrow Y\right)
$$

where the $i^{\text {th }}$ map is $e(\mathcal{O}(1))^{i} \bullet \theta\left(\mathrm{pr}_{2}\right) \bullet$-, is an isomorphism.
Proof. Since, by Lemma 149, the natural map $i_{n}: \mathbb{B}\left(\mathbb{P}^{n} \times X \rightarrow Y\right) \rightarrow \mathbb{B}\left(\mathbb{P}^{\infty} \times\right.$ $X \rightarrow Y)$ is an injection, and as $i_{n} \circ\left(e(\mathcal{O}(1))^{i} \bullet \theta\left(\operatorname{pr}_{2}\right) \bullet-\right)=i_{n-i}\left(\theta\left(\operatorname{pr}_{2}\right) \bullet-\right)$, it suffices to show that

$$
i_{j}\left(\theta\left(\operatorname{pr}_{2}\right) \bullet-\right): \bigoplus_{j=0}^{n} \mathbb{B}(X \rightarrow Y) \rightarrow \mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)
$$

surjects onto the image of $i_{n}$. But this is clear, because by Theorem 153, the map surjects onto the subgroup of those elements that are killed by $e(\mathcal{O}(1))^{n+1}$, which contains the image of $i_{n}$.

### 5.1.2 Lifting classes to projective bundles

Before proving the general projective bundle formula, we need to construct an element $\eta_{X, E} \in \mathbb{B}^{\bullet}(\mathbb{P}(E))$ that pushes forward to $1_{X} \in \mathbb{B}^{\bullet}(X)$. By the following result, the existence of such an element implies several useful results.

Lemma 155. Let $f: X^{\prime} \rightarrow X$ be a projective and quasi-smooth map of derived schemes, and suppose that there exists $\eta \in \mathbb{B}^{\bullet}\left(X^{\prime}\right)$ such that $f_{!}(\eta)=1_{X}$. Then,

1. if $g: X^{\prime \prime} \rightarrow X^{\prime}$ is another projective and quasi-smooth map of derived schemes and $\eta^{\prime} \in \mathbb{B}^{\bullet}\left(X^{\prime \prime}\right)$ satisfies $g_{!}\left(\eta^{\prime}\right)=1_{X^{\prime}}$, then

$$
(f \circ g)!\left(\eta^{\prime} \bullet g^{*}(\eta)\right)=1_{X}
$$

2. the "pullback" morphism

$$
\theta(f) \bullet-: \mathbb{B}(X \rightarrow Y) \rightarrow \mathbb{B}\left(X^{\prime} \rightarrow Y\right)
$$

is an injection for all maps $X \rightarrow Y$;
3. the pullback morphism

$$
f^{*}: \mathbb{B}^{\bullet}(X) \rightarrow \mathbb{B}^{\bullet}\left(X^{\prime}\right)
$$

is an injection;
4. if $\beta \in \mathbb{B}^{\bullet}\left(X^{\prime}\right)$ is the inverse of $f^{*}(\alpha)$, where $\alpha \in \mathbb{B}^{\bullet}(X)$, then $f_{!}(\beta \bullet \eta)$ is the inverse of $\alpha$ in $\mathbb{B}^{\bullet}(X)$.

Proof. 1. Indeed, we may use Proposition 22 to compute that

$$
\begin{aligned}
(f \circ g)!\left(\eta^{\prime} \bullet g^{*}(\eta)\right) & =f_{!}\left(g!\left(\eta^{\prime}\right) \bullet \eta\right) \\
& =f_{!}(\eta) \\
& =1_{X},
\end{aligned}
$$

as desired.
2. Indeed, for any $\alpha \in \underline{\Omega}^{*}(X \rightarrow Y)$ we compute that

$$
\begin{aligned}
f_{*}(\eta \bullet \theta(f) \bullet \alpha) & =f_{*}(\eta \bullet \theta(f)) \bullet \alpha \\
& =f_{!}(\eta) \bullet \alpha \\
& =\alpha,
\end{aligned}
$$

from which the claim follows.
3. Indeed, we may use Proposition 22 to compute that, for any $\alpha \in \underline{\Omega}^{*}(X)$, we have that

$$
\begin{aligned}
f_{!}\left(f^{*}(\alpha) \bullet \eta\right) & =\alpha \bullet f_{!}(\eta) \\
& =\alpha,
\end{aligned}
$$

from which the claim follows.
4. Indeed, we may use Proposition 22 to compute that

$$
\begin{aligned}
1_{X} & =f_{!}(\eta) \\
& =f_{!}\left(f^{*}(\alpha) \bullet \beta \bullet \eta\right) \\
& =\alpha \bullet f_{!}(\beta \bullet \eta)
\end{aligned}
$$

as desired.
The construction of $\eta_{X, E}$ is based on the following lemma.
Lemma 156. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $E$ be a vector bundle on $X$. Then,
$1_{X}=\sum_{i=0}^{\infty} e(E)^{i} \bullet[\mathbb{P}(E \oplus \mathcal{O}) \rightarrow X]^{i} \bullet\left(\left[\mathrm{Bl}_{Z}(X) \rightarrow X\right]-\left[\mathbb{P}_{\mathcal{E}}(\mathcal{O}(-1) \oplus \mathcal{O}) \rightarrow X\right]\right)$
in $\underline{\Omega}^{*}(X)$, where $i: Z \hookrightarrow X$ is the derived vanishing locus of a section of $E$, and $\mathcal{E} \hookrightarrow \mathrm{Bl}_{Z}(X)$ is the exceptional divisor.

Proof. Let $W:=\mathrm{Bl}_{\infty \times Z}\left(\mathbb{P}^{1} \times X\right)$. Then the fiber of the canonical map $W \rightarrow \mathbb{P}^{1}$ is sum of virtual Cartier divisors $\mathrm{Bl}_{Z}(X)$ and $\mathbb{P}_{Z}(E \oplus \mathcal{O})$ intersecting at $\mathcal{E}$. Hence, the $i^{t h}$ fiber power of $\mathbb{P}_{W}(E \oplus \mathcal{O})$ over $W$ realizes the relation

$$
\begin{aligned}
& {[\mathbb{P}(E \oplus \mathcal{O}) \rightarrow X]^{i}} \\
& =[\mathbb{P}(E \oplus \mathcal{O}) \rightarrow X]^{i} \bullet\left[\mathrm{Bl}_{Z}(X) \rightarrow X\right]+i_{!}\left(\left[\mathbb{P}_{Z}(E \oplus \mathcal{O}) \rightarrow Z\right]^{i+1}\right) \\
& -[\mathbb{P}(E \oplus \mathcal{O}) \rightarrow X]^{i} \bullet\left[\mathbb{P}_{\mathcal{E}}(\mathcal{O}(-1) \oplus \mathcal{O}) \rightarrow X\right] \\
& =[\mathbb{P}(E \oplus \mathcal{O}) \rightarrow X]^{i} \bullet\left[\mathrm{Bl}_{Z}(X) \rightarrow X\right]+e(E) \bullet[\mathbb{P}(E \oplus \mathcal{O}) \rightarrow X]^{i+1} \\
& -[\mathbb{P}(E \oplus \mathcal{O}) \rightarrow X]^{i} \bullet\left[\mathbb{P}_{\mathcal{E}}(\mathcal{O}(-1) \oplus \mathcal{O}) \rightarrow X\right] \in \underline{\Omega}^{*}(X)
\end{aligned}
$$

As $e(E)$ is nilpotent (Proposition 136), the above formulas may be combined to obtain the desired equation.

Definition 157. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $E$ be a vector bundle on $X$. Then we
define

$$
\eta_{X, E}:=\frac{e(Q)-e(E) \bullet\left[\mathbb{P}_{\mathbb{P}(E)}(\mathcal{O}(-1) \oplus \mathcal{O}) \rightarrow \mathbb{P}(E)\right]}{1-e(E) \bullet\left[\mathbb{P}_{\mathbb{P}(E)}(E \oplus \mathcal{O}) \rightarrow \mathbb{P}(E)\right]} \in \underline{\Omega}^{*}(\mathbb{P}(E))
$$

where

$$
\mathcal{O}(-1) \rightarrow E \rightarrow Q
$$

is the tautological cofiber sequence of vector bundles on $\mathbb{P}(E)$.
The class $\eta_{X, E}$ has the desired property, as we now verify.
Proposition 158. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, let $E$ be a vector bundle on $X$, and denote by $\pi$ the structure morphism $\mathbb{P}(E) \rightarrow X$. Then,

$$
\pi_{!}\left(\eta_{X, E}\right)=1_{X} \in \underline{\Omega}^{*}(X) .
$$

Proof. By Theorem 121, we have $\left[\mathrm{Bl}_{Z}(X) \hookrightarrow \mathbb{P}(E)\right]=e(Q)$ and

$$
[\mathcal{E} \hookrightarrow \mathbb{P}(E)]=e(\mathcal{O}(-1)) \bullet e(Q)=e(E) .
$$

Hence, the claim follows immediately from Lemma 156.

### 5.1.3 Projective bundle formula

Here, we prove the projective bundle formula for general projective bundles. Let $X \rightarrow Y$ be a map of derived schemes and suppose that $E$ is a vector bundle on $X$. Consider the diagram

$$
\mathbb{B}(\mathbb{P}(E) \rightarrow Y) \xrightarrow{\mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)} \begin{gathered}
\downarrow^{i_{E}^{\prime}} \\
\operatorname{colim}_{n} \mathbb{B}\left(\mathbb{P}\left(E \oplus \mathcal{O}^{\oplus n}\right) \rightarrow Y\right) .
\end{gathered}
$$

By Lemma 149, $i_{E}^{\prime}$ and $j_{E}$ are injective. In fact, under relatively mild hypotheses, $j_{E}$ is an isomorphism.

Lemma 159. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then $j_{E}$ is an isomorphism.

Proof. By Lemma 150, the generating cycles of $\operatorname{colim}_{n} \mathbb{B}\left(\mathbb{P}\left(E \oplus \mathcal{O}^{\oplus n}\right)\right.$ are uniquely described by $[V \xrightarrow{f} X ; \mathscr{L}]$, where $f: V \rightarrow X$ is a projective morphism such that the composition $g: V \rightarrow Y$ is formally quasi-smooth, and $\mathscr{L}$ is a line bundle that admits a surjection from $E^{\vee} \oplus \mathcal{O}^{\oplus N}$ for some $N$. As

$$
[V \xrightarrow{f} X ; \mathscr{L}]=\tilde{f}_{*}([V \rightarrow V ; \mathscr{L}] \bullet \theta(g)),
$$

where $\tilde{f}_{*}$ is the map

$$
\operatorname{colim}_{n} \mathbb{B}\left(\mathbb{P}_{V}\left(\left.E\right|_{V} \oplus \mathcal{O}^{\oplus n}\right) \rightarrow Y\right) \rightarrow \mathbb{B}\left(\mathbb{P}\left(E \oplus \mathcal{O}^{\oplus n}\right) \rightarrow Y\right)
$$

induced by the obvious pushforwards, it is enough to show that $[V \rightarrow V ; \mathscr{L}]$ is in the image of $j_{\left.E\right|_{V}}$.

In order to prove the claim, we mimic the proof of Lemma 138. Consider a surjection $E^{\vee} \oplus \mathcal{O}^{\oplus N} \rightarrow \mathscr{L}$ on $V$, and let $D \hookrightarrow V$ be the derived vanishing locus of a section of $\mathscr{L}$. Let $W:=\mathrm{Bl}_{\infty \times D}\left(\mathbb{P}^{1} \times V\right)$ and let $\mathscr{L}^{\prime}:=\mathscr{L}(1-\mathcal{E})$ on $W$. By Theorem 122, there exists a surjection of vector bundles $\mathcal{O}(-1) \oplus \mathscr{L}^{\vee} \rightarrow \mathcal{O}(-\mathcal{E})$ on the blowup $W$, which can be used to construct a surjection

$$
E^{\vee} \oplus \mathcal{O}^{\oplus N+2} \rightarrow \mathscr{L} \oplus \mathcal{O}(1) \rightarrow \mathscr{L}(1-\mathcal{E})
$$

Moreover, given a line bundle $\mathscr{M}$ that admits a surjection $\mathcal{E}^{\vee} \oplus \mathcal{O}^{\oplus r} \rightarrow \mathscr{M}$, then, on $\mathbb{P}(\mathscr{M} \oplus \mathcal{O})$, the tautological surjection $\mathscr{M}^{\vee} \oplus \mathcal{O} \rightarrow \mathcal{O}(1)$ can be used to construct a surjection

$$
E^{\vee} \oplus \mathcal{O}^{\oplus r+1} \rightarrow \mathcal{O} \oplus \mathscr{M} \rightarrow \mathscr{M}(1)
$$

Hence, using the notation of Definition 137, the line bundles $\mathscr{M}_{i}\left(W, \mathscr{L}^{\prime}\right)$ on the derived schemes $P_{i}\left(W, \mathscr{L}^{\prime}\right)$ admit a surjection from $E^{\vee} \oplus \mathcal{O}^{\oplus m}$ for $m \gg 0$.

Hence, as in the proof of Lemma 138 the natural maps $P_{i}\left(W, \mathscr{L}^{\prime}\right) \rightarrow \mathbb{P}^{1} \times V$, together with a lift $P_{i}\left(W, \mathscr{L}^{\prime}\right) \rightarrow \mathbb{P}_{\mathbb{P}^{1} \times V}\left(E \oplus \mathcal{O}^{\oplus m}\right)$ for $m \gg 0$ such that $\mathcal{O}(1)$
pulls back to $\mathscr{M}_{i}\left(W, \mathscr{L}^{\prime}\right)$, realize relations

$$
\begin{aligned}
& {\left[P_{i}(V, \mathscr{L}) \rightarrow V ; \mathscr{M}_{i}(V, \mathscr{L})\right]} \\
& =\left[P_{i} \times V \rightarrow V ; \mathscr{M}_{i}\right]+e(\mathscr{L}) \bullet\left[P_{i+1}(V, \mathscr{L}) \rightarrow V ; \mathscr{M}_{i+1}(V, \mathscr{L})\right] \\
& -\left[P_{i+1} \times V \rightarrow V ; \mathscr{M}_{i+1}\right] \bullet e(\mathscr{L}) \bullet[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow V]
\end{aligned}
$$

in $\operatorname{colim}_{n} \mathbb{B}\left(\mathbb{P}\left(E \oplus \mathcal{O}^{\oplus n}\right) \rightarrow V\right)$, which, by the nilpotence of $e(\mathscr{L})$, may be used to express $[V \rightarrow V ; \mathscr{L}]$ as a $\underline{\Omega}^{*}(V)$-linear combination of $\left[P_{i} \times V \rightarrow V ; \mathscr{M}_{i}\right]$. Since the line bundles $\mathscr{M}_{i}$ are globally generated, the classes $\left[P_{i} \times V \rightarrow V ; \mathscr{M}_{i}\right]$ lie in the image of $j_{\left.E\right|_{V}}$. This implies that $[V \rightarrow V ; \mathscr{L}]$ lies in the image of $j_{\left.E\right|_{V}}$.

Definition 160. Let $X \rightarrow Y$ be a map derived schemes, and suppose that $X$ is Noetherian, of finite Krull dimension, and admits an ample line bundle. Let $E$ be a vector bundle on $X$. Then we define the fundamental embedding

$$
i_{E}: \mathbb{B}(\mathbb{P}(E) \rightarrow Y) \hookrightarrow \mathbb{B}\left(\mathbb{P}^{\infty} \times X \rightarrow Y\right)
$$

as the composition $j_{E}^{-1} \circ i_{E}^{\prime}$. Clearly, $i_{E}$ is an injection.
Hence, for any $\alpha \in \mathbb{B}(\mathbb{P}(E) \rightarrow Y)$

$$
i_{E}(\alpha)=\sum_{j=0}^{N} i_{j}\left(\theta\left(\operatorname{pr}_{2}\right) \bullet u_{j}(\alpha)\right)
$$

for some uniquely determined $u_{j}(\alpha) \in \mathbb{B}(X \rightarrow Y)$ called the coefficients of $\alpha$; moreover, these coefficients uniquely determine $\alpha$.

The coefficients of bivariant elements play a fundamental role in the proof of projective bundle formula. We begin our attack by making the following observation.

Lemma 161. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $E$ be a vector bundle of rank $r$ on $X$. Then, there exists $d_{i}(E) \in \mathbb{B}^{\bullet}(X)$ such that

$$
e(\mathcal{O}(1))^{r}=\sum_{i=1}^{r} d_{i}(E) \bullet e(\mathcal{O}(1))^{r-i} \in \mathbb{B} \bullet(\mathbb{P}(E)) .
$$

Proof. Let $\pi$ be the natural projection $\mathrm{Fl}(E) \rightarrow \mathbb{P}(E)$ and let $\eta \in \mathbb{B}^{\bullet}(\mathrm{Fl}(E))$ be such that $\pi_{!}(\eta)=1_{\mathbb{P}(E)}$. Such an $\eta$ can be found by 158 as $\pi$ is a tower of projective bundles. Let

$$
0=E_{0} \subset E_{1} \subset \cdots \subset E_{r-1} \subset E_{r}=E
$$

be a filtration of $E$ on $\operatorname{Fl}(E)$ with line bundle quotients $\mathscr{L}_{i}:=E_{i} / E_{i-1}$. Then, since

$$
\begin{aligned}
e\left(\mathscr{L}_{1}(1)\right) \bullet \cdots \bullet e\left(\mathscr{L}_{r}(1)\right) & =e(E(1)) \\
& =0
\end{aligned}
$$

it follows that also

$$
\begin{aligned}
e\left(\mathscr{L}_{1}^{\vee}(-1)\right) \bullet \cdots \bullet e\left(\mathscr{L}_{r}^{\vee}(-1)\right) & =\operatorname{inv}_{F}\left(e\left(\mathscr{L}_{1}(1)\right)\right) \bullet \cdots \bullet \operatorname{inv}_{F}\left(e\left(\mathscr{L}_{r}(1)\right)\right) \\
& =0,
\end{aligned}
$$

where $\operatorname{inv}_{F}$ is the formal inverse power series for the formal group law of Theorem 143. Hence,

$$
\prod_{i=1}^{r}\left(F\left(e\left(\mathscr{L}_{i}^{\vee}(-1)\right), e(\mathcal{O}(1))\right)-e(\mathcal{O}(1))\right)=\prod_{i=1}^{r}\left(e\left(\mathscr{L}_{i}^{\vee}\right)-e(\mathcal{O}(1))\right)
$$

vanishes. In conclusion,

$$
\sum_{i=0}^{r}(-1)^{r-i} s_{i}\left(e\left(\mathscr{L}_{1}^{\vee}\right), \ldots, e\left(\mathscr{L}_{r}^{\vee}\right)\right) \bullet e(\mathcal{O}(1))^{r-i}=0 \in \mathbb{B}^{\bullet}(\operatorname{Fl}(E)),
$$

where $s_{i}$ are the elementary symmetric polynomials, and the claim follows with

$$
d_{i}(E):=(-1)^{r-i+1} \pi!\left(s_{i}\left(e\left(\mathscr{L}_{1}^{\vee}\right), \ldots, e\left(\mathscr{L}_{r}^{\vee}\right)\right) \bullet \eta\right)
$$

from the projection formula.
The above result can be used to show that the first $r$ coefficients of a bivariant class $\alpha \in \mathbb{B}(\mathbb{P}(E) \rightarrow Y)$, $r$ being the rank of $E$, completely determine $\alpha$.

Lemma 162. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $E$ be a vector bundle of rank $r$ on $X$. Then, if $\alpha \in \mathbb{B}(\mathbb{P}(E) \rightarrow Y)$ is such that $u_{i}(\alpha)=0$ for all $i<r$, we have that $\alpha=0$.

Proof. Clearly

$$
e(\mathcal{O}(1))^{r} \bullet \iota_{E}(\alpha)=\sum_{j} i_{j}\left(\theta\left(\operatorname{pr}_{2}\right) \bullet u_{j+r}(\alpha)\right)
$$

On the other hand, by Lemma 161, we can also compute that

$$
e(\mathcal{O}(1))^{r} \bullet \iota_{E}(\alpha)=\sum_{i=1}^{r} d_{i}(E) \bullet e(\mathcal{O}(1))^{r-i} \bullet \iota_{E}(\alpha)
$$

and therefore

$$
u_{r+i}(\alpha)=\sum_{j=0}^{r-1} d_{r-j}(E) \bullet u_{j+i}(\alpha)
$$

Hence, if $u_{i}(\alpha)=0$ for all $i<r$, it follows that all the coefficients $u_{i}(\alpha)$ vanish, and therefore $\alpha=0$.

Hence, the map

$$
\left[\begin{array}{c}
u_{0}(-) \\
\vdots \\
u_{r-1}(-)
\end{array}\right]: \mathbb{B}^{\bullet}(\mathbb{P}(E) \rightarrow X) \rightarrow \mathbb{B}^{\bullet}(X)^{\oplus r}
$$

is an injection of $\mathbb{B}^{\bullet}(X)$-modules. The following observations allow us to find a $\mathbb{B}^{\bullet}(X)$-linear basis for $\mathbb{B}^{\bullet}(\mathbb{P}(E) \rightarrow X)$.

Lemma 163. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $E$ be a vector bundle of rank $r$ on $X$. Denote by $\pi$ the structure morphism $\mathbb{P}(E) \rightarrow X$. Then $u_{r-1}(\theta(\pi)) \in \mathbb{B}^{\bullet}(X)$ is a unit and $u_{i}(\theta(\pi)) \in \mathbb{B}^{\bullet}(X)$ is nilpotent for all other $i$.
Proof. We start with the case of a split vector bundle, i.e.,

$$
E \simeq \bigoplus_{i=1}^{r} \mathscr{L}_{i}
$$

By construction of $i_{E}$, it is enough to understand the image of $\theta(\pi)$ inside

$$
\mathbb{B}^{\bullet}\left(\mathbb{P}\left(\mathcal{O}^{\infty} \oplus E\right) \rightarrow X\right):=\operatorname{colim}_{n \geq 0} \mathbb{B}^{\bullet}\left(\mathbb{P}\left(\mathcal{O}^{n} \oplus E\right) \rightarrow X\right)
$$

If $E_{I}=\bigoplus_{i \in I} \mathscr{L}_{i}$ for some $I \subset\{1, \ldots, r\}$ and $n \geq 0$, we will denote by

$$
\left[\mathbb{P}\left(\mathcal{O}^{\oplus n} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\infty} \oplus E\right)\right]
$$

the class of the obvious linear embedding.
Let $E^{\prime}:=\bigoplus_{i=2}^{r} \mathscr{L}_{i}$ and consider $\mathbb{P}\left(\mathcal{O} \oplus \mathscr{L}_{1} \oplus E^{\prime}\right)$. As $\mathscr{L}_{1}(1)$ has a section with derived vanishing locus $\mathbb{P}\left(\mathcal{O} \oplus E^{\prime}\right)$ and $\mathcal{O}(1)$ has a section with derived vanishing locus $\mathbb{P}\left(\mathscr{L}_{1} \oplus E^{\prime}\right)$ we may use the $\mathbb{L}$-linear structure of $\mathbb{B}^{*}$ provided by the formal group law (Theorem 143) to compute that

$$
\begin{aligned}
& {\left[\mathbb{P}\left(\mathcal{O} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\infty} \oplus E\right)\right] } \\
= & {\left[\mathbb{P}\left(\mathscr{L}_{1} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\infty} \oplus E\right)\right] } \\
+ & e\left(\mathscr{L}_{1}\right) \bullet\left[\mathbb{P}\left(\mathcal{O} \oplus \mathscr{L}_{1} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\oplus \infty} \oplus E\right)\right] \\
+ & \sum_{i, j \geq 1} a_{i j} e(\mathcal{O}(1))^{i-1} \bullet e\left(\mathscr{L}_{1}\right)^{j} \bullet\left[\mathbb{P}\left(\mathscr{L}_{1} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\oplus \infty} \oplus E\right)\right] .
\end{aligned}
$$

From the above, we can solve

$$
\begin{aligned}
& {\left[\mathbb{P}\left(\mathscr{L}_{1} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\infty} \oplus E\right)\right]} \\
& =H\left(e(\mathcal{O}(1)), e\left(\mathscr{L}_{1}\right)\right) \bullet\left(\left[\mathbb{P}\left(\mathcal{O} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\infty} \oplus E\right)\right]\right. \\
& \left.-e\left(\mathscr{L}_{1}\right) \bullet\left[\mathbb{P}\left(\mathcal{O} \oplus \mathscr{L}_{1} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\oplus \infty} \oplus E\right)\right]\right)
\end{aligned}
$$

where

$$
H(t, x):=\frac{1}{1+\sum_{i, j \geq 1} a_{i j} t^{i-1} \bullet x^{j}} \in \mathbb{L}[[t, x]] .
$$

Hence

$$
\begin{aligned}
& {\left[\mathbb{P}\left(\mathscr{L}_{1} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\infty} \oplus E\right)\right] } \\
= & (-1)^{i_{1}-1} \sum_{i_{1} \geq 1} H\left(e(\mathcal{O}(1)), e\left(\mathscr{L}_{1}\right)\right)^{i_{1}} \bullet e\left(\mathscr{L}_{1}\right)^{i_{1}-1} \\
& \bullet\left[\mathbb{P}\left(\mathcal{O}^{\oplus i_{1}} \oplus E^{\prime}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\oplus \infty} \oplus E\right)\right] .
\end{aligned}
$$

The other $\mathscr{L}_{i}$ can be dealt with in a similar fashion, and therefore $[\mathbb{P}(E) \hookrightarrow$ $\left.\mathbb{P}\left(\mathcal{O}^{\infty} \oplus E\right)\right]$ equals to

$$
\begin{aligned}
& \sum_{i_{1} \cdots i_{r} \geq 1}\left(\prod_{k=1}^{r}(-1)^{i_{k}-1}\left(H\left(e(\mathcal{O}(1)), e\left(\mathscr{L}_{k}\right)\right)^{i_{k}} \bullet e\left(\mathscr{L}_{k}\right)^{i_{k}-1}\right)\right. \\
& \left.\bullet\left[\mathbb{P}\left(\mathcal{O}^{\oplus i_{1}+\cdots+i_{r}}\right) \hookrightarrow \mathbb{P}\left(\mathcal{O}^{\oplus \infty} \oplus E\right)\right]\right) .
\end{aligned}
$$

From the above we can solve that $u_{i}(\theta(\pi))=H\left(e\left(\mathscr{L}_{1}\right), \ldots, e\left(\mathscr{L}_{r}\right)\right)$, where

$$
H_{i}\left(x_{1}, \ldots, x_{r}\right) \in \mathbb{L}\left[\left[x_{1}, \ldots, x_{r}\right]\right]
$$

are universal symmetric power series with $\mathbb{L}$-coefficients. Moreover $H_{r-1}$ has constant coefficient 1 , while the other $H_{i}$ have no constant coefficients, proving the claim in the case of a split vector bundle.

We are left with the general case. As one easily checks that coefficients are compatible with pullbacks, we may pull $E$ back along the structure morphism $\mathrm{Fl}(E) \rightarrow X, \mathrm{Fl}(E)$ being the flag bundle, where $E$ admits a filtration

$$
0=E_{0} \subset E_{1} \subset \cdots \subset E_{r-1} \subset E_{r}=E
$$

with line bundle quotients $\mathscr{L}_{i}:=E_{i} / E_{i-1}$. Since $\mathrm{Fl}(E) \rightarrow X$ is a tower of projective bundles, Lemma 155 and Proposition 158 imply that the coefficient $u_{i}(\theta(\pi))$ is invertible or nilpotent in $\mathbb{B}^{\bullet}(X)$ if and only if it is invertible or nilpotent in $\mathbb{B}^{\bullet}(\mathrm{Fl}(E))$, respectively. Denoting by $E^{\prime}$ the sum $\bigoplus_{i=1}^{r} \mathscr{L}_{i}$, by $\pi^{\prime}$ the structure map $\mathbb{P}\left(E^{\prime}\right) \rightarrow X$, and by $\psi_{1}$ and $\psi_{2}$ the natural inclusions $\mathbb{P}(E) \hookrightarrow \mathbb{P}\left(E \oplus E^{\prime}\right)$
and $\mathbb{P}\left(E^{\prime}\right) \hookrightarrow \mathbb{P}\left(E \oplus E^{\prime}\right)$ respectively, we may compute that

$$
\begin{aligned}
i_{E}(\theta(\pi)) & =i_{E \oplus E^{\prime}}\left(\psi_{1 *}(\theta(\pi))\right) \\
& =i_{E \oplus E^{\prime}}\left(e\left(E^{\prime}(1)\right)\right) \\
& =i_{E \oplus E^{\prime}}\left(e\left(\mathscr{L}_{1}(1)\right) \bullet \cdots \bullet\left(\mathscr{L}_{r}(1)\right)\right) \\
& =i_{E \oplus E^{\prime}}(e(E(1))) \\
& =i_{E \oplus E^{\prime}}\left(\psi_{2 *}\left(\theta\left(\pi^{\prime}\right)\right)\right) \\
& =i_{E^{\prime}}\left(\theta\left(\pi^{\prime}\right)\right),
\end{aligned}
$$

so the general case follows from the split case.
Lemma 164. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $E$ be a vector bundle of rank $r$ on $X$. Then, for all $i \leq r-1$ and $j \leq r-1$, there exist unique $\alpha_{j, i}(E) \in \mathbb{B}^{\bullet}(X)$, which satisfy

$$
u_{k}\left(\sum_{j=0}^{r-1} e(\mathcal{O}(1))^{j} \bullet \theta(\pi) \bullet \alpha_{j, i}(E)\right)= \begin{cases}1_{X} & \text { if } k=i ; \\ 0 & \text { if } k<r \text { and } k \neq i,\end{cases}
$$

where $\pi$ is the structure morphism $\mathbb{P}(E) \rightarrow X$. Moreover, $\left[\alpha_{j, i}(E)\right]$ is an invertible matrix with coefficients in $\mathbb{B}^{\bullet}(X)$.

Proof. Consider the matrix $A(E)$, whose entries are

$$
\begin{aligned}
A(E)_{j, i} & :=u_{j}\left(e(\mathcal{O}(1))^{i} \bullet \theta(\pi)\right) \\
& =u_{i+j}(\theta(\pi))
\end{aligned}
$$

The matrix $A(E)$ can be interpreted as follows: given

$$
\bar{\alpha}=\left[\begin{array}{c}
\alpha_{0} \\
\vdots \\
\alpha_{r-1}
\end{array}\right] \in \mathbb{B}^{*}(X)^{\oplus r},
$$

then $A(E) \bar{\alpha}$ is the vector of first $r$ coefficients of $\sum_{i=0}^{r-1} e(\mathcal{O}(1))^{i} \bullet \theta(\pi) \bullet \alpha_{i}$. By Lemma 163, $A(E)$ has units on the anti-diagonal and nilpotent elements ev-
erywhere else, and therefore, by basic linear algebra, $A(E)$ is invertible. Then $\left[\alpha_{j, i}(E)\right]:=A(E)^{-1}$ is the unique matrix with the desired property.

The following lemma establishes the fact that for any choice for the first $r$ coefficients, there exists a bivariant element in $\mathbb{B}(X \rightarrow Y)$ realizing them.

Lemma 165. Let $X \rightarrow Y$ be a morphism of derived schemes, suppose that $X$ is Noetherian, of finite Krull dimension, and admits an ample line bundle, and let $E$ be a vector bundle of rank $r$ on $X$. Moreover, let $u_{0}, \ldots, u_{r-1} \in \mathbb{B}(X \rightarrow Y)$. Then

$$
\alpha:=\sum_{i=0}^{r-1} \sum_{j=0}^{r-1} e(\mathcal{O}(1))^{j} \bullet \theta(\pi) \bullet \alpha_{j, i}(E) \bullet u_{i}
$$

is the unique element of $\mathbb{B}(\mathbb{P}(E) \rightarrow X)$ with $u_{i}(\alpha)=u_{i}$ for all $i<r$.
Proof. This follows immediately from Lemma 164.
We finally have all the ingredients to prove the projective bundle formula.
Theorem 166. Let $X \rightarrow Y$ be a morphism of derived schemes, suppose that $X$ is Noetherian, of finite Krull dimension, and admits an ample line bundle, and let $E$ be a vector bundle of rank $r$ on $X$. Then, for any bivariant quotient $\mathbb{B}$ of the universal precobordism theory $\underline{\Omega}$, the map

$$
e(\mathcal{O}(1))^{i} \bullet \theta(\pi) \bullet-: \bigoplus_{i=0}^{r-1} \mathbb{B}(X \rightarrow Y) \rightarrow \mathbb{B}(\mathbb{P}(E) \rightarrow Y)
$$

is an isomorphism, where $\pi$ is the structure morphism $\mathbb{P}(E) \rightarrow X$.
Proof. By Lemma 165 , for each $u_{0}, \ldots, u_{r-1} \in \mathbb{B}(X \rightarrow Y)$, the element

$$
\alpha:=\sum_{j=0}^{r-1} e(\mathcal{O}(1))^{j} \bullet \theta(\pi) \bullet\left(\sum_{i=0}^{r-1} \alpha_{j, i}(E) \bullet u_{i}\right)
$$

has $u_{i}(\alpha)=u_{i}$ for $i<r$. By Lemma 164, any element of $\mathbb{B}(\mathbb{P}(E) \rightarrow Y)$ is uniquely determined by its first $r$ coefficients, and by Lemma 164, the matrix $\left[\alpha_{j, i}(E)\right]$ is invertible. The desired bijectivity follows from this.

### 5.2 Chern classes

The purpose of this section is to define Chern classes of vector bundles on Noetherian derived schemes admitting an ample line bundle.

Definition 167. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $E$ be a vector bundle of rank $r$ on $X$. Then, by the projective bundle formula (Theorem 166), the equation

$$
\sum_{i=0}^{r}(-1)^{i} e(\mathcal{O}(1))^{i} \bullet c_{r-i}(E)=0 \in \underline{\Omega}^{r}\left(\mathbb{P}\left(E^{\vee}\right)\right)
$$

holds for uniquely defined $c_{i}(E) \in \underline{\Omega}^{i}(X)$ with $c_{0}(E)=1_{X}$. The element $c_{i}(E)$ is called the $i^{\text {th }}$ Chern class of $E$.

Chern classes satisfy the expected properties, as the following result shows.
Theorem 168. Define the total Chern class of a rank $r$ vector bundle $E$ as

$$
c(E)=1+c_{1}(E)+\cdots+c_{r}(E) .
$$

Then, the Chern classes satisfy the following properties:

1. naturality: $f^{*} c_{i}(E)=c_{i}\left(f^{*} E\right)$, where $f: Y \rightarrow X$ is a map of finite-Krulldimensional Noetherian derived schemes admitting ample line bundles;
2. Whitney sum formula: given a cofiber sequence

$$
E^{\prime} \rightarrow E \rightarrow E^{\prime \prime}
$$

of vector bundles on $X$, the equation

$$
c(E)=c\left(E^{\prime}\right) \bullet c\left(E^{\prime \prime}\right) \in \underline{\Omega}^{*}(X)
$$

holds;
3. normalization: if $E$ is a rank $r$ vector bundle, then $c_{r}(E)=e(E)$.

Proof. Naturality is trivial. To prove the Whitney sum formula, we can pull back to flag bundles to reduce to the case where both $E^{\prime}$ and $E^{\prime \prime}$ admit filtrations

$$
0=E_{0}^{\prime} \subset E_{1}^{\prime} \subset \cdots \subset E_{r^{\prime}}^{\prime}=E^{\prime}
$$

and

$$
0=E_{0}^{\prime \prime} \subset E_{1}^{\prime \prime} \subset \cdots \subset E_{r^{\prime \prime}}^{\prime \prime}=E^{\prime \prime}
$$

with graded pieces line bundles $\mathscr{L}_{i}^{\prime}:=E_{i}^{\prime} / E_{i-1}^{\prime}$ and $\mathscr{L}_{i}^{\prime \prime}:=E_{i}^{\prime \prime} / E_{i-1}^{\prime \prime}$ respectively. One then argues as in Lemma 161 to show that

$$
\begin{aligned}
& c_{i}\left(E^{\prime}\right)=s_{i}\left(e\left(\mathscr{L}_{1}^{\prime}\right), \ldots, e\left(\mathscr{L}_{r^{\prime}}^{\prime}\right)\right), \\
& c_{i}\left(E^{\prime \prime}\right)=s_{i}\left(e\left(\mathscr{L}_{1}^{\prime \prime}\right), \ldots, e\left(\mathscr{L}_{r^{\prime \prime}}^{\prime \prime}\right)\right)
\end{aligned}
$$

and

$$
c_{i}(E)=s_{i}\left(e\left(\mathscr{L}_{1}^{\prime}\right), \ldots, e\left(\mathscr{L}_{r^{\prime}}^{\prime}\right), e\left(\mathscr{L}_{1}^{\prime \prime}\right), \ldots, e\left(\mathscr{L}_{r^{\prime \prime}}^{\prime \prime}\right)\right)
$$

proving the Whitney sum formula. Normalization is trivial for line bundles, and follows for general vector bundles from the Whitney sum formula after pulling back to a flag bundle.

### 5.3 Cohomological Conner-Floyd theorem

Here, we prove the following analogue of a well-known theorem of Conner and Floyd [15, 16].

Theorem 169. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then, the map

$$
\eta_{K}: \mathbb{Z}_{m} \otimes_{\mathbb{L}} \underline{\Omega}^{*}(X) \rightarrow K^{0}(X)
$$

defined by the formula

$$
[V \xrightarrow{f} X] \mapsto\left[f_{*} \mathcal{O}_{V}\right]
$$

is an isomorphism, where $\mathbb{Z}_{m}$ is the integers, considered as an $\mathbb{L}$-algebra via the multiplicative formal group law $x+y-x y$, and where $K^{0}(X)$ denotes the $K$ theory of perfect complexes on $X$.

Our result generalizes that of Levine and Morel [40], which holds for smooth varieties over a field of characteristic 0 . There exists another generalization of the aforementioned result by Dai [17], which states that $G$-theory (also known as the $K$-theory of coherent sheaves and $K$-theory homology) of a quasi-projective scheme over a field of characteristic 0 can be recovered from its algebraic bordism by enforcing the multiplicative formal group law.

### 5.3.1 Bivariant $K$-theory

Here, we concisely recall bivariant algebraic $K$-theory in the context of derived algebraic geometry. In classical algebraic geometry, this theory was introduced in [25].

Definition 170. Let $f: X \rightarrow Y$ be a map of derived schemes. Then, a quasicoherent sheaf $\mathcal{F} \in \mathrm{QCoh}(X)$ is $f$-perfect, or relatively perfect, if $\mathcal{F}$ is an almost perfect object of $\mathrm{QCoh}(X)$, and has a finite Tor-amplitude as an $f^{-1} \mathcal{O}_{Y}$-module ${ }^{1}$.

The bivariant $K$-theory group $K^{0}(X \xrightarrow{f} Y)$ is defined as the Abelian group generated by the equivalence classes of $f$-perfect objects, modulo the relations

[^19]$[\mathcal{F}]=\left[\mathcal{F}^{\prime}\right]+\left[\mathcal{F}^{\prime \prime}\right]$ whenever
$$
\mathcal{F}^{\prime} \rightarrow \mathcal{F} \rightarrow \mathcal{F}^{\prime \prime}
$$
is a cofiber sequence of $f$-perfect objects in $\mathrm{QCoh}(X)$.
The bivariant operations are defined as follows.

1. Bivariant pushforward: Suppose $X \rightarrow Y$ factors through a proper morphism $g: X \rightarrow X^{\prime}$ that is locally of almost finite presentation. Then, given $[\mathcal{F}] \in$ $K^{0}(X \rightarrow Y)$, we define

$$
f_{*}([\mathcal{F}]):=\left[f_{*} \mathcal{F}\right] \in K^{0}\left(X^{\prime} \rightarrow Y\right) .
$$

Note that $f_{*} \mathcal{F}$ is relatively perfect over $Y$ because $f_{*}$ preserves almost perfect objects ([47] Theorem 3.7.0.2), and because for any affine open $U \subset Y$ and an affine open $V \subset X^{\prime}$ mapping to $U, f_{*}(\mathcal{F})(V)=\mathcal{F}\left(f^{-1} V\right)$ has finite Tor-amplitude as a finite limit of modules of finite Tor-amplitude.
2. Bivariant pullback: Let

be a Cartesian square, and suppose $[\mathcal{F}] \in K^{0}(X \rightarrow Y)$. Then, we define

$$
g^{*}([\mathcal{F}]):=\left[g^{\prime *} \mathcal{F}\right] \in K^{0}\left(X^{\prime} \rightarrow Y^{\prime}\right) .
$$

3. Bivariant product: Let $X \xrightarrow{f} Y \xrightarrow{g} Z$ be a sequence of morphisms of derived schemes. Then, for any $[\mathcal{F}] \in K^{0}(X \rightarrow Y)$ and $[\mathcal{G}] \in K^{0}(Y \rightarrow Z)$, we define

$$
[\mathcal{F}] \bullet[\mathcal{G}]:=\left[\mathcal{F} \otimes f^{*} \mathcal{G}\right] \in K^{0}(X \rightarrow Z) .
$$

Note that $\mathcal{F} \otimes f^{*} \mathcal{G}$ is almost perfect as a tensor product of almost perfect objects ([46] Proposition 7.2.4.11 and [45] 5.5.8.6). That it has finite Toramplitude over $Z$ follows from the basic properties of tensor products of derived modules.

Moreover, for a formally quasi-smooth morphism $f: X \rightarrow Y$, we define

$$
\theta(f):=\left[\mathcal{O}_{X}\right] \in K^{0}(X \rightarrow Y) .
$$

Proposition 171. With the above definitions, $K^{0}$ is a stably oriented bivariant theory with functoriality $\mathcal{F}_{a}$, as defined in Section 4.1.1. Hence, there exists a unique orientation preserving Grothendieck transformation

$$
\eta_{K}: \underline{\Omega}^{*} \rightarrow K^{0},
$$

which, on a morphism $X \rightarrow Y$, is defined by the formula

$$
[V \xrightarrow{f} X] \mapsto\left[f_{*} \mathcal{O}_{V}\right]
$$

Proof. The proof that bivariant algebraic $K$-theory gives a bivariant theory on classical schemes is essentially contained in [14], as noted in [25]. We omit the proof in the derived setting.

### 5.3.2 Proof of Theorem 169

Here, we prove the Conner-Floyd theorem. An important fact that we are going to use is that, for a derived scheme $X$ admitting an ample line bundle, the Grothendieck ring $K^{0}(X)$ has a presentation as the Abelian group generated by equivalence classes $[E]$ of vector bundles, modulo the relations $[E]=\left[E^{\prime}\right]+\left[E^{\prime \prime}\right]$ whenever $E^{\prime} \rightarrow E \rightarrow E^{\prime \prime}$ is a cofiber sequence of vector bundles. For the proof of this in the context of classical algebraic geometry, see e.g. [60], and in the context of derived geometry, see [5]. With this fact in mind, we make the following definition.

Definition 172. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then, we define the map

$$
\mathrm{ch}_{m}: K^{0}(X) \rightarrow \mathbb{Z}_{m} \otimes_{\mathbb{L}} \underline{\Omega}^{*}(X)
$$

by the formula

$$
[E] \mapsto \operatorname{rank}(E)-c_{1}\left(E^{\vee}\right)
$$

which is well defined due to the additivity of first Chern classes in cofiber sequences of vector bundles.

The map $\mathrm{ch}_{m}$ satisfies many pleasant properties which will be useful later.
Lemma 173. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then,

1. $\mathrm{ch}_{m}: K^{0}(X) \rightarrow \mathbb{Z}_{m} \otimes_{\mathbb{L}} \Omega^{*}(X)$ is a map of rings;
2. if $f$ is a map $X \rightarrow Y$ of finite-Krull-dimensional Noetherian derived schemes that admit an ample line bundle, then $\mathrm{ch}_{m} \circ f^{*}=f^{*} \circ \mathrm{ch}_{m}$;
3. $\eta_{K} \circ \mathrm{ch}_{m}=\mathrm{Id}: K^{0}(X) \rightarrow K^{0}(X)$;
4. $\mathrm{ch}_{m}$ sends Chern classes to Chern classes.

Proof. 1. Indeed, using the well-known formula

$$
c_{1}(E \otimes F)=c_{1}(E)+c_{1}(F)-c_{1}(E) c_{1}(F)
$$

for $K$-theoretic Chern classes, we compute that

$$
\begin{aligned}
\operatorname{ch}_{m}([E \otimes F]) & =\operatorname{rank}(E) \operatorname{rank}(F)-c_{1}\left(E^{\vee} \otimes F^{\vee}\right) \\
& =\operatorname{rank}(E) \operatorname{rank}(F)-c_{1}\left(E^{\vee}\right)-c_{1}\left(F^{\vee}\right)+c_{1}\left(E^{\vee}\right) c_{1}\left(F^{\vee}\right) \\
& =\operatorname{ch}_{m}([E]) \operatorname{ch}_{m}([F]),
\end{aligned}
$$

proving that $\mathrm{ch}_{m}$ is compatible with the multiplication. It is trivial that $\mathrm{ch}_{m}$ is compatible with addition.
2. This follows immediately from the naturality of Chern classes.
3. This follows immediately from the fact that, in $K$-theory, first Chern classes satisfy the formula

$$
c_{1}(E)=\operatorname{rank}(E)-\left[E^{\vee}\right] .
$$

4. If $\mathscr{L}$ is a line bundle, then

$$
\begin{aligned}
\operatorname{ch}_{m}\left(c_{1}(\mathscr{L})\right) & =\operatorname{ch}_{m}\left(\left[\mathcal{O}_{X}\right]\right)-\operatorname{ch}_{m}\left(\left[\mathscr{L}^{\vee}\right]\right) \\
& =1_{X}-\left(1_{X}-c_{1}(\mathscr{L})\right) \\
& =c_{1}(\mathscr{L}),
\end{aligned}
$$

proving the claim for line bundles. The general claim follows from this by the splitting principle, and from the fact that $\mathrm{ch}_{m}$ is a map of rings.

The final ingredient required for the proof is that $\mathrm{ch}_{m}$ commutes with Gysin pushforwards. Due to the global factorization results of projective morphisms between Noetherian schemes admitting an ample line bundles, this splits into two cases: pushforwards along the projection $\mathbb{P}^{n} \times X \rightarrow X$ and pushforwards along derived regular embeddings. The following result takes care of the first case.

Lemma 174. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then, $\mathrm{ch}_{m}$ commutes with Gysin pushforward along $\mathrm{pr}_{2}: \mathbb{P}^{n} \times X \rightarrow X$.

Proof. Since for any $K$-theory class $\alpha \in K^{0}(X)$, we have

$$
\pi_{*}\left(c_{1}(\mathcal{O}(1))^{i} \bullet \operatorname{pr}_{2}^{*}(\alpha)\right)= \begin{cases}\alpha & \text { if } i \leq n \\ 0 & \text { otherwise }\end{cases}
$$

it suffices to show that the analogous formula holds for $\mathbb{Z}_{m} \otimes_{\mathbb{L}} \Omega^{*}$. By projection formula, we conclude that we want to show that

$$
\pi_{*}\left(c_{1}(\mathcal{O}(1))^{i}\right) \begin{cases}1_{X} & \text { if } i \leq n \\ 0 & \text { otherwise }\end{cases}
$$

In other words, we aim to show that for all $m \geq 0,\left[\mathbb{P}^{m} \times X \rightarrow X\right]=1_{X} \in \underline{\Omega}^{*}(X)$.
To do so, we use an argument from the Proof of Lemma 4.2.3 in [40]. In order to make the notation less heavy, we will denote for each vector bundle $E$ on $\mathbb{P}^{n} \times X$ by $\left[\mathbb{P}_{\mathbb{P}^{n}}(E)\right]$ the element $\left[\mathbb{P}_{\mathbb{P}^{n} \times X}(E) \rightarrow X\right] \in \underline{\Omega}^{*}(X)$; moreover, the tautological
hyperplane bundle will be denoted by $\mathcal{O}(H)$ in order to distinguish it from the $\mathcal{O}(1)$ of $\mathbb{P}^{n}$.

Analyzing the Chern class of $\mathcal{O}(1+H)$ on $\mathbb{P}_{\mathbb{P}^{n}}\left(\mathcal{O}^{\oplus m} \oplus \mathcal{O}(1)^{\oplus l}\right)$, we arrive at the formula

$$
\begin{aligned}
& {\left[\mathbb{P}_{\mathbb{P}^{n}}\left(\mathcal{O}^{\oplus m} \oplus \mathcal{O}(1)^{\oplus l-1}\right)\right]} \\
& =\left[\mathbb{P}_{\mathbb{P}^{n}}\left(\mathcal{O}^{\oplus m-1} \oplus \mathcal{O}(1)^{\oplus l}\right)\right]+\left[\mathbb{P}_{\mathbb{P}^{n-1}}\left(\mathcal{O}^{\oplus m} \oplus \mathcal{O}(1)^{\oplus l}\right)\right] \\
& -\left[\mathbb{P}_{\mathbb{P}^{n-1}}\left(\mathcal{O}^{\oplus m-1} \oplus \mathcal{O}(1)^{\oplus l}\right)\right] .
\end{aligned}
$$

Using this repeatedly, and using the convention that $\mathbb{P}^{-1}=\emptyset$, we compute that

$$
\begin{aligned}
{\left[\mathbb{P}_{\mathbb{P}^{n}}(\mathcal{O})\right] } & =\left[\mathbb{P}_{\mathbb{P}^{n}}(\mathcal{O}(1))\right]+\left[\mathbb{P}_{\mathbb{P}^{n-1}}(\mathcal{O} \oplus \mathcal{O}(1))\right]-\left[\mathbb{P}_{\mathbb{P}^{n-1}}(\mathcal{O}(1))\right] \\
& =\sum_{i=0}^{n}\left[\mathbb{P}_{\mathbb{P}^{n-i}}\left(\mathcal{O}(1)^{\oplus i+1}\right)\right]-\left[\mathbb{P}_{\mathbb{P}^{n-i-1}}\left(\mathcal{O}(1)^{\oplus i+1}\right)\right] \\
& =\sum_{i=0}^{n}\left[\mathbb{P}_{X}^{i}\right]\left(\left[\mathbb{P}_{X}^{n-i}\right]-\left[\mathbb{P}_{X}^{n-i-1}\right]\right) .
\end{aligned}
$$

We are now ready to argue by induction: if it is known that, for all $i<n,\left[\mathbb{P}_{X}^{i}\right]=$ $1_{X}$, then most of the terms in the above equation vanish, leaving us only with

$$
\left[\mathbb{P}_{X}^{n}\right]=\left[\mathbb{P}_{X}^{n}\right]-1_{X}+\left[\mathbb{P}_{X}^{n}\right]
$$

from which we can deduce that $\left[\mathbb{P}_{X}^{n}\right]=1_{X}$, as desired.
Next, we prove that $\mathrm{ch}_{m}$ commutes with Gysin pushforwards along regular embeddings. We begin with the following observation.

Lemma 175. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $\pi: P \rightarrow X$ be a quasi-projective morphism admitting a section $i: X \hookrightarrow P$, which can be identified as the derived vanishing locus of a section of a vector bundle $E$ on $P$. Then $\mathrm{ch}_{m}$ commutes with $i_{!}$.

Proof. Indeed, for all $\alpha \in K^{0}(X)$,

$$
\begin{aligned}
i_{!}\left(\operatorname{ch}_{m}(\alpha)\right) & =i_{!}\left(i^{*}\left(\pi^{*}\left(\operatorname{ch}_{m}(\alpha)\right)\right)\right) \\
& =\pi^{*}\left(\operatorname{ch}_{m}(\alpha)\right) \bullet i_{!}\left(1_{X}\right) \\
& =\pi^{*}\left(\operatorname{ch}_{m}(\alpha)\right) \bullet e(E) \\
& =\operatorname{ch}_{m}\left(\pi^{*}(\alpha) \bullet e(E)\right) \\
& =\operatorname{ch}_{m}\left(i_{!}(\alpha)\right),
\end{aligned}
$$

as desired.
We are now ready to prove the case of a general regular embedding.
Lemma 176. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle, and let $i: Z \hookrightarrow X$ be a derived regular embedding. Then $\mathrm{ch}_{m}$ commutes with $i_{!}$.

Proof. Consider the Cartesian diagram

where $F$ is the strict transform of $\mathbb{P}^{1} \times Z \hookrightarrow \mathbb{P}^{1} \times X$, and denote by $q$ the canonical map $\mathrm{Bl}_{\infty \times Z}\left(\mathbb{P}^{1} \times X\right) \rightarrow X$. By Lemma 175, $\mathrm{ch}_{m}$ commutes with $\iota_{\infty}$ ! and $s!$. Moreover,

$$
\begin{equation*}
\iota \circ \circ \iota^{*} \circ F_{!}=s_{!} \circ s^{*} \circ F_{!} \tag{5.1}
\end{equation*}
$$

since $\iota!\circ \iota^{*}$ and $s!\circ s^{*}$ correspond to multiplications by the Euler classes of $\mathcal{O}(1) \simeq$ $\mathcal{O}\left(\mathcal{E}+\mathrm{Bl}_{Z}(X)\right)$ and $\mathcal{O}(\mathcal{E})$, respectively, and because the strict transforms of $\mathbb{P}^{1} \times Z$ and $\infty \times X$ do not intersect inside the blowup. Additionally, as $\iota!\circ \iota^{*}$ coincides with multiplication by $e(\mathcal{O}(\mathcal{E}))$, it commutes with $\mathrm{ch}_{m}$.

For $\alpha \in K^{0}(Z)$, denote by $\tilde{\alpha}$ its pullback to $K^{0}\left(\mathbb{P}^{1} \times Z\right)$. Then,

$$
\begin{align*}
i_{!}\left(\operatorname{ch}_{m}(\alpha)\right) & =q!\circ \iota \circ i_{\infty!}\left(\operatorname{ch}_{m}(\alpha)\right) \\
& =q!\circ \iota\left(\operatorname{ch}_{m}\left(i_{\infty!}(\alpha)\right)\right) \\
& =q!\circ \iota\left(\operatorname{ch}_{m}\left(i_{\infty!} \circ j_{\infty}^{*}(\tilde{\alpha})\right)\right) \\
& =q!\circ \iota\left(\operatorname{ch}_{m}\left(\iota^{*} \circ F_{!}(\tilde{\alpha})\right)\right) \\
& =q!\circ \iota!\circ \iota^{*}\left(\operatorname{ch}_{m}(F!(\tilde{\alpha}))\right) \\
& =q!\left(\operatorname{ch}_{m}\left(\iota!\circ \iota^{*} \circ F_{!}(\tilde{\alpha})\right)\right) \\
& =q!\left(\operatorname{ch}_{m}\left(s!\circ s^{*} \circ F_{!}(\tilde{\alpha})\right)\right)  \tag{5.1}\\
& =q!\circ s!\left(\operatorname{ch}_{m}\left(s^{*} \circ F_{!}(\tilde{\alpha})\right)\right) \\
& =\operatorname{ch}_{m}\left(q!\circ s!\circ s^{*} \circ F!(\tilde{\alpha})\right) \\
& =\operatorname{ch}_{m}\left(q!\circ s!\circ j_{0!}(\alpha)\right) \\
& =\operatorname{ch}_{m}\left(i_{!}(\alpha)\right),
\end{align*} \quad(q \circ s=\mathrm{Id})
$$

as desired.
We have shown that $\mathrm{ch}_{m}$ commutes with Gysin pushforwards along projective and quasi-smooth morphisms of Noetherian derived schemes admitting an ample line bundle. We are now ready to prove the main result of this section.

Proof of Theorem 169. Let $X$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. We have already shown that the composition $\eta_{K} \circ \mathrm{ch}_{m}$ is the identity morphism $K^{0}(X) \rightarrow K^{0}(X)$, and therefore it suffices to show that the composition $\mathrm{ch}_{m} \circ \eta_{K}$ is the identity. As both $\eta_{K}$ and $\mathrm{ch}_{m}$ preserve the identity elements and commute with Gysin pushforwards from projective quasi-smooth $X$-schemes, we conclude that

$$
\begin{aligned}
\operatorname{ch}_{m} \circ \eta_{K}([V \xrightarrow{f} X]) & =\operatorname{ch}_{m} \circ \eta_{K}\left(f_{!}\left(1_{V}\right)\right) \\
& =f_{!}\left(1_{V}\right) \\
& =[V \xrightarrow{f} X],
\end{aligned}
$$

and as such cycles generate $\underline{\Omega}^{*}(X)$, we are done.

## Chapter 6

## Universal property of $\underline{\Omega}_{S}^{*}$

Universal properties are useful both as tools to construct transformations between theories, and, more abstractly, as explanations of the "role" of a theory. By construction, universal precobordism is obtained from the universal additive bivariant theory by imposing the derived double point cobordism relation, and therefore it is obvious that $\underline{\Omega}$ is the universal stably oriented additive bivariant theory satisfying this relation. What is not clear is that $\underline{\Omega}$ has another universal property: namely, it is the universal stably oriented additive bivariant theory that satisfies the projective bundle formula for trivial projective bundles. This universal property was first discovered during a joint project with Ryomei Iwasa, but it has not been explicitly written down before. It served as a motivation for the concept of pbf-local sheaves defined in [10], which we hope will some day yield a useful model for non- $\mathbb{A}^{1}$-invariant higher algebraic cobordism.

Throughout this chapter, $S$ will be a fixed finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. We will use the restricted functoriality $\mathcal{F}_{S}$ (Section 4.1.1) instead of the more general functoriality $\mathcal{F}_{a}$, because it will be important for us that every derived scheme we deal with admits an ample line bundle.

### 6.1 Bivariant universal property of $\underline{\Omega}_{S}^{*}$

In this section, we prove a universal property for $\underline{\Omega}_{S}^{*}$ as a bivariant theory with functoriality $\mathcal{F}_{S}$.

### 6.1.1 Formal group law of a bivariant theory with a weak projective bundle formula

Here, we show that, in a bivariant theory satisfying a weak version of the projective bundle formula, the Euler class of a tensor product of line bundles may be computed by the means of a formal group law. We begin with the following definition.

Definition 177. Let $\mathbb{B}$ be a stably oriented additive bivariant theory with functoriality $\mathcal{F}_{S}$. Then, $\mathbb{B}$ satisfies the weak projective bundle formula if, for every $X \in \mathcal{C}_{S}$, and all $n \geq 0$, the map

$$
\mathbb{B}^{\bullet}(X)[t] /\left(t^{n+1}\right) \rightarrow \mathbb{B}^{\bullet}\left(\mathbb{P}^{n} \times X\right)
$$

is an isomorphism, where $\mathbb{B}^{\bullet}\left(\mathbb{P}^{n} \times X\right)$ is considered as an $\mathbb{B}^{\bullet}(X)$ algebra via pr ${ }_{2}^{*}$, and where $t$ maps to $e(\mathcal{O}(1)) \in \mathbb{B}^{\bullet}\left(\mathbb{P}^{n} \times X\right)$.

In particular, the $n=0$ case implies that $c_{1}\left(\mathcal{O}_{X}\right)=0 \in \mathbb{B}(X)$. Theories with weak projective bundle formula satisfy a naive algebraic cobordism relation.

Lemma 178. Let $X \in \mathcal{C}_{S}$, and denote by $\iota_{0}$ and $\iota_{\infty}$ the natural inclusions $X \hookrightarrow$ $\mathbb{P}^{1} \times X$ at 0 and $\infty$, respectively. Then, if $\mathbb{B}$ satisfies the weak projective bundle formula,

$$
i_{0}^{*}=i_{\infty}^{*}: \mathbb{B}^{\bullet}\left(\mathbb{P}^{1} \times X\right) \rightarrow \mathbb{B}^{\bullet}(X) .
$$

Proof. As both $i_{0}^{*}$ and $i_{\infty}^{*}$ annihilate $e(\mathcal{O}(1))$, the claim follows from the fact that they are sections of $\mathrm{pr}_{2}: \mathbb{P}^{1} \times X \rightarrow X$.

It follows that Euler classes may be expressed in terms of derived vanishing loci.

Proposition 179. Suppose that $\mathbb{B}$ satisfies the weak projective bundle formula. Then, given $X \in \mathcal{C}_{S}$, a vector bundle $E$ on $X$, and a global section $s$ of $E$,

$$
e(E)=j_{s!}\left(1_{V_{X}(s)}\right) \in \mathbb{B}^{\bullet}(X),
$$

where $j_{s}$ is the inclusion $V_{X}(s) \hookrightarrow X$.
Proof. Considering the Cartesian diagram

we compute that

$$
\left.\left.\left.\begin{array}{rlr}
e(E) & =j_{0!}\left(1_{V_{X}(0)}\right) \\
& =i_{0}^{*}\left(j_{!}\left(1_{V_{\mathbb{P}^{1} \times X}\left(x_{0} \otimes s\right)}\right)\right) & \\
& =i_{\infty}^{*}\left(j _ { ! } \left(1_{V_{\mathbb{P}} \times X}\left(x_{0} \otimes s\right)\right.\right. \tag{Lemma178}
\end{array}\right)\right) \quad \text { (Proposition 22) }\right) \text { (Lemma 178) }
$$

as desired.
Next, we study Euler classes of tensor products.
Definition 180. Suppose that $\mathbb{B}$ satisfies the weak projective bundle formula. Then, there exists a unique formal power series

$$
F_{\mathbb{B}}(x, y) \in \mathbb{B}^{\bullet}(S)[[x, y]]
$$

such that

$$
e(\mathcal{O}(1,1))=F_{\mathbb{B}}(e(\mathcal{O}(1,0)), e(\mathcal{O}(0,1))) \in \mathbb{B}^{\bullet}\left(\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m}\right)
$$

for all $n, m \geq 0$.
Similarly, there exists a unique formal power series

$$
G_{\mathbb{B}}(x, y) \in \mathbb{B}^{\bullet}(S)[[x, y]]
$$

such that

$$
e(\mathcal{O}(1,-1))=G_{\mathbb{B}}(e(\mathcal{O}(1,0)), e(\mathcal{O}(0,1))) \in \mathbb{B}^{\bullet}\left(\mathbb{P}_{S}^{n} \times_{S} \mathbb{P}_{S}^{m}\right)
$$

for all $n, m \geq 0$.
Lemma 181. Suppose that $\mathbb{B}$ satisfies the weak projective bundle formula. Then,

1. for all $X \in \mathcal{C}_{S}$ and globally generated line bundles $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ on $X$,

$$
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)=F_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)
$$

and

$$
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}^{\vee}\right)=G_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right) ;
$$

2. $F_{\mathbb{B}}(x, y)$ is a commutative formal group law;
3. $G_{\mathbb{B}}\left(F_{\mathbb{B}}(x, y), y\right)=x$;
4. $G_{\mathbb{B}}(x, y)=F_{\mathbb{B}}\left(x, i_{\mathbb{B}}(y)\right)$, where $i_{\mathbb{B}}(y) \in \mathbb{B} \bullet(S)[[y]]$ is the formal inverse power series of the formal group law $F_{\mathbb{B}}$.

Proof. 1. This follows immediately from the naturality of Euler classes in pullbacks.
2. This follows immediately from the properties of tensor products of line bundles.
3. Indeed, consider $\operatorname{Id} \times \Delta: \mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{n} \rightarrow \mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{n}$. Then,

$$
e(\mathcal{O}(1,1,-1))=G_{\mathbb{B}}\left(F_{\mathbb{B}}(e(\mathcal{O}(1,0,0)), e(\mathcal{O}(0,1,0))), e(\mathcal{O}(0,0,1))\right)
$$

and pulling this back along $\operatorname{Id} \times \Delta$, we obtain the formula

$$
e(\mathcal{O}(1,0))=G_{\mathbb{B}}\left(F_{\mathbb{B}}(e(\mathcal{O}(1,0)), e(\mathcal{O}(0,1))), e(\mathcal{O}(0,1))\right) .
$$

Taking the limit as $n$ goes to $\infty$, we obtain the desired formula.
4. As $F_{\mathbb{B}}$ is a formal group law, there exists a unique formal power series $G_{\mathbb{B}}(x, y)$ satisfying the equation $G_{\mathbb{B}}\left(F_{\mathbb{B}}(x, y), y\right)=x$, and this is given precisely by $G_{\mathbb{B}}(x, y)=F_{\mathbb{B}}\left(x, i_{\mathbb{B}}(y)\right)$.

In particular, Euler classes of tensor products of arbitrary line bundles (not just of globally generated ones) can be computed via the formal group law.

Proposition 182. Suppose that $\mathbb{B}$ satisfies the weak projective bundle formula. Then, for all $X \in \mathcal{C}_{S}$ and all line bundles $\mathscr{L}, \mathscr{L}^{\prime}$ on $X$, the formula

$$
e\left(\mathscr{L} \otimes \mathscr{L}^{\prime}\right)=F_{\mathbb{B}}\left(e(\mathscr{L}), e\left(\mathscr{L}^{\prime}\right)\right) \in \mathbb{B}^{\bullet}(X)
$$

holds.
Proof. As $X$ admits an ample line bundle, it is possible to find equivalences $\mathscr{L} \simeq$ $\mathscr{L}_{1} \otimes \mathscr{L}_{2}^{\vee}$ and $\mathscr{L}^{\prime} \simeq \mathscr{L}_{1}^{\prime} \otimes \mathscr{L}_{2}^{\prime \vee}$ where $\mathscr{L}_{i}$ and $\mathscr{L}_{i}^{\prime}$ are globally generated. As

$$
\mathscr{L} \otimes \mathscr{L}^{\prime} \simeq\left(\mathscr{L}_{1} \otimes \mathscr{L}_{1}^{\prime}\right) \otimes\left(\mathscr{L}_{2} \otimes \mathscr{L}_{2}^{\prime}\right)^{\vee}
$$

we compute, using basic properties of formal group laws, that

$$
\begin{aligned}
e\left(\mathscr{L} \otimes \mathscr{L}^{\prime}\right) & =G_{\mathbb{B}}\left(F_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{1}^{\prime}\right)\right), F_{\mathbb{B}}\left(e\left(\mathscr{L}_{2}\right), e\left(\mathscr{L}_{2}^{\prime}\right)\right)\right) \\
& =F_{\mathbb{B}}\left(F_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{1}^{\prime}\right)\right), i_{\mathbb{B}}\left(F_{\mathbb{B}}\left(e\left(\mathscr{L}_{2}\right), e\left(\mathscr{L}_{2}^{\prime}\right)\right)\right)\right) \\
& =F_{\mathbb{B}}\left(F_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}\right), i_{\mathbb{B}}\left(e\left(\mathscr{L}_{2}\right)\right)\right), F_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}^{\prime}\right), i_{\mathbb{B}}\left(e\left(\mathscr{L}_{2}^{\prime}\right)\right)\right)\right) \\
& =F_{\mathbb{B}}\left(e(\mathscr{L}), e\left(\mathscr{L}^{\prime}\right)\right),
\end{aligned}
$$

as desired.

### 6.1.2 Derived double point relations for bivariant theories with a formal group law

Here, we show that bivariant theories, where Euler classes of tensor products of line bundles can be computed via a Formal group law, satisfy a derived analogue of Lee-Pandharipande's double point cobordism relations (i.e., the relations used in Definition 127). Let us begin with the following definition.

Definition 183. Let $\mathbb{B}$ be a stably oriented additive bivariant theory with functoriality $\mathcal{F}_{S}$. Then $\mathbb{B}$ has good Euler classes if

1. Euler classes of line bundles are nilpotent;
2. for all $X \in \mathcal{C}_{S}$, line bundles $\mathscr{L}$ on $X$, and global sections $s$ of $\mathscr{L}$, we have

$$
e(\mathscr{L})=i_{!}\left(1_{V_{X}(s)}\right),
$$

where $i$ is the derived regular embedding $V_{X}(s) \hookrightarrow X$;
3. there exists a formal group law

$$
F_{\mathbb{B}}(x, y)=x+y+\sum_{i, j \geq 1} b_{i j} x^{i} y^{j} \in \mathbb{B}^{\bullet}(S)[[x, y]]
$$

such that, for all $X \in \mathcal{C}_{S}$, and all line bundles $\mathscr{L}_{1}, \mathscr{L}_{2}$ on $X$, we have

$$
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)=F_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right) \in \mathbb{B}^{\bullet}(X) .
$$

By the results of the previous subsection, a theory satisfying the weak projective bundle formula has good Euler classes. Let us continue with the following Lemma, which is essentially Lemma 3.3 from [41]. It is also closely related with Lemma 141, which gives another formula for the class $[\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X]$.

Lemma 184. Suppose that $\mathbb{B}$ has good Euler classes. Then, for all $X \in \mathcal{C}_{S}$ and all line bundles $\mathscr{L}$ on $X$, we have

$$
\pi_{!}\left(1_{\mathbb{P}(\mathscr{L} \oplus \mathcal{O})}\right)=-\sum_{i, j \geq 1} b_{i j} e(\mathscr{L})^{i-1} e\left(\mathscr{L}^{\vee}\right)^{j-1} \in \mathbb{B}^{\bullet}(X),
$$

where $\pi$ is the structure morphism $\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X$.
Proof. Consider the inclusion $X \simeq \mathbb{P}(\mathcal{O}) \rightarrow \mathbb{P}(\mathscr{L} \oplus \mathcal{O})$, which has normal bundle $\mathscr{L}$. Then, analyzing the derived blowup $W:=\mathrm{Bl}_{\infty \times X}\left(\mathbb{P}^{1} \times \mathbb{P}(\mathscr{L} \oplus \mathcal{O})\right)$, we note that the fiber of the natural map $W \rightarrow \mathbb{P}_{S}^{1}$ over

1. 0 , is equivalent to $\mathbb{P}(\mathscr{L} \oplus \mathcal{O})$;
2. $\infty$, is the sum of the strict transform $D$ of $\infty \times \mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \hookrightarrow \mathbb{P}^{1} \times \mathbb{P}(\mathscr{L} \oplus \mathcal{O})$ and the exceptional divisor $\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \simeq \mathcal{E} \subset W$, whose intersection is $X$.

Moreover, the restrictions of $\mathcal{O}(D)$ and $\mathcal{O}(\mathcal{E})$ to $X$ are equivalent to $\mathscr{L}^{\vee}$ and $\mathscr{L}$, respectively. Hence, if we denote by $q$ the natural map $W \rightarrow X$, we have

$$
\begin{aligned}
\pi_{!}\left(1_{\mathbb{P}(\mathscr{L} \oplus \mathcal{O})}\right) & =q_{!}(e(\mathcal{O}(1))) \\
& =q_{!}\left(F_{\mathbb{B}}(e(\mathcal{O}(D)), e(\mathcal{O}(\mathcal{E})))\right)
\end{aligned}
$$

from which the desired equation follows immediately.
Next, we prove that a theory with good Euler classes satisfies the derived double point relations. Since a theory with good Euler classes is by assumption stably oriented and additive, it is a target of a unique orientation preserving Grothendieck transformation from the universal additive theory $\mathbb{A}_{\mathcal{F}_{S}}^{*}$. Hence, it is sensible to use notation $[V \rightarrow X]$ to describe an element of $\mathbb{B}(X \rightarrow Y)$.

Proposition 185. Suppose that $\mathbb{B}$ has good Euler classes, and that $X \rightarrow Y$ is a morphism in $\mathcal{C}_{S}$. Then, for any projective morphism $\pi: W \rightarrow \mathbb{P}^{1} \times X$ such that the composition $\rho: W \rightarrow \mathbb{P}^{1} \times Y$ is quasi-smooth, the equation
$\left[W_{0} \rightarrow X\right]=\left[D_{1} \rightarrow X\right]+\left[D_{2} \rightarrow X\right]-\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right) \rightarrow X\right] \in \mathbb{B}(X \rightarrow Y)$
holds, where

1. $W_{0}$ is the fiber of $W \rightarrow \mathbb{P}^{1} \times X$ over $0 \times X$;
2. the fiber $W_{\infty}$ of $W \rightarrow \mathbb{P}^{1} \times X$ over $\infty \times X$ is the sum of virtual Cartier divisors $D_{1}$ and $D_{2}$ on $W$.

Proof. Suppose first that $W=X=Y$. Then, denoting by $j$ the derived regular
embedding $D_{1} \cap D_{2} \hookrightarrow W$, we compute that

$$
\begin{aligned}
& {\left[W_{0} \rightarrow W\right]} \\
& =e(\mathcal{O}(1)) \\
& =e\left(\mathcal{O}\left(D_{1}+D_{2}\right)\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right] \\
& +\sum_{i, j \geq 1} b_{i j} e\left(\mathcal{O}\left(D_{1}\right)\right)^{i-1} \bullet e\left(\mathcal{O}\left(D_{2}\right)\right)^{j-1} \bullet\left[D_{1} \cap D_{2} \rightarrow W\right] \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right]+j!\left(\sum_{i, j \geq 1} e\left(\mathcal{O}\left(D_{1}\right)\right)^{i-1} \bullet e\left(\mathcal{O}\left(D_{2}\right)\right)^{j-1}\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right]+j!\left(\sum_{i, j \geq 1} e\left(\mathcal{O}\left(D_{1}\right)\right)^{i-1} \bullet e\left(\mathcal{O}\left(-D_{1}\right)\right)^{j-1}\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right]-j_{!}\left(\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right) \rightarrow D_{1} \cap D_{2}\right]\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right]-\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right) \rightarrow W\right],
\end{aligned}
$$

where, in the fifth equation, we have used the fact that $\mathcal{O}(1) \simeq \mathcal{O}\left(D_{1}+D_{2}\right)$ restricts to trivial line bundle on $W_{\infty}$.

The general case follows from the above by applying the transformation $\pi_{*}(-\bullet$ $\theta(\rho))$ to the obtained equation.

### 6.1.3 Universal property of $\underline{\Omega}_{S}^{*}$

Here, we show that $\underline{\Omega}_{S}^{*}$ is the universal stably oriented additive bivariant theory that satisfies projective bundle formula.

Theorem 186. Let $S$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then,

1. $\underline{\Omega}_{S}^{*}$ is the universal bivariant theory that satisfies the weak projective bundle formula: given another such a bivariant theory $\mathbb{B}$, then there exists a unique orientation preserving Grothendieck transformation $\underline{\Omega}_{S}^{*} \rightarrow \mathbb{B}$;
2. $\underline{\Omega}_{S}^{*}$ is the universal bivariant theory that has good Euler classes: given another such a bivariant theory $\mathbb{B}$, then there exists a unique orientation preserving Grothendieck transformation $\underline{\Omega}_{S}^{*} \rightarrow \mathbb{B}$.

Proof. The first claim follows from the second, as a theory that satisfies the weak projective bundle formula has good Euler classes. Since a theory $\mathbb{B}$ that has good Euler classes is by hypothesis stably oriented and additive, it admits a unique orientation preserving Grothendieck transformation from the universal additive theory $\eta: \mathbb{A}_{\mathcal{F}_{S}}^{*} \rightarrow \mathbb{B}$. By Proposition $185, \eta$ factors through $\underline{\Omega}_{S}^{*}$, so the claim follows.

### 6.2 Homological and cohomological universal properties

Here we record universal properties for the associated homology and cohomology theories of the universal precobordism $\Omega_{S}^{*}$. This makes it easier to study the associated theories, for they no longer have to be considered as a part of a bivariant theory for the universal property to hold.

### 6.2.1 Universal property of the universal precobordism cohomology

Inspired by Proposition 22, we make the following definition.
Definition 187. An $\mathcal{F}_{S}$-oriented cohomology theory $\mathbb{H}^{\bullet}$ consists of

1. a contravariant functor $\mathbb{H}^{\bullet}$ from $\mathcal{C}_{S}$ to the category of (discrete) rings; the contravariant functoriality along a map $f: X \rightarrow Y$ is denoted by $f^{*}$, and it is called the pullback along $f$;
2. additive Gysin pushforwards $f_{!}: \mathbb{H}^{\bullet}(X) \rightarrow \mathbb{H}^{\bullet}(Y)$ along projective and quasi-smooth morphisms $f: X \rightarrow Y$;
satisfying
3. additivity: the equality

$$
1_{X_{1} \sqcup X_{2}}=\iota_{1!}\left(1_{X_{1}}\right)+\iota_{2!}\left(1_{X_{2}}\right)
$$

holds in $\mathbb{H}^{\bullet}\left(X_{1} \sqcup X_{2}\right)$, where $\iota_{i}$ are the canonical inclusions $X_{i} \rightarrow X_{1} \sqcup X_{2}{ }^{1}$;
2. covariant functoriality: for all projective and quasi-smooth $f: X \rightarrow Y$ and $g: Y \rightarrow Z$,

$$
(g \circ f)_{!}=g_{!} \circ f_{!} ;
$$

moreover, $\mathrm{Id}_{!}=\mathrm{Id}$;

[^20]3. push-pull formula: if the square

is Cartesian and $f$ is both quasi-smooth and projective, then
$$
g^{*} \circ f_{!}=f_{!}^{\prime} \circ g^{\prime *} ;
$$
4. projection formula: if $f: X \rightarrow Y$ is projective and quasi-smooth, then, for all $\alpha \in \mathbb{H}^{\bullet}(Y)$ and $\beta \in \mathbb{H}^{\bullet}(X)$, the equality
$$
f_{!}\left(f^{*}(\alpha) \bullet \beta\right)=\alpha \bullet f_{!}(\beta)
$$
holds.
A transformation of $\mathcal{F}_{S}$-oriented cohomology theories is a natural transformation $\eta: \mathbb{H}_{1}^{\bullet} \rightarrow \mathbb{H}_{2}^{\bullet}$ such that, for all quasi-smooth and projective morphisms $f: X \rightarrow$ $Y$, the square

commutes.
The following preliminary result gives an universal property for the associated cohomology theory $\mathbb{A}_{\mathcal{F}_{S}}^{*}$ of the universal additive bivariant theory with functoriality $\mathcal{F}_{S}$ (also denoted by $\mathbb{A}_{\mathcal{F}_{S}}^{*}$ ).
Lemma 188. Let $\mathbb{H}^{\bullet}$ be a $\mathcal{F}_{S}$-oriented cohomology theory. Then, there exists a unique transformation of $\mathcal{F}_{S}$-oriented cohomology theories $\eta: \mathbb{A}_{\mathcal{F}_{S}}^{*} \rightarrow \mathbb{H}^{\bullet}$.

Proof. Since a transformation of $\mathcal{F}_{S}$-oriented cohomology theories preserves identities and commutes with Gysin pushforwards, $\eta$, if it exists, must satisfy the formula

$$
\eta([V \xrightarrow{f} X])=f_{!}\left(1_{V}\right) .
$$

In order to conclude that this describes a well-defined transformation, we must show that, given projective and quasi-smooth map $f: V_{1} \sqcup V_{2} \rightarrow X$, then

$$
f_{!}\left(1_{V_{1} \sqcup V_{2}}\right)=f_{1!}\left(1_{V_{1}}\right)+f_{2!}\left(1_{V_{2}}\right),
$$

where $f_{i}: V_{i} \rightarrow X$ are the restrictions of $f$. However, this follows immediately from the formula

$$
1_{V_{1} \sqcup V_{2}}=\iota_{1!}\left(1_{V_{1}}\right)+\iota_{2!}\left(1_{V_{2}}\right) \in \mathbb{H}^{\bullet}\left(V_{1} \sqcup V_{2}\right)
$$

and the functoriality and additivity of Gysin pushforwards.
Since the definitions of a bivariant theory satisfying the weak projective bundle formula and of a bivariant theory having good Euler classes only mention the associated cohomology theory, it is easy to export these definitions to the context of $\mathcal{F}_{S}$-oriented cohomology theories.

Definition 189. Let $\mathbb{H}^{\bullet}$ be a $\mathcal{F}_{S}$-oriented cohomology theory. Then, $\mathbb{H} \bullet$ satisfies the weak projective bundle formula if the map

$$
\mathbb{H}^{\bullet}(X)[t] /\left(t^{n+1}\right) \rightarrow \mathbb{H}^{\bullet}\left(\mathbb{P}^{n} \times X\right)
$$

is an isomorphism of rings, where $\mathbb{H}^{\bullet}\left(\mathbb{P}^{n} \times X\right)$ is considered as an $\mathbb{H}^{\bullet}(X)$-algebra via $\mathrm{pr}_{2}^{*}$, and where $t$ maps to $e(\mathcal{O}(1)) \in \mathbb{H}^{\bullet}\left(\mathbb{P}^{n} \times X\right)$. The theory $\mathbb{H}^{\bullet}$ has good Euler classes if it satisfies the conditions 1., 2., and 3. of Definition 183.

Following the proof of Propositions 179 and 182, one arrives at the following result.

Lemma 190. $A \mathcal{F}_{S}$-oriented cohomology theory that satisfies the weak projective bundle formula has good Euler classes.

Following the proof of Proposition 185, we arrive at the following result.
Lemma 191. Let $\mathbb{H}^{\bullet}$ be a $\mathcal{F}_{S}$-oriented cohomology theory that has good Euler classes. Then, for any projective quasi-smooth morphism $\pi: W \rightarrow \mathbb{P}^{1} \times X$, the
equation

$$
\begin{aligned}
& {\left[W_{0} \rightarrow X\right]} \\
& =\left[D_{1} \rightarrow X\right]+\left[D_{2} \rightarrow X\right]-\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right) \rightarrow X\right] \in \mathbb{H}^{\bullet}(X \rightarrow Y)
\end{aligned}
$$

holds, where

1. $W_{0}$ is the fiber of $W \rightarrow \mathbb{P}^{1} \times X$ over $0 \times X$;
2. the fiber $W_{\infty}$ of $W \rightarrow \mathbb{P}^{1} \times X$ over $\infty \times X$ is the sum of virtual Cartier divisors $D_{1}$ and $D_{2}$ on $W$.

And hence, we obtain the following universal properties for $\mathbb{H}^{\bullet}$.
Theorem 192. Let $S$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then,

1. $\underline{\Omega}_{S}^{*}$ is the universal $\mathcal{F}_{S}$-oriented cohomology theory that satisfies the weak projective bundle formula: given another such a $\mathcal{F}_{S}$-oriented cohomology theory $\mathbb{H}^{\bullet}$, there exists a unique transformation $\underline{\Omega}_{S}^{*} \rightarrow \mathbb{H}^{\bullet}$ of $\mathcal{F}_{S}$-oriented cohomology theories;
2. $\underline{\Omega}_{S}^{*}$ is the universal $\mathcal{F}_{S}$-oriented cohomology theory that has good Euler classes: given another such a $\mathcal{F}_{S}$-oriented cohomology theory $\mathbb{H}^{\bullet}$, there exists a unique transformation $\underline{\Omega}_{S}^{*} \rightarrow \mathbb{H}^{\bullet}$ of $\mathcal{F}_{S}$-oriented cohomology theories.

### 6.2.2 Universal property of the universal precobordism homology

Here, we provide $\underline{\Omega}_{*}^{S}$ with universal properties analogous to the bivariant and the cohomological universal properties studied above. Unfortunately, since the bivariant universal properties are rather cohomological in nature, it takes more effort to translate them into homological universal properties than it did to translate them into cohomological ones.

Inspired by Proposition 23 (cf. [40] Definition 5.1.3), we make the following definition.

Definition 193. Let us denote by $\mathcal{C}_{S}^{\prime}$ the subcategory of $\mathcal{C}_{S}$ whose objects are those of $\mathcal{C}_{S}$, and whose morphisms are the projective morphisms in $\mathcal{C}_{S}$. Then, a $\mathcal{F}_{S^{-}}$ oriented Borel-Moore homology theory consists of

1. a covariant functor $\mathbb{H}$ • from $\mathcal{C}_{S}^{\prime}$ to the category of (discrete) Abelian groups; the covariant functoriality along a projective morphism $f: X \rightarrow Y$ is denoted by $f_{*}$, and it is called the pushforward along $f$;
2. for each quasi-smooth morphism $f: X \rightarrow Y$, a Gysin pullback homomorphism

$$
f^{!}: \mathbb{H}_{\bullet}(Y) \rightarrow \mathbb{H}_{\bullet}(X) ;
$$

3. an element $1 \in \mathbb{H} \cdot(S)$, and for each $X, Y \in \mathcal{C}_{S}$ a bi-additive pairing

$$
\times: \mathbb{H}_{\bullet}(X) \times \mathbb{H}_{\bullet}(Y) \rightarrow \mathbb{H}_{\bullet}\left(X \times_{S} Y\right)
$$

referred to as cross product, which is associative, admits 1 as a unit, and is commutative in the sense that the square

commutes, where $\sigma$ is the canonical involution $A \otimes B \rightarrow B \otimes A$ and $\iota$ is the canonical involution $X \times{ }_{S} Y \rightarrow Y \times{ }_{S} X$; for each quasi-smooth $X \in \mathcal{C}_{S}$, we will denote by $1_{X}$ the fundamental class $\pi_{X}^{!}(1)$, where $\pi_{X}$ is the structure morphism $X \rightarrow S$;
satisfying

1. additivity: the natural map

$$
\left[\begin{array}{ll}
\iota_{1 *} & \iota_{2 *}
\end{array}\right]: \mathbb{H}_{\bullet}\left(X_{1}\right) \oplus \mathbb{H}_{\bullet}\left(X_{2}\right) \rightarrow \mathbb{H}_{\bullet}\left(X_{1} \sqcup X_{2}\right)
$$

is an isomorphism, where $\iota_{i}$ are the canonical inclusions $X_{i} \rightarrow X_{1} \sqcup X_{2}$;
2. contravariant functoriality: if $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ are quasi-smooth, then

$$
(g \circ f)^{!}=f^{!} \circ g^{!} ;
$$

moreover, $\mathrm{Id}^{!}=\mathrm{Id}$;
3. functoriality of cross products: if $f: X \rightarrow X^{\prime}$ and $g: Y \rightarrow Y^{\prime}$ are projective, then, for all $\alpha \in \mathbb{H}_{\bullet}(X)$ and $\beta \in \mathbb{H}_{\bullet}(Y)$,

$$
f_{*}(\alpha) \times g_{*}(\beta)=(f \times g)_{*}(\alpha \times \beta) ;
$$

if $f: X \rightarrow X^{\prime}$ and $g: Y \rightarrow Y^{\prime}$ are quasi-smooth, then, for all $\alpha \in \mathbb{H} \cdot\left(X^{\prime}\right)$ and $\beta \in \mathbb{H}_{\bullet}\left(Y^{\prime}\right)$,

$$
f^{!}(\alpha) \times g^{!}(\beta)=(f \times g)^{!}(\alpha \times \beta) ;
$$

4. push-pull formula: if

is Cartesian, $f$ is projective, and $g$ is quasi-smooth, then

$$
g^{!} \circ f_{*}=f_{*}^{\prime} \circ g^{\prime!}
$$

A transformation of $\mathcal{F}_{S}$-oriented Borel-Moore homology theories is a natural transformation of functors from $\mathcal{C}_{S}^{\prime}$ to (discrete) Abelian groups that commutes with Gysin pullbacks.

The following preliminary result gives an universal property for the associated homology theory $\mathbb{A}_{*}^{\mathcal{F}_{S}}$ of the universal additive bivariant theory with functoriality $\mathcal{F}_{S}$.

Lemma 194. Let $\mathbb{H}$. be a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory. Then, there exists a unique transformation of $\mathcal{F}_{S}$-oriented Borel-Moore homology theories $\eta$ : $\mathbb{A}_{*}^{\mathcal{F}_{S}} \rightarrow \mathbb{H}_{\text {。 }}$.

Proof. Since a transformation of $\mathcal{F}_{S}$-oriented Borel-Moore homology theories preserves fundamental classes and commutes with pushforwards, $\eta$, if it exists, must satisfy the formula

$$
\eta([V \xrightarrow{f} X])=f_{*}\left(1_{V}\right) .
$$

In order to conclude that this describes a well-defined transformation, we must show that, given projective map $f: V_{1} \sqcup V_{2} \rightarrow X$ with a quasi-smooth source, then

$$
f_{*}\left(1_{V_{1} \sqcup V_{2}}\right)=f_{1 *}\left(1_{V_{1}}\right)+f_{2 *}\left(1_{V_{2}}\right)
$$

where $f_{i}: V_{i} \rightarrow X$ are the restrictions of $f$. By pushing forward, this would follow immediately from the formula

$$
1_{V_{1} \sqcup V_{2}}=\iota_{1 *}\left(1_{V_{1}}\right)+\iota_{2 *}\left(1_{V_{2}}\right) \in \mathbb{H}_{\bullet}\left(V_{1} \sqcup V_{2}\right),
$$

where $\iota_{i}$ are the canonical inclusions $V_{i} \rightarrow V_{1} \sqcup V_{2}$. We will prove this formula.
By hypothesis, the map

$$
\iota_{2}:=\left[\begin{array}{ll}
\iota_{1 *} & \iota_{2 *}
\end{array}\right]: \mathbb{H}_{\bullet}\left(V_{1}\right) \oplus \mathbb{H}_{\bullet}\left(V_{2}\right) \rightarrow \mathbb{H}_{\bullet}\left(V_{1} \sqcup V_{2}\right)
$$

is an isomorphism, and from the push-pull formula it follows that its inverse is given by

$$
\iota^{!}:=\left[\begin{array}{l}
\iota_{1} \\
\iota_{2}
\end{array}\right]: \mathbb{H}_{\bullet}\left(V_{1} \sqcup V_{2}\right) \rightarrow \mathbb{H}_{\bullet}\left(V_{1}\right) \oplus \mathbb{H}_{\bullet}\left(V_{2}\right)
$$

As

$$
\begin{aligned}
1_{V_{1} \sqcup V_{2}} & =\iota_{*}\left(\iota^{!}\left(1_{V_{1} \sqcup V_{2}}\right)\right) \\
& =\iota_{1 *}\left(1_{V_{1}}\right)+\iota_{2 *}\left(1_{V_{2}}\right), \quad \text { (push-pull formula) }
\end{aligned}
$$

the claim follows.

The conditions of Definition 193 imply that a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory $\mathbb{H}_{\bullet}$ is, in a sense, linear over the commutative ring $\mathbb{H}_{\bullet}(S)$.

Proposition 195. Let $\mathbb{H}_{\bullet}$ be a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory. Then,

1. the cross product provides each $\mathbb{H} \cdot(X)$ with the structure of $a \mathbb{H}_{\bullet}(S)$-module;
2. pushforwards and Gysin pullbacks are $\mathbb{H} \bullet(S)$-linear;
3. the cross product is $\mathbb{H}_{\bullet}(S)$-bilinear;
4. for all quasi-smooth $X \in \mathcal{C}_{S}$, and all $\alpha \in \mathbb{H}_{\bullet}(Y)$, we have

$$
\operatorname{pr}_{2}^{\prime}(\alpha)=1_{X} \times \alpha \in \mathbb{H} \cdot\left(X \times_{S} Y\right) .
$$

Proof. The claims 1., 2., and 3. follow immediately from the definition. The fourth claim follows from the definition after observing that $\mathrm{pr}_{2}=\pi_{X} \times \mathrm{Id}_{Y}$, where $\pi_{X}: X \rightarrow S$ is the structure morphism.

Definition 196. If $\mathbb{H}_{\bullet}$ is a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory, $X \in \mathcal{C}_{S}$, and $E$ is a vector bundle on $X$, then we define the Euler class operator as

$$
e(E):=i_{*} \circ i^{!}: \mathbb{H}_{\bullet}(X) \rightarrow \mathbb{H}_{\bullet}(X),
$$

where $i$ is the derived regular embedding $V_{X}\left(0_{E}\right) \hookrightarrow X, 0_{E}$ being the zero-section of $E$.

Euler class operators are natural in the following sense.
Proposition 197. Let $\mathbb{H}$ • be a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory. Then,

1. if $f: X \rightarrow Y$ is a quasi-smooth morphism in $\mathcal{C}_{S}$ and $E$ is a vector bundle on $Y$, then, for all $\alpha \in \mathbb{H} \bullet(Y)$,

$$
f^{!}(e(E)(\alpha))=e\left(f^{*} E\right)\left(f^{!}(\alpha)\right) ;
$$

2. if $f: X \rightarrow Y$ is a projective morphism in $\mathcal{C}_{S}$ and $E$ is a vector bundle on $Y$, then, for all $\beta \in \mathbb{H} \bullet(X)$,

$$
f_{*}\left(e\left(f^{*} E\right)(\beta)\right)=e(E)\left(f_{*}(\beta)\right) .
$$

Proof. Consider the Cartesian diagram


Then,

1. if $f$ is quasi-smooth, we have that for all $\alpha \in \mathbb{H} .(Y)$,

$$
\begin{array}{rlr}
f^{!}(e(E)(\alpha)) & =f^{!}\left(i_{*}\left(i^{!}(\alpha)\right)\right) \\
& =i_{*}^{\prime}\left(f^{\prime!}\left(i^{!}(\alpha)\right)\right) \\
& =i_{*}^{\prime}\left(i^{\prime!}\left(f^{!}(\alpha)\right)\right) \\
& =e\left(f^{*} E\right)\left(f^{!}(\alpha)\right),
\end{array}
$$

as desired;
2. if $f$ is projective, we have that for all $\beta \in \mathbb{H} \bullet(X)$,

$$
\begin{aligned}
f_{*}\left(e\left(f^{*} E\right)(\beta)\right) & =f_{*}\left(i_{*}^{\prime}\left(i^{\prime!}(\beta)\right)\right) \\
& =i_{*}\left(f_{*}^{\prime}\left(i^{\prime!}(\beta)\right)\right) \\
& =i_{*}\left(i^{!}\left(f_{*}(\beta)\right)\right) \quad \text { (push-pull formula) } \\
& =e(E)\left(f_{*}(\beta)\right)
\end{aligned}
$$

as desired.
Moreover, they commute with each other.
Proposition 198. Let $\mathbb{H}_{\bullet}$. be a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory. Then, for each $X \in \mathcal{C}_{S}$, and vector bundles $E$ and $F$ on $X$, we have

$$
e(E) \circ e(F)=e(E \oplus F)=e(F) \circ e(E) .
$$

Proof. Considering the Cartesian square

we compute that

$$
\begin{aligned}
e(E) \circ e(F) & =j_{*} \circ j^{!} \circ i_{*} \circ i^{!} \\
& =j_{*} \circ i_{*}^{\prime} \circ j^{\prime!} \circ i^{!} \quad \text { (push-pull formula) } \\
& =\left(j \circ i^{\prime}\right)_{*} \circ\left(j \circ i^{\prime}\right)^{!} \\
& =e(E \oplus F)
\end{aligned}
$$

from which the claim follows, as direct summation of vector bundles is commutative.

Next, we will closely follow Sections 6.1.1 and 6.1.2 in order to produce the desired homological universal properties.

Definition 199. A $\mathcal{F}_{S}$-oriented Borel-Moore homology theory satisfies the weak projective bundle formula if, for all $X \in \mathcal{C}_{S}$, and all $n \geq 0$, the map

$$
e(\mathcal{O}(1))^{i}\left(\operatorname{pr}_{2}^{\prime}(-)\right): \bigoplus_{i=0}^{n} \mathbb{H} \bullet(X) \rightarrow \mathbb{H} \bullet\left(\mathbb{P}^{n} \times X\right)
$$

is an isomorphism, and $e(\mathcal{O}(1))^{n+1}$ is the zero operator.
Lemma 200. Suppose $\mathbb{H}_{\mathbf{H}}$. satisfies the weak projective bundle formula, let $X \in \mathcal{C}_{S}$, and let $i_{0}$ and $i_{\infty}$ be the inclusions $X \hookrightarrow \mathbb{P}^{1} \times X$ at 0 and $\infty$, respectively. Then,

$$
i_{0}^{!}=i_{\infty}^{!}: \mathbb{H} \cdot\left(\mathbb{P}^{1} \times X\right) \rightarrow \mathbb{H} \cdot(X)
$$

Proof. As $e(\mathcal{O})$ is the zero operator on $\mathbb{H} \cdot(X)$, both $i_{0}^{!}$and $i_{\infty}^{!}$annihilate the image of $e(\mathcal{O}(1))^{i}\left(\operatorname{pr}_{2}^{!}(-)\right)$by Proposition 197. The claim then follows from the fact that both $i_{0}$ and $i_{\infty}$ are sections of $\mathrm{pr}_{2}$.

It follows that Euler classes may be expressed in terms of derived vanishing loci.

Proposition 201. Suppose that $\mathbb{H}_{\bullet}$ satisfies the weak projective bundle formula.
Then, given $X \in \mathcal{C}_{S}$, a vector bundle $E$ on $X$, and a global section $s$ of $E$,

$$
e(E)=j_{s *} \circ j_{s}^{!}
$$

where $j_{s}$ is the inclusion $V_{X}(s) \hookrightarrow X$.
Proof. Considering the Cartesian diagram

we compute that

$$
\begin{array}{rlr}
e(E) & =j_{0 *} \circ j_{0}^{!} \\
& =j_{0 *} \circ j_{0}^{!} \circ i_{0}^{!} \circ \mathrm{pr}_{2}^{!} \\
& =j_{0 *} \circ i_{0}^{\prime!} \circ j^{!} \circ \mathrm{pr}_{2}^{!} & \\
& =i_{0}^{!} \circ j_{*} \circ j^{!} \circ \mathrm{pr}_{2}^{!} & \text {(push-pull formula) } \\
& =i_{\infty}^{!} \circ j_{*} \circ j^{!} \circ \mathrm{pr}_{2}^{!} & \text {(Lemma 200) } \\
& =j_{s *} \circ i_{\infty}^{!!} \circ j^{!} \circ \mathrm{pr}_{2}^{!} & \text {(push-pull formula) } \\
& =j_{s *} \circ j_{s}^{!} \circ i_{\infty}^{!} \circ \mathrm{pr}_{2}^{!} \\
& =j_{s *} \circ j_{s}^{!} &
\end{array}
$$

as desired.

Next, we study Euler class operators of tensor products.

Definition 202. Suppose that $\mathbb{H}$. satisfies the weak projective bundle formula. Then, there exists a unique formal power series

$$
F_{\mathbb{H}}(x, y)=\sum_{i, j \geq 0} b_{i j} x^{i} y^{j} \in \mathbb{H}_{\bullet}(S)[[x, y]]
$$

such that

$$
e(\mathcal{O}(1,1))\left(1_{\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m}}\right)=F_{\mathbb{H}}(e(\mathcal{O}(1,0)), e(\mathcal{O}(0,1)))\left(1_{\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m}}\right)
$$

in $\mathbb{H} \cdot\left(\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m}\right)$ for all $n, m \geq 0$.
Similarly, there exists a unique formal power series

$$
G_{\mathbb{H}}(x, y) \in \mathbb{H}_{\bullet}(S)[[x, y]]
$$

such that

$$
e(\mathcal{O}(1,-1))\left(1_{\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m}}\right)=G_{\mathbb{H}}(e(\mathcal{O}(1,0)), e(\mathcal{O}(0,1)))\left(1_{\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m}}\right)
$$

in $\mathbb{H} \cdot\left(\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m}\right)$ for all $n, m \geq 0$.
Before studying the above formal power series further, we make the following observation.

Lemma 203. Let $\mathbb{H}$ • be a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory, let $X, Y \in$ $\mathcal{C}_{S}$, let $E$ be a vector bundle on $X$, and let $\alpha \in \mathbb{H}_{\bullet}(X)$ and $\beta \in \mathbb{H} \bullet(Y)$. Then,

$$
e\left(\operatorname{pr}_{1}^{*} E\right)(\alpha \times \beta)=e(E)(\alpha) \times \beta \in \mathbb{H} \bullet\left(X \times_{S} Y\right)
$$

and

$$
e\left(\operatorname{pr}_{2}^{*} E\right)(\beta \times \alpha)=\beta \times e(E)(\alpha) \in \mathbb{H}_{\bullet}\left(Y \times_{S} X\right)
$$

Proof. Since

is Cartesian, we have

$$
\begin{aligned}
e\left(\operatorname{pr}_{1}^{*} E\right)(\alpha \times \beta) & =\left(i \times \operatorname{Id}_{Y}\right)_{*}\left(\left(i \times \operatorname{Id}_{Y}\right)^{!}(\alpha \times \beta)\right) \\
& =i_{*}\left(i^{!}(\alpha)\right) \times \beta \\
& =e(E)(\alpha) \times \beta,
\end{aligned}
$$

proving the first claim. The second claim is proven in a similar fashion.
Next, we prove that the power series govern the Euler class operators of tensor product.

Lemma 204. Suppose that $\mathbb{H}_{\text {. }}$ satisfies the weak projective bundle formula, that $X \in \mathcal{C}_{S}$, and that $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are globally generated line bundles on $X$. Then,

$$
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)=F_{\mathbb{H}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)
$$

and

$$
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}^{\vee}\right)=G_{\mathbb{H}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right) .
$$

Proof. The proof of the second claim is similar to that of the first one, so we will only provide a proof for the first claim. Let $f: X \rightarrow \mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{n}$ be such that $f^{*} \mathcal{O}(1,0) \simeq \mathscr{L}_{1}$ and $f^{*} \mathcal{O}(0,1) \simeq \mathscr{L}_{2}$. Then, denoting by $\Gamma_{f}$ the graph map $X \rightarrow \mathbb{P}^{n} \times \mathbb{P}^{m} \times X$, we compute that, for all $\alpha \in \mathbb{H} \bullet(X)$,

$$
\begin{aligned}
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)(\alpha) & =\Gamma_{f}^{!}\left(e ( \operatorname { p r } _ { 1 } ^ { * } \mathcal { O } ( 1 , 1 ) ) \left(1_{\left.\left.\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m} \times \alpha\right)\right)}\right.\right. \\
& =\Gamma_{f}^{!}\left(e(\mathcal{O}(1,1))\left(1_{\mathbb{P}_{S}^{n} \times \mathbb{P}_{S}^{m}}\right) \times \alpha\right) \\
& =\sum_{i, j \geq 0} b_{i j} \Gamma_{f}^{!}\left(e(\mathcal{O}(1,0))^{i} \circ e(\mathcal{O}(0,1))^{j}\left(1_{\mathbb{P}_{S}^{n} \times \mathbb{P}_{S}^{m}}\right) \times \alpha\right) \\
& =\sum_{i, j \geq 0} b_{i j} \Gamma_{f}^{!}\left(e\left(\operatorname{pr}_{1}^{*} \mathcal{O}(1,0)\right)^{i} \circ e\left(\operatorname{pr}_{1}^{*} \mathcal{O}(0,1)\right)^{j}\left(1_{\mathbb{P}_{S}^{n} \times{ }_{S} \mathbb{P}_{S}^{m}} \times \alpha\right)\right) \\
& =\sum_{i, j \geq 0} b_{i j} e\left(\mathscr{L}_{1}\right)^{i} \circ e\left(\mathscr{L}_{2}\right)^{j}(\alpha),
\end{aligned}
$$

as desired.
Hence, we obtain the following analogue of Lemma 181.

Lemma 205. Suppose that $\mathbb{H}$. satisfies the weak projective bundle formula. Then,

1. $F_{\mathbb{H}}(x, y)$ is a commutative formal group law;
2. $G_{\mathbb{H}}\left(F_{\mathbb{H}}(x, y), y\right)=x$;
3. $G_{\mathbb{H}}(x, y)=F_{\mathbb{H}}\left(x, i_{\mathbb{H}}(y)\right)$, where $i_{\mathbb{H}}(y) \in \mathbb{H} \bullet(S)[[y]]$ is the formal inverse power series of the formal group law $F_{H}$.

Proof. Proof is the same as that of Lemma 181.
In particular, the following result is proven in exactly the same fashion as Proposition 182.

Proposition 206. Suppose that $\mathbb{H}$. satisfies the weak projective bundle formula. Then, for all $X \in \mathcal{C}_{S}$ and all line bundles $\mathscr{L}, \mathscr{L}^{\prime}$ on $X$,

$$
e\left(\mathscr{L} \otimes \mathscr{L}^{\prime}\right)=F_{\mathbb{H}}\left(e(\mathscr{L}), e\left(\mathscr{L}^{\prime}\right)\right)
$$

as operators on $\mathbb{H} \bullet(X)$.
This result leads naturally to the following definition.
Definition 207. Let $\mathbb{H}_{\bullet}$ be a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory. Then, $\mathbb{H}$. has good Euler classes if

1. Euler class operators of line bundles are nilpotent;
2. for all $X \in \mathcal{C}_{S}$, line bundles $\mathscr{L}$ on $X$, and global sections $s$ of $\mathscr{L}$, we have

$$
e(\mathscr{L})=i_{*} \circ i^{!},
$$

where $i$ is the derived regular embedding $V_{X}(s) \hookrightarrow X$;
3. there exists a formal group law

$$
F_{\mathbb{B}}(x, y)=x+y+\sum_{i, j \geq 1} b_{i j} x^{i} y^{j} \in \mathbb{H}_{\bullet}(S)[[x, y]]
$$

such that, for all $X \in \mathcal{C}_{S}$, and all line bundles $\mathscr{L}_{1}, \mathscr{L}_{2}$ on $X$, we have

$$
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)=F_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)
$$

as operators on $\mathbb{H} \cdot(X)$.
A theory that satisfies the weak projective bundle formula has good Euler classes.

Lemma 208. Suppose that $\mathbb{H}$ • has good Euler classes. Then, for all quasi-smooth $X \in \mathcal{C}_{S}$ and all line bundles $\mathscr{L}$ on $X$, we have

$$
\pi_{*}\left(1_{\mathbb{P}(\mathscr{L} \oplus \mathcal{O})}\right)=-\sum_{i, j \geq 1} b_{i j} e(\mathscr{L})^{i-1} \circ e\left(\mathscr{L}^{\vee}\right)^{j-1}\left(1_{X}\right) \in \mathbb{H}_{\bullet}(X),
$$

where $\pi$ is the structure morphism $\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \rightarrow X$.
Proof. Consider the inclusion $X \simeq \mathbb{P}(\mathcal{O}) \rightarrow \mathbb{P}(\mathscr{L} \oplus \mathcal{O})$, which has normal bundle $\mathscr{L}$. Then, analyzing the derived blowup $W:=\mathrm{Bl}_{\infty \times X}\left(\mathbb{P}^{1} \times \mathbb{P}(\mathscr{L} \oplus \mathcal{O})\right)$, we note that the fiber of the natural map $W \rightarrow \mathbb{P}_{S}^{1}$ over

1. 0 , is equivalent to $\mathbb{P}(\mathscr{L} \oplus \mathcal{O})$;
2. $\infty$ is the sum of the strict transform $D$ of $\infty \times \mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \hookrightarrow \mathbb{P}^{1} \times \mathbb{P}(\mathscr{L} \oplus \mathcal{O})$ and the exceptional divisor $\mathbb{P}(\mathscr{L} \oplus \mathcal{O}) \simeq \mathcal{E} \subset W$, the intersection of which is $X$.

Moreover, the restrictions of $\mathcal{O}(D)$ and $\mathcal{O}(\mathcal{E})$ to $X$ are equivalent to $\mathscr{L}^{\vee}$ and $\mathscr{L}$, respectively. Hence, if we denote by $q$ the natural map $W \rightarrow X$, we have

$$
\begin{aligned}
\pi_{*}\left(1_{\mathbb{P}(\mathscr{L} \oplus \mathcal{O})}\right) & =q_{*}\left(e(\mathcal{O}(1))\left(1_{W}\right)\right) \\
& =q_{*}\left(F_{\mathbb{H}}(e(\mathcal{O}(D)), e(\mathcal{O}(\mathcal{E})))\left(1_{W}\right)\right)
\end{aligned}
$$

from which the desired equation follows immediately.
The above Lemma allows us to prove that the derived double point formula holds for any $\mathcal{F}_{S}$-oriented Borel-Moore homology theory that has good Euler
classes. Given a $\mathcal{F}_{S}$-oriented Borel-Moore homology theory $\mathbb{H}_{\bullet}$, we will use the notation

$$
[V \rightarrow X]:=f_{*}\left(1_{V}\right) \in \mathbb{H}_{\bullet}(X)
$$

for every projective morphism $f: V \rightarrow X$ where $V$ is quasi-smooth.
Proposition 209. Suppose that $\mathbb{H}$. has good Euler classes. Then, for each $X \in \mathcal{C}_{S}$, and each projective morphism $\pi: W \rightarrow \mathbb{P}^{1} \times X$ where $W$ is quasi-smooth, the equation
$\left[W_{0} \rightarrow X\right]=\left[D_{1} \rightarrow X\right]+\left[D_{2} \rightarrow X\right]-\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right) \rightarrow X\right] \in \mathbb{H} \cdot(X)$
holds, where

1. $W_{0}$ is the fiber of $W \rightarrow \mathbb{P}^{1} \times X$ over $0 \times X$;
2. the fiber $W_{\infty}$ of $W \rightarrow \mathbb{P}^{1} \times X$ over $\infty \times X$ is the sum of virtual Cartier divisors $D_{1}$ and $D_{2}$ on $W$.

Proof. Suppose first that $W=X$. Then, denoting by $j$ the derived regular embed-
ding $D_{1} \cap D_{2} \hookrightarrow W$, we compute that

$$
\begin{aligned}
& {\left[W_{0} \rightarrow W\right]} \\
& =e(\mathcal{O}(1))\left(1_{W}\right) \\
& =e\left(\mathcal{O}\left(D_{1}+D_{2}\right)\right)\left(1_{W}\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right] \\
& +\sum_{i, j \geq 1} b_{i j} e\left(\mathcal{O}\left(D_{1}\right)\right)^{i-1} \circ e\left(\mathcal{O}\left(D_{2}\right)\right)^{j-1}\left(\left[D_{1} \cap D_{2} \rightarrow W\right]\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right] \\
& +j_{*}\left(\sum_{i, j \geq 1} b_{i j} e\left(\mathcal{O}\left(D_{1}\right)\right)^{i-1} \circ e\left(\mathcal{O}\left(D_{2}\right)\right)^{j-1}\left(1_{D_{1} \cap D_{2}}\right)\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right] \\
& +j_{*}\left(\sum_{i, j \geq 1} b_{i j} e\left(\mathcal{O}\left(D_{1}\right)\right)^{i-1} \circ e\left(\mathcal{O}\left(-D_{1}\right)\right)^{j-1}\left(1_{D_{1} \cap D_{2}}\right)\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right]-j_{*}\left(\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right) \rightarrow D_{1} \cap D_{2}\right]\right) \\
& =\left[D_{1} \rightarrow W\right]+\left[D_{2} \rightarrow W\right]-\left[\mathbb{P}_{D_{1} \cap D_{2}}\left(\mathcal{O}\left(D_{1}\right) \oplus \mathcal{O}\right) \rightarrow W\right],
\end{aligned}
$$

where, in the fifth equation, we have used the fact that $\mathcal{O}(1) \simeq \mathcal{O}\left(D_{1}+D_{2}\right)$ restricts to the trivial line bundle on $W_{\infty}$. The general case follows from this by pushing forward to $X$.

We have proven the following universal property for $\underline{\Omega}_{*}^{S}$.
Theorem 210. Let $S$ be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. Then,

1. $\underline{\Omega}_{*}^{S}$ is the universal $\mathcal{F}_{S}$-oriented Borel-Moore homology theory that satisfies the weak projective bundle formula: given another such a theory $\mathbb{H}_{\mathbf{\bullet}}$, there exists a unique transformation of $\mathcal{F}_{S}$-oriented Borel-Moore homology theories $\underline{\Omega}_{*}^{S} \rightarrow \mathbb{H}_{\bullet}$;
2. $\underline{\Omega}_{*}^{S}$ is the universal $\mathcal{F}_{S}$-oriented Borel-Moore homology theory that has good Euler classes: given another such a theory $\mathbb{H}_{\bullet}$, there exists a unique transformation of $\mathcal{F}_{S}$-oriented Borel-Moore homology theories $\underline{\Omega}_{*}^{S} \rightarrow \mathbb{H}$ 。.

## Chapter 7

## Comparison with Levine-Morel's algebraic bordism

Here, we prove that the algebraic bordism homology groups, obtained from the bivariant algebraic cobordism considered in Section 4.2, recover the algebraic bordism groups of Levine and Morel for quasi-projective schemes over a field of characteristic 0 . We do this by first extending Lowrey-Schürg's algebraic bordism [43] to a bivariant theory $d \Omega_{k}^{*}$ on $\mathcal{F}_{k}$, and then establishing an equivalence of this bivariant theory with $\Omega_{k}^{*}$. Throughout the chapter, $k$ will denote a field.

### 7.1 Lowrey-Schürg's algebraic bordism $d \Omega_{*}^{k}$ and its bivariant extension

Here, we recall the construction of Lowrey-Schürg algebraic bordism groups over fields, with the slight adjustments made in [8]. Simultaneously, we extend it to a bivariant theory on $\mathcal{F}_{k}$. Recall that $\mathbb{A}_{*}^{\mathcal{F}_{k}}$ is a $\mathcal{F}_{k}$-oriented Borel-Moore homology theory ${ }^{1}$; given such a theory $\mathbb{H}_{\bullet}$, and a collection of subsets $\mathcal{S}(X) \subset \mathbb{H}_{\bullet}(X)$, we will denote by $\langle\mathcal{S}\rangle_{\mathbb{H}}$ the $\mathcal{F}_{k}$-oriented-homology ideal generated by $\mathcal{S}$, i.e., the smallest collection of subsets that contains $\mathcal{S}$ and that is stable under sums, pushforwards, Gysin pullbacks, and external products by arbitrary elements.

We will construct the bivariant theory $d \Omega_{k}^{*}$ and the homology theory $d \Omega_{*}^{k}$ as quotients of $\mathbb{L}^{*} \otimes \mathbb{A}_{\mathcal{F}_{k}}^{*}$ and $\mathbb{L}_{*} \otimes \mathbb{A}_{*}^{\mathcal{F}_{k}}$, respectively, where $\mathbb{L}^{*}$ and $\mathbb{L}_{*}$ are the the Lazard ring, equipped with its cohomological (non-positive) and homological (non-negative) grading, respectively. As $\mathbb{L}^{*} \otimes \mathbb{A}_{\mathcal{F}_{k}}^{*}$, and any quotient $\mathbb{B}$ thereof, is generated by orientations, Proposition 51 implies that the $\mathcal{F}_{k}$-oriented-homology ideals of $\mathbb{B} \bullet$ are exactly the restrictions of bivariant ideals of $\mathbb{B}$ to $\mathbb{B}$.

The construction is given in several steps.
Construction 211 (Naive derived cobordism, cf. [43] Definition 3.4). We define

$$
d \Omega_{*}^{k, \text { naive }}:=\mathbb{L}_{*} \otimes \mathbb{A}_{*}^{\mathcal{F}_{k}} / \mathcal{R}^{\mathrm{fib}},
$$

where $\mathcal{R}^{\mathrm{fib}}$ is the homology ideal of homotopy fiber relations. In other words, $\mathcal{R}^{\mathrm{fib}}(X)$ is the $\mathbb{L}$-module generated by elements of form

$$
\left[W_{0} \rightarrow X\right]-\left[W_{\infty} \rightarrow X\right] \in \mathbb{L}_{*} \otimes \mathbb{A}_{*}^{k}(X),
$$

where $W \rightarrow \mathbb{P}^{1} \times X$ is a projective morphism with $W$ quasi-smooth over $k$, and where $W_{0}$ and $W_{\infty}$ are the fibers of $W \rightarrow \mathbb{P}^{1}$ over 0 and $\infty$ respectively.

Similarly, we define

$$
d \Omega_{k, \text { naive }}^{*}:=\mathbb{L}^{*} \otimes \mathbb{A}_{\mathcal{F}_{k}}^{*} / \mathcal{R}^{\mathrm{fib}}
$$

[^21]where $\mathcal{R}^{\mathrm{fib}}(X \rightarrow Y)$ is the $\mathbb{L}$-module generated by elements of form
$$
\left[W_{0} \rightarrow X\right]-\left[W_{\infty} \rightarrow X\right] \in \mathbb{L}^{*} \otimes \mathbb{A}_{k}^{*}(X)
$$
where $W \rightarrow \mathbb{P}^{1} \times X$ is a projective morphism such that the composition $W \rightarrow$ $\mathbb{P}^{1} \times Y$ is quasi-smooth. Clearly, $d \Omega_{*}^{k, \text { naive }}$ is the associated homology theory of $d \Omega_{k, \text { naive }}^{*}$.

Euler classes of vector bundles can be expressed in terms of vanishing loci in naive derived cobordism.

Lemma 212. Let $X \in \mathcal{C}_{k}$ and let $E$ be a vector bundle on $X$. Then, for every global section $s$ of $E$,

$$
e(E)=\left[V_{X}(s) \rightarrow X\right] \in d \Omega_{k, \text { naive }}^{*}(X)
$$

Proof. Same as that of Lemma 132.
In particular, Euler classes of globally generated vector bundles are nilpotent. Let us denote by

$$
F_{\text {univ }}(x, y) \in \mathbb{L}[[x, y]]
$$

the universal formal group law.
Construction 213 (Derived precobordism, cf. [43] Definition 3.16 and Lemma 3.17). The theory $d \Omega_{k \text {,pre }}^{*}$ is constructed from $\Omega_{k, \text { naive }}^{*}$ in two steps.

1. We define $\mathcal{R}^{\mathrm{fgl}}(X) \subset d \Omega_{*}^{k, \text { naive }}(X)$ as consisting of elements of form

$$
\left(e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)-F_{\text {univ }}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)\right) \bullet 1_{X}
$$

where $X$ is smooth over $k$ and $\mathscr{L}_{i}$ are globally generated line bundles on $X$. Set

$$
d \Omega_{*}^{\prime k, \text { pre }}:=d \Omega_{*}^{k, \text { naive }} /\left\langle\mathcal{R}^{\mathrm{fgl}}\right\rangle_{d \Omega^{k, \text { naive }}} .
$$

Similarly, we define $\mathcal{R}^{\mathrm{fgl}}(X) \subset d \Omega_{k, \text { naive }}^{*}(X)$ as consisting of elements of form

$$
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right)-F_{\text {univ }}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)
$$

where $X$ is smooth over $k$ and $\mathscr{L}_{i}$ are globally generated line bundles on $X$, and set

$$
d \Omega_{k, \text { pre }}^{\prime *}:=d \Omega_{k, \text { naive }}^{*} /\left\langle\mathcal{R}^{\mathrm{fgl}}\right\rangle_{d \Omega_{k, \text { naive }}} .
$$

Since the orientations along smooth morphisms are isomorphisms (Proposition 26), $d \Omega_{*}^{\prime k, \text { pre }}$ is the associated homology theory of $d \Omega_{k, \mathrm{pre}}^{\prime}$.
2. Secondly, we set

$$
d \Omega_{*}^{k, \text { pre }}:=d \Omega_{*}^{\prime k, \text { pre }} /\left\langle\mathcal{R}_{+}^{\mathrm{fgl}}\right\rangle_{d \Omega^{\prime k}, \mathrm{pre}},
$$

where the subset $\mathcal{R}_{+}^{\mathrm{fgl}}(X) \subset d \Omega_{*}^{\prime k, \text { pre }}(X)$, for $X$ smooth over $k$, consists of elements of form

$$
\left(e(\mathscr{L})-F_{\text {univ }}\left(e\left(\mathscr{L}_{1}\right), i_{\text {univ }}\left(e\left(\mathscr{L}_{2}\right)\right)\right)\right) \bullet 1_{X},
$$

where $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are globally generated line bundles on $X, \mathscr{L} \simeq \mathscr{L}_{1} \otimes \mathscr{L}_{2}^{\vee}$, and $i_{\text {univ }}$ is the formal inverse power series of $F_{\text {univ }}$.

Similarly, we set

$$
d \Omega_{k, \mathrm{pre}}^{*}:=d \Omega_{k, \mathrm{pre}}^{\prime *} /\left\langle\mathcal{R}_{+}^{\mathrm{fgl}}\right\rangle_{d \Omega_{k, \mathrm{pre}}^{\prime}},
$$

where $\mathcal{R}_{+}^{\mathrm{fgl}}(X) \subset d \Omega_{k, \text { pre }}^{\prime *}(X)$, for $X$ smooth over $k$, consists of

$$
e(\mathscr{L})-F_{\text {univ }}\left(e\left(\mathscr{L}_{1}\right), i_{\text {univ }}\left(e\left(\mathscr{L}_{2}\right)\right)\right),
$$

where $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are globally generated line bundles on $X$, and where $\mathscr{L} \simeq$ $\mathscr{L}_{1} \otimes \mathscr{L}_{2}^{\vee}$. Clearly, $d \Omega_{*}^{k, \text { pre }}$ is the associated homology theory of $d \Omega_{k, \text { pre }}^{*}$.

Lemma 214. The bivariant theory $d \Omega_{k, \text { pre }}^{*}$ has good Euler classes (Definition 183).

Proof. Let us verify that $d \Omega_{k, \text { pre }}^{*}$ satisfies the conditions of Definition 183.

1. If $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are globally generated, then their Euler classes are nilpotent, as is

$$
e\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}^{\vee}\right)=F_{\text {univ }}\left(e\left(\mathscr{L}_{1}\right), i_{\text {univ }}\left(e\left(\mathscr{L}_{2}\right)\right)\right) .
$$

As every line bundle is equivalent to one of the form $\mathscr{L}_{1} \otimes \mathscr{L}_{2}^{\vee}$ with $\mathscr{L}_{i}$ globally generated, if follows that Euler classes of line bundles are nilpotent.
2. This is Lemma 212.
3. This is proven similarly to Proposition 182.

We are finally ready to construct $d \Omega_{k}^{*}$ and $d \Omega_{*}^{k}$.
Construction 215 (Derived algebraic cobordism, cf. [43] Definition 3.20). We define $\mathcal{R}^{\mathrm{snc}} \subset d \Omega_{*}^{k, \text { pre }}$ as the collection of homology elements containing

$$
\zeta_{W, D}-1_{D} \in d \Omega_{*}^{k, \operatorname{pre}}(D)
$$

where $D \hookrightarrow W$ ranges over all $k$-snc divisors in all $W$ that are smooth over $k$, and $\zeta_{W, D}$ is as in Definition 145. Then the derived algebraic $k$-bordism is defined as

$$
d \Omega_{*}^{k}(X):=d \Omega_{*}^{k, \text { pre }} /\left\langle\mathcal{R}^{\mathrm{snc}}\right\rangle_{d \Omega^{k, \text { pre }}}
$$

It is the homology theory associated to the bivariant theory

$$
d \Omega_{k}^{*}:=d \Omega_{k, \text { pre }}^{*} /\left\langle\mathcal{R}^{\mathrm{snc}}\right\rangle_{d \Omega_{k, \mathrm{pre}}}
$$

For a quasi-projective classical $k$-scheme $X$, we denote by $\Omega_{*}(X)$ the algebraic bordism group of Levine-Morel [40]. By the results of Levine-Pandharipande [41] it admits a presentation where the generators are isomorphisms classes of smooth $k$-varieties $V$ together with a projective map $V \rightarrow X$, and the relations are given by double point relations, the derived analogues of which we have used in he definition of universal precobordism. The following is Theorem 5.12 of [43].

Theorem 216. If $k$ is a field of characteristic 0 , then, for all quasi-projective derived $k$-schemes $X$, the map

$$
\Omega_{*}\left(X_{\mathrm{cl}}\right) \rightarrow d \Omega_{*}^{k}(X)
$$

given by the formula

$$
\left[V \rightarrow X_{\mathrm{cl}}\right] \mapsto[V \rightarrow X]
$$

is an isomorphism.

### 7.2 Comparison of $\Omega_{k}^{*}$ and $d \Omega_{k}^{*}$

Here, we prove that the bivariant theories $\Omega_{k}^{*}$ and $d \Omega_{k}^{*}$ are equivalent. In particular, we obtain the following result.

Corollary 217. Let $k$ be a field of characteristic 0 . Then, for all $X \in \mathcal{C}_{k}$, the map

$$
\Omega_{*}\left(X_{\mathrm{cl}}\right) \rightarrow \Omega_{*}^{k}(X),
$$

given by the formula

$$
\left[V \rightarrow X_{\mathrm{cl}}\right] \mapsto[V \rightarrow X],
$$

is an isomorphism.
In other words, in characteristic 0 , the bivariant algebraic $k$-cobordism is a bivariant extension of Levine-Morel's algebraic bordism. We begin with the following observations.

Lemma 218. There exists a unique orientation preserving Grothendieck transformation

$$
\eta: \underline{\Omega}_{k}^{*} \rightarrow d \Omega_{k, \text { pre }}^{*}
$$

Proof. By Lemma 214, $d \Omega_{k, \text { pre }}^{*}$ has good Euler classes, so the claim follows from one of the universal properties of $\underline{\Omega}_{k}^{*}$ given in Theorem 186.

Lemma 219. There exists a unique $\mathbb{L}$-linear orientation preserving Grothendieck transformation

$$
\eta^{\prime}: d \Omega_{k, \text { pre }}^{*} \rightarrow \underline{\Omega}_{k}^{*},
$$

where $\underline{\Omega}_{k}^{*}$ has the $\mathbb{L}$-linear structure provided by its formal group law (Theorem 143).

Proof. Indeed, since $d \Omega_{k, \text { pre }}^{*}$ is constructed as a quotient of $\mathbb{L}^{*} \otimes \mathbb{A}_{\mathcal{F}_{k}}^{*}$, there exists at most one such a Grothendieck transformation. The proof then reduces to checking that the unique transformation $\mathbb{L}^{*} \otimes \mathbb{A}_{\mathcal{F}_{k}}^{*} \rightarrow \underline{\Omega}_{k}^{*}$ kills the relations imposed in Constructions 211 and 213, which is obvious.

As the composition

$$
\underline{\Omega}_{k}^{*} \xrightarrow{\eta} d \Omega_{k, \mathrm{pre}}^{*} \xrightarrow{\eta^{\prime}} \underline{\Omega}_{k}^{*}
$$

is the identity transformation, we have almost proven that $\eta$ and $\eta^{\prime}$ are inverse isomorphisms. This is finished by the following observation.

Lemma 220. The transformation $\eta: \underline{\Omega}_{k}^{*} \rightarrow d \Omega_{k, \text { pre }}^{*}$ is $\mathbb{L}$-linear.
Proof. We wish to show that $\eta: \underline{\Omega}_{k}^{*}(\operatorname{Spec}(k)) \rightarrow d \Omega_{k, \operatorname{pre}}^{*}(\operatorname{Spec}(k))$ is a map of $\mathbb{L}$-algebras. By the universal property of the Lazard ring, it suffices to show that $\eta$ sends the formal group law

$$
F(x, y)=x+y+\sum_{i, j \geq 1} a_{i j} x^{i} y^{j} \in \underline{\Omega}_{k}^{*}(\operatorname{Spec}(k))[[x, y]]
$$

to the formal group law

$$
F^{\prime}(x, y)=x+y+\sum_{i, j \geq 1} a_{i j}^{\prime} x^{i} y^{j} \in d \Omega_{k}^{*}(\operatorname{Spec}(k))[[x, y]] .
$$

As $\eta$ sends Euler classes to Euler classes, for all $n, m \geq 0$

$$
\begin{aligned}
& e(\mathcal{O}(1,0))+e(\mathcal{O}(0,1))+\sum_{i=1}^{n} \sum_{j=1}^{m} \eta\left(a_{i j}\right) e(\mathcal{O}(1,0))^{i} \bullet e(\mathcal{O}(0,1))^{j} \\
= & \eta(e(\mathcal{O}(1,1))) \\
= & e(\mathcal{O}(1,1)) \\
= & e(\mathcal{O}(1,0))+e(\mathcal{O}(0,1))+\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i j}^{\prime} e(\mathcal{O}(1,0))^{i} \bullet e(\mathcal{O}(0,1))^{j} ;
\end{aligned}
$$

however, since we do not know if $d \Omega_{k, \text { pre }}^{*}$ satisfies the projective bundle formula, the claim does not follow immediately. Nonetheless, if $\eta\left(a_{i j}\right)$ and $a_{i j}^{\prime}$ differ for some $1 \leq i \leq n$ and $1 \leq j \leq m$, then, in the partial ordering where $(i, j) \leq\left(i^{\prime}, j^{\prime}\right)$
if $i \leq i^{\prime}$ and $j \leq j^{\prime}$, we can find a minimal pair $\left(i^{\prime}, j^{\prime}\right)$ where they differ, and then

$$
\begin{aligned}
& 0 \\
& =\pi!\left(e(\mathcal{O}(1,0))^{n-i^{\prime}} \bullet e(\mathcal{O}(0,1))^{m-j^{\prime}}\right. \\
& \text { • } \left.\sum_{i=1}^{n} \sum_{j=1}^{m}\left(\eta\left(a_{i j}\right)-a_{i j}^{\prime}\right) e(\mathcal{O}(1,0))^{i} \bullet e(\mathcal{O}(0,1))^{j}\right) \\
& =\eta\left(a_{i^{\prime} j^{\prime}}\right)-a_{i^{\prime} j^{\prime}}^{\prime},
\end{aligned}
$$

where $\pi$ is the structure morphism $\mathbb{P}_{k}^{n} \times{ }_{\operatorname{Spec}(k)} \mathbb{P}_{k}^{n}$, which is a contradiction since by assumption $\eta\left(a_{i^{\prime} j^{\prime}}\right) \neq a_{i^{\prime} j^{\prime}}^{\prime}$.

We have shown that the Grothendieck transformations $\eta$ and $\eta^{\prime}$ are inverse isomorphisms. The following result is an immediate consequence of this.

Proposition 221. There exists a unique orientation preserving Grothendieck transformation

$$
\Omega_{k}^{*} \rightarrow d \Omega_{k}^{*}
$$

which is an isomorphism of bivariant theories.
Proof. Indeed, $\Omega_{k}^{*}$ and $d \Omega_{k}^{*}$ are obtained from $\underline{\Omega}_{k}^{*}$ and $d \Omega_{k, \text { pre }}^{*}$ by imposing equivalent relations.

Corollary 217 follows immediately from the above and Theorem 216.

## Chapter 8

## Twisting bivariant theories

In this Chapter, we study the process of altering the orientation of a bivariant theory called twisting, which is inspired by the closely related twisting operation for oriented cohomology theories in topology [53] and oriented Borel-Moore homology theories in algebraic geometry [40]. Most of these results appeared originally in [7].

Throughout the section, $S$ will be a finite-Krull-dimensional Noetherian derived scheme that admits an ample line bundle. We will work with the restricted functoriality $\mathcal{F}_{S}$, as we shall make use of Chern classes, which we have defined only for those Noetherian derived schemes that admit an ample line bundle.

### 8.1 Twisting oriented bivariant theories

Throughout this section, $\mathbb{B}$ will denote a stably oriented bivariant theory with functoriality $\mathcal{F}_{S}$ that has good Euler classes. By Theorem 186, there exists a unique orientation preserving Grothendieck transformation $\underline{\Omega}_{A}^{*} \rightarrow \mathbb{B}$. In particular, $\mathbb{B}$ has a theory of Chern classes which satisfies the properties listed in Theorem 168.

Definition 222. Let $\tau:=\left(\tau_{0}, \tau_{1}, \tau_{2}, \ldots\right)$ be an infinite sequence of elements of $\mathbb{B}(\operatorname{Spec}(A))$ with $\tau_{0}=1$. Then, for any line bundle $\mathscr{L}$ on $X \in \mathcal{C}_{S}$, we define its inverse ( $\tau$-)Todd-class by

$$
\operatorname{Td}_{\tau}^{-1}(\mathscr{L}):=\sum_{i} \tau_{i} c_{1}(\mathscr{L})^{i} \in \mathbb{B}^{\bullet}(X)
$$

By splitting principle, there exists a unique extension of this to all vector bundles, satisfying, that, whenever

$$
E^{\prime} \rightarrow E \rightarrow E^{\prime \prime}
$$

is a cofiber sequence of vector bundles on $X \in \mathcal{C}_{S}$, then

$$
\operatorname{Td}_{\tau}^{-1}(E)=\operatorname{Td}_{\tau}^{-1}\left(E^{\prime}\right) \bullet \operatorname{Td}_{\tau}^{-1}\left(E^{\prime \prime}\right) \in \mathbb{B}(X)
$$

Using this, $\operatorname{Td}_{\tau}^{-1}(\alpha)$ may be defined for all $K$-theory classes $\alpha \in K^{0}(X)$. The $(\tau-)$ Todd-class $\operatorname{Td}_{\tau}(\alpha)$ is defined to be the inverse of $\operatorname{Td}_{\tau}^{-1}(\alpha)$.

We can now define the twisting operation.
Definition 223. Let $\tau$ be as above. Then we define the twisted oriented bivariant theory $\mathbb{B}^{(\tau)}$ to be the bivariant theory $\mathbb{B}$ equipped with the orientation $\theta^{(\tau)}$ which, for a quasi-smooth morphism $f: X \rightarrow Y$, is defined by $\theta^{(\tau)}(f):=\operatorname{Td}_{\tau}\left(\mathbb{L}_{X / Y}^{\vee}\right) \bullet$ $\theta(f)$.

Lemma 224. The twisted theory $\mathbb{B}^{(\tau)}$ is a stably oriented bivariant theory.
Proof. Clearly $\theta^{(\tau)}(\mathrm{Id})=1$. Moreover, given quasi-smooth morphisms $f: X \rightarrow$
$Y$ and $g: Y \rightarrow Z$, we compute that

$$
\begin{aligned}
\theta^{(\tau)}(f) \bullet \theta^{(\tau)}(g) & =\operatorname{Td}_{\tau}\left(\mathbb{L}_{X / Y}^{\vee}\right) \bullet \theta(f) \bullet \operatorname{Td}_{\tau}\left(\mathbb{L}_{Y / Z}^{\vee}\right) \bullet \theta(g) \\
& =\operatorname{Td}_{\tau}\left(\mathbb{L}_{X / Y}^{\vee}\right) \bullet \operatorname{Td}_{\tau}\left(f^{*} \mathbb{L}_{Y / Z}^{\vee}\right) \bullet \theta(f) \bullet \theta(g) \quad \text { (commutativity) } \\
& =\operatorname{Td}_{\tau}\left(\mathbb{L}_{X / Z}^{\vee}\right) \bullet \theta(g \circ f) \\
& =\theta^{(\tau)}(g \circ f) ;
\end{aligned}
$$

hence, $\theta^{(\tau)}$ is an orientation. It is stable under pullbacks as Todd classes of duals of relative cotangent complexes are, and as $\theta$ is a stable orientation.

For clarity, we will distinguish Gysin pushforwards, Chern classes and Euler classes in the twisted theory $\mathbb{B}^{(\tau)}$ by marking them with the symbol $(\tau)$ in a convenient location. Moreover, we will use the notation

$$
\lambda_{\tau}(x):=\sum_{i=0}^{\infty} \tau_{i} x^{i+1} \in \mathbb{B}^{\bullet}(S)[[x]] .
$$

We then have the following result.
Lemma 225. For all $X \in \mathcal{C}_{S}$ and all line bundles $\mathscr{L}$ on $X$, we have

$$
e^{(\tau)}(\mathscr{L})=\lambda_{\tau}(e(\mathscr{L})) \in \mathbb{B}^{\bullet}(X) .
$$

Proof. Indeed, denoting by $i$ the derived inclusion $V_{X}(0) \hookrightarrow X$, where 0 is the zero-section of $\mathscr{L}$, we have

$$
\begin{aligned}
e^{(\tau)}(\mathscr{L}) & =i_{!}^{(\tau)}\left(1_{V_{X}(0)}\right) \\
& =i_{!}\left(\operatorname{Td}_{\tau}\left(\mathbb{L}_{\left.V_{X}(0) / X\right)}^{\vee}\right)\right) \\
& =i_{!}\left(\operatorname{Td}_{\tau}\left(\left.\mathscr{L}\right|_{V_{X}(0)}[-1]\right)\right) \\
& =\operatorname{Td}_{\tau}^{-1}(\mathscr{L}) \bullet i_{!}\left(1_{V_{X}(0)}\right) \\
& =\operatorname{Td}_{\tau}^{-1}(\mathscr{L}) \bullet e(\mathscr{L}),
\end{aligned}
$$

from which the claim immediately follows.
Let us denote by $\lambda_{\tau}^{-1}(x)$ the inverse of $\lambda_{\tau}(x)$ with respect to composition.

Then, we define $\bar{\tau}:=\left(\bar{\tau}_{0}, \bar{\tau}_{1}, \bar{\tau}_{2}, \ldots\right)$ to be the sequence satisfying

$$
\lambda_{\tau}^{-1}(x)=\sum_{i=0}^{\infty} \bar{\tau}_{i} x^{i+1} \in \mathbb{B}^{\bullet}(S)[[x]] .
$$

The following result is useful.
Lemma 226. Let $\mathbb{B}$ be a stably oriented bivariant theory that has good Euler classes. Then, for all $\alpha \in K^{0}(X)$, we have

$$
\operatorname{Td}_{\bar{\tau}}^{-1}\left(\alpha ; \mathbb{B}^{(\tau)}\right) \bullet \operatorname{Td}_{\tau}^{-1}(\alpha)=1_{X} \in \mathbb{B}^{\bullet}(X)
$$

where $\operatorname{Td}_{\bar{\tau}}^{-1}\left(\alpha ; \mathbb{B}^{(\tau)}\right)$ denotes the inverse $\bar{\tau}$-Todd class of $E$, computed in the oriented bivariant theory $\mathbb{B}^{(\tau)}$. In particular, $\left(\mathbb{B}^{(\bar{\tau})}\right)^{(\tau)}=\mathbb{B}=\left(\mathbb{B}^{(\tau)}\right)^{(\bar{\tau})}$.

Proof. By splitting principle and multiplicativity of Todd classes, it suffices to check that this formula holds for $\alpha=[\mathscr{L}]$, where $\mathscr{L}$ is a line bundle on $X$. This boils down to showing that

$$
\frac{\lambda_{\tau}^{-1}}{x}\left(\lambda_{\tau}(x)\right) \frac{\lambda_{\tau}}{x}(x)=1 \in \mathbb{B}^{\bullet}(S)((x)),
$$

where for a power series $\psi(x)$ with zero constant coefficient, we have denoted by $(\psi / x)(x)$ the power series such that $x \cdot(\psi / x)(x)=\psi(x)$. This formula follows from the simple computation

$$
\begin{aligned}
\frac{\lambda_{\tau}^{-1}}{x}\left(\lambda_{\tau}(x)\right) \frac{\lambda_{\tau}}{x}(x) & =\frac{\lambda_{\tau}^{-1}\left(\lambda_{\tau}(x)\right)}{\lambda_{\tau}(x)} \frac{\lambda_{\tau}(x)}{x} \\
& =\frac{x}{\lambda_{\tau}(x)} \frac{\lambda_{\tau}(x)}{x} \\
& =1,
\end{aligned}
$$

so we are done.
By the next result, twisting preserves pleasant properties of Euler classes.
Proposition 227. The bivariant theory $\mathbb{B}^{(\tau)}$ has good Euler classes. Moreover, the
formal group law of $\mathbb{B}^{(\tau)}$ is given by

$$
F_{\mathbb{B}(\tau)}(x, y)=\lambda_{\tau}\left(F_{\mathbb{B}}\left(\lambda_{\tau}^{-1}(x), \lambda_{\tau}^{-1}(y)\right)\right) .
$$

Proof. We verify that $\mathbb{B}^{(\tau)}$ satisfies the conditions of Definition 183.

1. Nilpotence of the Euler classes of line bundles of $\mathbb{B}^{(\tau)}$ follows immediately from the corresponding fact for $\mathbb{B}$.
2. Suppose that $X \in \mathcal{C}_{S}, \mathscr{L}$ is a line bundle on $X$, and $s$ is a global section of $\mathscr{L}$. Then, denoting by $i_{s}$ the derived regular embedding $V_{X}(s) \hookrightarrow X$, we have that

$$
\begin{aligned}
e^{(\tau)}(\mathscr{L}) & =\sum_{i=0}^{\infty} b_{i} e(\mathscr{L})^{i+1} \\
& =\sum_{i=0}^{\infty} b_{i} e(\mathscr{L})^{i} \bullet i_{s!}\left(1_{V_{X}(s)}\right) \\
& =i_{s!}\left(\sum_{i=0}^{\infty} b_{i} e(\mathscr{L})^{i}\right) \\
& =i_{s!}\left(\operatorname{Td}\left(\mathscr{L}_{V_{X}(s) / X}^{\vee}\right) \bullet \theta\left(i_{s}\right)\right) \\
& =i_{s!}^{(\tau)}\left(1_{V_{X}(s)}\right),
\end{aligned}
$$

as desired.
3. We compute that

$$
\begin{aligned}
e^{(\tau)}\left(\mathscr{L}_{1} \otimes \mathscr{L}_{2}\right) & =\lambda_{\tau}\left(F_{\mathbb{B}}\left(e\left(\mathscr{L}_{1}\right), e\left(\mathscr{L}_{2}\right)\right)\right) \\
& =\lambda_{\tau}\left(F_{\mathbb{B}}\left(\lambda_{\tau}^{-1}\left(e^{(\tau)}\left(\mathscr{L}_{1}\right)\right), \lambda_{\tau}^{-1}\left(e^{(\tau)}\left(\mathscr{L}_{2}\right)\right)\right)\right),
\end{aligned}
$$

as desired.

### 8.2 Grothendieck-Riemann-Roch theorem

Here, we prove our version of the Grothendieck-Riemann-Roch theorem. Essentially, it is a cohomological analogue of the Grothendieck-Riemann-Roch for singular varieties, proven by Baum-Fulton-MacPherson [13]. We begin by defining the two bivariant theories that will play an important role in the theorem.

Definition 228. The universal additive $S$-precobordism is defined as

$$
\underline{\Omega}_{S, a}^{*}:=\mathbb{Z}_{a} \otimes_{\mathbb{L}} \underline{\Omega}_{S}^{*},
$$

where $\mathbb{Z}_{a}$ is the integers, considered as an $\mathbb{L}$-algebra via the additive formal group law $x+y$. Similarly, the universal additive $S$-cobordism is defined as

$$
\Omega_{S, a}^{*}:=\mathbb{Z}_{a} \otimes_{\mathbb{L}} \Omega_{S}^{*}
$$

By the results of Levine-Morel and Corollary 217, if $A=k$ is a field of characteristic 0 , then the associated homology theory of $\Omega_{k, a}^{*}$ recovers the Chow groups (see e.g. [24]). Hence, one should regard $\Omega_{S, a}^{*}$ as a "bivariant intersection theory"; in particular the associated cohomology theory $\Omega_{S, a}^{*}$ provides a candidate for the elusive Chow cohomology theory. Its relationship with other (partial) candidates [23, 42, 54] remains poorly understood.

Definition 229. The universal multiplicative $S$-precobordism is defined as

$$
\underline{\Omega}_{S, m}:=\mathbb{Z}_{m} \otimes_{\mathbb{L}} \underline{\Omega}_{S},
$$

where $\mathbb{Z}_{m}$ is the integers, considered as an $\mathbb{L}$-algebra via the multiplicative formal group law $x+y-x y$. Similarly, the universal multiplicative $S$-cobordism is defined as

$$
\Omega_{S, m}:=\mathbb{Z}_{m} \otimes_{\mathbb{L}} \Omega_{S}
$$

By Theorem 169, the associated cohomology theory of $\underline{\Omega}_{S, m}$ is naturally equivalent to the $K$-theory of perfect complexes $K^{0}$. As the snc-relations (see Definition 147) are satisfied in bivariant $K$-theory, also $\Omega_{S, m}$ has $K^{0}$ as its associated cohomology theory.

Next, we will prove that the bivariant theories $\mathbb{Q} \otimes \underline{\Omega}_{S, a}^{*}$ and $\mathbb{Q} \otimes \underline{\Omega}_{S, m}$, and $\mathbb{Q} \otimes \Omega_{S, a}^{*}$ and $\mathbb{Q} \otimes \Omega_{S, m}$ are equivalent as unoriented bivariant theories. Moreover, we express the difference between the orientations using a relatively simple inverse Todd-class.

Let $\tau:=\left(\tau_{0}, \tau_{1}, \tau_{2}, \ldots\right)$ be the sequence of rational numbers that satisfies

$$
\lambda_{\tau}(x)=1-e^{-x} \in \mathbb{Q}[[x]] .
$$

One solves from the above that

$$
\lambda_{\tau}^{-1}(x)=\lambda_{\bar{\tau}}(x)=-\ln (1-x) \in \mathbb{Q}[[x]] .
$$

Twisting a $\mathbb{Q}$-linear oriented bivariant theory by these sequences has the following interesting property.

Lemma 230. Twisting by $\tau$ changes the additive formal group law $x+y$ to the multiplicative $x+y-x y$. Twisting by $\bar{\tau}$ has the opposite effect.

Proof. It suffices to prove the first claim. Using Lemma 227, we compute that if a $\mathbb{Q}$-linear oriented bivariant theory $\mathbb{B}$ has formal group law $x+y$, then $\mathbb{B}^{(\tau)}$ has the formal group law

$$
\begin{aligned}
1-\exp (\ln (1-x)+\ln (1-y)) & =1-(1-x)(1-y) \\
& =x+y-x y,
\end{aligned}
$$

as desired.
Clearly $\underline{\Omega}_{S, a}^{*}$ and $\underline{\Omega}_{S, m}$ are the universal stably oriented bivariant theories that have good Euler classes with formal group laws $x+y$ and $x+y-x y$, respectively. On cohomology rings, the transformation induced by the universal property acquires a familiar form, after identifying the source with $K$-theory.

Lemma 231. Let ch be the unique orientation preserving Grothendieck transformation $\underline{\Omega}_{S, m} \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S, a}^{(\tau)}$. Then, the induced homomorphism

$$
K^{0}(X) \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S, a}^{*}(C)
$$

of cohomology rings sends $[\mathscr{L}]$ to $\exp (e(\mathscr{L}))$, where $\mathscr{L}$ is a line bundle on $X$.
Proof. By definition,

$$
\begin{aligned}
{[\mathscr{L}] } & \mapsto 1-c_{1}^{(\tau)}\left(\mathscr{L}^{\vee}\right) \\
& =1-\left(1-e^{-c_{1}\left(\mathscr{L}^{\vee}\right)}\right) \\
& =\exp \left(c_{1}(\mathscr{L})\right),
\end{aligned}
$$

as desired.
Lemma 232. The unique orientation preserving Grothendieck transformation ch : $\underline{\Omega}_{S, m} \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S, a}^{(\tau)}$ induces an isomorphism

$$
\operatorname{ch}_{\mathbb{Q}}: \mathbb{Q} \otimes \underline{\Omega}_{S, m} \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S, a}^{(\tau)} .
$$

The result remains true if we replace $\underline{\Omega}_{S, m}$ and $\underline{\Omega}_{S, a}^{*}$ by $\Omega_{S, m}$ and $\Omega_{S, a}^{*}$, respectively.

Proof. Denote by ch' the unique orientation preserving Grothendieck transformation $\underline{\Omega}_{S, a}^{*} \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S, m}^{(\bar{\tau})}$. Clearly the compositions

$$
\mathbb{Q} \otimes \underline{\Omega}_{S, m} \xrightarrow{\text { ch } \mathbb{Q}} \mathbb{Q} \otimes \underline{\Omega}_{S, a}^{(\tau)} \xrightarrow{\mathrm{ch}_{\mathrm{e}}^{\prime}} \mathbb{Q} \otimes \underline{\Omega}_{S, m}
$$

and

$$
\mathbb{Q} \otimes \underline{\Omega}_{S, a}^{*} \xrightarrow{\mathrm{ch}_{\mathbb{Q}}^{\prime}} \mathbb{Q} \otimes \underline{\Omega}_{S, m}^{(\bar{\tau})} \xrightarrow{\mathrm{ch}_{\mathbb{Q}}} \mathbb{Q} \otimes \underline{\Omega}_{S, a}^{*}
$$

are orientation preserving, and therefore identity transformations. Hence, $\mathrm{ch}_{\mathbb{Q}}$ and $\mathrm{ch}_{\mathbb{Q}}^{\prime}$ are inverse isomorphisms, proving the first claim.

In order to prove the second claim, we show that $\mathrm{ch}_{\mathbb{Q}}^{\prime}$ is compatible with the snc relations in the sense that, if $W$ is smooth over $S$ and $D \simeq n_{1} D_{1}+\cdots+n_{r} D_{r}$ is an $S$-snc divisor on $W$, then

$$
\operatorname{ch}_{\mathbb{Q}}^{\prime}\left(\eta_{W, D}-1_{D}\right)=u \bullet\left(\eta_{W, D}-1_{D}\right) \in \underline{\Omega}_{*}^{S, a}(D)
$$

where $u$ is a unit in $\underline{\Omega}_{S, m}(D)$. As

$$
\operatorname{ch}_{\mathbb{Q}}^{\prime}\left(1_{D}\right)=\operatorname{Td}_{\bar{\tau}}\left(\mathbb{L}_{D / S}^{\vee}\right) \bullet 1_{D}
$$

it suffices to show that

$$
\operatorname{ch}_{\mathbb{Q}}^{\prime}\left(\eta_{W, D}\right)=\operatorname{Td}_{\bar{\tau}}\left(\mathbb{L}_{D / S}^{\vee}\right) \bullet \eta_{W, D} .
$$

which is the content of Lemma 233.
Suppose that $\mathbb{B}$ is a stably oriented bivariant theory on $\mathcal{F}_{S}$ that has good Euler classes, and let $\tau=\left(1, \tau_{1}, \tau_{2}, \ldots\right)$ be a sequence of elements of $\mathbb{B}^{\bullet}(\operatorname{Spec}(A))$. Then, if $W$ is quasi-smooth and quasi-projective derived $S$-scheme, and if $D \simeq$ $n_{1} D_{1}+\cdot+n_{r} D_{r}$ is a virtual Cartier divisor on $W$, we denote by

$$
\zeta_{W, D, D_{1}, \ldots, D_{r}}, \zeta_{W, D, D_{1}, \ldots, D_{r}}^{(\tau)} \in \mathbb{B}_{\bullet}(D)
$$

the images of $\zeta_{W, D, D_{1}, \ldots, D_{r}} \in \underline{\Omega}_{*}^{S}(D)$ under the unique orientation preserving Grothendieck transformations $\underline{\Omega}_{S}^{*} \rightarrow \mathbb{B}$ and $\underline{\Omega}_{S}^{*} \rightarrow \mathbb{B}^{(\tau)}$, respectively.

Lemma 233. Let everything be as above. Then,

$$
\zeta_{W, D, D_{1}, \ldots, D_{r}}^{(\tau)}=\operatorname{Td}_{\bar{\tau}}\left(\mathbb{L}_{D / S}^{\vee}\right) \bullet \zeta_{W, D, D_{1}, \ldots, D_{r}}
$$

in $\mathbb{B}_{\bullet}(D)$.
Proof. Suppose that, for each $I \subset\{1,2, \ldots, r\}$, we have a formal power series $f_{I}\left(x_{1}, \ldots, x_{r}\right) \in \mathbb{B}^{\bullet}(S)\left[\left[x_{1}, \ldots, x_{r}\right]\right]$, such that

1. $f_{\emptyset}=0$;
2. $\sum_{I \subset[r]} \mathbf{x}^{I} f_{I}\left(x_{1}, \ldots, x_{r}\right)=\left[n_{1}\right]_{F_{\mathbb{B}}} \cdot x_{1}+F_{F_{\mathbb{B}}} \cdots+F_{F_{\mathbb{B}}}\left[n_{r}\right]_{F_{\mathbb{B}}} \cdot x_{R}$,
where $\mathbf{x}^{I}=\prod_{i \in I} x_{i}$. Then, applying the projection formula, we observe that

$$
\zeta_{W, D, D_{1}, \ldots, D_{r}}=\sum_{I \subset[r]} \iota_{*}^{I}\left(f_{I}\left(e\left(\mathcal{O}\left(D_{1}\right)\right), \ldots, e\left(\mathcal{O}\left(D_{r}\right)\right)\right) \bullet 1_{D_{I}}\right) \in \mathbb{B}_{\bullet}(D),
$$

where $\iota^{I}$ is the closed immersion $\bigcap_{i \in I} D_{i} \hookrightarrow D$.
Let us denote the formal group law of $\mathbb{B}$ and $\mathbb{B}^{(\tau)}$ by $F$ and $F_{(\tau)}$, respectively, and let $F^{n_{1}, \ldots, n_{r}}$ and $F_{(\tau)}^{n_{1}, \ldots, n_{r}}$ be the formal power series corresponding to the formal linear combination $[n]_{F} \cdot x_{1}+_{F} \cdots+{ }_{F}\left[n_{r}\right]_{F} \cdot x_{r}$ in $\mathbb{B}$ and $\mathbb{B}^{(\tau)}$, respectively. Moreover, let

$$
F^{n_{1}, \ldots, n_{r}}\left(x_{1}, \ldots, x_{r}\right)=\sum_{I \subset[r]} \mathbf{x}^{I} F_{I}^{n_{1}, \ldots, n_{r}}\left(x_{1}, \ldots, x_{r}\right)
$$

be the unique expression, where $F_{I}^{n_{1}, \ldots, n_{r}}\left(x_{1}, \ldots, x_{r}\right)$ contains only those variables, whose index lies in $I$. Then,

$$
\begin{aligned}
& F_{(\tau)}^{n_{1}, \ldots, n_{r}}\left(x_{1}, \ldots, x_{r}\right) \\
& =\lambda_{\tau}\left(F^{n_{1}, \ldots, n_{r}}\left(\lambda_{\tau}^{-1}\left(x_{1}\right), \ldots, \lambda_{\tau}^{-1}\left(x_{1}\right)\right)\right) \\
& =\lambda_{\tau}\left(F^{n_{1}, \ldots, n_{r}}\left(\lambda_{\tau}^{-1}\left(x_{1}\right), \ldots, \lambda_{\tau}^{-1}\left(x_{1}\right)\right)\right) \\
& =\frac{\lambda_{\tau}}{x}\left(F^{n_{1}, \ldots, n_{r}}\left(\lambda_{\tau}^{-1}\left(x_{1}\right), \ldots, \lambda_{\tau}^{-1}\left(x_{1}\right)\right)\right) F^{n_{1}, \ldots, n_{r}}\left(\lambda_{\tau}^{-1}\left(x_{1}\right), \ldots, \lambda_{\tau}^{-1}\left(x_{1}\right)\right) \\
& =\sum_{I \subset[r]} \lambda_{\tau}^{-1}(\mathbf{x})^{I} \frac{\lambda_{\tau}}{x}\left(F^{n_{1}, \ldots, n_{r}}\left(\lambda_{\tau}^{-1}\left(x_{1}\right), \ldots, \lambda_{\tau}^{-1}\left(x_{1}\right)\right)\right) \\
& \cdot F_{I}^{n_{1}, \ldots, n_{r}}\left(\lambda_{\tau}^{-1}\left(x_{1}\right), \ldots, \lambda_{\tau}^{-1}\left(x_{1}\right)\right) \\
& =\sum_{I \subset[r]} \mathbf{x}^{I} \frac{\lambda_{\tau}^{-1}}{x}(\mathbf{x})^{I} \frac{\lambda_{\tau}}{x}\left(F^{n_{1}, \ldots, n_{r}}\left(\lambda_{\tau}^{-1}\left(x_{1}\right), \ldots, \lambda_{\tau}^{-1}\left(x_{1}\right)\right)\right) \\
& \cdot F_{I}^{n_{1}, \ldots, n_{r}}\left(\lambda_{\tau}^{-1}\left(x_{1}\right), \ldots, \lambda_{\tau}^{-1}\left(x_{1}\right)\right) .
\end{aligned}
$$

Let us denote by $\mathscr{L}_{i}$ the restrictions of $\mathcal{O}_{W}\left(D_{i}\right)$ to $D$, by $\mathscr{L}$ the restriction of $\mathcal{O}_{W}(D)$ to $D$, and, for $I \subset[r]$, by $\mathscr{L}_{I}$ the sum $\bigoplus_{i \in I} \mathscr{L}_{i}$. By applying the obser-
vation we made at the beginning of the proof, we obtain the desired formula

$$
\begin{aligned}
& \zeta_{W, D, D_{1}, \ldots, D_{r}}^{(\tau)} \sum_{I \subset[r]} \iota_{*}^{I}\left(\operatorname{Td}_{\bar{\tau}}^{-1}\left(\mathscr{L}_{I} ; \mathbb{B}^{(\tau)}\right) \bullet \operatorname{Td}_{\tau}^{-1}(\mathscr{L})\right. \\
& \left.\bullet F_{I}^{n_{1}, \ldots, n_{r}}\left(e\left(\mathscr{L}_{1}\right), \ldots, e\left(\mathscr{L}_{r}\right)\right) \bullet 1_{D_{I}}^{(\tau)}\right) \\
& =\sum_{I \subset[r]} \iota_{*}^{I}\left(\operatorname{Td}_{\bar{\tau}}^{-1}\left(\mathscr{L}_{I} ; \mathbb{B}^{(\tau)}\right) \bullet \operatorname{Td}_{\tau}^{-1}(\mathscr{L})\right. \\
& \bullet \\
& \left.\bullet F_{I}^{n_{1}, \ldots, n_{r}}\left(e\left(\mathscr{L}_{1}\right), \ldots, e\left(\mathscr{L}_{r}\right)\right) \bullet \operatorname{Td}_{\tau}\left(\mathbb{L}_{D_{I} / S}^{\vee}\right) \bullet 1_{D_{I}}\right) \\
& =\sum_{I \subset[r]} \iota_{*}^{I}\left(\operatorname{Td}_{\bar{\tau}}^{-1}\left(\mathscr{L}_{I} ; \mathbb{B}^{(\tau)}\right) \bullet \operatorname{Td}_{\tau}^{-1}(\mathscr{L}) \bullet \operatorname{Td}_{\tau}\left(\mathbb{L}_{D_{I} / S}^{\vee}\right)\right. \\
& \bullet \\
& \left.F_{I}^{n_{1}, \ldots, n_{r}}\left(e\left(\mathscr{L}_{1}\right), \ldots, e\left(\mathscr{L}_{r}\right)\right) \bullet 1_{D_{I}}\right) \\
& =\sum_{I \subset[r]} \iota_{*}^{I}\left(\operatorname{Td}_{\bar{\tau}}^{-1}\left(\mathscr{L}_{I} ; \mathbb{B}^{(\tau)}\right) \bullet \operatorname{Td}_{\tau}^{-1}\left(\mathscr{L}_{I}\right) \bullet \operatorname{Td}_{\tau}\left(\mathbb{L}_{D / S}^{\vee}\right)\right. \\
& \bullet \\
& \left.\bullet F_{I}^{n_{1}, \ldots, n_{r}}\left(e\left(\mathscr{L}_{1}\right), \ldots, e\left(\mathscr{L}_{r}\right)\right) \bullet 1_{D_{I}}\right) \\
& = \\
& \operatorname{Td}_{\tau}\left(\mathbb{L}_{D_{D / S}}^{\vee}\right) \bullet \sum_{I \subset[r]} \iota_{*}^{I}\left(\operatorname{Td}_{\bar{\tau}}^{-1}\left(\mathscr{L}_{I} ; \mathbb{B}^{(\tau)}\right) \bullet \operatorname{Td}_{\tau}^{-1}\left(\mathscr{L}_{I}\right)\right. \\
& \bullet \\
& \left.\bullet F_{I}^{n_{1}, \ldots, n_{r}}\left(e\left(\mathscr{L}_{1}\right), \ldots, e\left(\mathscr{L}_{r}\right)\right) \bullet 1_{D_{I}}\right) \\
& = \\
& =\operatorname{Td}_{\tau}\left(\mathbb{L}_{D / S}^{\vee}\right) \bullet \sum_{I \subset[r]} \iota_{*}^{I}\left(F_{I}^{n_{1}, \ldots, n_{r}}\left(e\left(\mathscr{L}_{1}\right), \ldots, e\left(\mathscr{L}_{r}\right)\right) \bullet 1_{D_{I}}\right) \\
& = \\
& =\operatorname{Td}_{\tau}\left(\mathbb{L}_{D / S}^{\vee}\right) \bullet \zeta_{W, D, D_{1}, \ldots, D_{r}},
\end{aligned}
$$

where, in the second-to-last step, we have used Lemma 226.
Combining the above results we obtain the following theorem.
Theorem 234. The maps

$$
\text { ch : } \mathbb{Q} \otimes K^{0}(X) \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S, a}^{*}(X)
$$

defined by the formula

$$
[\mathscr{L}] \mapsto \exp \left(c_{1}(\mathscr{L})\right)
$$

on line bundles, and extended additively to all elements of $\mathbb{Q} \otimes K^{0}(X)$ using the splitting principle, are isomorphisms of rings that commute with pullbacks along morphisms in $\mathcal{C}_{S}$. Moreover, if $f: X \rightarrow Y$ is projective and quasi-smooth, and if $\alpha \in \mathbb{Q} \otimes K^{0}(X)$, then

$$
\operatorname{ch}\left(f_{!}(\alpha)\right)=f_{!}\left(\operatorname{ch}(\alpha) \bullet \operatorname{Td}_{\tau}\left(\mathbb{L}_{X / Y}^{\vee}\right)\right)
$$

where $\operatorname{Td}_{\tau}([\mathscr{L}])=\frac{1-e^{-c_{1}(\mathscr{L})}}{c_{1}(\mathscr{L})}$ and $\mathrm{Td}_{\tau}$ is extended to all elements in $K^{0}$ in a multiplicative fashion using the splitting principle.

### 8.3 Algebraic cobordism with rational coefficients

Here, we show that the bivariant $S$-(pre)cobordism can be obtained from the universal additive theory by tensoring it with the rational Lazard ring $\mathbb{L}_{\mathbb{Q}}:=\mathbb{Q} \otimes \mathbb{L}$ and twisting.

We begin by recalling some classical results on formal group laws (see e.g. [29]). Consider the polynomial ring $B=\mathbb{Q}\left[b_{1}, b_{2}, \ldots\right]$ with infinitely many generators. Denoting

$$
\lambda_{\mathbf{b}}(x):=x+b_{1} x^{2}+b_{2} x^{3}+\cdots \in B[[x]],
$$

we define a formal group law on $B$ by the formula

$$
F^{\prime}(x, y):=\lambda_{\mathbf{b}}\left(\lambda_{\mathbf{b}}^{-1}(x)+\lambda_{\mathbf{b}}^{-1}(y)\right) .
$$

In classical terminology, $\lambda_{\mathbf{b}}(x)$ is the (inverse) logarithm of the formal group law $F^{\prime}$. The formal group law $F^{\prime}$ is classified by a ring homomorphism $\mathbb{L}_{\mathbb{Q}} \rightarrow B$. Let us denote by $\lambda_{\mathbb{L}}(x) \in \mathbb{L}_{\mathbb{Q}}[[x]]$ the inverse logarithm of the universal formal group law. The coefficients of $\lambda_{\mathbb{L}}$ induce a morphism $B \rightarrow \mathbb{L}_{\mathbb{Q}}$ that sends $\lambda_{\mathbf{b}}$ to $\lambda_{\mathbb{L}}$. As the compositions $\mathbb{L}_{Q} \rightarrow B \rightarrow \mathbb{L}_{Q}$ and $B \rightarrow \mathbb{L}_{\mathbb{Q}} \rightarrow B$ are identities, we have identified $\mathbb{L}_{\mathbb{Q}}$ with $B$.

Denote by $\mathbf{b}$ the sequence $\left(1, b_{1}, b_{2}, \ldots\right)$ of elements of $B$.
Lemma 235. The unique orientation preserving Grothendieck transformation

$$
\mathbb{Q} \otimes \underline{\Omega}_{S}^{*} \rightarrow B \otimes \underline{\Omega}_{S, a}^{(\mathbf{b})}
$$

is an isomorphism. The result remains true if we replace $\underline{\Omega}_{S}^{*}$ with $\Omega_{S}^{*}$ and $\underline{\Omega}_{S, a}^{*}$ with $\Omega_{S, a}^{*}$.

Proof. By construction and Proposition 227, the formal group law of $\underline{\Omega}_{S, a}^{(\mathbf{b})}$ is given by $F^{\prime}$. Moreover, as $\mathbb{Q} \otimes \underline{\Omega}_{S}^{(\overline{\mathbf{b}})}$ has the additive formal group law, there exists a unique orientation preserving Grothendieck transformation

$$
B \otimes \underline{\Omega}_{S, a}^{*} \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S}^{(\overline{\mathrm{b}})}
$$

that sends $\lambda_{\mathbf{b}}$ to the image of $\lambda_{\mathbb{L}}$ in $Q \otimes \underline{\Omega}_{S}^{*}(S)$. As the composition

$$
\mathbb{Q} \otimes \underline{\Omega}_{S}^{*} \rightarrow B \otimes \underline{\Omega}_{S, a}^{(\mathbf{b})} \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S}^{*}
$$

is orientation preserving, and as

$$
B \otimes \underline{\Omega}_{S, a}^{*} \rightarrow \mathbb{Q} \otimes \underline{\Omega}_{S}^{(\overline{\mathbf{b}})} \rightarrow B \otimes \underline{\Omega}_{S, a}^{*}
$$

is orientation preserving and preserves $B$, they are the identity transformations. This proves the first claim. By Lemma 233 the identification we have obtained is compatible with the snc relations, and therefore the second claim follows.

The following result follows from the above by combining it with Theorem 169 and Lemma 232

Theorem 236. For each quasi-projective derived $S$-scheme, there exists an isomorphism of rings

$$
\mathbb{Q} \otimes \underline{\Omega}_{S}^{*}(X) \rightarrow \mathbb{L}_{\mathbb{Q}} \otimes K^{0}(X)
$$

Moreover, these maps commute with pullbacks along morphisms in $\mathcal{C}_{S}$ and Gysin pushforwards along quasi-smooth and projective morphisms $f: X \rightarrow Y$ such that $\left[\mathbb{L}_{X / Y}\right]=0 \in K^{0}(X)$.

In particular, we can compute the precobordism with rational coefficients of local rings.

Corollary 237. Let A be a local Noetherian derived ring of finite Krull dimension.
Then $\mathbb{Q} \otimes \underline{\Omega}^{*}(\operatorname{Spec}(A))=\mathbb{L}_{\mathbb{Q}}^{*}$.

## Chapter 9

## Conclusion

Algebraic cobordism was first introduced as an extraordinary motivic cohomology theory in [64] and later in a geometric form in [40]. In this thesis, we have constructed a geometric theory of bivariant algebraic cobordism, thus providing a vast generalization of the theory considered in [40]. Our theory, and its associated cohomology theory, cannot be constructed employing motivic homotopy theory, as they are not $\mathbb{A}^{1}$-invariant (see e.g. [19] for bivariant theories in motivic homotopy theory).

By proving the validity of projective bundle formula for the bivariant cobordism, we were able to construct cobordism Chern classes of vector bundles. This in turn, analogously to the well-known Conner-Floyd theorem [15, 16], enabled us to recover algebraic $K$-theory rings-another non- $\mathbb{A}^{1}$-invariant theory of fundamental importance in algebraic geometry-from the cobordism cohomology rings, thus providing strong evidence that at least the algebraic cobordism cohomology theory we have constructed is the correct one. Moreover, this result allowed us to express the algebraic cobordism cohomology rings, taken with rational coefficients, in terms of algebraic $K$-theory.

### 9.1 Open problems

Even though some progress has been made in the articles [4, 6-11], the study of the derived-geometric approach to algebraic cobordism is still in its early stages. Here, we list several interesting problems that remain open.

1. Localization. One of the most important computational tools in the study of Levine-Morel's algebraic bordism is the localization exact sequence. We expect that, for a regular Noetherian scheme $S$ of finite Krull dimension that admits an ample line bundle, and for a closed immersion $i: Z \hookrightarrow X$ of derived $S$-schemes with open complement $j: U \hookrightarrow X$, the sequence

$$
\Omega_{*}^{S}(Z) \xrightarrow{i_{*}} \Omega_{*}^{S}(X) \xrightarrow{j^{\prime}} \Omega_{*}^{S}(U) \rightarrow 0
$$

is exact. If $S=\operatorname{Spec}(k)$, where $k$ is a field of characteristic 0 , then this is a theorem of Levine and Morel. The surjectivity of $j$ ! was proven in [9] with $\mathbb{Z}\left[e^{-1}\right]$-coefficients in the case $S=\operatorname{Spec}(A)$, where $A$ is either a field or an excellent Henselian discrete valuation ring, and where $e$ is the (residual) characteristic exponent of $A$.
2. Comparison with MGL. In [39], Levine constructs natural isomorphisms

$$
\Omega_{n}(X) \stackrel{\cong}{\rightrightarrows} M G L_{2 n, n}^{\prime}(X)
$$

for all quasi-projective varieties $X$ over a field of characteristic 0 , where $M G L_{*, *}^{\prime}$ is the motivic Borel-Moore homology theory associated to the algebraic cobordism spectrum $M G L$. In other words, the geometric algebraic bordism of Levine-Morel recovers a slice of "higher algebraic bordism". The same should be true over a more general regular basis scheme $S$. Note that this is a sensible expectation: the groups $\Omega_{*}^{S}(X)$ are expected to be $\mathbb{A}^{1}$-invariant, and, in fact, the $\mathbb{A}^{1}$-invariance was proven in [9] with $\mathbb{Z}\left[e^{-1}\right]$ coefficients in the case $S=\operatorname{Spec}(A)$, where $A$ is either a field or an excellent Henselian discrete valuation ring, and where $e$ is the (residual) characteristic exponent of $A$. In the proof of [39], the localization exact sequence plays a fundamental role. However, it is conceivable that a geometric model of
$M G L$, similar to that studied in [21] but which allows studying also the non-connective part of $M G L$, might lead to a direct proof that avoids the employment of the localization exact sequence.
3. Algebraic cobordism of a local ring. It was proven by Levine and Morel that the algebraic cobordism of $\operatorname{Spec}(k)$, where $k$ is a field of characteristic 0 , is naturally isomorphic to the Lazard ring $\mathbb{L}$. We have proven the analogous result for a general Noetherian local (derived) ring $A$ of finite Krull dimension, after taking rational coefficients. In [9], it was proven that, for a field $k$ of characteristic $p>0, \Omega_{k}^{*}(\operatorname{Spec}(k))\left[p^{-1}\right]$ and $\mathbb{L}^{*}\left[p^{-1}\right]$ coincide in degrees $\geq-2$. This follows from the fact, also proven in [9], that $\Omega_{k}^{*}(\operatorname{Spec}(k))\left[p^{-1}\right]$ is generated by classes of regular projective $k$-schemes, combined with wellknown resolution of singularities and birational factorization results for surfaces.
4. Comparison with Chow groups. Levine and Morel prove that, for an algebraic scheme over a characteristic 0 field $k$, the natural map $\eta_{\mathrm{CH}}: \mathbb{Z}_{a} \otimes_{\mathbb{L}}$ $\Omega_{*}(X) \rightarrow \mathrm{CH}_{*}(X)$ defined by

$$
[V \xrightarrow{f} X] \mapsto f_{*}\left(1_{V}\right),
$$

is an isomorphism, where $\mathrm{CH}_{*}(X)$ is the Chow group of $X$ [24]. It would be interesting to establish a similar result over fields $k$ of characteristic $p>0$ as well. With $\mathbb{Z}\left[p^{-1}\right]$-coefficients, $\eta_{\mathrm{CH}}$ is a surjection, because every closed subvariety $Z$ of $X$ admits a generically finite morphism (resolution by a $p$ alteration) of $p$-power degree from a regular $k$-variety [18, 59]. The main difficulty in proving that $\eta_{\mathrm{CH}}$ is an isomorphism with $p$-inverted coefficients is comparing the classes of different resolutions in $\mathbb{Z}_{a}\left[p^{-1}\right] \otimes_{\mathbb{L}} \Omega_{*}^{k}(X)$, which in characteristic 0 can be achieved by employing the weak factorization theorem [1].
5. Comparison with candidates of Chow cohomology. This is an open problem even over a field $k$ of characteristic 0 , but of course the question makes sense over all fields $k$, and even over more general base schemes $S$. Namely, what is the relationship between the additive cobordism $\operatorname{ring} \Omega_{k, a}^{*}(X)$ and the left-

Kan-extended Chow rings [23]? The same question can be asked about the rings constructed by applying Bloch's formula to singular schemes [54]. If $X$ is of pure dimension $d$, then what is the relationship of $\Omega_{k, a}^{d}(X)$ with Levine-Weibel's group of zero-cycles on $X$ [42]?
6. Bivariant (or homological) Conner-Floyd theorem. It would be interesting to extend the cohomological Conner-Floyd theorem to a bivariant ConnerFloyd theorem. In other words, for any finite-Krull-dimensional Noetherian derived scheme $S$ admitting an ample line bundle, we would expect that the natural map

$$
\mathbb{Z}_{m} \otimes_{\mathbb{L}} \Omega_{S}^{*}(X \rightarrow Y) \rightarrow K^{0}(X \rightarrow Y)
$$

given by the formula

$$
[V \xrightarrow{f} X] \mapsto\left[f_{*} \mathcal{O}_{V}\right]
$$

is an isomorphism. Note that, using the twisting results of Chapter 8, such a result would allow us to express the groups $\mathbb{Q} \otimes \Omega_{S}^{*}(X \rightarrow Y)$ in terms of bivariant $K$-theory. This would be interesting even in the special case where $S$ is regular and $Y \simeq S$ : for example, we could conclude that the the localization sequence with rational coefficients is exact ${ }^{1}$. Moreover, if $S=\operatorname{Spec}(k)$, where $k$ is a field, then it would follow that $\mathbb{Q}_{a} \otimes \Omega_{*}^{k}(X)=$ $\mathbb{Q} \otimes \mathrm{CH}_{*}(X)$ [13].
7. Higher algebraic cobordism. In this thesis, we have considered only what should be the truncation of a spectrum-valued invariant of maps derived schemes, the higher (bivariant) algebraic cobordism. Finding the correct model for higher algebraic cobordism is an interesting open problem: not only does it provide a more refined invariant, but there are also many properties of the spectrum-valued invariant that do not hold for the truncation, the most obvious being Nisnevich descent. In a joint project with Ryomei Iwasa, we study candidates of higher algebraic cobordism, which are motivated by the fact that universal precobordism is the universal bivariant theory satisfying the weak projective bundle formula, see [10]. It is still too early to tell how successful this approach turns out to be.

[^22]The higher algebraic cobordism cohomology theory $\Omega$ is expected to satisfy at least the following properties:
(a) $\Omega$ should be a Nisnevich sheaf of spectra on a suitable $\infty$-category of derived schemes;
(b) $\Omega$ should satisfy the projective bundle formula;
(c) $\Omega$ should satisfy a higher analogue of Conner-Floyd theorem, i.e., a non- $\mathbb{A}^{1}$-invariant analogue of [50]; in particular, $\Omega$ should not be $\mathbb{A}^{1}$ invariant;
(d) by applying a suitable $\mathbb{A}^{1}$-localization functor to $\Omega$, one should recover the algebraic cobordism theory represented by $M G L$ in the stable motivic homotopy category.
8. Excision in derived blowups. Given a derived blowup square

is the sequence

$$
\underline{\Omega}^{*}(X) \xrightarrow{i^{*}+\pi^{*}} \underline{\Omega}^{*}(Z) \oplus \underline{\Omega}^{*}\left(\mathrm{Bl}_{Z}(X)\right) \xrightarrow{i^{\prime *}-p^{*}} \underline{\Omega}^{*}(\mathcal{E})
$$

(or the analogous sequence for $\Omega^{*}$ ) exact?
There are two motivations for this question:
(a) this is the analogue of the zero-level "shadow" of a spectrum-level result that holds for all additive invariants of derived categories (e.g. algebraic $K$-theory) [35];
(b) imposing an analogous spectrum-level property is useful when trying to construct higher algebraic cobordism; however, something like the exactness of the above sequence would be needed for comparing the zeroth homotopy group of higher algebraic cobordism with $\underline{\Omega}^{*}$ (or $\Omega^{*}$ ).

I have all the symptoms of fright....It really seems like I'm cut loose and very vulnerable....Still, I have a feeling of strength....I'm feeling it internally now, a sort of surging up of force...something really big and strong. And yet at first it was almost a physical feeling of just being out alone, and sort of cut off from a support I have been carrying around...(pause)...I have the feeling that now I am going to begin to do more things. - A client to Carl Rogers [55].
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[^0]:    ${ }^{1}$ Quasi-smooth morphism is a derived geometric analogue of an lci morphism.

[^1]:    ${ }^{2}$ This implies that their horizontal composition is independent as well.

[^2]:    ${ }^{3}$ The unit is necessarily unique.

[^3]:    ${ }^{4}$ Here, our terminology differs from that used by Yokura [67]. Yokura defines an oriented bivariant theory to be a bivariant theory together with special characteristic operators for objects in a category $\mathcal{L}$ fibered over $\mathcal{C}$ (e.g. $\mathcal{C}$ is a category of schemes and $\mathcal{L}$ is the category of line bundles over the schemes in $\mathcal{C}$ ). However, the notion of orientation we consider here seems more fundamental, because the special operators are essentially canonical Euler classes of line bundles, and these can be defined using the bivariant orientation.

[^4]:    ${ }^{5}$ The projection formula is equivalent to requiring $f$ ! to be a map of $\mathbb{B} \bullet(Y)$-modules.

[^5]:    ${ }^{6}$ In [7], the terminology specialized projection was used instead.

[^6]:    ${ }^{1}$ Products in Poly ${ }^{\text {op }}$ are given by tensor products of commutative $\mathbb{Z}$-algebras.

[^7]:    ${ }^{2}$ Any sheaf on a finite-Krull-dimensional Noetherian topological space is automatically hypercomplete [45]. Since we will almost exclusively focus on schemes whose underlying topological space satisfies this property, the reader may safely ignore this concept altogether.

[^8]:    ${ }^{3}$ Defined in an analogous way to the Zariski coverings of set-valued functors on commutative rings.
    ${ }^{4}$ Note that this is just the functor of points of $\operatorname{Spec}(A)$.
    ${ }^{5}$ Concretely, derived relative tensor products of simplicial commutative rings.

[^9]:    ${ }^{6}$ Concretely, a derived module $M$ over a derived ring $A$ is described by a spectrum object in simplicial modules over a simplicial ring $A \bullet$ representing $A$ in the Quillen model structure. If $M$ is connective, then it can be described by a single simplicial $A_{\bullet}$-module.
    ${ }^{7}$ As every derived scheme has an underlying spectral scheme, and as the (symmetric monoidal stable) $\infty$-category of quasi-coherent sheaves on a derived scheme is identified with that of the underlying spectral scheme, we may refer to [47] for results concerning quasi-coherent sheaves in derived algebraic geometry.

[^10]:    ${ }^{8}$ Pullbacks are defined along arbitrary morphisms of derived schemes.
    ${ }^{9}$ Note that, in classical algebraic geometry, the analogous result (with derived pushforwards and pullbacks) holds only in Tor-independent Cartesian squares.

[^11]:    ${ }^{10}$ Note that, in classical algebraic geometry, the cotangent complex does not admit a universal property in terms of deformation theory.
    ${ }^{11}$ Note that, in classical algebraic geometry, this is not true in general. If the classical Cartesian square is Tor-independent, then the result holds.

[^12]:    ${ }^{12}$ If $E$ is a vector bundle on $X$, then we will denote by $\mathbf{P}(E)$ the universal scheme representing surjections $E \rightarrow \mathscr{L}$. However, we use this notation rarely.

[^13]:    ${ }^{13}$ In [6] we did not assume that $f$ is locally of almost finite presentation, only of finite type. However, in order to ensure the compatibility of our algebraic cobordism with $K$-theory, we need to fix a class of projective morphisms with the property that pushforward of an almost perfect object is almost perfect. For this, we need to assume that $f$ is locally of almost finite presentation [47]. This definition has also the added benefit that a quasi-projective derived scheme over a Noetherian derived ring $A$ is automatically Noetherian.

[^14]:    ${ }^{14}$ We have made being locally of finite Tor-dimension part of the definition of a formally (quasi)smooth morphism in order to ensure that bivariant $K$-theory admits orientations along such morphisms. Perhaps, at least under some fairly weak additional hypothesis, this would follow from the cotangent complex having Tor-dimension $\leq 1$. See e.g. [12] for some classical results in this direction. In any case, this condition may be dropped from the definition of a (quasi-)smooth morphism, as it is automatic under the other hypotheses.

[^15]:    ${ }^{15}$ Note that formally lci morphisms, lci morphisms and regular embeddings are not stable under classical pullbacks. This is the main reason why it seems necessary to use derived geometry to construct a good theory of bivariant algebraic cobordism.

[^16]:    ${ }^{16}$ A resolution scheme may be associated to an arbitrary morphism of vector bundles $E \rightarrow F$ by considering the derived vanishing locus of a natural map of vector bundles on a relative Grassmannian. However, when the ranks of $E$ and $F$ are more than 1 , these schemes do not admit a description in terms of derived blowup of a derived regular embedding.

[^17]:    ${ }^{1}$ In [6] we restricted our attention to the full subcategory of those finite-Krull-dimensional Noetherian derived schemes that admit an ample line bundle (or an ample family of line bundles). However, this is problematic as the Noetherian property is not stable under fiber products! Hence, for formal reasons, we have to define $\mathcal{C}_{a}$ as above, even though we only care about the bivariant groups of morphisms of pleasant enough Noetherian schemes.
    ${ }^{2}$ As all morphisms in $\mathcal{C}_{S}$ are locally of almost finite presentation, every formally quasi-smooth morphism in $\mathcal{C}_{S}$ is quasi-smooth.

[^18]:    ${ }^{3}$ Here, we take $D_{2}=\emptyset$.

[^19]:    ${ }^{1}$ In other words, for each affine open $\operatorname{Spec}(A) \subset Y$ and an affine open $\operatorname{Spec}(B) \subset X$ mapping to $\operatorname{Spec}(A)$, the derived $B$-module $\left.\mathcal{F}\right|_{\mathrm{Spec}(B)}$ has finite Tor-amplitude as a derived $A$-module.

[^20]:    ${ }^{1}$ In fact, assuming the other hypotheses of a $\mathcal{F}_{S}$-oriented cohomology theory, this is equivalent to requiring the map

    $$
    \left[\begin{array}{l}
    \iota_{1}^{*} \\
    \iota_{2}^{*}
    \end{array}\right]: \mathbb{H}^{\bullet}\left(X_{1} \sqcup X_{2}\right) \rightarrow \mathbb{H}^{\bullet}\left(X_{1}\right) \times \mathbb{H}^{\bullet}\left(X_{2}\right)
    $$

    to be an isomorphism or rings. The other direction proven similarly to the proof of Proposition 33, and the other direction is proven by an easy computation.

[^21]:    ${ }^{1}$ In fact, by Lemma 194, it is the universal one.

[^22]:    ${ }^{1}$ As $j$ is an open immersion, twisting the orientation does not affect Gysin pullbacks along it.

