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Abstract

This dissertation presents a search for long-lived heavy neutral leptons (HNLs) in proton-

proton collisions at the Large Hadron Collider (LHC). The Standard Model (SM) of particle

physics is an extremely successful theory and many of its major predictions have been precisely

confirmed. However, the existence of neutrinos, with small nonzero masses, suggests that the

SM is incomplete. Introducing HNLs into the SM is a natural way to generate the light neutrino

masses through a seesaw mechanism. Theories that postulate the existence of such particles

can also explain the asymmetry between matter and anti-matter in our universe and models

with at least three HNLs provide a dark matter candidate. This experimental search uses

ATLAS data collected between 2015 and 2018 at a centre-of-mass energy of 13 TeV. A non-

standard technique is used to search for a displaced vertex from particle trajectories produced

in the HNL decay to leptons. The dominant background from uncorrelated leptons crossing in

the ATLAS detector is estimated using an object shuffling method. The reconstructed HNL

mass is used to discriminate between signal and background. No excess of events is observed

and constraints on the strength of the interactions between HNLs and neutrinos are imposed

in various scenarios.

This dissertation also presents new methods to study the readout system and performance

of a silicon strip tracking detector. The LHC is currently undergoing upgrades that will enable

it to produce more than ten times the data that has already been collected. To meet the

requirements of this challenging new environment, an all-silicon particle tracking system will

be installed in ATLAS.
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Lay Summary

The Standard Model (SM) of particle physics describes the fundamental building blocks of

matter and their interactions. While many of its major predictions have been precisely con-

firmed, the SM is incomplete. For instance, the SM predicts that neutrinos, a type of fun-

damental particle, are massless. Thus, the observation of nonzero neutrino masses suggest

that the SM is incomplete. This dissertation uses data from the ATLAS Experiment at the

Large Hadron Collider to search for a particle that explains the very tiny neutrino masses.

The analysis is designed to search for clues left by this theoretical particle after it travels a

long distance through the ATLAS detectors. No evidence for the existence of a new particle

is found. Various signal hypotheses are ruled out and this analysis thereby provides guidance

to future searches about where new physics that explains fundamental characteristics about

our universe might be found.

iv



Preface

The research in this dissertation is based on ATLAS experiment data. ATLAS is a global

collaboration of physicists, engineers, technicians, students and support staff. The collective

effort of over 5500 members make the operation of the experiment, including the data col-

lection, possible. For example, collaboration members are responsible for the development

and maintenance of reconstruction software for physics objects such as muons and electrons.

Other collaboration members are responsible for the proton collision simulation software. This

simulation also relies on input from theory and generator experts outside of the collaboration.

This dissertation would not have been possible without the collective effort of all members.

The ATLAS collaboration releases both public results in peer-reviewed journals and pre-

liminary results that are not externally reviewed. However, all public and preliminary results

are extensively reviewed within the collaboration. All of the nearly 3000 qualified authors

are listed alphabetically on each publication or public result from the ATLAS collabora-

tion. Figures presented in this text have labels that indicate the level to which they have

been reviewed. Figures taken from a peer-reviewed publication are labelled with “ATLAS”

or “ATLAS Simulation”. Figures taken from preliminary results are labelled with “ATLAS

Preliminary”. Figures that are not approved by the collaboration are labelled with “ATLAS

Work in Progress” or do not have a label are all prepared by me, with the exception of sta-

tistical analysis results in section 5.11, which were prepared by C. Appelt. The results are

all undergoing the final stages of the internal ATLAS review process, after which they will

be made public. All other figures not prepared by me have their references indicated in the

captions.

Abbreviations are used in this dissertation to refer to a variety of objects and concepts

ranging from hardware components to physics object reconstruction algorithms. Discipline-

specific terms are also used throughout the text. These abbreviations and terms are defined

in the glossary and accompanied by a short description. Throughout the text you will find

references to the terms listed in the glossary.

I wrote all of the text for this dissertation. Chapters 5 and 6 are written by me, but parts

of the text also appear in internal ATLAS documentations. Chapters 1 to 4 present material

that serves as an introduction for the reader. Chapters 5 and 6 summarize my work. This

has led to two journal publications, one of which (at the time of writing) is undergoing the

final stages of the internal ATLAS review process. The remainder of this preface describes
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Preface

my relevant contributions in each area. The search for displaced heavy neutral leptons is

presented in chapter 5. This search is performed using 139 fb−1 of proton-proton collision

data collected with the ATLAS detector. The analysis is approved internally by the ATLAS

“Exotics” group and a journal publication is undergoing the final stages of the internal ATLAS

review process. My work was performed under the supervision of A. Lister with guidance from

M. Danninger. The analysis team consists of 16 members and I am one of three main analyzers

in this search. Collaborators who helped me in this analysis are C. Appelt, J. Burzynski, D.

Casper, S. Galantzan, C. Gay, M. Lutz, S. Oda, R. Newhouse, O. Ruchayskiy, J. Tastet and

M. Wielers. This list below outlines my main contributions to the analysis. In addition, I

provided support and feedback to others, including in group meetings.

• I was responsible for validating and coordinating the production of all signal samples

used in the analysis.

• In collaboration with theory associates J. Tastet and O. Ruchayskiy, I developed the

method used to interpret the results for the eight different signal models (see section 5.3).

I also implemented and validated the method in our analysis framework.

• In collaboration with J. Tastet, I developed the method used to take into account spin

correlations in the signal model (see section 5.4.3). I also implemented and validated the

method in our analysis framework. M. Wielers provided assistance with the production

of signal samples for the validation.

• I optimized the secondary vertexing algorithm described in section 5.5.2. D. Casper

provided guidance.

• I developed the HNL mass reconstruction described in section 5.5.3 following guidance

from C. Gay.

• I developed a custom derivation and coordinated the processing of all the data and sim-

ulated samples for the analysis. A derivation step is used in the data analysis framework

to skim away information that is not required for the analysis (see section 5.7.1).

• I developed the analysis event selection code (see fig. 5.18. I also contributed to the

development of the code that creates custom data structures (ntuples) for the relevant

information in the search. R. Newhouse and J. Burzynski are the main developers of

this ntuple maker code. C. Appelt developed the statistical analysis code.

• I designed and optimized the event selection (see section 5.7). S. Oda and R. Newhouse

developed the filter and filter emulator respectively. I also optimized the additional

analysis regions defined in section 5.7.4.
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• I performed the studies of the main backgrounds and optimized the selections that

remove non-random background events (see sections 5.8.2 to 5.8.4).

• I developed the novel technique to estimate the probability of uncorrelated particles

crossing in the ATLAS inner detector described in section 5.8.6. I also developed the

methods to estimate the background uncertainties.

• In collaboration with S. Galantzan, I implemented another random crossing estimate

using a track shuffling method (see appendix A.4). I integrated the shuffling algorithm

into the main analysis framework, performed the validation studies and performed the

small-scale data test.

• I am the main author and editor of the internal analysis documentation. C. Appelt, M.

Lutz, R. Newhouse and M. Danninger also contributed to the document.

To be listed as an author on ATLAS publication, collaboration members must perform at

least 80 days technical work. My qualification work is described in section 6.2. I developed

a temperature stress test for the ATLAS Inner Tracker (ITk) silicon strip detectors. This

quality assurance test provides valuable information about the design and construction of the

ITk-Strip detectors that will be included in future design reviews. My supervisor for this work

was N. Hessey and my collaborators F. Guescini and T. Stack provided guidance and support.

This work used a large-scale detector object (petal) that was designed and built by members

of the ITk-Strip collaboration.

• I worked with industrial partners to select a climate chamber that performed the tem-

perature stress tests.

• I set up a monitoring system to study the environment in the chamber during the

temperature cycling in collaboration with F. Guescini.

• I built a small-scale prototype detector object (petalet) in collaboration with F. Guescini.

• I developed the temperature cycling program for the stress test.

• I wrote the measurement programs that evaluated the dimensional stability of the de-

tector components.

• I performed all the temperature cycling tests and analyzed the results.

• I wrote the internal documentation.
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My contribution to the ITk-Strip readout is described in section 6.3. My work was performed

under the supervision of C. Gay. To study the demands of the detector readout:

• I developed a firmware emulator that mimics both the detector and the readout sys-

tem (see section 6.3.1). My collaborators W. Fedorko, M. Trovato and M. Warren also

provided guidance and support.

• I was part of a small team who set up a system that, for the first time, read out

information from a new generation of on-detector electronic chips. This work was done

in collaboration with B. Gallop, K. Krizka, S. Stucci, J.J Teoh and W. Wu.

• I built one of only a handful of readout systems in our lab at UBC that uses many of

the final components that will be part of the ITk-Strip readout system at CERN.

This readout effort led to the following journal publication:

ATLAS ITk Collaboration. The ABC130 barrel module prototyping programme

for the ATLAS strip tracker. Journal of Instrumentation, 15:P09004, 2020.

In addition to the contributions listed above, I have presented my work, and other’s work on

their behalf, in a number of internal ATLAS collaboration meetings and regional conferences:

D. Trischuk. Recent Results from UEH Searches, ATLAS Physics and Perfor-

mance Week: Exotics Plenary, online, 2021.

D. Trischuk. Semi-Electrical Petal Thermocycling, ATLAS ITk Week, online,

2021.

D. Trischuk. Secondary Vertexing with Displaced Leptons, ATLAS Week: Early-

Career-Scientists Session, online, 2021.

D. Trischuk. Search for Displaced Heavy Neutral Leptons, Virtual Physics Con-

ference, online, 2020.

B. Gallop, C. Meyer, C. Gay, D. Trischuk†, E. Zhivun, J. Pinzino, J. Beacham,

J.J. Teoh, O. Arnaez, P. Phillips, S. Stucci, T. Calvet and W. Wu. ITk Strips

FELIX Demonstrators, ATLAS ITk Week, Geneva, Switzerland, 2019.

D. Trischuk. ATLAS Strip Detector Upgrade for the Inner Tracker: Tackling Big

Data Readout Systems, Winter Nuclear & Particle Physics Conference, Banff,

Canada, 2019.

D. Trischuk†, W. Fedorko and C. Gay. ITK Strips HCCStar Emulator, ATLAS

ITk Week, Geneva, Switzerland, 2018.

†Indicates the speaker.
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Glossary

1SFH refers to an HNL model used to interpret the results of the analysis described in this

thesis. This model has one heavy lepton state that mixes 100% of the time with a single

neutrino flavour.

2QDH refers to an HNL model used to interpret the results of the analysis described in this

thesis. This HNL model has two quasi-degenerate heavy lepton states with m1 ∼ m2.

The lepton states can mix with any flavour of neutrino..

ABCStar refers to one of the custom front-end chips for the ATLAS Inner Tracker. It’s role

is to convert incoming charge signal into hit information. “ABC” stands for ATLAS

Binary Chip and “Star” refers to the independent pathways from each ABCStar to the

HCCStar that create a star shape.

AFII refers to the ATLAS Fast Simulation that is used to simulate events in the ATLAS

detector. This fast simulation includes a parametrization of the calorimeter response in

order to reduce the simulation time.

ALICE is a detector dedicated to studying heavy-ion physics and is one of the four main

LHC experiments. It stands for A Large Ion Collider Experiment.

AMAC refers to one of the custom front-end chips for the ATLAS Inner Tracker. It provides

monitoring and interrupt functionality. “AMAC” stands for Autonomous Monitor and

Control.

ASIC refers to a chip with customized integrated circuits that are designed for particular

use cases. It stands for Application-Specific Integrated Circuits.

ATLAS is a general purpose detector and is one of the four main LHC experiments. This

detector is used to collect the data analyzed in this thesis. It stands for A Toroidal LHC

Apparatus.

BCR refers to a is 1-bit command sent to all front-end chips that is synchronous with the

LHC bunch crossings. This command resets the bunch crossing counter to zero and is

used to ensure front-end synchronization. It stands for Bunch Counter Reset.
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Booster is the proton synchrotron booster. It is one of the accelerators in the LHC proton

injection chain.

BRAM refers to a module in an field programmable gate array (FPGA) that provides on-

chip storage for large amounts of data. It stands for Block Random Access Memory.

Bremsstrahlung is electromagnetic radiation produced by the deceleration or deflection of

a charged particle passing through matter near the strong electric fields of nuclei.

BSM refers to a beyond the Standard Model theory that proposes descriptions of physical

phenomena that are not currently explained by the Standard Model.

Bus-tape provides the modules in the ATLAS Innner Tracker with low and high-voltage

power. Modules are glued directly onto the bus-tape.

Calorimeter-tagged muon refers to a track in the ATLAS ID that matches an energy

deposit in the calorimeter consistent with a minimum ionizing particle. This type of

muon has the lowest purity of all the muon types.

CC is a charged current interaction mediated by a W+ or W− boson.

CERN is the Centre for European Nuclear Research. It is a European research organization

that operates the largest particle physics laboratory in the world.

CFF is a common-file format used in the output of the custom track shuffling algorithm.

This file consists of a list of tracks and a set of shuffling instructions that maps various

combinations of tracks into unique fake events.

CL refers to a Confidence Level. This is the probability that, if the test were repeated many

times, the same outcome would be observed.

CMM refers to a coordinate measuring machine. It is used to measure the location in three-

dimensional space of an object with respect to a reference point.

CMS is a general purpose detector and is one of the four main LHC experiments. It stands

for Compact Muon Solenoid.

Combined muon refers to a track that is reconstructed using a global fit of the hits in

the ATLAS ID and MS. During the fit, MS hits may be added or removed in order to

improve the fit quality. An outside-in approach is used for the reconstruction, starting

with the reconstruction of tracks in the MS and then extrapolating inwards to match

MS to ID tracks.
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CP refers to a combined performance group in the ATLAS collaboration that provides rec-

ommendations on how to reconstruct and identify standard physics objects.

CPU refers to a central processing unit that consists of electronic circuitry that executes

instructions from a computer program.

CR refers to the region in the HNL search used to constrain the background estimate in

the global HNL mass fit. It is defined as the region that passes all the event selections,

except that the mHNL is required to be between 20 and 50 GeV.

CSC refers to a cathode-strip chamber in the ATLAS MS that is primarily responsible for

tracking and measuring the momentum of muons.

DAQ refers to a hardware and software system that is used to collect data. It stands for

Data Acquisition.

DELPHI is a general purpose detector that was one of the four main experiments at the

Large Electron-Positron collider built at CERN to study electroweak interactions.

DP is the temperature of an environment below which, given the moisture in the chamber,

water droplets will start to form. It stands for Dew Point.

DV refers to a place of common origin for two or more tracks that is displaced with respect

to the primary proton interaction point. It stands for Displaced Vertex.

ECal refers to the Electromagnetic Calorimeter that is part of the ATLAS calorimeter system

and is primarily responsible for measuring the energy of electrons and photons.

EoS refers to the End of Structure cards on each large-scale structure in the ATLAS Inner

Tracker strip detector. This card contains, among other things, a custom chip that

transmits the clock and control signals and receives data from the front-end chips.

FCal refers to the ATLAS Forward Calorimeter that is primarily responsible for measuring

the energy of particles in the forward region of ATLAS.

FE refers to a front-end readout chip responsible for buffering and reading out data from

detectors.

FELIG refers to the Front-End Link Generator card used to mimic the ATLAS Inner Tracker

Strip readout in the HCCStar emulator that is described in this thesis.

FELIX refers to the Front-End Link Exchange card that will be used in LHC Run 3 (see

timeline in fig. 3.3) and beyond to send and receive data from front-end chips on the

detectors.
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Fiducial marker refers to an object used by an imaging machine to determine the location

and orientation of an object. For example, during petal mounting, fiducial markers are

used to locate the modules and place them onto the petal surface.

FPGA refers to a field programmable gate array that consists of integrated circuits designed

to be configurable after manufacturing.

GBT refers to a data protocol developed by CERN for use in data transmission for exper-

iments requiring high data rate links and electronic components capable of sustaining

high radiation doses. It stands for GigaBit Transceiver.

Geant4 is a geometry and tracking platform used to simulate the passage of particles through

matter. This software toolkit is used to simulate the ATLAS detector system.

GSF refers to a Gaussian-Sum Filter used to re-fit tracks matched to electrons. The GSF

takes into account non-linear effects in the trajectory of an electron related to bremsstrahlung.

Hard-scatter refers to the primary interaction of interest in each proton bunch crossing. It

is defined as the interaction with the largest momentum transfer.

HCCStar refers to one of the custom front-end chips for the ATLAS Inner Tracker strip

detectors. It is the digital interface between the hybrids and the EoS card. “HCC”

stands for Hybrid Controller Chip and “Star” refers to the architecture that enables the

HCC to build and transmit module wide events.

HEC refers to the Hadronic End-Cap Calorimeter that is part of the ATLAS calorimeter

system. It is primarily responsible for measuring the energy of hadrons.

HL-LHC is the High-Luminosity Large Hadron Collider, which is the upgraded LHC machine

that will produce proton collisions with ten times the current luminosity.

HLT refers to the high-level trigger and is the second software-based trigger step used in

ATLAS to trigger on interesting events.

HNL refers to a heavy neutral lepton and is the subject of the search described in this thesis.

HNLs are heavy right-handed states that carry no Standard Model (SM) charges. Intro-

ducing HNLs into the SM introduces a mechanism that can explain the light neutrino

masses.

Hybrid refers to an electrical circuit board that houses the ATLAS Inner Tracker Strip

front-end chips and is glued onto the silicon sensors.
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IBL refers to the Insertable B-Layer that is part of the ATLAS ID. It is the first layer of the

pixel detector and was inserted into the ATLAS ID in 2014 to increase the robustness

and precision of the tracking, as well as to mitigate luminosity effects and radiation

damage.

ID refers to the Inner Detector. It is the innermost detector system of the ATLAS detector

and is primarily responsible for reconstructing the trajectory of particles.

IH refers to the inverted neutrino mass hierarchy wherein the two heavier mass eigenstates

have a small mass difference and the third state has the lightest mass.

Inside-out refers to a tracking sequence that initially forms track seeds in the inner silicon

detector and then extends the tracks outward in radius.

ITk refers to the ATLAS Inner Tracker. It is an all-silicon tracking system that will replace

the current ID in time for the start of the HL-LHC. It consists of layers of pixel detectors

surrounded by a large-area strip detector system.

ITk-Strip refers to the silicon-strip tracking detector and is a sub-system of the ATLAS

Inner Tracker. These detectors are the subject of the performance and readout research

described in chapter 6.

Kalman filter refers to a track reconstruction method to find additional space-points that

are compatible with the initial track seed.

L-1 refers to the level-1 hardware-based trigger that uses information collected from the

ATLAS muon and calorimeter detector systems to make decisions about which proton

collisions might contain interesting physics events.

L0a refers to a beam crossing synchronous pulse that transfers data from the pipeline in the

Inner Tracker front-end chips to an event buffer. This data is then sent upstream for

further data processing. It stands for Level-0 accept.

LAr is liquid argon, which is a cryogenic liquid used to detect particles in various ATLAS

detectors, including the tile and forward calorimeters.

LCB refers to the Level-0 accept (L0a), Control and Bunch counter reset (BCR) signal. It

is a custom data protocol used in the Inner Tracker Strip detectors to transmit L0as,

control commands and BCRs.

LEP is the Large Electron-Positron collider built at CERN to study electroweak interactions.

LEP was closed down in November 2000 for the construction of the LHC in the same

tunnels.
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LHC is the Large Hadron Collider, which is the world’s largest and highest energy particle

accelerator and collider. It comprises two superconducting rings and is designed to collide

protons at four interaction points.

LHCb is a detector dedicated to studying b-physics and is one of the four main LHC exper-

iments. It stands for Large Hadron Collider Beauty Experiment.

LHLoose refers to an electron identification criterion used to select leptons with a certain

efficiency and purity. This identification has a larger efficiency and lower purity than

the LHMedium criterion. An identification criterion is also known as a working point.

LHMedium refers to an electron identification criterion used to select leptons with a certain

efficiency and purity. An identification criterion is also known as a working point.

LINAC2 is the Linear Accelerator. It is one of the accelerators in the LHC proton injection

chain.

LLP refers to a long-lived particle. In this context, long-lived usually means that the particle

travels a distance larger than the position resolution of the detector before it decays.

This term typically refers to an exotic particle and not an existing SM particle with a

long lifetime, such as a b-hadron or muon.

LNC refers to a process or decay that conserves lepton number. It stands for lepton number

conserving.

LNV refers to a process or decay that violates lepton number. It stands for lepton number

violating.

Loose refers to a muon identification criterion used to select muons with a certain efficiency

and purity. This identification has a larger efficiency and lower purity than the medium

identification criterion. An identification criterion is also known as a working point.

LRT is the large radius tracking reconstruction algorithm used in ATLAS to reconstruct

displaced tracks that do not point back to the interaction point.

Luminosity In particles physics, instantaneous luminosity refers to the number of particles

passing per unit area per unit time and thus is a measure of how densely packed the

two beams are. The integrated luminosity is the time integral of the instantaneous

luminosity.

MC refers to a Monte-Carlo simulation and is computational mathematical technique that is

used to model the probability of different outcomes in the particle collision events that

are studied in the search described in this thesis.
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MDT refers to a monitored drift tube in the ATLAS MS that are primarily responsible for

tracking and measuring the momentum of muons.

Medium refers to a muon identification criterion used to select muons with a certain effi-

ciency and purity. An identification criterion is also known as a working point.

MS refers to the ATLAS Muon Spectrometer is the outermost layer of the ATLAS detector.

It is primarily responsible for detecting and measuring the momenta of muons.

NC is a neutral current interaction mediated by a Z boson.

NH refers the normal neutrino mass hierarchy wherein the two lightest mass eigenstates have

a small mass difference and the third state has a larger mass.

Ntuple refers to a data structure that contains an ordered set of n-elements. Ntuples are

used to store physics event information in a format that is simple and quick to process

the data events.

OS refers to opposite-sign and is used to describe a vertex that has two tracks with opposite

charges.

Outside-in refers to a tracking sequence that starts with track segments in the outer TRT

layers and extends the tracks inward toward to interaction point.

Pair production is the formation of a particle and anti-particle pair from a neutral boson.

It often refers to the creation of an electron and positron from a photon near a nucleus.

Pileup refers to all the additional collisions that occur at the same time as the hard-scatter

primary interaction in a proton-proton collision.

Pixel detector is the silicon pixel detector used to reconstruct tracks in the ATLAS ID.

PS is the Proton Synchrotron. It is one of the accelerators in the LHC proton injection chain.

Pseudorapidity is a spatial coordinate that describes the angle of a particle relative to

the z-axis. It is defined as η = − ln tan(θ/2). In the massless limit where m →0, the

difference in pseudorapidity, ∆η, is Lorentz invariant under boosts along the z-axis.

QA refers to Quality Assurance tests that study the performance and reliability of detector

components during the research, development and production stages.

Rapidity is a kinematic variable defined as y = 1
2 ln(E+pz

E−pz ), which is Lorentz invariant for

boosts along the z-axis, but is not fixed in physical space.
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RH refers to the relative humidity. It is defined as the ratio of moisture present in the system

relative to moisture that would be present if the air was completely saturated.

ROD refers to a custom hardware-based readout driver responsible for processing the data

from front-end electronics and passing the data to the central readout system.

RoI refers to a region of interest in the ATLAS detector identified by the L-1 trigger for

further study in the second high-level trigger step.

ROS refers to custom electronics boards that are central to the ATLAS readout system.

They receive, buffer and process data events from segments of a given sub-detector and

have access to the first-level trigger descisions.

RPC refers to a resistive plate chamber in the ATLAS MS that is primarily responsible for

triggering on muons.

SCT is the Semiconductor Tracker, which is a large-area silicon micro-strip detector used to

reconstruct tracks in the ID.

SM is the Standard Model, which is a mathematical theory that is currently the best-known

description of fundamental particles and their interactions (except for gravity).

SPS is the Super Proton Synchrotron. It is one of the accelerators in the LHC proton injection

chain.

SR refers to the signal region for the search described in this thesis. Events in this region are

required to pass the all the selections described in section 5.7.

SS refers to same-sign and is used to describe a vertex that has two tracks with the same

charge.

TDAQ is the trigger and data acquisition system in ATLAS. It is responsible for the trig-

gering and reading out data from various detector systems.

TGC refers to a thin-gap chamber in the ATLAS MS that is primarily responsible for trig-

gering on muons.

Tower is a region in η×φ space in the calorimeter. Towers are used to build energy clusters.

TRIUMF is Canada’s particle accelerator centre located in Vancouver, British Columbia.

TRT is the Transition Radiation Tracker, which is the outermost sub-system of the ID. It is

primarily responsible for extending track reconstruction to larger radii. It is also used to

distinguish electrons and pions based on their differing amounts of transition radiation.
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VeryVeryLoose refers to a custom electron identification criterion used to select displaced

electrons with a certain efficiency and purity. An identification criterion is also known

as a working point.

VR refers to the validation region with negligible signal contamination used to study back-

ground events and selected displaced vertices for the background estimate in the HNL

search.

VSI refers to a vertex reconstruction algorithm used in ATLAS to reconstruct a place of

common origin from tracks that do not point back to the interaction point. It stands

for Vertex Secondary Inclusive. This term also refers to the default secondary vertexing

configuration used in the ATLAS reconstruction software.

VSI Leptons refers to the default lepton-only secondary vertexing configuration used to

reconstructed displaced vertices with tracks that are matched to leptons.

Working point is also known as an identification criterion. In this context it refers to a

lepton identification criterion used to select leptons with a certain efficiency and purity.
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Chapter 1

The Standard Model

The Standard Model (SM) is currently the best-known description of fundamental particles

and their interactions, with the exception of gravity. While this theory provides precise pre-

dictions that are consistent with many experimental measurements, there is also evidence that

the SM is incomplete. This chapter provides a basic description of the SM and discusses some

its successes and limitations, which provide insight into where to search for new physics.

1.1 Particles in the Standard Model

The matter around us is made up of two groups of fundamental particles, namely leptons (l)

and quarks (q). Both groups follow Fermi statistics with half-integer spins and, thus, are also

referred to as fermions. The charged leptons, which consist of electrons (e), muons (µ) and

taus (τ) are organized into three generations. Each charged lepton also has a corresponding

charge-neutral neutrino (ν). The other matter particles, known as quarks, come in six flavours

and are also paired in three generations: up (u)/down (d), charm (c)/strange (s) and top

(t)/bottom (b). Due to colour confinement, quarks are bound in composite colourless systems

known as hadrons. Hadrons can be divided into two sub-groups: mesons, which are made up

of quark and anti-quark pairs, and baryons, which consist of three quarks, such as protons

and neutrons.

As far as we know, our universe has four fundamental forces: strong, electromagnetic,

weak and gravitational. Each force is mediated by a particle (or particles) known as a gauge

boson. The four fundamental forces, their mediators and their relative strengths1 are listed

in table 1.1.

There are multiple theories that describe each force. The classical theory of the gravi-

tational force is described by Newton’s law of universal gravitation. The relativistic theory

of gravity is described by Einstein’s general theory of relativity. However, gravity’s effect on

fundamental particles in the SM is so weak that it is almost always negligible in particle

physics experiments. The strong force is responsible for confining quarks and binding protons

and neutrons together to form nuclei. The theory of electromagnetic force is known as elec-

trodynamics and governs how light and charged matter particles interact. The weak force is

1The “strength” of a force depends on its nature and the distance over which it is acting. Table 1.1 provides
an approximate order of magnitude for each force to illustrate their relative strengths.
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1.1. Particles in the Standard Model

Table 1.1: The four fundamental forces with their relative strengths and mediators. Table
from [1].

Force Strength Mediator(s)

Strong 10 Gluons
Electromagnetic 10−2 Photon

Weak 10−13 W and Z
Gravitational 10−41 Unknown

responsible for decays of unstable subatomic particles, such as mesons, and plays an important

role in nuclear radiation. The electromagnetic and weak forces have been unified into a single

theory known as electroweak theory. In the SM, all fermions interact via the weak force and

charged leptons also interact via the electromagnetic force. Quarks carry both electromagnetic

charge and colour2, which means quarks interact with the electromagnetic, strong and weak

forces. There is one final particle in the SM known as the Higgs boson. This boson was the last

SM particle to be discovered and it is a scalar boson that is responsible for giving particles

mass. A summary of the elementary particles in the SM is found in fig. 1.1.

Le
ft

Le
ft

R
ig
ht

Le
ft

R
ig
ht

Le
ft

Le
ft

R
ig
ht

Le
ft

Le
ft

R
ig
ht

Le
ft

R
ig
ht

Le
ft

R
ig
ht

Le
ft

R
ig
ht

Le
ft

R
ig
ht

Le
ft

R
ig
ht�



�������

� �


���	�
��

� �


�	����
���

�

�


�������

� �


�������

� �


����
��

�

��



����

 ��




����

 ��




�����



�


��������

 �


���	����

 �


��			�
��



�


 



�






	

�����
��






�
������
��

 




















  
  (  





 

(





 


 


  




  




�����
�����

 

Figure 1: Particle content of the SM and its minimal extension in neutrino sector. In the SM

(left) the right-handed partners of neutrinos are absent. In the ⌫MSM (right) all fermions

have both left and right-handed components.

Y can vary from 10�13 (Dirac neutrino case) to ⇠ ⇡ (the onset of the strong coupling). The

admitted region is sketched in Fig. 2.

Independently on their mass, the new Majorana leptons can explain oscillations of active

neutrinos. So, an extra input is needed to fix their mass range. It can be provided by the

LHC experiments.

Suppose that the resonance found at the LHC by Atlas and CMS in the region 125 � 126

GeV is indeed the Higgs boson of the Standard Model. This number is remarkably close to

the lower limit on the Higgs mass coming from the requirement of the absolute stability of

the electroweak vacuum and from Higgs inflation, and to prediction of the Higgs mass from

asymptotic safety of the Standard Model (see detailed discussion in [1] and in a proposal

submitted to European High Energy Strategy Group by Bezrukov et al. [2]). The existence

of the Higgs boson with this particular mass tells that the Standard Model vacuum is stable

or metastable with the life-time exceeding that of the Universe. The SM in this case is a

valid e↵ective field theory up to the Planck scale, and no new physics is required above the

Fermi scale from this point of view. Suppose also that the LHC finds no new particle and no

deviations from the Standard Model. In this case the “naturalness paradigm”, leading the

theoretical research over the last few decades will be much less attractive, as the proposals for

new physics stabilizing the electroweak scale by existence of new particles in the TeV region

and based on low energy supersymmetry, technicolor or large extra dimensions would require

severe fine-tunings.

The solution of the hierarchy problem does not require in fact the presence of new particles

or new physics above the Fermi scale. Moreover, the absence of new particles between the

electroweak and Planck scales, supplemented by extra symmetries (such as the scale invari-

ance) may itself be used as an instrument towards a solution of the problem of stability of

2

124.9

Figure 1.1: The elementary particles that make up the Standard Model. Figure adapted from
[2].

2Here, colour refers to colour charge, which is a quantum number related to the strong interaction.
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1.2 Chiral Fermions

In general, the Lagrangian for a massless fermion is:

L = ψ̄iγµ∂µψ (1.1)

where ψ represents a particle field, γµ are the gamma matrices and ∂µ are partial time and

space derivatives. In quantum theory, this Lagrangian can either describe a massless particle

ψL with left-handed helicity, in which its spin is anti-parallel to its direction of motion, or a

massless anti-particle ψR with right-handed helicity, in which its spin is parallel to its direction

of motion. In general, ψL or ψR represent ‘chiral’ fermion states, which are not equal to helicity

states. However, in the case of a massless fermion (or when E >> m), helicity and chirality

are equivalent. Thus, chiral states are often labelled by their handedness.

To describe massive fermions, a Dirac mass term could be written down. This term would

mix together left and right-handed fermions and combine them into a single Dirac fermion:

LDirac mass = −mD(ψ̄RψL + ψ̄LψR) (1.2)

In the SM, all fermions are Dirac fermions, except for the neutrinos whose nature remains

unknown. If neutrinos are not Dirac, they could be Majorana fermions with a mass term such

as:

LMajorana mass = −mM (ψ̄LψL + ψ̄RψR) (1.3)

The origin of neutrino masses will be discussed in chapter 2, as it motivates the search for

the theoretical particle described in this dissertation.

1.3 Structure of the Standard Model

The structure of the SM is based on symmetries of local transformations known as gauge

transformations. It is described by the gauge group SU(3)C × SU(2)L × U(1)Y . The strong

interactions are described by the SU(3)C gauge group, where the subscript C denotes the

colour. The electroweak interactions are described by the SU(2)L×U(1)Y gauge group, which

represents the unification of weak and electromagnetic forces. The subscript L denotes that

only left-handed particles participate in weak interactions and the subscript Y denotes the

weak hypercharge. This weak hypercharge Y = Q − T 3 relates the electric charge Q of the

particle and third component of the weak isospin T 3, all of which are quantities that must be

conserved in an electroweak interaction.

In the SM, the strong, weak and electromagnetic gauge fields are represented by Giµ, W j
µ,

and Bµ. The quarks are represented by left-handed quark doublets QL = (uL, dL)T and right-
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1.3. Structure of the Standard Model

handed uR and dR singlet states. The leptons are represented by left-handed lepton doublets

LL = (νL, eL)T and right-handed eR singlet states. Leptons do not have corresponding νR

singlet states because neutrinos are massless in the SM. The values of the electric charge, the

third component of the weak isospin and the hypercharge for the fields are summarized in

table 1.2.

Table 1.2: The SM fermion fields and their electric charges Q, third components of the weak
isospin T 3 and hypercharges Y .

Fermion Type Field Q T 3 Y

Quarks
QL =

(
uL
dL

)
+2/3 +1/2

1/6
-1/3 -1/2

uR +2/3 0 +2/3
dR -1/3 0 -1/3

Leptons
LL =

(
νL
eL

)
0 +1/2 −1/2−1 −1/2

eR −1 0 −1

The left and right fermion fields carry different electroweak charges because of the chiral

nature of the weak interaction. Therefore, a Dirac mass term of the form in eq. (1.2) cannot

be directly added to the Lagrangian. Instead, masses for the quarks and charged leptons are

generated via interactions between the fermion and Higgs fields.

The Lagrangian of the SM takes the form:

LSM = Lgauge + LHiggs + LYukawa (1.4)

The gauge Lagrangian Lgauge consists of kinetic terms for the fermions and gauge bosons:

Lgauge =− 1

4
(Giµν)2 − 1

4
(W j

µν)2 +−1

4
(Bµν)2

+ iQ̄L /DQL + iūL /DuR + id̄L /DdR

+ iL̄L /DLL + iēL /DeR

(1.5)

where these terms are products of the gauge field strength tensors and the fermion fields. The

terms are written in a compact notation using a covariant derivative of the form:

/D = γµ(∂µ + igst
i
CG

i
µ + igwt

j
LW

j
µ + ig′Y Bµ) (1.6)

where gs is the coupling strength of the strong interaction, gw is the coupling strength of

the weak interaction and g′ is the coupling strength for the electromagnetic interaction. The

matrices tjL form a representation of the SU(2)L group and can be expressed in terms of the
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1.4. Electroweak Symmetry Breaking

Pauli matrices, σj , such that tjL = σj/2. The Gell-Mann matrices tiC form a representation of

the SU(3)C group. The Higgs Lagrangian LHiggs describes the kinetic and potential terms for

the Higgs doublet Φ:

LHiggs = | /DΦ|2 − (−µ2|Φ|2 + λ|Φ|4) (1.7)

where µ and λ are parameters of the Higgs potential. This potential is discussed in more detail

in section 1.4. The Yukawa Lagrangian, LYukawa, describes the interactions between the scalar

bosons and fermions:

LYukawa = −FuQ̄LΦ̃uR − FdQ̄LΦdR − FeL̄LΦeR (1.8)

where Φ̃ = iσ2Φ and Fu, Fd, Fe are the Yukawa couplings between the Higgs and fermion

fields.

1.4 Electroweak Symmetry Breaking

As mentioned in section 1.3, the mass terms for the charged fermions and massive W and Z

bosons cannot be added directly to the SM Lagrangian. Instead, these masses are generated

via the Higgs mechanism, with the spontaneous breaking of the local SU(2)L × U(1)Y gauge

invariance.

In a theory without symmetry breaking, the Higgs Lagrangian, LHiggs, has a potential of

the form V (Φ) = µ2|Φ|2 +λ|Φ|4 with µ2 > 0, where Φ is a doublet in the SM. This is sketched

in fig. 1.2 (a). This potential has a unique minimum, or ground state, at Φ = 0 that is

symmetric: rotations about this minimum leave the ground state unchanged. For spontaneous

symmetry breaking to occur µ2 < 0. This potential is sketched in fig. 1.2 (b).
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Figure 1.2: The potential V (Φ) = µ2|Φ|2 + λ|Φ|4 in a theory without (a) and with (b) local
symmetry breaking around a minimum of the potential.
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It is clear from the figure that there is no longer a unique ground state for the system.

Instead, there is a ring of ground states that lie at a radius equal to
√
−µ2
2λ ≡ v√

2
. This value v

is known as the “vacuum expectation value” or VEV of the Higgs field. In this new potential,

the local field close to any given choice of ground state is not invariant under rotation. This

type of symmetry is thus referred to as “spontaneously broken”.

In the Higgs mechanism, it is convenient to represent the Higgs doublet as:

Φ =
1√
2

(
0

v + h

)
(1.9)

This choice minimizes the number of scalar degrees of freedom and expresses Φ in terms of a

single scalar Higgs field h. Substituting eq. (1.9) back into the Higgs Lagrangian in eq. (1.7)

results in mass terms for the scalar Higgs field h and the massive gauge bosons W and Z

with:
m2
h = 2λv2,

m2
W =

1

4
g2wv2 and

m2
Z =

1

4
(g2w + g′2)v2.

(1.10)

1.5 Successes and Limitations of the Standard Model

The SM is an elegant theory that has been experimentally tested at collider experiments to

a high degree of precision across a wide range of energy regimes. In fig. 1.3, cross section

measurements for various SM processes are shown. These measurements are performed using

proton-proton collision data collected by the ATLAS experiment at the Large Hadron Collider.

So far the SM predictions have been incredibly successful and show overall excellent agreement

between data and theory.

However, there is experimental evidence that suggests this theory is incomplete. For in-

stance, astrophysical observations of gravitational lensing [3], rotational velocities of galaxies

[4, 5] and measurements of the cosmic microwave background [6] all suggest that the visible

matter described in the SM represents only a small fraction of the total matter present in

our universe. The SM does not describe the nature of this “dark” matter. Another example

is the ratio of matter to anti-matter present in the universe. Our universe is largely matter-

dominated and currently, the SM offers no explanation for this. Most relevant to the search

described in this dissertation is the observation of neutrino flavour oscillations [7]. In the SM,

neutrinos are strictly massless, due to the absence of right-handed neutrino fields. However,

experiments have observed the probability of measuring a neutrino with a definite flavour

can vary as the neutrino propagates through space. This flavour oscillation probability is pro-

portional to the mass splitting between the neutrino mass states. Thus, the observation of

6



1.5. Successes and Limitations of the Standard Model

nonzero neutrino masses also suggests there exists physics beyond the SM.
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Figure 1.3: Summary of several Standard Model cross-section measurements. The measure-
ments are corrected for branching fractions, compared to the corresponding theoretical ex-
pectations. Figure taken from [8].
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Chapter 2

Heavy Neutral Leptons

Many theories have been proposed for physics beyond the Standard Model (BSM) in order to

provide a complete theory of the universe. In particular, theories with several right-handed

neutrino states have been proposed to explain (some of the) observed BSM phenomena. Heavy

neutral leptons (HNLs) are massive particles that interact similarly to neutrinos with interac-

tion strengths that are described by flavour dependent mixing angles (U2
e , U2

µ and U2
τ ). HNLs

were first proposed in left-right symmetric theories as heavy right-handed states that interact

via the weak force [9–12]. Introducing right-handed heavy states also provides a type-I seesaw

mechanism that can explain the light SM neutrino masses [13–15]. Not only does this theory

provide a natural explanation to the nature of the relatively small neutrino masses (when

compared with charged leptons), it also provides an explanation for the asymmetry between

matter and anti-matter in the universe through a process known as leptogenesis. In HNL

scenarios with masses around the electroweak scale, the seesaw mechanism implies that the

neutrino Yukawa couplings are relatively small such that neutrino production in the early uni-

verse is very slow. If charge-parity violating oscillations occurred during neutrino production

in the early universe, then this could explain the matter-antimatter asymmetry [16]. More-

over, models with three HNLs can also incorporate a dark matter candidate [17, 18]. This

chapter provides a brief overview of the seesaw mechanism that can explain why neutrinos

have extremely light masses and reviews how HNLs interact with the SM.

2.1 Neutrino Masses From Right-Handed Neutrinos

This section describes how right-handed HNLs can give rise to light SM neutrino masses.

This description of the type-I seesaw mechanism is adopted from [19]. The Lagrangian for N
right-handed neutrinos NRI is described by:

LSM+HNL = LSM + iN̄RIγ
µ∂µNRI − (FαI L̄αNRI Φ̃ +

1

2
MIN̄

c
RI
NRI ) (2.1)

where LSM is the usual SM Lagrangian, FαI is the Yukawa couplings matrix, MI is the

mass matrix for the right-handed states NRI , Lα = (να, eα)T are left-handed lepton doublets

with α = {e, µ, τ}, Φ is the Higgs doublet with Φ̃ = iσ2Φ and N̄ c
RI

is the charge conjugate

transpose of the NI state. The right handed neutrino states carry no standard model charges
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2.1. Neutrino Masses From Right-Handed Neutrinos

(i.e. they are “sterile”) and therefore it is possible to add a Majorana mass term of the form

MIN̄
c
RI
NRI to the Lagrangian, which is usually prohibited by gauge invariance. A summary of

the elementary particles in the SM with the addition of N = 3 right-handed sterile neutrinos

is found in fig. 2.1.
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Figure 1: Particle content of the SM and its minimal extension in neutrino sector. In the SM

(left) the right-handed partners of neutrinos are absent. In the ⌫MSM (right) all fermions

have both left and right-handed components.

Y can vary from 10�13 (Dirac neutrino case) to ⇠ ⇡ (the onset of the strong coupling). The

admitted region is sketched in Fig. 2.

Independently on their mass, the new Majorana leptons can explain oscillations of active

neutrinos. So, an extra input is needed to fix their mass range. It can be provided by the

LHC experiments.

Suppose that the resonance found at the LHC by Atlas and CMS in the region 125 � 126

GeV is indeed the Higgs boson of the Standard Model. This number is remarkably close to

the lower limit on the Higgs mass coming from the requirement of the absolute stability of

the electroweak vacuum and from Higgs inflation, and to prediction of the Higgs mass from

asymptotic safety of the Standard Model (see detailed discussion in [1] and in a proposal

submitted to European High Energy Strategy Group by Bezrukov et al. [2]). The existence

of the Higgs boson with this particular mass tells that the Standard Model vacuum is stable

or metastable with the life-time exceeding that of the Universe. The SM in this case is a

valid e↵ective field theory up to the Planck scale, and no new physics is required above the

Fermi scale from this point of view. Suppose also that the LHC finds no new particle and no

deviations from the Standard Model. In this case the “naturalness paradigm”, leading the

theoretical research over the last few decades will be much less attractive, as the proposals for

new physics stabilizing the electroweak scale by existence of new particles in the TeV region

and based on low energy supersymmetry, technicolor or large extra dimensions would require

severe fine-tunings.

The solution of the hierarchy problem does not require in fact the presence of new particles

or new physics above the Fermi scale. Moreover, the absence of new particles between the

electroweak and Planck scales, supplemented by extra symmetries (such as the scale invari-

ance) may itself be used as an instrument towards a solution of the problem of stability of

2

124.9

Figure 2.1: The elementary particles that make up the Standard Model with the addition of
N = 3 right-handed sterile neutrinos. Figure adapted from [2].

After electroweak symmetric breaking, the Higgs field Φ obtains a vacuum expectation

value v and Φ̃ = 1√
2

(
v + h

0

)
. Thus, eq. (2.1) can be rewritten as:

LHNL = LSM + iN̄RIγ
µ∂µNRI − ((v + h)/

√
2)FαI ν̄LαNRI −

1

2
MIN̄

c
RI
NRI (2.2)

Thus, the effect of the Yukawa interaction term in eq. (2.1) is to generate a Dirac mass

term that couples left and right-handed neutrino states and the HNLs “inherit” weak-like

interactions with the W and Z bosons that are suppressed by the mixing angles, ΘαI .

The mass terms in eq. (2.2) can always be diagonalized, but in the limit where |MI | >>
v|FαI |, this diagonalization leads to N heavy and three light states. The eigenvalues of the

diagonalized matrix corresponds to the HNL and SM neutrino masses. These light neutrino

9



2.2. Interactions with the Standard Model

masses are suppressed by the HNL-neutrino mixing angles, ΘαI , such that:

ΘαI =
v|FαI |
MI

(2.3)

This is known as a seesaw mechanism because increasing the eigenvalues increases the

masses of the HNLs, while pushing the masses of the SM neutrinos down.

Experimental observations of neutrino flavour oscillations tell us that there are two mass

differences for the SM neutrinos [7]. In order for the above description to explain the observed

neutrino mass splittings, the number of NI states must be N ≥ 2. The search described in

this dissertation uses a model-independent approach where only one HNL is kinematically

accessible and, if other HNLs are present in the theory, they are considered sufficiently heavy

that they do not affect the analysis. An additional model-dependent interpretation, which

considers two HNLs with nearly degenerate masses (M1 ∼M2), is also included. In this case,

the HNL mass, mN = (M1 + M2)/2. Further motivation for this model-dependent approach

is discussed in [20].

2.2 Interactions with the Standard Model

HNLs interact with the SM through mixing with neutrinos. The experimentally relevant

observable for this interaction is the mixing of the HNLs with a given neutrino flavour:

|Uα|2 ≡
∑
I

|ΘαI |2 (2.4)

where α = e, µ, τ and I is the number of HNLs. This mixing is also referred to as the

“coupling” to a definite flavour neutrino, α, since it measures the strength of the interaction

between the two particles. The total mixing between HNLs and neutrinos is:

|U |2 ≡
∑
αI

|ΘαI |2 ≡
∑
α

|Uα|2 (2.5)

The mixing angles, ΘαI , are related to the neutrino Yukawa couplings, FαI . There are

measured constraints on the Yukawa couplings that can be expressed as constraints on the

values of |Uα|2 that are compatible with neutrino oscillations data. An analysis done in [20]

used NuFIT, the most recent global fit to neutrino oscillation data [21], to map out values of

the relative strength of the mixing with electron, muon and tau neutrinos, xα = |Uα|2/|U |2,
that are consistent with neutrino oscillations measurements (see fig. 2.2). Two regions are de-

fined that are consistent with the data assuming inverted and normal neutrino mass hierarchy.

Normal (NH) and inverted hierarchy (IH) benchmark models are defined in the two allowed

regions according to the ratio between the flavour specific mixing angles (see table 2.1). Ex-
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2.2. Interactions with the Standard Model

perimental searches typically report the interpretation of their results under the assumption

of mixing with a single neutrino flavour. For this reason, electron-only and muon-only mixing

scenarios are also defined.3L2r #2M+?K�`Fb pbX M2mi`BMQ Qb+BHH�iBQM +QMbi`�BMib

3 f N

Electron-
only

Muon-
only

IH

NH

Figure 2.2: A plot that shows the allowed combinations of |Uα|2/|U |2 that are consistent with
the recent NuFIT [21] fit to neutrino oscillation data. The allowed regions under normal (blue)
and inverted (green) hierarchy are shown. The red cross markers represent two benchmark
scenarios that are defined for the two different hierarchy assumptions. Figure adapted from
[20].

Table 2.1: The relative strength of the mixing, xα = |Uα|2/|U |2, with the three neutrino
flavours for the inverted (IH) and normal (NH) hierarchy benchmark and single-flavour mixing
scenarios.

Model xe xµ xτ

IH 1/3 1/3 1/3
NH 0.06 0.48 0.46

Muon-only 0 1 0
Electron-only 1 0 0

3In the search presented in this dissertation, the acceptance to decays with tau leptons is zero. For this
reason, a single tau-only mixing scenario is not considered.
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2.3. HNL Decays

2.3 HNL Decays

The analysis described in this dissertation searches for HNLs produced through a W boson

that decays into a lepton and a neutrino, which mixes with the HNL. HNL decays are mediated

by the weak interaction via charged current or a neutral current decays. The decay, shown in

fig. 2.3, can either be fully leptonic if the bosons decay to lepton final states or semi-leptonic

if the bosons decay hadronically. If the charged leptons from the decay of the HNL have the

same flavour (i.e. β = γ), then both the charged current and neutral current decays contribute

to the total process.

W+

l+α

l−β

l+γ , q̄

νγ , q
′

N W+?

(a) Charged current decay

W+

l+α

νβ

l+γ , q̄

l−γ , q

N Z?

(b) Neutral current decay

Figure 2.3: Feynman diagrams for HNL production from the decay of a W boson and the
HNL decay into leptonic and semi-leptonic final states.

2.4 Lepton Number Violation

The SM Lagrangian has a global U(1) symmetry that corresponds to a conserved quantum

number known as the lepton number L, where leptons have +L and anti-leptons have −L.

If HNLs behave as Majorana fermions, with identical particle and anti-particle states, then

lepton number violating (LNV) decays are possible. In some models, LNV decays can be

suppressed compared to the lepton number conserving (LNC) processes, while in others, such

a Dirac fermion HNL model, LNV decays are forbidden [20, 22–25]. Diagrams of LNC and

LNV decays are shown in fig. 2.4. The distinction between an LNC and LNV decay comes

from the relative charge between the first lepton (lα) and the lepton (lβ or νβ) that couples

to the HNL. For LNC decays, these two leptons must have opposite charges, while for LNV

decays, these leptons have the same charge.

Due to the chiral nature of the weak interaction, the HNL is produced with a preferred

helicity state (spin polarization) that is correlated with the spin of the lepton lα. Since the

HNL is a very weakly interacting particle (and in particular is electrically neutral), its spin
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2.5. HNL Cross Section

is preserved during its propagation through space. Thus, when the HNL decays, the spin of

the lepton that couples directly to the HNL lβ will be correlated to the spin of the HNL and

correspondingly to the spin of lα. Depending on how the HNL decays (either via an LNC or

LNV known decay), the angular distributions of the leptons will be different. Such kinematic

differences can have small impacts on the experimental efficiencies of selecting HNL signal

events. The impact of spin correlations in LNC and LNV decays on the search described in

this dissertation is described in more detail in section 2.4.

W+

l+α

l−β

l+γ

νγ

N

W+?

(a) LNC

W+

l+α

l+β

l−γ

ν̄γ

N

W−?

(b) LNV

Figure 2.4: Lepton number conserving (LNC) and lepton number violating (LNV) diagrams
for the charge-current leptonic HNL decay.

2.5 HNL Cross Section

The probability of producing a heavy neutral lepton can be described by the production cross

section, σN , measured in units of area. To compute the HNL cross section, the mass, mN , and

mixing angles, |Θα|2, need to be specified. The branching ratio for the W boson decaying to

an HNL and a charged lepton, lα, is directly proportional to the coupling strength and can

be expressed as [26]:

BR(W → lαN) = BR(W → lαν) · |Θα|2
(

1− m2
N

m2
W

)2(
1 +

m2
N

2m2
W

)
(2.6)

where BR(W → lαν) is the known W branching ratio to a lepton-neutrino pair, Θα are

the mixing angles between the HNL and SM neutrinos and mN and mW are the mass of the

HNL and W boson respectively.
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2.5. HNL Cross Section

This means that the total HNL cross section from the decay of W boson, σN , is given by:

σN = σ(pp→W ) ·BR(W → lαN)

= σ(pp→W ) ·BR(W → lαν) · xα · |Θ|2 ·
(

1− m2
N

m2
W

)2(
1 +

m2
N

2m2
W

) (2.7)

where xα · |Θ|2 has been substituted for |Θα|2.
To compute the rate for the HNL decay to leptons, σN is multiplied by the branching

ratio for the fully-leptonic HNL decay BR(N → llν). This branching ratio takes into account

the strength of the mixing angles between the HNL and its decay products. The relevant

HNL branching ratios used in the analysis in this dissertation are shown in fig. 2.5 for the

fully-leptonic decay channels.
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Figure 2.5: Branching ratio of N → llν with a sum of all neutrino flavours as a function of
mN for muon-only (a), electron-only (b), NH (c) and IH (d) mixing scenarios. In each mixing
scenario, the branching ratio is shown for N → eeν (blue), N → eµν (orange), N → µeν
(pink) and N → µµν (purple) decays.
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2.5. HNL Cross Section

Individual HNL decay branching ratios, BR(N → llν) depend on mN and the relative

strengths of the mixing angles: xe, xµ and xτ . The branching ratios are computed assuming

one HNL state in the “Majorana-limit” with both LNC and LNV decays contributing equally.

These branching ratio values include a sum of all possible flavours of neutrinos. The difference

between BR(N → lγlγν) and BR(N → lβlγν) (with β, γ = e or µ) is due to the interference

between the charged and neutral current decays in cases where the leptons, l, are identical.

In the muon-only (electron-only) mixing scenario, N → ee (N → µµ) decays have a small

branching ratio from exclusively neutral current decays and N → eµ (N → µe) decays are not

possible. In the multi-flavour mixing scenarios, all decays are possible. In the NH benchmark

the mixing with µ/νµ is stronger than the mixing with e/νe, resulting in larger branching

ratios for N → µµ and N → µe decays. The IH benchmark has equal mixing with all three

lepton flavours and thus, the difference between the four decays comes from the interference

between neutral and charge-current decays.

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
mN [GeV] 

10 9

10 8

10 7

10 6

10 5

10 4

10 3

10 2

|U
|2

=
I,

|
I,

|2

Muon-only mixing 
 (xe = 0 , x  = 1 , x  = 0)

c N = 1 mm
c N = 10 mm
c N = 100 mm

Figure 2.6: The total mixing |U |2 as a function of HNL mass mN for the muon-only mixing
scenario. Each |U |2 is computed for mN between 2 and 20 GeV with proper decay lengths
cτN = 1, 10 and 100 mm.

The proper lifetime of the HNL, τN , strongly depends on the mass, mN , and the mixing

angle, |Θ|2, such that [27]:

τN ∝
1

m5
N |Θ|2

(2.8)

The dependence on the mass in this expression can be derived by approximating the HNL

decay as a four-fermion contact interaction where the width, Γ, is proportional to the square

of the Fermi constant G2
F . The value of G2

F has negative four mass dimensions and Γ has one

mass dimension. Thus, using dimensional analysis, Γ must be proportional to m5. Since τ is
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2.5. HNL Cross Section

inversely proportional to Γ, the lifetime is proportional to 1/m5.

The total mixing angle, |Θ|2, for one HNL model in the “Majorana-limit” can be analyt-

ically computed for a given generated mass and lifetime using a Fermi theory computation

described in [28]. These computations include all exclusive decay widths and a sum over all

the decay channels that contribute to the process. The mixing angle, |U |2 =
∑

αI |ΘαI |2,
as a function of HNL mass, mN , for the muon-only mixing scenario is shown in fig. 2.6 for

cτN = 1, 10, 100 mm. The relationships between |U |2 and mN in the other mixing scenarios

are similar and the corresponding |U |2 have similar orders of magnitude to the muon-only

mixing scenario.
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Chapter 3

The ATLAS Detector at the Large

Hadron Collider

The research described in this dissertation uses proton collision data collected by the ATLAS

experiment at the European Centre for Nuclear Research (CERN). The proton collisions are

provided to the ATLAS experiment by the Large Hadron Collider (LHC). This chapter gives

an overview of the LHC and describes the ATLAS detector.

3.1 The Large Hadron Collider

The LHC is the world’s largest particle accelerator and collider. Consisting of two supercon-

ducting rings, the LHC is designed to collide protons with a centre-of-mass energy of
√
s = 14

TeV and a nominal luminosity of L =1034 cm−2 s−1 [29]. It is installed in a 27 kilometre-long

tunnel under the countryside surrounding Geneva, Switzerland. Protons are accelerated in

opposite directions in each of the superconducting rings and collide at four interaction points.

These points, where the two proton beams cross, are the locations of the four main LHC

experiments: ATLAS [30], CMS [31], ALICE [32] and LHCb [33].

Building the LHC at CERN meant that this new machine would be able to reuse the

existing tunnels and injection chain that were originally built for the Large Electron Position

(LEP) machine. The injection chain starts with a linear accelerator (LINAC2), where the

protons, sourced from hydrogen gas with their electrons stripped off by an electric field, are

accelerated to 50 MeV. Then, a series of smaller accelerators gradually increase the energy

of the protons. The Proton Synchrotron Booster (Booster), the Proton Synchrotron (PS)

and the Super Proton Synchrotron (SPS) accelerate the protons up to 1.4, 25 and 450 GeV,

respectively. Thereafter, the protons are injected into the LHC where they can be further

accelerated up to a maximum energy of 7 TeV. Figure 3.1 shows an illustration of the path

followed by the protons.
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3.1. The Large Hadron Collider 3. LHC and ATLAS

Figure 3.1: The CERN accelerator complex relevant for proton–proton collisions in the LHC. Gray
arrowheads indicate the proton path. BOOSTER refers to the Proton Synchrotron Booster, PS is the
Proton Synchrotron, and SPS is the Super Proton Synchrotron. The figure is adapted from refer-
ence [49].

minutes to fill the LHC with pre-accelerated proton bunches. Within around 20 minutes after the

filling, the LHC accelerates the beams to their target collision energies.

3.1.2 Luminosity and pile-up

The number of events produced by the LHC is a function of the instantaneous luminosity L delivered

by the machine over time t ,

Nevents =æevent

Z
Ldt =æeventL, (3.1)

and is proportional to the relevant cross-section æevent for producing such events. The time integral

over instantaneous luminosity is called the integrated luminosity L. The instantaneous luminosity is

given by [9]

L = f
n1n2

4ºæxæy
F. (3.2)

With the nominal LHC spacing between proton bunches of 25 ns, the collision frequency is f = 40 MHz.

The amount of protons per bunch is n1 and n2 for the two beams, with up to 1011 protons per bunch.

Not all bunches are filled with protons in practice. The bunches have root mean square extensions æx

and æy in the two directions perpendicular to the beam propagation direction. Collisions at the LHC

are not exactly head-on, and the factor F contains a description of the geometric effects due to the

crossing angle between the beams at the interaction point.

Due to the large amount of protons per bunch at the LHC, each bunch crossing usually results

in more than one hard scattering interaction. Interactions besides the interaction of interest are

23

Figure 3.1: An illustration of various experimental facilities and beam lines at the CERN accel-
erator complex relevant to the LHC. The protons are accelerated through the injection chain
and into the LHC. The path they follow is: LINAC2 → BOOSTER → Proton Synchrotron
(PS) → Super Proton Synchrotron (SPS) → LHC. Figure adapted from [34].

3.1.1 LHC Filling Scheme

The beams in the LHC consist of bunches of protons spaced by 25 ns intervals. This is equal

to a bunch crossing rate of 40 MHz. At the LHC’s design luminosity, each bunch of protons

contains about 1.15 × 1011 protons. When filling the LHC, not all of these bunch spaces,

also known as buckets, are filled with protons. Instead, empty buckets are left in the beam

in order to meet various operational constraints, such as allowing time for the injection of

protons from the SPS or time to dump the beam if/when this is required. This means that

when the LHC is full there are a total of 2808 bunches circulating in each LHC beam. The

LHC filling scheme changes with time, but any changes are always done to give ATLAS and

CMS the same number of protons collisions. The full filling scheme is described in detail in

Ref. [35].

3.1.2 Luminosity

The number of events per second produced at the LHC for a given process is proportional

to the cross section of the process of interest (σprocess) and the instantaneous luminosity (L)

18



3.1. The Large Hadron Collider

that is delivered by the LHC over time (t):

Nprocess = σprocess

∫
Ldt = σprocessL (3.1)

where L is the time integral of the instantaneous luminosity, known as the integrated

luminosity, L. The instantaneous luminosity is given by [36]:

L = f
n1n2

4πσxσy
F (3.2)

where n1 and n2 are the number of protons in each bunch, f is the collision frequency and

σx and σy are the root-mean-square of the horizontal and vertical bunch size respectively. Since

collisions at the LHC are not exactly head-on, an additional factor F accounts for geometric

effects arising from the nonzero crossing angle between the two beams.

(a)

0 10 20 30 40 50 60 70 80

Mean Number of Interactions per Crossing

0

100

200

300

400

500

600
/0

.1
]

-1
R

ec
or

de
d 

Lu
m

in
os

ity
 [p

b
Online, 13 TeVATLAS -1Ldt=146.9 fb∫

> = 13.4µ2015: <
> = 25.1µ2016: <
> = 37.8µ2017: <
> = 36.1µ2018: <
> = 33.7µTotal: <

2/19 calibration

(b)

Figure 3.2: Total integrated luminosity versus time (a) delivered to ATLAS (green), recorded
by ATLAS (yellow), and certified to be good quality data (blue) during Run 2. Distribution of
the mean number of interactions per bunch crossing (b) recorded by the ATLAS experiment
in the years 2015-2018. Figures taken from [37].

3.1.3 Dataset

Although the LHC was designed to collide protons with a centre-of-mass energy of up to
√
s = 14 TeV, it has not yet been run at this maximum energy. The first LHC run (Run

1) operated at
√
s = 7 TeV (2011) and

√
s = 8 TeV (2012). The second run (Run 2) began

in 2015 and finished collecting data in 2018 at a centre-of-mass energy of
√
s = 13 TeV.

The search described in this dissertation uses the data collected during Run 2. This dataset

contains a total integrated luminosity of 139 fb−1 after accounting for recording efficiency and

good detector operation. The evolution of luminosity delivered to the ATLAS experiment is
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3.1. The Large Hadron Collider

shown in fig. 3.2 (a). During Run 2, a total of 156 fb−1 of stable proton-proton collisions were

delivered to ATLAS by the LHC. Out of the total luminosity delivered, 147 fb−1 was recorded

by ATLAS, due to various data taking inefficiencies. Of this recorded luminosity, 139 fb−1

met the requirement that the data was of good quality for all sub-detectors needed for the

search presented in this dissertation.

3.1.4 Pileup

When the proton bunches collide at the interaction points around the ring, multiple proton

collisions can be recorded. The primary collision of interest, known as the hard-scatter inter-

action, is the one with the largest momentum transfer. The additional collisions are called

pileup and can occur in time or out of time with the hard-scatter event. In-time pileup refers

to other collisions that are from the same bunch crossing as the hard-scatter collision. In

contrast, out-of-time pileup occurs when readout times for the detector systems are longer

than the time between two bunch crossings resulting in the detector sometimes recording en-

ergy deposits from earlier or later bunch crossings. Figure 3.2 (b) shows the mean number of

interactions per bunch crossing recorded by the ATLAS experiment between 2015 and 2018

at
√
s = 13 TeV.

3.1.5 High-Luminosity LHC

The LHC is undergoing a series of upgrades to enable the machine to produce collisions with

ten times the current luminosity. This upgraded machine, known as the High-Luminosity LHC

(HL-LHC) will provide a challenging new environment for future detector operations. There

is a two-and-a-half-year shutdown planned in order to install the necessary upgrades for the

current LHC machine and for the various detectors on the LHC ring. One of these detector

upgrades for the ATLAS experiment is discussed in detail in chapter 6. The details of the

LHC/HL-LHC run schedule are shown in fig. 3.3.

5 to 7.5 x nominal Lumi

13 TeV

integrated 
luminosity

2 x nominal Lumi2 x nominal Luminominal Lumi
75% nominal Lumi

cryolimit
interaction
regions

inner triplet 
radiation limit

LHC HL-LHC

Run 4 - 5...Run 2Run 1

DESIGN STUDY PROTOTYPES CONSTRUCTION INSTALLATION & COMM. PHYSICS

DEFINITION EXCAVATION

HL-LHC CIVIL ENGINEERING:

HL-LHC TECHNICAL EQUIPMENT:

Run 3

ATLAS - CMS
upgrade phase 1

ALICE - LHCb
upgrade

Diodes Consolidation
LIU Installation

Civil Eng. P1-P5

experiment 
beam pipes

splice consolidation
button collimators

R2E project

13 - 14 TeV 14 TeV

7 TeV 8 TeV

LS1 EYETS EYETS LS3

ATLAS - CMS
HL upgrade

HL-LHC 
installation

LS2

30 fb-1 190 fb-1 350 fb-1 3000 fb-1

4000 fb-1

20402027

BUILDINGS

Figure 3.3: The LHC/HL-LHC timeline and run schedule as of Fall 2021. This diagram includes
the planned shutdown and upgrade periods. Figure taken from [38].
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3.2. The ATLAS Detector

3.2 The ATLAS Detector

The ATLAS experiment is a general purpose detector designed to search for the Higgs boson

over a large mass range, perform precision measurements of the SM and search for evidence

of BSM physics. In order to accomplish these objectives, ATLAS is equipped with a variety

of very fast and radiation-hard electronics and particle detection elements that provide good

object resolution and reconstruction efficiency over a wide range of energies [39]. This section

provides an overview of the different detector components of the ATLAS experiment.

3.2.1 Coordinate System

The ATLAS experiment uses a right-handed global coordinate system that defines the loca-

tions of the various detector subsystems and describes the kinematics of particles produced

in the proton-proton collisions. The origin of the coordinate system is at the nominal proton

beam interaction point. The x-axis points from the origin towards the centre of the LHC ring,

while the y-axis points up from the interaction point towards the surface. The z-axis is then

perpendicular to the x− y plane, pointing along the LHC beam axis. The azimuthal angle φ

and the polar angle θ are defined in the usual way with φ measured around the x-axis and θ

measured as the angle between the z-axis and a line segment from the origin to the point of

interest.

In hadron colliders, it is rare that the centre-of-mass frame of the interaction is the

same as the detector’s rest frame, since the individual quarks or gluons that collide are not

equally balanced in momentum. For this reason, it is useful to define the pseudorapidity,

η = − ln tan(θ/2), because, in the massless limit where m→0, the difference in pseudorapid-

ity, ∆η, is Lorentz invariant under boosts along the z-axis. Alternatively, we can also define the

rapidity, y = 1
2 ln(E+pz

E−pz ), which is truly Lorentz invariant for boosts along the z-axis, but is not

fixed in physical space. This variable is typically used to measure massive objects and is ap-

proximately equal to the pseudorapidity η for highly relativistic particles with m << E. Other

commonly used quantities include the transverse momentum, pT =
√
p2x + p2y, transverse en-

ergy, ET =
√
m2 + p2T, and the angular distance between two objects, ∆R =

√
∆η2 + ∆φ2.

3.2.2 Detector Overview

A schematic of the ATLAS detector is shown in fig. 3.4. It is the largest of the four main LHC

experiments, measuring 45 m in length, 25 m in height and weighing approximately 7,000

tonnes [39]. ATLAS is a multi-purpose detector that consists of three layers designed to take

complementary and redundant measurements in order to fully reconstruct particles emerging

from the proton collisions. These layers are symmetrically distributed around the nominal

interaction point. In the central region, the sub-detectors are arranged in a cylindrical barrel
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3.2. The ATLAS Detector

structure around the beam pipe, while disk-shaped end-cap structures are located on either

side of the barrel.

Figure 3.4: A cut-away view of the the ATLAS detector. Figure taken from [39].

The ATLAS inner detector (ID) is located closest to the beam pipe and is contained in a

2 T solenoid magnetic field [39]. The ID is primarily responsible for the precision tracking of

charged particles in the central |η| < 2.5 region. Moving out in radius, the next system consists

of an electromagnetic and hadronic calorimeter designed to measure the energy of charged

and neutral particles. The muon spectrometer (MS) is the outermost layer of the ATLAS

detector and is designed to detect charged particles (primarily muons) that are not stopped

in the calorimeter system. The MS system also independently measures the momentum of

these charged particles in the |η| < 2 region. For this reason, the system also has three

toroidal magnets that generate magnetic fields of approximately 0.5 T and 1 T in the barrel

and end-cap regions respectively, in order to bend the charged tracks and obtain momentum

measurements [39].

3.2.3 Inner Detector

The ATLAS inner detector (ID) system is contained in a 2 T solenoid magnetic field and

is designed to provide precision tracking and momentum measurements of charged particles
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3.2. The ATLAS Detector

within the pseudorapidity range of |η| < 2.5. To accomplish this goal, the ID is divided into

three complimentary sub-systems. Closest to the interaction point, where the detector requires

the most granularity, is a dense silicon pixel detector. Further away from the interaction point,

the semiconductor tracker (SCT) uses silicon-microstrip detectors to reduce material effects

and cost [40]. Surrounding the silicon pixel and strip detectors is the transition radiation

tracker (TRT), which is made up of straw tube gas detectors. These three detector sub-

systems are arranged in concentric circles in the barrel region and in disks in the end-caps.

The transverse view of the ID is shown in fig. 3.5.

Figure 3.5: A transverse view in the R-φ plane of the barrel region of the inner detector. Tracks
from the proton collisions traverse outward in radius, with most of them passing through the
four silicon pixel layers, four silicon-microstrip (SCT) layers and approximately 36 straw tubes
(TRT). In this figure, the fourth innermost layer of the pixel detector detector (IBL) is not
shown. Figure taken from [39].
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Pixel Detector

The silicon pixel detector is designed to provide high precision measurements as close to the

proton interaction point as possible. When charged particles pass through the semiconducting

silicon layers, they create electron-hole pairs that are collected by the sensors. A longitudinal

view of the pixel detector is shown in fig. 3.6. The pixel system consists of four layers. The

Figure 3.6: A longitudinal view of the active region of the pixel detector. In this figure, the
fourth innermost layer of the pixel detector (IBL) is not shown. Figure taken from [41].

innermost layer is called the insertable B-layer (IBL) and was installed in 2014 between Run 1

and Run 2 to increase the robustness and precision of the tracking and help mitigate luminosity

effects [41]. The IBL is located at a radius of r = 33 mm and covers the |η| < 3 region of the

detector. It also has the highest granularity of the four layers with a nominal pixel size of 50

× 250 µm2 in φ× z. The other three layers of the detector have a nominal pixel size of 50 ×
400 µm2 in φ× z (about 90% of the pixels) [39]. The intrinsic detector resolution of the IBL

is 8 µm in φ and 40 µm in z, while the remaining pixel layers have a resolution of 10 µm in

φ and 115 µm in z [40, 41]. The entire pixel detector detector consists of approximately 1744

sensors and 80 million readout channels.

Semiconductor Tracker

The semiconductor tracker (SCT) consists of a barrel detector and two symmetric end-cap

detectors with approximately 61 m2 of silicon-microstrip sensors [40]. The barrel detector has
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3.2. The ATLAS Detector

four layers of silicon modules placed at a constant radius around the beam-pipe, while the

end-cap detectors are located on either side of the barrel perpendicular to the beam. In the

central region, each silicon module consists of four detectors with a constant strip pitch of 80

µm. Two detectors are wire bonded together and then two such pairs are mounted together

at a 40 mrad stereo angle to provide three-dimensional tracking. This results in an intrinsic

detector resolution of 16 µm in φ and 580 µm in z. Figure 3.7 illustrates an SCT module with

four detectors connected to the hybrid readout electronics and a small stereo angle between

the two pairs of detectors.

Figure 3.7: An SCT module showing the 4 silicon detectors connected to a readout hybrid
assembly. Figure taken from [40].

Transition Radiation Tracker

The outermost layer of the ID is the transition radiation tracker (TRT) [42]. The TRT uses

straw tube gas detectors that have a diameter of 4 mm and can be up to 150 cm in length.

The TRT has about 50,000 straws in the barrel region and 320,000 straws in the end-cap

region. In total, the TRT has about 420,000 readout channels and has a detector resolution

of about 130 µm. Inside each straw tube, a 0.03 mm diameter gold-plated tungsten wire acts

as the anode. The straw tubes are filled with a gas mixture that consists of Xe4, CO2 and O2

[39]. Charged particles that pass through the straw tubes ionize the gas creating electron-ion

pairs. These electrons drift toward the anode wire where they are read out by the electronics.

Relativistic charged particles crossing the material boundary in the TRT produce transition

radiation photons in the X-ray range. These photons are absorbed in the active gas inside the

4Since the beginning of Run 2, TRT tubes with high gas leak rates have been replaced with a less expensive
Ar-based gas mixture. During Run 1 a number of tubes in inaccessible areas developed leaks. To save costs,
Ar was used in these modules, even though it is less efficient at absorbing X-ray photons than Xe [43].
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3.2. The ATLAS Detector

straw tubes and serve as a detecting method for tracking and particle identification. Lighter

particles, such as electrons, have larger gamma factors, γ = E/mc2, and will produce larger

amounts of radiation compared to heavier particles, such as pions. This is used to help with

electron identification.

3.2.4 Calorimeter System

Outside of the solenoid magnet is a large volume calorimeter system. Electromagnetic and

hadronic calorimeters measure the energy of the incident particles passing through them and

provide coverage in the |η| < 4.9 region. The goal of the ATLAS calorimeter system is to

absorb and measure the energy of most particles and limit the number of particles that pass

through into the muon system [39]. Figure 3.8 shows a cut-away view of the calorimeter

system.

Figure 3.8: A cut-away view of the ATLAS calorimeter system. Figure taken from [39].

Electromagnetic Calorimeter

The electromagnetic calorimeter (ECal) consists of a barrel and two end-cap detectors and

is designed to measure the energy of incident electrons and photons [44]. It consists of al-

ternating layers of “active” liquid argon (LAr) and “passive” lead absorbers. This type of

calorimeter, with alternating “active” and “passive” layers, is known as a sampling calorime-

ter. The granularity varies across the different layers of the ECal and is highest in the |η| < 2.5

region, where tracking information from the ID is also available. The highest granularity of
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3.2. The ATLAS Detector

the system is 0.025 × 0.025 in ∆η ×∆φ.

Measuring the energy of the particles relies on the behavior of an electromagnetic shower.

In the high energy regime of the LHC, electrons mainly lose their energy via bremsstrahlung,

while photons mainly lose their energy via pair production [45]. As the electrons and photons

lose energy in the material, a multiplication of particles occurs. These electromagnetic showers

typically occur in the absorbing material and are then detected in the active medium. This

cascade of particles can be described in terms of the radiation length of the material X0, which

is the distance over which an electron loses, on average, 1/e of its energy due to radiation. In

the case of photons, one radiation length is roughly 7/9 times the mean distance travelled by

a photon before it undergoes pair production. The ATLAS ECal has a thickness of more than

22X0 in the barrel and 24X0 in the end-cap regions. This provides adequate containment of

electromagnetic showers originating from bremsstrahlung and pair production.

Hadronic Calorimeter

The hadronic calorimeter is designed to measure strongly interacting particles such as hadrons.

The ATLAS hadronic calorimeter consists of three components: the tile calorimeter, the

LAr hadronic end-cap calorimeter (HEC) and the LAr forward calorimeter (FCal). The tile

calorimeter is also a sampling calorimeter and uses steel as an absorber and scintillating tiles as

the active material. Similar to electromagnetic showers, strongly interacting particles produce

hadronic cascades. While an electromagnetic shower is characterized by its radiation length,

X0, a hadronic shower can be described by its (usually much longer) interaction length, λ,

which is the mean distance between hadronic interactions in a given material [45]. The tile

calorimeter has three layers and a total thickness of 9.7λ at η = 0. The highest granularity

of the tile calorimeter is 0.1 x 0.1 in ∆η × ∆φ. The HEC has two independent wheels per

end-cap and extends out to |η| < 3.2. It is also a sampling calorimeter with alternating layers

of passive copper plates and active LAr. The highest granularity of the hadronic end-cap

calorimeter is 0.1 x 0.1 in ∆η ×∆φ. Finally, the forward calorimeter is designed to measure

both electromagnetic and hadronic interactions. It covers the very forward region of the de-

tector 3.1 < |η| < 4.9 and its highest granularity is also 0.1 x 0.1 in ∆η ×∆φ. The forward

calorimeter is approximately 10λ thick and consists of three layers. The first layer is made

of copper and is optimized for electromagnetic measurements, while the two other layers are

made of tungsten and liquid argon.

3.2.5 Muon Spectrometer

The outermost layer of the ATLAS detector is the muon spectrometer (MS). Muons require a

dedicated system to detect and measure their momenta because, unlike most particles, they

are not stopped in the calorimeter system. A particle’s energy loss per unit path length largely
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depends on its velocity (β) and reaches an energy loss minimum near βγ ∼ 4 [45]. Since muons

at the LHC are typically produced around this threshold, they are known as minimum ionizing

particles. Muons energy loss per unit path length (dE/dx) is a tiny fraction of their energy

and therefore they are not contained by the many layers of material in the calorimeter system.

A cut-away view of the MS is shown in fig. 3.9.

Figure 3.9: A cut-away view of the ATLAS muon system. Figure taken from [39].

The MS consists of four different detector technologies that are designed to accomplish two

main goals. The monitored drift tubes (MDTs) and cathode-strip chambers (CSCs) provide

high precision tracking and momentum measurements of the incoming muons, while the thin-

gap chambers (TGCs) and resistive plate chambers (RPCs) are primarily used to make initial

trigger decisions. The entire system is embedded in a large toroidal magnetic field that is

used to bend the charged muons in order to measure their momentum based on their curved

trajectories. The magnetic field in the muon system points in the φ direction, which is mostly

orthogonal to the muon trajectories and deflects charged particles in the η direction.

Precision Muon Tracking Chambers

Two gas detector systems provide precision tracking information in the MS. Monitored drift

tube (MDT) chambers are 30 mm drift tubes that are full of a pressurized Ar/CO2 gas mix-

ture. Charged particles moving in a gas primarily lose energy due to excitation and ionization

of nearby gas molecules. This results in electron-ion pairs that are free to move around in the

medium. These ionization electrons are then collected at tungsten-rhenium wires located at
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the centre of the drift tubes. The time difference between the initial passage of the particle and

the arrival time of the ionization electrons at the central wire is related to how far away the

incoming particle was from the centre of the tube and is used to provide a position measure-

ment. The maximum electron drift time is about 700 ns. The MDTs provide pseudorapidity

coverage up to |η| < 2.7 and are aligned tangentially to the φ direction to provide precision

measurements along the z direction. The average spatial resolution of a single tube is about

80 µm.

Cathode-strip chambers (CSCs) are multi-wire proportional chambers that also contain

an Ar/CO2 gas mixture. These chambers are installed in the forward region of ATLAS (2.0 <

|η| < 2.7), where the particle rate is much higher. The anode wires in the chambers are

oriented in the radial direction. The cathode plates are segmented into strips that are parallel

and perpendicular to the wires in order to provide 2D tracking. The position of the track is

interpolated between the charge collected on neighbouring strips. On average the CSC has a

position resolution of 60 µm per plate.

Muon Trigger Chambers

The MS also has two detector systems with fast readout to provide information about the

muon tracks traversing through the detector that is used to make trigger decisions. In the

barrel region (|η| < 1.05), layers of resistive plate chambers (RPCs) are used for triggering

on muons. RPCs are gaseous parallel electrode-plate detectors with a typical position-time

resolution on the order of 1 cm × 1 ns [46]. They are kept at a constant potential difference,

which provides an electric field of about 5 kV/mm between the plates. The gas used is a

mixture of C2H2F4/Iso-C4H10/SF6. Charged particles passing through the plates ionize the

gas and the resulting charges are collected on the anode plates. Each RPC station consists of

two independent layers, providing measurements in the η and φ directions.

The thin-gap chambers (TGCs) in the end-cap region (1.05 < |η| < 2.7) provide trigger

information, as well as the azimuthal position of the tracks to complement the MDT mea-

surements in the radial direction. TGCs are also multi-wire proportional chambers with a

high-quenching gas mixture of CO2 and n-pentane. The TGCs provide a timing resolution of

less than 25 ns for 99% of tracks.

3.2.6 Trigger and Data Acquisition

The LHC delivers proton collisions to ATLAS at a rate of 40 MHz. With such a high collision

rate, it is impossible (in terms of data readout speed and storage) to record every proton

collision event. As a result, the ATLAS trigger and data acquisition system reduces the readout

rate down to about 1 kHz of events that are saved for further analysis. The ATLAS experiment

currently uses two stages of triggers known as the Level-1 trigger and High-Level trigger. A
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schematic of the trigger and data acquisition system is shown in fig. 3.10.

Figure 3.10: The ATLAS trigger and data acquisition system (TDAQ) system in Run 2 show-
ing the various parts of the system relevant to triggering, detector readout and data flow.
Figure adapted from [47].

Level-1 Trigger

The Level-1 (L-1) trigger is a hardware-based system that uses information collected from the

muon and calorimeter detector systems to make decisions about which proton collisions might

contain interesting physics events [47]. The calorimeter information is used to find charged

leptons, photons, jets and missing transverse energy, while the muon system information

is primarily used to search for high-transverse momentum muons. For every event that is

accepted by the L-1 trigger, the front-end (FE) electronics read out the data for that event.

The data is initially processed and formatted in the Readout Drivers (RODs) before passing

to the Readout System (ROS) where the data is buffered. In addition to selecting interesting

events, the L-1 trigger also identifies so-called Regions-of-Interest (RoIs) within the detector

that are further studied in the second trigger step. The L-1 trigger reduces the event rate

to a maximum detector readout rate of 100 kHz. The maximum latency, which is the time

that the detector systems must buffer the data in their front-ends while waiting for an L-1

decision, is 2.5 µs. There is also a limit to how many events can be read out consecutively to
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avoid overlapping readout windows, as well as a limit on the number of events stored within

a given number of bunch crossings to prevent the front-ends buffers from overflowing.

High-Level Trigger

The second trigger level, called the high-level trigger (HLT), is software based. Dedicated

reconstruction algorithms are used to reconstruct particles and estimate their properties in

order to make the final event selection. Typically the HLT trigger decision is made within

a few hundred milliseconds, which is long enough to run multiple reconstruction algorithms

to extract physics information from the RoIs defined by the L-1 hardware trigger and decide

whether the event passes the trigger conditions. If the event passes the L-1 hardware trigger,

then the full detector is read out for a final trigger decision. The HLT software is based on

the ATLAS offline software called Athena [48]. On average, the HLT trigger rate during an

ATLAS data-taking period is 1.2 kHz, which corresponds to about 1.2 GB/s of data being

sent to permanent storage.

3.2.7 ATLAS Detector Simulation

The simulation of the ATLAS detector is based on a Geant4 simulation toolkit [49] and

implemented in the ATLAS simulation framework [50]. This framework simulates how stable

particles interact with the detector. Energy deposits in the sensitive detector elements are

recorded as “hits”. Pileup effects and detector noise are added to the simulation by overlapping

additional energy deposits from simulated minimum bias events on top of these “hits”. The

trigger algorithms are also simulated and then the events are reconstructed with the same

algorithms that are used for actual experimental data (see chapter 4). Simulating the complex

detector geometry and detector response is computationally expensive. In fact, due to complex

calorimeter shower developments, almost 80% of the full simulation time is used to simulate the

calorimeter responses. For this reason, ATLAS fast simulation, or AFII, [51] was developed to

parametrize the calorimeter response and reduce the simulation time. For the search described

in this dissertation, AFII is used to simulate the signal. AFII works reasonably well becuase

the signal only contains leptons and does not rely on any complex jet substructure variables

that are not as well modelled in the ATLAS fast simulation.
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Chapter 4

Object Reconstruction

This chapter provides an overview of the reconstruction of physics objects with a focus on

those used in the analysis presented in this dissertation. The ATLAS detector is primarily

designed to reconstruct prompt particles that are produced at the primary interaction point.

As a result, standard reconstruction algorithms have been developed to identify different

particles based on the signatures they produce in the various detector components. These

standard reconstruction algorithms are developed and maintained by combined performance

(CP) groups that provide recommendations to the entire collaboration on how to use stan-

dard physics objects in an analysis. These groups also provide calibrations and associated

uncertainties for standard objects. In most cases, this means that analyzers directly use re-

constructed physics objects, such as muons or electrons, in their analysis and only interact

with the reconstruction algorithms if they also work in a CP group. The relevant standard

object reconstruction algorithms are described in section 4.1. The reconstruction of basic com-

ponents used to identify particles, including tracks, vertices and energy clusters is described

in section 4.1.2. The reconstruction of electrons and muons is described in section 4.1.3 and

section 4.1.4 respectively.

The search described in this dissertation also requires non-prompt object reconstruction.

Non-standard reconstruction techniques are required to identify displaced objects and search

for displaced decays of exotic particles. Since these objects are not part of the standard

reconstruction chain, there are currently no CP groups that provide recommendations for

non-standard physics objects. As a result, the analyzers often take on a greater role in the

reconstruction and identification of non-standard objects. The reconstruction of non-standard

objects relevant to this analysis are described in section 4.2, with a focus on displaced vertex

reconstruction in section 4.2.3.

4.1 Standard Reconstruction

4.1.1 Overview

A schematic of different particles interacting with the ATLAS detector is shown in fig. 4.1.

Muons pass through the entire detector and mainly interact with the ID and MS. Electrically

neutral photons do not interact with the inner detector, but instead form a collimated shower
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of particles in the ECal. Electrons5 also produce a similar shower in the ECal, but they

carry electric charge and therefore also leave tracks in the ID. Neutrons do not interact with

the inner detector due to their lack of electric charge and instead deposit their energy in the

hadronic calorimeter creating a hadronic shower of particles. Protons cause the same hadronic

shower, but also leave tracks in the inner detector.

Figure 4.1: A schematic of different particles interacting with the ATLAS detector in a section
of the x− y plane. Figure adapted from [52].

4.1.2 Tracks, Primary Vertices and Energy Clusters

Tracks, primary vertices and energy clusters are the basic inputs used to reconstruct the other

physics objects discussed in this chapter. Charged particles passing through the ID and MS

leave behind tracks that indicate their trajectories. Primary vertices are the location of the

proton-proton interaction points and are reconstructed at the point of origin of a collection

5Throughout this dissertation, the term “electron” will usually refer to both electrons and positrons. This
is also the case for all other particles and anti-particles (e.g. muons, quarks, protons etc.)
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of tracks. Energy clusters are formed from groups of energy deposits left behind by particles

that interact with the calorimeters.

Tracks

Standard track reconstruction starts with information from the pixel and SCT detectors. MS

track segments are independently reconstructed and are discussed in section 4.1.4. Once track

candidates are reconstructed in the silicon detectors, they are extended using the information

from the TRT. A detailed description of the tracking reconstruction algorithms can be found

in Refs. [53] and [54]. Track reconstruction begins by forming clusters from measurements

in the pixel or SCT detectors. Charge deposits that are above a threshold in the pixel and

SCT sensors are grouped into clusters. Three dimensional measurements, called space-points,

are created from these clusters. Each space-point represents a place where a charge particle

passed through the active material in the ID. After clusterization, an iterative combinatorial

track-finding algorithm is run using the space-point measurements. Track seeds are formed by

defining sets of three space-points. Track candidates are then reconstructed using a Kalman

filter [55] to find additional space-points that are compatible with the initial track seed.

Each time a new space-point is added, the track candidate is updated. In dense environments,

particles pass so close to each other that it is possible to have a number of track candidates that

share space-points. To resolve such ambiguities, the track candidates are processed individually

and given a score, where a higher score indicates that the track candidate is more likely to

represent the trajectory of a charged particle. This ambiguity solver primarily uses measures of

track quality, such as the expected cluster multiplicity, the number of holes6 and the goodness

of fit (χ2) of the track, to determine the track score. Track candidates that fail to meet

basic quality thresholds are rejected. After the track score is calculated, candidates that are

assigned to multiple clusters are further processed by a neural network algorithm to split

merged clusters. When all the track ambiguities are resolved, the track finding algorithm is

run again to perform a final fit. Reconstructed tracks found in the silicon detectors are then

used as inputs to find compatible sets of TRT measurements to extend the tracks into the

TRT. Up to this point, an inside-out sequence is used to find tracks in the inner silicon tracker

and extend the tracks outward in radius. While this method is very efficient, ambiguous hits

can prevent track seeds from passing the ambiguity solver and tracks coming from secondary

decays (e.g. kaon decays) or photon conversions may not have many silicon hits. To recover

tracks in these cases, a second reverse outside-in sequence is run, starting with track segments

in the TRT and extending the tracks inward to find any leftover compatible hits that were

not used in the inside-out sequence. The final output of the track reconstruction algorithm is

6A track hole is defined as the intersection of a track candidate with a detector element that does not
contain a matching cluster, but where one is expected.
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a list of ID tracks that can be defined by the following set of five parameters:

(d0, z0, φ, θ, q/|p|) (4.1)

where d0 and z0 are the transverse and longitudinal impact parameters, φ and θ are the usual

azimuthal and polar angles and q/|p| is the ratio of the particle’s charge to momentum.

Primary Vertices

Primary vertices are defined as points in space where a proton-proton interaction is expected

to have occurred. Details of the primary vertex reconstruction can be found in Ref. [56]. Vertex

reconstruction can be separated into two steps: vertex finding and vertex fitting. In the former

step, reconstructed tracks are associated to candidate vertices. The vertex fitting step then

reconstructs the point of origin of these associated tracks to define the vertex position. To

reconstruct a vertex, a track selection is applied to construct a list of input tracks and an initial

seed position is chosen. The selected tracks and initial seed position are used to determine a

best-fit position and then the tracks are weighted up or down depending on how compatible

they are with the best-fit position. Once the final vertex position is determined, any track

that is not compatible with this position is removed from the vertex. These rejected tracks

can then be used to form another vertex. This procedure is repeated with all the remaining

tracks in the event until no new vertices are formed.

The primary vertex reconstruction is also responsible for identifying the primary vertex

associated to the hard-scatter event. The location of the primary hard-scatter vertex is essen-

tial to the reconstruction of the full kinematics of the event. The highest sum of the squared

transverse momenta of the tracks (
∑ |pT|2) is used to distinguish the hard-scatter vertex

from pileup vertices. This choice is based on the assumption that charged particles produced

in a hard-scatter event have, on average, a larger transverse momentum spectra than tracks

produced in pileup collisions. For the analysis in this dissertation, the primary hard-scatter

vertex is defined as the primary vertex with the highest
∑ |pT|2 of the tracks associated to it.

Energy Clusters

Energy clusters are formed from a set of calorimeter cells that contain energy deposits and

share common edges. ATLAS has two different clustering algorithms. The sliding-window

reconstruction algorithm was used to build energy clusters for electron and photon recon-

struction until the end of 2016. The second topological clustering (topo-cluster) algorithm

was used from 2017 onward for electron and photon reconstruction and was also used to build

energy clusters for the reconstruction of hadronic showers, also known as jets. For the analysis

presented in this dissertation, the primary use of energy clusters is for electron reconstruction
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and, for this reason, the remainder of this section will focus on electromagnetic energy cluster

algorithms used to reconstruct electrons.

The sliding-window reconstruction method divides the calorimeter in η and φ into a grid

of fixed elements known as “towers”. Inside each of these towers, the energy of all cells in

the longitudinal layers is added to form the “tower energy”. Electromagnetic-energy cluster

candidates are seeded using energy deposits that are larger than 2.5 GeV in a window of size

3 × 5 tower units in η × φ. Then, the centre of the 3 × 5 window slides around in steps of

0.025, in either the η or φ direction, to search for other energy deposits to add to the cluster.

This seed-to-cluster process is repeated until this has been done for every element in the

calorimeter. The sliding-window algorithm is described in more detail in Ref. [57].

The topological clustering algorithm uses signal-significance patterns to form 3D topo-

logical cell clusters, also known as topo-clusters. Cluster seeds are formed from cells that

have a high signal significance defined by the ratio of the signal to the expected cell noise.

Neighbouring cells above a certain signal significance threshold are iteratively added to the

cluster. This process continues until there are no cells left to be added to clusters. For electron

reconstruction, topo-clusters are only formed using energy from ECal cells. The topo-cluster

algorithm is described in more detail in Ref. [58].

4.1.3 Electrons

Electrons are charged particles that leave tracks in the inner detector and deposit most of

their energy in the electromagnetic calorimeter. ATLAS uses tracks and energy clusters to

identify and reconstruct electrons. An overview of the electron reconstruction can be found

in the Refs. [59] and [60].

Reconstruction

Electrons lose most of their energy due to bremsstrahlung when interacting with material.

This results in a collimated electromagnetic shower of particles that is normally reconstructed

as part of one energy cluster in the ECal. As a result, it is possible to produce and match

multiple tracks that originated from the primary electron to a single energy deposit. Therefore,

an electron is defined as an object that consists of an energy cluster with at least one matched

track. Since close matching of tracks to energy clusters is required to identify electrons, the

reconstruction of electrons occurs in the central precision region of the ATLAS detector with

|η| < 2.5. A schematic illustration of the path of an electron through the detector is shown in

fig. 4.2.

Electron reconstruction starts by finding energy clusters (described in section 4.1.2) in

the electromagnetic calorimeter with a transverse energy ET > 2.5 GeV. The cluster recon-

struction efficiency for electrons ranges from 65% at ET = 4.5 GeV, to 95% at ET = 7 GeV,
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Figure 4.2: A schematic of the path of an electron through the ATLAS detector. The solid red
trajectory shows the path of the electron traversing through the tracking system (pixel, SCT
and TRT layers) and entering the electromagnetic calorimeter. The dashed red trajectory
indicates the path of a photon produced by the interaction of the electron with the material
in the tracking system. Figure taken from [59].

to more than 99% for ET > 15 GeV, as shown in fig. 4.3 [59]. Next, ID tracks are found

using the reconstruction method described in section 4.1.2. Figure 4.3 shows that the track

reconstruction also varies as a function of ET and is 80% efficient at ET = 1 GeV and more

that 98% efficient above ET = 10 GeV.

Since charged electrons lose energy when traversing through material, a subsequent fitting

procedure, using a Gaussian-sum filter (GSF) [61], takes into account non-linear effects, or

“kinks”, in the tracks related to bremsstrahlung. Radiative energy losses decrease the momen-

tum of the electrons, causing them to bend more in the magnetic field. Taking into account

this additional energy loss improves the reconstruction of electron track parameters, such as

d0, that are related to the bending of the track.

A likelihood-based (LH) method is used to identify prompt electrons in order to ensure

that only high-quality electrons are used for analysis and to suppress non-prompt backgrounds

from photon conversions, jets and heavy flavour decays. The likelihood is calculated using

properties of the electron track, information about the electromagnetic shower shape and the

compatibility of the energy cluster with the primary electron track. The probability distribu-

tion functions for the prompt electron signal and non-prompt backgrounds are derived from

simulation and corrected to accurately model data. Electron identification operating points

are defined using a likelihood discriminator that increases in value for more “electron-like”

objects and requires the tracks satisfy additional tracking requirements.
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Figure 4.3: The total reconstruction efficiency for simulated electrons in a single-electron sam-
ple as a function of the true transverse energy, ET, for each step of the electron reconstruction:
the energy cluster reconstruction (red triangles), track reconstruction using the Global χ2

Track Fitter (blue open circles), cluster and track reconstruction using GSF tracking (yellow
squares), and the final electron-candidate reconstruction, which includes the track-to-cluster
matching (black circles). Since the cluster reconstruction requires that cluster seeds have
ET > 2.5 GeV, the total reconstruction efficiency is less than 60% below 4.5 GeV (dashed
line). Figure taken from [59].

The prompt electron identification working point that is relevant to the work described

in this dissertation is called LHMedium. The LHMedium working point has the following

tracking requirements: at least two hits in the pixel detector with at least one hit in the

innermost (functional) layer, at least seven silicon (pixel + SCT) hits and a minimum ET of

4.5 GeV. The LHLoose working point is similar to LHMedium, except that a looser cut on

the likelihood discriminator is used. LHVeryLoose electrons are also similar to those selected

by the LHMedium and LHLoose working points, except there is no longer a required hit

on the first working pixel layer and there is only one required pixel hit. The LHLoose and

LHVeryLoose working points are not used in the analysis described in this dissertation, but

serve as a comparison for the displaced electron identification discussed in section 4.2.2. The

working point LHTight is not used in the analysis, but is similar to LHMedium except that

it has a smaller identification efficiency. Figure 4.4 shows the electron identification efficiency

for the LHLoose, LHMedium and LHTight working points as a function of ET.
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Figure 4.4: The electron identification efficiency in Z → ee events in data as a function of
ET. The efficiencies are obtained by applying data-to-simulation efficiency ratios measured
in J/ψ → ee and Z → ee events to Z → ee simulation. The LHMedium operating point
efficiency curve is plotted using red squares. Figure taken from [60].

Isolation

In general, high-pT electrons are expected to be isolated from other particles and, as a re-

sult, their detector signatures should be spatially separated from other detector deposits. To

measure the isolation, variables are constructed to measure the amount of detector activ-

ity near the electron object. Usually this is done by summing the transverse cluster energy

(calorimeter-based isolation) or transverse momenta of tracks (track-based isolation) that are

in a cone of radius ∆R =
√

∆φ2 + ∆η2 around the electron candidate. In this dissertation,

track-based isolation requirements are applied, which require that the ratio of the sum pT

of all tracks in a cone ∆R = 0.3 around the electron to the electron’s pT is less than some

threshold. For prompt electrons this threshold is 0.05 (
∑
p
(0.3)
T /pT < 0.05) and for displaced

electrons the threshold is 1.0 (
∑
p
(0.3)
T /pT < 1.0).
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4.1.4 Muons

Muons are reconstructed mainly using information from the ID and MS system. An overview

of the muon reconstruction can be found in the Refs. [62] and [63].

Reconstruction

Muon reconstruction begins by independently reconstructing tracks in the ID and MS. Track

reconstruction of charged particles in the ID is described in section 4.1.2. In the MS, muon

track segments are formed by combining hits from the layers of muon chambers. These track

segments are initially fit using a loose pointing constraint based on the location of the primary

vertex and the approximate trajectory of a charged particle bending in the magnetic field.

Segments are then combined, starting with the ones in the middle layers of the MS, to form

muon track candidates. In most regions of the detector, two track segments are required to

reconstruct a track candidate and the same segment is initially allowed to be used in several

track candidates. A global χ2 fit is performed using the hits associated to each track candidate

to determine if the track passes the χ2 selection criteria.

Four muon types are defined depending on what detector information is used to reconstruct

the muon [63]:

• Combined muon: a track is reconstructed using a global fit of the hits in the ID and MS.

During the fit, MS hits may be added or removed in order to improve the fit quality.

An outside-in approach is used for the reconstruction, starting with the reconstruction

of tracks in the MS and then extrapolating inwards to match MS to ID tracks.

• Inside-out muon: an ID track is extrapolated to at least three aligned MS hits. This

method does not rely on the MS track reconstruction and therefore recovers some ef-

ficiency in regions where the MS coverage is limited. These muons are usually merged

together with the combined muons.

• Segment-tagged muon: a track from the ID is classified as a muon if the track can be

associated to a segment in the MS. These muons are only used when the muon crosses

one layer of the MS.

• Calorimeter-tagged muon: a track from the ID is classified as a muon if it matches an

energy deposit in the calorimeter that is consistent with a minimum ionizing particle.

This type of muon has the lowest purity of all the muon types.

• Extrapolated muon: a track is based only on information from the MS and has a loose

requirement that the track originated from the primary vertex. Extrapolated muons are

generally only used to extend the acceptance for muon reconstruction into the 2.5 <

|η| < 2.7, which is outside of region covered by the ID.
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For the work described in this dissertation, all muon types, expect for the lowest purity

calorimeter-tagged muons, are initially used to seed the displaced vertex reconstruction (see

section 4.2.3). However, in the final event selection only combined muons (including inside-out

muons) are used.
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Figure 4.5: The muon reconstruction efficiency for the Medium identification working point as
a function of muon pT in the region 0.1 < |η| < 2.5. This reconstruction efficiency is obtained
with Z → µµ and J/Ψ→ µµ events. The error bars on the efficiencies indicate the statistical
uncertainty. The panel at the bottom shows the ratio of the measured to predicted efficiencies,
with statistical and systematic uncertainties. Figure taken from [64].

Identification

After reconstruction, muon identification requirements are applied in order to suppress non-

prompt muon backgrounds, such as decays of charged hadrons. The relevant working point for

the muons used in this dissertation is Medium and the reconstruction efficiency for Medium

muons are shown in fig. 4.5. Selection criteria for high-quality muons include requirements

on the number of hits in the ID or MS, the properties of track and the compatibility of the

measurements between the two subsystems. Muons originating from the decays of charged

hadrons will produce a “kink”, or change in direction, in the reconstructed track. As a result,

this can lead to a poor fit quality for the combined track, as well as incompatible momentum

measurements between the ID and MS tracks.
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Identification criteria, known as working points, are defined mainly using the muon selec-

tion efficiency and purity in simulations of Z → µµ and J/ψ → µµ events. For the identifica-

tion of combined muons the following variables are used:

• q/p significance: defined as the absolute value of the ratio between the charge, q, and

the momentum, p, of the muon divided by the sum in quadrature of the uncertainties

on q and p;

• ρ′: defined as the absolute value of the difference between the transverse momentum

measurements in the ID and MS divided by the pT of the combined track;

• normalized χ2 of the combined track fit.

The Medium working point is used to identify muons in the analysis in this dissertation

and is also the default muon working point in ATLAS. This working point is designed to

minimize the systematic uncertainties associated with muon reconstruction and calibration.

The collection of Medium muons only contains combined and inside-out muons that have

hits in at least two MS layers and a q/p significance of less than seven to ensure a loose

compatibility between ID and MS measurements. The muon reconstruction efficiency with

this selection is around 97% for muons with 4 < pT < 20 GeV.

Isolation

Prompt muons from the decays of heavy particles, such as W , Z or Higgs bosons, are often

spatially isolated from other particles. Muons from semi-leptonic decays of heavy flavoured

hadrons are typically produced near a jet and are not well separated from other particles. As

a result, the muon isolation, which measures how much detector activity is around the muon,

can be a useful variable to select prompt muons. Similar to electrons, a track-based isolation

is calculated using the scalar sum of the transverse momenta of all tracks within a cone of

radius ∆R =
√

∆φ2 + ∆η2 around the muon candidate. In this dissertation, a track-based

isolation requirement is used to select prompt muons where the ratio of the scalar sum of

transverse momenta of all tracks in a cone of ∆R = 0.3 to the transverse momentum of the

prompt (displaced) muon candidate is
∑
p
(0.3)
T /pT < 0.05(1.0).

4.2 Non-Standard Reconstruction

4.2.1 Displaced Tracks

Standard track reconstruction, described in section 4.1.2, is optimized to reconstruct charged

particles that originate from the primary interaction point. However, standard track recon-

struction efficiency falls off rapidly for charged particles that originate from decays occurring
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a significant distance from the interaction point. Therefore, analyses that search for displaced

signals reconstruct displaced tracks using a dedicated large radius tracking algorithm. The

details of this algorithm can be found in Ref. [65].

Large radius tracking (LRT) is performed after the standard inside-out and outside-in

track reconstruction. This dedicated tracking step uses the leftover silicon hits to reconstruct

displaced tracks that are not required to point back to the interaction point. LRT follows the

same reconstruction strategy as inside-out tracks, but uses relaxed constraints on the track

impact parameters (d0 and z0) and number of hits. The key differences between standard and

large radius track reconstruction are outlined in table 4.1.

Table 4.1: Main differences between standard and large radius tracking (LRT).

Track parameter Standard LRT

Maximum d0 10 mm 300 mm
Maximum z0 250 mm 1500 mm

Maximum track |η| 2.7 5.0
Minimum track pT 500 MeV 900 MeV

Minimum silicon hits 7 7
Minimum unshared silicon hits 6 5

Seed extension Combinatorial Sequential

The large radius track seeding uses a sequential Kalman filter to prevent the creation of

multiple track candidates from different combinations of space-points. After track candidates

are reconstructed, the track ambiguity solving step uses the same relaxed constraints, and

any tracks that pass the ambiguity solver are extended into the TRT. The resulting collection

of displaced tracks is then merged with the collection of standard tracks.

LRT is optimized for high track reconstruction efficiency and this comes at the cost of a

large number of fake tracks. This means that the LRT reconstruction algorithm is very CPU

intensive and requires a large amount of disk space to store the output track collection. As a

result, the LRT reconstruction step is not run by default. Instead, a subset of the recorded

data events, based on the output of the standard reconstruction, is selected for this special

reprocessing. A description of the selections applied to filter data events for this analysis is

found in section 5.7.2.

LRT reconstruction efficiency varies as function of the distance from the primary interac-

tion point. BSM signals with large production radii (r2prod = x2 + y2) that decay into leptons

and hadrons are used to study the reconstruction efficiency:

reconstruction efficiency =
number of signal particles matched to reconstructed tracks

number of signal particles
(4.2)

The dependence of the reconstruction efficiency on rprod is shown in fig. 4.6. At low rprod,

standard tracking is very efficient and there are not many leftover hits to form tracks in
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Figure 4.6: Track reconstruction efficiency for displaced charged particles produced by the
decay of long-lived signal particles. The efficiency for standard tracking, LRT and the sum of
the two is shown as a function of the radius of production of the displaced particles (r2prod =

x2 + y2). Displaced leptons are shown on the left and displaced hadrons on the right. Figure
taken from [65].

the LRT step. However, for rprod > 50 mm, fewer than 20% of hadrons (30% of leptons)

from displaced decays would be reconstructed without LRT. Beyond rprod > 50 mm, LRT

helps to recover efficiency for displaced tracks. However, the efficiency in fig. 4.6 is still well

below 100% for large rprod, even with the addition of large radius tracks. This is due to

inefficiencies in the tracking reconstruction algorithm, in particular on the minimum number

of silicon hits, material effects from interactions with the detector and the hermetic design

of the ATLAS detector that is optimized to reconstruct prompt particles that decay at the

primary interaction point.

4.2.2 Displaced Leptons

Standard electron and muon reconstruction and identification algorithms, described in sec-

tion 4.1.3 and section 4.1.4 respectively, are primarily designed to reconstruct prompt leptons

produced at the primary interaction point. Displaced leptons are mainly reconstructed using

the same standard algorithms, with the exception that the collection of ID tracks now uses

a combination of both standard and large radius tracks. However, in order to reconstruct

displaced electrons, the |d0| and the number of silicon hits requirements, that are applied in

addition to the track reconstruction requirements, are removed. This is primarily necessary for

electrons, since the number of silicon hits is used to separate electrons and photons. Without

the removal of d0 and hit requirements, many reconstructed displaced electrons end up being

classified as photons.

After reconstruction, identification working points are used to select good quality elec-
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trons and muons. For muons, the standard working points (described in section 4.1.4) are

relatively efficient at identifying muons from the displaced decay of the signal described in

this dissertation. As a result, the default muon working points are not modified. However, for

displaced electrons, the standard identification working points require the electrons to have

hits in the innermost pixel layer or a certain number of hits in the silicon detectors. Thus,

the search described in this dissertation uses a custom working point called VeryVeryLoose is

defined to identify displaced electrons. This working point is similar to the standard LHVery-

Loose working point, except that any d0 related requirements are removed, along with the

requirements on the number of pixel and silicon hits.

4.2.3 Displaced Vertices

For certain long-lived particle signals, such as those presented in this dissertation, we are

also interested in determining a place of common origin for displaced tracks, which is called

a displaced vertex (DV). A reconstruction algorithm, known as Vertex Secondary Inclusive

(VSI), is used to reconstruct DVs in the ID. ATLAS also has other non-standard reconstruction

techniques designed to reconstruct decays in other parts of the detector (e.g. the MS system),

but this section will only described DV reconstruction in the ID, as this is the focus of the

search described in this dissertation.

This section discusses the VSI algorithm in general, while section 5.5.2 discusses the custom

VSI configuration used in the analysis described in this dissertation. The main steps of the

VSI algorithm can be found in fig. 4.7. More details about this algorithm can be found in Ref.

[66].

Vertex Secondary Inclusive (VSI)  
Vertexing Algorithm

Track Selection Two-Track 
Vertex Finding

N-Track Vertex 
Finding

Track 
AttachmentVertex Merging

Figure 4.7: The main steps in the VSI displaced vertexing algorithm.

Track Selection

The first step in the algorithm is to further select tracks from a full set of reconstructed tracks.

This step is very important to maintain a high signal efficiency, while reducing the number

of fake vertices and CPU time. By default, the input to the secondary vertexing includes

both standard (see section 4.1.2) and large radius (see section 4.2.1) tracks. However, the

algorithm is also configurable to alternatively select ID tracks matched to muon or electron
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objects (see section 4.1.3 and section 4.1.4 for a description of how tracks are matched to

electron and muon objects respectively). Selecting only muon and electron-matched tracks

configures VSI to only reconstruct displaced lepton vertices. This lepton-only track selection

is also important when reconstructing vertices with electrons, since this method can select

the electron tracks that are reconstructed using the GSF instead of the ATLAS Global χ2

fitter. This is important because GSF electron tracks have improved reconstruction of track

bending parameters, such as d0, which are crucial to the vertex reconstruction.

Other track selection functions are also included in the algorithm and these selections can

be optimized to maximize signal efficiency and reject background vertices. Examples of track

cuts that can be applied include track pT, fit quality (χ2), d0 and z0. In order for the vertex

reconstruction to continue, at least two tracks per event must be selected in the track selection

step.

Two-Track Vertex Finding

The reconstruction sequence continues with a two-track vertex finding step, which attempts to

form vertices with all compatible two-track pairs. Again, to help reduce the CPU time and the

number of fake vertices, this step has a few different selection requirements for each compatible

two-track pair to pass to the next vertexing stage. First, a fast fit is done for each track pair to

determine an initial vertex position. Then, the position and momentum of the two-track DV

are used to apply kinematic cuts using the vertex pointing vector, ~rDV = ~r (rDV , zDV , φDV),

which is defined as the relative position of the fitted vertex with respect to the primary hard-

scatter vertex. These cuts are designed to reject vertices that are compatible with the decay

of a particle originating from the primary vertex. There is also a two-track vertex forming d0

cut, which requires that at least one track has a d0 greater than a user-specified value in order

for the two-track pair to be accepted.

Next there is a hit pattern consistency check for the two-track vertex. A classical hit

pattern check has two requirements. The first requires ID hits from the tracks just ahead of

the vertex position (r > rDV) and the second forbids hits from the track just behind the vertex

position (r < rDV), as illustrated in fig. 4.8. The idea here is to check that the two tracks look

like they originate from the fitted vertex position. If there are hits behind the vertex, or no

hits just ahead of the vertex, then the vertex is not consistent with the decay of a displaced

particle.

VSI can also be configured to use an extrapolation method where the classical hit pattern

consistency checks are complemented by information about disabled ID modules. The ATLAS

detector is not perfect and, in any given run, various ID modules can be labelled as “not active”

either because they are not functioning properly or may not be collecting data at all. As a

result, the efficiency of the hit pattern check that requires hits just in front and forbids hits
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Figure 4.8: A schematic illustration of the fake tracks rejection method. In example (a), the
vertex is between the pixel B-Layer and Layer-1. The tracks of the reconstructed secondary
vertex must not have hits in the layers behind the vertex (i.e. IBL and B-Layer), and must
have hits in the closest layer ahead of the vertex (i.e. Layer-1). In example (b), the vertex is
close to the Pixel B-Layer. The tracks in this vertex are not allowed to have hits in the IBL,
but may have hits in the B-Layer, and must have hits on the Layer-1. Analogous requirements
are made on vertices close to the other layers. Figure taken from [66].

just behind the vertex can be affected by disabled modules. To improve the efficiency, run-

by-run ID conditions are taken into account in the VSI algorithm using a disabled hit pattern

check. If a module consistent with a track is “not active” just ahead of the candidate vertex,

then the require hits criterion is skipped and the vertex will be accepted. On the other hand,

if an ID module consistent with a track is “not active” just behind of the candidate vertex,

then the forbidden hits criterion cannot be determined and the vertex will be rejected.

N-Track Vertex Finding and Vertex Merging

After the two-track vertex finding step, N -track vertices are formed using an incompatibility

graph method that determines the sets of tracks that are fully compatible with each other.

Here, the term compatible means that the two tracks form a vertex with the required quality.

VSI focuses on incompatible track pairs rather than compatible pairs. A list of incompatible

track pairs are represented in a graph where the nodes (points) represent tracks and the

lines represent incompatible pairs (see fig. 4.9 right). This graph is then used to find the

combination of nodes that leave behind only fully-isolated nodes when they are removed from

the graph. For the example in fig. 4.9, if nodes (3, 4, 5, 6) are removed from the graph, then

only nodes 1 and 2 remain and there are no longer any lines connecting incompatible pairs.

This means tracks 1 and 2 form a compatible vertex. Alternatively nodes (1, 2, 6) could be
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removed and tracks 3, 4 and 5 would also form a compatible vertex.
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Figure 6: An example of finding n-track vertices using the incompatibility graph. Left: layout of tracks and vertices
in the event; Center: the incompatibility graph is formed by connecting two tracks when the di-track vertices are
judged as incompatible; Right: finding out the set of tracks that are fully compatible each other.

The approach that VrtSecInclusive takes focuses on the incompatible track pairs rather than compatible265

track pairs. Here, the term incompatible means that the two-track pair is not able to form a vertex with a266

required quality. The list of incompatible track pairs in the event is represented as a graph like Figure 6267

(center) where the nodes (edges) represent tracks (incompatible pairs). The problem of finding n-track268

vertices is to find out sets of tracks in which the constituent tracks are all compatible each other. This269

problem can be translated as follows – find the combination of nodes in the graph that achieves to remain270

only fully-isolated nodes when they are removed from the graph. In the example of the case in Figure 6,271

the solutions are removal of tracks (3, 4, 5, 6) and (1, 2, 6). The remaining isolated tracks are regarded as272

the candidate n-track vertices and they are fitted as one vertex. Bad-quality vertices or vertices that are273

fully inclusive of other vertices are removed.274

While the above method with the incompatible graph e�ectively works to form n-track vertices for relatively275

small multiplicity and all tracks from the same real vertex are compatible, the number of solutions may276

explode when the track multiplicity from the displaced vertex is very large and a fraction of track pairs is277

not compatible. Such a probability is expected to roughly increase with O(N2
track). The second approach278

to form n-track vertices is clustering vertices as a simple and rapid algorithm. In this approach, the279

compatible track pairs are merged if their positions are closer than 1 mm. This second approach was280

implemented in the code but not commissioned yet, and still the incompatible graph approach is always281

used.282

2.6 Re-arrangement of tracks and vertex merging283

After n-track vertex finding using the incompatibility graph, a track may be compatible with multiple284

vertices, as illustrated in Figure 7. In this case, the track index 3 is shared by two di�erent vertices, and285

there is an ambiguity to which vertex this track should be associated. Since VrtSecInclusive allows a286

track to be maximally associated to one secondary vertex, such ambiguity needs to be resolved. This step287

is referred to as re-arrangement.288

For each used track, the algorithm lists up all vertices which share it. The track that has the maximum289

shared vertices is identified. Subsequently, the goodness of association of the track to the shared vertices290

are asked, and the vertex with the worst goodness (�2 per track) is identified. If the worst �2 per track291
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the solutions are removal of tracks (3, 4, 5, 6) and (1, 2, 6). The remaining isolated tracks are regarded as272

the candidate n-track vertices and they are fitted as one vertex. Bad-quality vertices or vertices that are273

fully inclusive of other vertices are removed.274

While the above method with the incompatible graph e�ectively works to form n-track vertices for relatively275

small multiplicity and all tracks from the same real vertex are compatible, the number of solutions may276

explode when the track multiplicity from the displaced vertex is very large and a fraction of track pairs is277

not compatible. Such a probability is expected to roughly increase with O(N2
track). The second approach278

to form n-track vertices is clustering vertices as a simple and rapid algorithm. In this approach, the279

compatible track pairs are merged if their positions are closer than 1 mm. This second approach was280

implemented in the code but not commissioned yet, and still the incompatible graph approach is always281

used.282

2.6 Re-arrangement of tracks and vertex merging283

After n-track vertex finding using the incompatibility graph, a track may be compatible with multiple284

vertices, as illustrated in Figure 7. In this case, the track index 3 is shared by two di�erent vertices, and285

there is an ambiguity to which vertex this track should be associated. Since VrtSecInclusive allows a286

track to be maximally associated to one secondary vertex, such ambiguity needs to be resolved. This step287

is referred to as re-arrangement.288

For each used track, the algorithm lists up all vertices which share it. The track that has the maximum289
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are asked, and the vertex with the worst goodness (�2 per track) is identified. If the worst �2 per track291
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Figure 4.9: An example of finding N -track vertices using an incompatibility graph. The layout
of tracks and vertices in an event (a) and the incompatibility graph (b) that is formed by
connecting two tracks when the two-track vertices are determined to be incompatible. Figure
taken from [67].

Once N -track vertices are formed, it is possible that a track may be compatible with

multiple vertices as illustrated in fig. 4.10. In this case, there is an ambiguity as to which

vertex the track belongs. At most, each track is allowed to be associated to one vertex and

thus this ambiguity needs to be resolved. For each track, a list of vertices that share the track

is created. Then, the track that shares the most vertices is identified. The goodness of fit (χ2)

of this track to each of these vertices is calculated. The vertex with the worst χ2 for the track

is found and, if χ2 is larger than a user-specified threshold, then the track is removed from

that vertex and this process is repeated. Otherwise, if the significance of the distance between

the two vertices that share the track is smaller than another user-specified threshold, or at

least two tracks are shared, then the vertices are merged together. At this point, if the track

sharing ambiguity can not be resolved, then the track is simply removed from the vertex with

the worst χ2. This process is then repeated until no shared tracks remain. Once there are no

vertices with shared tracks, a vertex fit is performed and, if the distance between any two

vertices is less than another user-specified threshold, then these vertices are also merged.

Track Attachment

At this point, all the tracks that were not selected in the track selection step are not yet

associated to any DV. The final step in this reconstruction algorithm attempts to recover lost

tracks, by running the track attachment step. While this has the potential to recover signal

tracks with poor quality that did not pass the track selection, this step can potentially attach
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Figure 4.10: An example of track sharing by multiple vertices. Figure taken from [67].

irrelevant or fake tracks. This step allows non-selected tracks to be attached or associated to

the vertex provided that the tracks meet some basic quality checks (pT, track χ2 etc.) and

that they are close enough to the existing candidate vertex (both in d0 and z0 significance).

This final track attachment step can be turned on or off.

Displaced Vertex Variables

After the DV reconstruction is completed, the final vertices are recorded and a few different

variables are calculated for the displaced vertices and the tracks associated to them. For

example, every track stores if it was initially selected in the track selection step or not. This

is useful when calculating the VSI track selection efficiency. Another variable records if the

track was attached to the vertex in the final track attachment step of VSI or not. This can be

useful in some analyses to identify fake or irrelevant tracks that are attached to the vertices

and help regain some signal efficiency. Finally, new track variables, calculated with respect to

the reconstructed DV position, are computed. These variables include track kinematics (d0DV ,

z0DV , pTDV
, ηDV , a and φDV), the square of the uncertainty for d0, z0 and q/p (σd0 , σz0 and

σp) and the goodness of fit of the track to the vertex (χ2). These variables are useful since the

original track quantities are calculated with respect to the primary vertex, but for displaced

tracks this prompt-particle assumption is no longer valid.

In addition to the displaced track quantities, DV quantities are also computed. The DV

kinematics are found using the sum of the momentum of the associated tracks using the

track parameters calculated with respect to the DV (pTDV
, ηDV , φDV). This same momentum

sum along with a pion mass assumption for each track is used to compute the invariant

mass of the DV (mDV). The radial position (Lxy) of the vertex is also used as a measure

of vertex displacement. This variable is computed using the x and y position of the vertex,

Lxy =
√
x2 + y2.
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Chapter 5

Search for Heavy Neutral Leptons

This chapter summarizes a search for long-lived heavy neutral leptons (HNLs) performed

with data from the ATLAS detector at the LHC. Many BSM theories predict new particles

that have short lifetimes. These signatures decay so quickly that are considered prompt. This

means that the distance the particle travels before it decays is less than or equal to the

position resolution of the detector trying to measure it. In contrast, searches for metastable

or long-lived particles (LLPs) probe regions of phase space within resolvable distances for

the detectors and look for exotic decays that would be rejected by most prompt searches. As

discussed in chapter 2, the HNL lifetime depends on its mass mN and its mixing angle with

SM neutrinos |Θ|2 (see eq. (2.8)). HNLs with GeV scale mass and mixing angles between

10−3 and 10−6 would produce sufficiently displaced decays that could be detected at high-

energy collider experiments. These signals are particularly interesting as they could be found

in relatively under-explored regions of phase space.

This analysis searches for a long-lived HNL produced when a W boson decays into a lepton

(muon or electron) and a neutrino that mixes with the HNL. This analysis targets final states

that are consistent with a fully-leptonic HNL decay. The experimental signature consists of

an isolated prompt lepton (e/µ) from the W boson decay accompanied by a displaced vertex

from the HNL decay with either two muons (µµ), two electrons (ee) or one muon and one

electron (eµ) between 4 and 300 mm from the primary vertex.

This chapter begins with a brief overview of experimental searches for HNLs and then

describes the analysis strategy and results of the ATLAS search for displaced HNLs performed

using proton-proton collision data collected between 2015 and 2018.

5.1 Previous Searches for HNLs

Previous searches for HNL signals on the electroweak scale include analyses with the DELPHI

experiment at the Large Electron-Positron collider and most recently with collider experiments

at the LHC. The DELPHI search studied 106 events from Z decays and placed constraints

in the HNL mass range between 3 and 50 GeV [68]. More recently, with the LHC’s very high

rate of W boson production, it is possible to search for HNLs using W decays and identify

HNLs using their fully or semi-leptonic decay modes.
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CMS has published an analysis that searches for events with three prompt charged leptons

and searches for HNLs in the mass range of 1 GeV - 1.2 TeV [69]. At masses below 20 GeV,

the objects in the decay are increasingly displaced and prompt searches become inefficient.

Thus, ATLAS has both prompt and displaced HNL searches that provide constraints on the

HNL mass up to 50 GeV [70]. Both CMS and ATLAS have also published papers searching for

general displaced signatures, but most of these searches do not have sensitivity to HNLs due

to high-pT requirements or a requirement that two or more displaced vertices are constructed

in the same event.

A 2019 ATLAS result previously searched for displaced HNLs using pp data collected in

2016 and set limits on the mixing angle to muon neutrinos, |Uµ|2, and excluded models with

|Uµ|2 between 10−3 and 10−6 for HNL masses between 4.5 and 10 GeV [70]. The range of

models excluded by the 2019 displaced HNL search are shown in the 95% confidence level

(CL) red exclusion curves in fig. 5.1. The 2019 prompt HNL analysis limits are also shown in

fig. 5.1 and extend out to 50 GeV.

Figure 5.1: Observed 95% confidence level (CL) exclusion limits for HNL to muon neutrino
mixing angle |Uµ|2 versus HNL mass mN for the prompt signature (the region above the
black line is excluded) and the displaced signature (the region enclosed by the red line is
excluded). The solid lines show limits assuming lepton-number violation (LNV) for half of the
decays and lepton-number conservation (LNC) for the other half. The long-dashed line shows
the limits assuming LNC for all decays. The green and yellow bands indicate the ranges of
expected limits obtained within ±1 and ±2 standard deviations of the median limit reflecting
uncertainties in the signal and background yields. Figure taken from [70].

Beam-dump experiments at CERN and Fermilab also search for HNLs with smaller mass

(e.g. mN < 2 GeV). Summary plots of the sensitivity to HNLs are shown in fig. 5.2. In each

plot, dominant mixing to either electron, muon or tau neutrinos is assumed. These plots do

not include the 2019 ATLAS prompt and displaced search results (or the results from the
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search described in this dissertation) because these results were published after the summary

plots were prepared.

(a) Electron-only mixing

(b) Muon-only mixing

(c) Tau-only mixing

Figure 5.2: Sensitivity to HNLs with dominant mixing to first, second and third lepton gen-
erations. Current bounds on the mixing (filled regions) and prospects for new results in the
next 5-15 years are shown as a function of the HNL mass mN . Figures taken from [71].
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5.2 Search Overview

The signal model in this search is a long-lived HNL produced from a W boson decay. The

analysis signature consists of a prompt lepton that is produced with the HNL and a displaced

vertex from the fully-leptonic decay of the HNL (see fig. 2.3). The analysis considers six

channels that are defined as α−βγ according to the flavour of the prompt lepton (α) and the

flavours of the two charged leptons produced in the HNL decay (βγ): µ−µµ, µ−µe, e−eµ,

e−ee, e−µµ and µ−ee. Both LNC and LNV decays are considered in this analysis.

Simulated signal samples are generated to cover a mass range from 3 to 20 GeV and proper

decay lengths (cτN ) of 1, 10, 100 mm. HNL theory predicts a relationship between the mixing

angle, mass and lifetime (see eq. (2.8)). Beyond ∼ 20 GeV, HNL models that experiments at

the LHC are currently sensitive to are increasingly prompt. Therefore, this displaced search

targets models with mN < 20 GeV. At the lower HNL mass limit, signals with mN < 3 GeV

are overwhelmed by backgrounds.

This analysis exploits the prompt lepton from the W boson decay to make use of the

ATLAS single-lepton triggers. Selected events are reconstructed using displaced tracking al-

gorithms (see section 4.2.1). Signal selections on electron and muon identification working

points, the mass and radius of the displaced vertex, the HNL mass and invariant mass of the

tri-lepton system are optimized for the six decay channels.

The primary background is from leptons that randomly cross in the ID that are recon-

structed as a two-lepton DV. For ee vertices, interactions with the detector material and

support structures also form a source of background. At lower masses, there are also SM

resonances, which contribute to the background.

This analysis includes many improvements compared to the 2019 ATLAS result. It now

considers additional channels, including channels with prompt electrons and channels with dif-

ferent flavours between the prompt and displaced leptons (e.g. µ−ee and e−µµ). The custom

vertexing configuration used to reconstruct lepton-only DVs is also novel, as is the discrimina-

tory variable that reconstructs the HNL mass mHNL using the available information from the

three charged leptons in the signal combined with the W boson mass and the HNL flight di-

rection. Details about the custom vertexing configuration and HNL mass reconstructions can

be found in section 5.5.2 and section 5.5.3 respectively. A new background estimation method

was also developed to provide a more sophisticated way to estimate the dominant random

track crossing background that reduces some of the statistical limitations faced in the 2019

ATLAS analysis. This background estimation method is discussed in section 5.8.6. Finally,

this search also sets the first experimental limits on two benchmark models that the LHC-

long-lived-particle community developed in recent years to target HNLs under the inverted

and normal neutrino mass hierarchy models. These benchmark results, as well as results for

the muon-only and electron-only mixing scenarios, are presented in section 5.11.
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5.3 HNL Models

Eight HNL models are used to interpret the results in this search. They include models

with single-flavour and multi-flavour mixing in various lepton number conserving/violating

(LNC/LNV) scenarios. In the “Dirac-limit”, all of the HNL decays are LNC, while in the

“Majorana-limit,” half of the decays are LNC and half of the decays are LNV. As discussed in

section 2.4, the primary difference between LNC and LNV decays comes from spin correlations

that can alter the kinematics of the leptons in the HNL decay. The results consider four

different mixing scenarios (see section 2.2) in two HNL models: one HNL model with single-

flavour mixing (1SFH) and two quasi-degenerate HNL model (2QDH). In the 2QDH model,

the mass splitting between the pair of HNLs is smaller than the resolution of the detectors

and, thus, the analysis is unable to distinguish between the two particles. See section 2.1

for more details about the motivation for the 2QDH model. Table 5.1 summarizes the eight

models.

Table 5.1: A summary of the eight models used in the interpretation of the analysis results.
Models are defined according to the number of HNLs (1SFH or 2QDH), the fraction of LNC
and LNV decays and the relative strength of the mixing between the lepton generations. The
inverted (IH) and normal (NH) hierarchy benchmarks are used for 2QDH models only, while
the 1SFH models have single-flavour mixing.

Model
Fraction of Fraction of (xe, xµ, xτ )

LNV decays LNC decays (xα = |Uα|2/|U |2)

1SFH muon-only in the “Dirac-limit” 0 1
( 0 , 1 , 0 )

1SFH muon-only in the ‘Majorana-limit” 1
2

1
2

1SFH electron-only in the “Dirac-limit” 0 1
( 1 , 0 , 0 )

1SFH electron-only in the “Majorana-limit” 1
2

1
2

2QDH IH mixing in the “Dirac-limit” 0 1
( 1
3

, 1
3

, 1
3
)

2QDH IH mixing in the “Majorana-limit” 1
2

1
2

2QDH NH mixing in the “Dirac-limit” 0 1
(0.06, 0.48, 0.46)

2QDH NH mixing in the “Majorana-limit” 1
2

1
2

The cross section calculation in section 2.5 assumes one HNL in the “Majorana-limit”. The

cross sections for the other models in the “Dirac-limit” and those with more than one HNL

(i.e. 2QDH model), can be computed as multiples of this Majorana cross section σM . Table 5.2

describes the relationships between the models. For an HNL in the “Majorana-limit”, both

LNC and LNV decays are allowed and, thus, for in the “Dirac-limit”, with only LNC decays,

there are half as many decay channels open. This increases the lifetime by a factor of two and

thereby enhances the cross section by the same factor. For the 2QDH models, twice as many

channels are opened because there are now two HNL particles that contribute to the process.

Thus, the cross section in models with a pair of quasi-Dirac HNLs is twice as large as the one

HNL model.
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Table 5.2: The cross section for LNC and LNV decays for one Majorana HNL, one Dirac
HNL, a quasi-Dirac HNL pair with “Majorana-like” decays and a quasi-Dirac HNL pair with
“Dirac-like” decays. The total cross section is the sum of the LNC and LNV contributions.

1SFH 1SFH 2QDH 2QDH
“Majorana-limit” “Dirac-limit” “Majorana-limit” “Dirac-limit”

LNC decays σM 2σM 2σM 4σM
LNV decays σM 0 2σM 0

Total 2σM 2σM 4σM 4σM

5.4 Data and Signal Samples

5.4.1 Data Samples

This search was performed using 139 fb−1 of LHC proton-proton collision data collected by

the ATLAS experiment between 2015 and 2018. A subset of these data events are selected

and processed using the specialized displaced track reconstruction described in section 4.2.1.

All data events are required to pass basic event cleaning, which includes only selecting events

that are considered to be “good” for physics analysis (see discussion about data quality in

section 3.1.3). Events are also required to have a reconstructed primary vertex with at least

two associated tracks with pT > 500 MeV.

5.4.2 Signal Samples

Monte Carlo (MC) signal samples were generated using a Pythia87 pp → W boson pro-

duction model. W bosons (of both charges) are forced to decay into a lepton (µ or e) and a

custom heavy neutral lepton (W → lN). The HNL is given a long lifetime and set to decay

leptonically (N → llν). The HNL decay is modeled as a weak decay mediated by either a

virtual W or Z boson (see fig. 2.3). If the charged leptons in the HNL decay have the same

flavour (e.g. α − γγ), then both diagrams contribute to the decay. The interference between

the neutral and charged current decays is taken into account in the computation of branching

ratio, BR(N → llν), that is used to compute the HNL cross section in section 2.5.

Figure 5.3 shows the Feynman diagrams that contribute to models with single-flavour

mixing. For each channel, events are generated with the following HNL masses: mN =

3, 4, 4.5, 5, 7.5, 10, 12.5, 15, 17.5, 20 GeV. Each mass point is generated with three different

proper decay lengths: cτN = 1, 10, 100 mm.

7Signal samples were obtained using Pythia 8.212 [72] with the ATLAS A14 set of tuned parameters [73]
and the NNPDF2.3LO PDF set [74].
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Figure 5.3: Feynman diagrams included in the combinations for the muon-only mixing (µ−µµ,
µ−µe and µ−ee) and electron-only mixing (e−eµ, e−ee and e−µµ) scenarios. Neutral current
decays are also possible for the µ−µµ and e−ee channels.

The six channels that are generated for each mass and proper decay length are:

• µ−µµ: W boson decays to a muon and HNL (W → µN) and the HNL decays to a muon

pair and a neutrino (N → µµν),

• µ−µe: W boson decays to a muon and HNL (W → µN) and the HNL decays to a

muon-electron pair and a neutrino (N → µeν),
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• µ−ee: W boson decays to a muon and HNL (W → µN) and the HNL decays to an

electron pair and a neutrino (N → eeν),

• e−ee: W boson decays to an electron and HNL (W → eN) and the HNL decays to an

electron pair and a neutrino (N → eeν),

• e−eµ: W boson decays to an electron and HNL (W → eN) and the HNL decays to an

electron-muon pair and a neutrino (N → eµν) and

• e−µµ: W boson decays to an electron and HNL (W → eN) and the HNL decays to a

muon pair and a neutrino (N → µµν).

Depending on the relative size of the mixing angles (|Ue|2, |Uµ|2 and |Uτ |2) in the HNL

model that is considered, the decay channels will have various contributions to the overall

signal strength. For models where the HNL mixes with both muon and electron flavoured

neutrinos (e.g. IH and NH benchmarks), two additional channels contribute. These channels

are:

• µ−eµ: W boson decays to a muon and HNL (W → µN) and the HNL decays to an

electron-muon pair and a neutrino (N → eµν), and

• e−µe: W boson decays to an electron and HNL (W → eN) and the HNL decays to a

muon-electron pair and a neutrino (N → µeν).

Feynman diagrams for these additional two channels, as well as the charged-current decays

for the µ−ee and e−µµ channels that are also possible in a mixed-flavour mixing scenario, are

shown in fig. 5.4. Experimentally, the leptons in the displaced vertex are indistinguishable and,

therefore, in models with both nonzero muon and electron mixing angles, the µ−µe (e−eµ)

and µ−eµ (e−µe) signals are combined into one channel. These processes only differ due to the

kinematics differences from spin correlations and the relative strength of the mixing with the

SM neutrinos xα = |Uα|2/|U |2. Thus, the event weighting procedure, described in section 5.4.3,

is used to compute separate weights for the µ−µe and µ−eµ processes. A combined weight

that is equal to the sum of the individual weights is used for models where both the µ−µe
and µ−eµ processes are allowed. The same method is used for the e−eµ samples to get a

combined weight for e−eµ and e−µe processes.

The analysis is not sensitive to HNL mixing with tau neutrinos, |Uτ |2. Tau reconstruction

is typically more difficult than electron or muon reconstruction due to the short proper decay

length of the tau lepton (cττ ∼ 0.1 mm) and the complicated nature of the decay products.

The sensitivity to |Uτ |2 through the leptonic tau decays to muons and electrons was studied

using N → ττν samples. These sames were run through the analysis using the selections from

all six channels. In all cases, less than one signal event was observed for tau decays after the
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final analysis selections were applied. Thus, in models where |Uτ |2 is nonzero, all tau channels

are assumed to have zero acceptance.
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Figure 5.4: Additional Feynman diagrams for signal processes that contribute to the signal
strength if both |Uµ|2 and |Ue|2 are nonzero. Diagrams are shown for the charged-current
interaction only.

5.4.3 Modelling Spin Correlations

Spin correlations (described in section 2.4) between the prompt lepton and the HNL are

not included in the Pythia8 signal generation. However, these correlations are taken into

account in MadGraph using the HeavyN model [75, 76]. The impact of spin correlations in

the modelling of HNL decays was only brought to light after all of the Pythia8 samples were

produced. Due to the significant amount of time and computing resources required to validate

and re-simulate all of the signal samples with MadGraph, an event weighting method is used

to account for the small kinematic differences between LNC and LNV decays.

MC simulations model the probability of different outcomes by computing matrix elements

for the processes. To take spin correlations into account, the MC generator should sample from
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a distribution that is proportional to:

f(x) = |Mproduction + decay|2 (5.1)

where x denotes the set of all relevant kinematic variables that the matrix element,M , depends

on. Instead, Pythia8 factorizes the production and decay matrix elements and samples from

a distribution that is proportional to:

g(x) = |Mproduction|2 × |Mdecay|2 (5.2)

To correct for this sampling effect, a weight that is equal to w(x) = f(x)/g(x) is applied to

each simulated event. This event weight can be computed analytically. The matrix elements

in f(x) and g(x) depend on the mass of the HNL, the 4-momentum of the W boson and the

4-momentum of the prompt and displaced leptons. To simplify the computation of the matrix

elements, light lepton (e/µ) masses are neglected and the matrix elements are reported up to

a constant.

Six matrix elements are computed that include spin correlations. Three matrix elements

are computed for LNC decays that correspond to the charge current (CC), neutral current

(NC) or charge plus neutral current (CCNC) contributions. Similar matrix elements are also

computed for LNV decays. The size of the contribution from each of the CC, NC and CCNC

decays depends on the process and which mixing angles are nonzero. Thus, the computation

of the weight, w(x), depends on the lepton number conserving behaviour of the decay (i.e.

LNC or LNV), the flavours of the leptons in the HNL decay and the relative strengths of the

mixing angles, xα = |Uα|2/|U |2.
For e−γγ and µ−γγ channels, with γγ = ee or µµ, the following event weight is computed:

wCC+NC =
xγ |MCCNC |2 + (1− xγ)|MNC |2

|MPythia|2
(5.3)

where |MCCNC |2 is the matrix element for CC plus NC decays proportional to |Uγ |2, |MNC |2
is the contribution from NC decays proportional to |Uα 6=γ |2, |MPythia|2 is the matrix element

generated by Pythia8 and xγ is the relative strength of the mixing angle of the lepton flavour

in the decay.8 This event weight is used for µ−µµ, µ−ee, e−ee and e−µµ channels.

For processes with different flavours of leptons in the HNL decay (i.e. β 6= γ), only the

8For example, in a µ−ee decay in a model where the mixing to all three lepton generations is nonzero, the
|MCC+NC |2 term would take into account all the diagrams (CC and NC) that are proportional to |Ue|2 and
the |MNC |2 term would take into account NC-only decays where a muon or tau neutrino couples to the HNL
(i.e. N → νl 6=eZ

∗;Z∗ → e+e−).
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charge current decay contributes and the weight is:

wCC =
|MCC |2
|MPythia|2

(5.4)

where |MCC |2 is the matrix element for the charged current decays. This event weight is used

for µ−µe and e−eµ channels.

The validation of this method is performed by comparing samples generated with Pythia8

and MadGraph9 Comparisons of the lepton pT distributions between MadGraph samples,

the weighted and unweighted Pythia8 samples are shown in fig. 5.5 for the µ−µµ channel

with CC and NC decays.
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Figure 5.5: Comparison of the lepton pT distributions for LNC decays between MadGraph
samples (purple) and the weighted (pink) and unweighted (gray) Pythia8 samples for a
µ−µµ signal using the NC+CC event weights. Samples are generated with mN = 10 GeV and
cτN = 10 mm signal sample.

9MadGraph signal samples were obtained with MadGraph5 aMC@NLO v2.9.3 [77] using the HeavyN
model [75, 76]. The Pythia8 version description can be found in section 5.4.2.
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Figure 5.6 shows the pT comparisons for the µ−µe channel with CC decays only. Good

agreement between MadGraph and the weighted Pythia8 samples indicates that the reweigh-

ing method can be used to successfully include spin correlations in the model and, therefore,

no additional signal uncertainty is necessary to account for this effect.
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Figure 5.6: Comparison of the lepton pT distributions for LNC decays between MadGraph
samples (blue) and the weighted (orange) and unweighted (gray) Pythia8 samples for a
µ−µe signal using the CC event weights. Samples are generated with mN = 10 GeV and
cτN = 10 mm signal sample.

5.4.4 Signal Kinematics

Kinematic distributions of simulated particles involved in the HNL production and decay are

shown for a µ−µµ signal in figs. 5.7 to 5.9. In simulation, the kinematic differences between

the different channels are negligible because leptons with momenta on the order of a GeV can

be treated as equivalent (massless) objects. Three different mass variables are used in this

analysis. The DV mass, mDV, is the invariant mass of the two displaced charged leptons. The
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DV mass does not include the neutrino momentum from the HNL decay and thus, mDV will

always underestimate the simulated HNL mass, mN . The tri-lepton mass, mlll, is computed

using the kinematics of the three charged leptons in the signal. It is also missing the neutrino

momentum and is always less than the W boson mass. The HNL mass in fig. 5.8 (a) is

calculated using the HNL flight direction and the momenta of the other charge leptons in

the HNL decay to constrain two out of three degrees of freedom in the neutrino momentum.

The final degree of freedom can be solved for using energy-momentum conservation of the W

boson decay. Details about this HNL mass calculation can be found in section 5.5.3.
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Figure 5.7: Simulated lepton pT distributions for the three charged leptons in the HNL event
and the invariant mass of the tri-lepton system (mlll). The leading displaced lepton is defined
as the lepton in the DV with the largest pT, while the subleading displaced lepton has the
smaller pT. Simulated µ−µµ signals are plotted for three different mass points: mN = 5, 7.5, 10
GeV with cτN = 10 mm.
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Figure 5.8: HNL kinematics for simulated µ−µµ signals for three different mass points: mN =
5, 7.5, 10 GeV with cτN = 10 mm.
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Figure 5.9: The DV mass (a) and DV radius (b) distributions for simulated µ−µµ signal
samples. For the DV mass distribution, three different mass points are shown: mN = 5, 7.5, 10
GeV with cτN = 10 mm. For the DV radius plot, the simulated samples have mN = 10 GeV
with cτN = 1, 10 and 100 mm.
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5.5. Event Reconstruction

5.5 Event Reconstruction

The experimental displaced HNL signature consists of two main building blocks: a prompt

lepton and a two-lepton DV. The prompt lepton is reconstructed using the standard electron

and muon reconstruction algorithms described in section 4.1.3 and section 4.1.4 respectively

and the two-lepton DV is reconstructed using the VSI algorithm described in section 4.2.3.

However, since the default VSI configuration was not optimized to reconstruct two-lepton

DVs, a custom VSI configuration was developed for this analysis. The details of the custom

VSI configuration can be found in section 5.5.2.

In addition to standard kinematic variables (e.g. pT, η, φ), this analysis also calculates the

HNL mass, mHNL, using the kinematics of the three charged leptons in the signal, as well as

information about the flight direction of the HNL and the W boson mass. The details of this

mass variable can be found in section 5.5.3.

5.5.1 Displaced Vertex Reconstruction for the HNL Signal

The displaced vertex reconstruction, described in section 4.2.3, produces two collections of ver-

tices by default. These collections are created by modifying the VSI algorithm’s configuration

settings to apply different cuts and control which steps in the reconstruction sequence are run.

The collection used by most ATLAS displaced vertex analyses, simply referred to as “VSI”,

initially selects tracks from the collection of ID tracks (both standard and large-radius). In

order to reduce the number track pairs, a 2 mm two-track forming d0 cut is used. This cut

requires that at least one track has a d0 > 2 mm in order to be defined as a compatible

two-track pair. This configuration also runs the final track attachment step with non-selected

tracks.

The second collection of vertices, called “VSI Leptons”, only selects lepton-matched tracks.

The details of how tracks are matched to electron and muon objects can be found in sec-

tion 4.1.3 and section 4.1.4 respectively. Since the number of track pair combinations is now

reduced by selecting lepton-matched tracks, this configuration has no requirements on the d0

of the tracks. Since the purpose of this configuration is to reconstruct vertices with displaced

leptons, the final track attachment step with non-selected tracks is not run, since these tracks

consist of mostly non-lepton tracks.

The signal efficiency using VSI and VSI Leptons vertices is shown in fig. 5.10 (a) for

simulated HNL signals with varying lifetimes and masses. This efficiency is defined as the

ratio of the selected reconstructed events to the total number of simulated events. Selecting

events using VSI Leptons vertices has a larger signal acceptance for all masses and lifetimes

when compared toVSI. Figure 5.10 (b) shows the signal efficiency using VSI Leptons vertices

is up to 230% of the VSI signal efficiency for cτN = 1 mm signals.
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Figure 5.10: The µ−µµ signal efficiency (a) and ratio of the signal efficiency between VSI
Leptons and VSI (b) as a function of simulated HNL mass with 3 < mN < 20 GeV. Signal
samples with cτN = 1, 10, 100 mm are shown in red, blue and green respectively. The signal
efficiency is defined as the ratio of the selected reconstructed events to the total number of
simulated events.

There are two main differences between the VSI and VSI Leptons configurations that result

in this increase in signal efficiency. First, the VSI Leptons configuration has no requirement of

the d0 of the tracks when forming compatible two-track pairs. This is especially important for

signals that are not very displaced, since the tracks from the HNL decay will have a small d0.

As a result, the observed increase in efficiency is largest for the 1 mm lifetime signals (see the

red points in fig. 5.10 (b)). The second effect comes from the non-selected track attachment

step that is only run in the VSI configuration. In this configuration, reconstructed signal

vertices may have additional tracks attached to the vertex either from fake tracks or pileup

tracks near the HNL decay. Since the signal selection requires that the displaced vertex has

exactly two tracks, any signal vertex with additional attached tracks is rejected by this two-

track requirement.

While the signal acceptance is larger for events reconstructed with the VSI Leptons config-

uration, the sensitivity of the analysis depends on both the signal and background acceptance.

In fig. 5.11, the signal and data-driven same-sign background estimate is shown as a function

of the reconstructed HNL mass.10 The lepton-only vertexing configuration improves the signal

efficiency by 20% for this µ−µµ signal model and up to 300% for other benchmark signals.

However, this signal efficiency increase comes at the cost of over a factor of 20 increase in the

two-muon DV data-driven background.

10The details of the reconstructed HNL mass variable can be found in section 5.5.3 and a description of the
data-driven same-sign background estimate is described in section 5.8.
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Figure 5.11: Simulated events for a µ−µµ, 10 GeV, 10 mm signal in purple and the data-driven
same-sign background in grey as a function of the reconstructed HNL mass. The total number
of events in the signal and background can be found in the legends in each plot. Events are
selected by applying the pre-selection cuts described in section 5.7.

5.5.2 Custom Displaced Vertex Configuration

With the default lepton-only vertexing configuration, the analysis could not benefit from

the increase in signal acceptance due to the large increase in the background. Therefore, a

custom vertex configuration was developed to maintain most of the signal efficiency increase

and greatly reduce the background. The three main areas in the VSI algorithm that were

optimized for the two-lepton displaced HNL signal are the track selection, two-track vertex

forming d0 cut and track attachment. These three optimizations are discussed below.

The custom vertex configuration that is used to reconstruct vertices for this analysis

is based on the VSI Leptons configuration with additional track selections applied to both

standard and LRT tracks and a two-track forming d0 cut of 1 mm. This custom configuration

also runs the final track attachment step.

Track Selection Optimization

It was identified that HNL signal events can be lost due fake tracks being attached or merged

with the signal vertices. Identifying and removing these fake tracks prior to vertexing improves

the signal acceptance. As will be discussed in section 5.8, the dominant background comes

from random track crossings that form a two-lepton vertex. Removing non-signal-like tracks

before vertexing reduces the probability of a random crossing and therefore also reduces the

background.

At the same time as the vertex optimization studies were being performed, large-radius

track reconstruction was also undergoing optimization in preparation for the start of the LHC
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5.5. Event Reconstruction

Run 3.11 As a result, new LRT quality selections had been developed specifically to reduce

the number of fake tracks. The additional selections on the track parameters that were added

to the custom VSI configuration were inspired by these Run 3 LRT improvements and are

listed in table 5.3.

Table 5.3: The main differences in the track selection between the default VSI configuration
and the lepton-only selection used in the custom VSI configuration in this analysis.

Track Type Track Parameter Default Value Custom Value

Standard Lepton matching Not required Required
& LRT Min. # Silicon hits 7 8

LRT Max. |z0| 1000 mm 500 mm
Min. # SCT hits 2 7
Max. # SCT holes 2 1
Max. χ2/dof 50 9
∆θ and |z0| correlation n.a. ∆θ ≤ 1 or |z0| < 200 mm

The impact of the additional track selections on the signal and background can been seen

in fig. 5.12. Applying additional selections removes fake or poor quality tracks and reduces the

number of two-lepton VSI background events by a factor of 2 and the number of VSI Leptons

background events by 20%. This reduction in the background is achieved while maintaining a

similar number of signal events. To measure the performance of the additional track selections,

the signal significance was estimated as the number of signal events divided by the square root

of the number of background events (s/
√
b). Adding the additional track selections increases

the signal significance, indicating that these selections improve the analysis sensitivity.

Two-Track Vertex Forming d0 Cut Optimization

As described in section 5.5.1, one of the main differences between the VSI and VSI Leptons

configurations is the removal of the two-track forming d0 cut that is used to determine the

compatibility of the two tracks. Studying simulated HNL signal events shows that about 80%

(20%) of events with 1 mm (10 mm) lifetimes have two tracks with d0 < 2 mm. This means

that 80% (20%) of the time, signals with 1 mm (10 mm) lifetimes will fail to pass the two-track

compatibility threshold in the VSI configuration.

Signal and background events were studied for different two-track forming d0 cuts ranging

from 0 mm to 2 mm. It was observed that changing the d0 cut from 2 mm to 0 mm can

increase the signal efficiency by a factor of 1.2 to 3 (see fig. 5.13 (a)). However, the number

of background events also increases as the d0 cut decreases (see fig. 5.13 (b)). To find one

configuration for all signal models, a balance must be found when optimizing the vertexing

configuration for signals with different lifetimes. Using the signal significance (s/
√
b) as a

11Run 3 refers to the period of data collection that is planned to start in 2022. See fig. 3.3 for a timeline of
the LHC machine.
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5.5. Event Reconstruction

metric (fig. 5.13 (c) and (d)), it was determined that a 1 mm d0 cut gave the best balance

between increasing the sensitivity to low lifetime signals, while minimally impacting longer

lifetime samples.

(a) Signal (b) Background

(c) Signal Significance

Figure 5.12: The number of µ−µµ 10 GeV, 10 mm signal (a) and two-muon background (b)
events for default VSI (blue) and VSI Leptons (orange) vertex configurations. The original
number of events is given by the default configuration. Events labels “LRTR3” are the number
of events after modifying the track selections as described in table 5.3 without the ∆θ and
|z0| correlation selection. The “LRTR3 w Geo cut”, which is the final selection applied in the
custom vertex configuration, is the number of events including this final correlation selection.
The signal significance (c) is estimated using the number of signal events divided by the square
root of the number of background events (s/

√
b).
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(d) Significance (cτ)N = 1 mm)

Figure 5.13: Signal events for a 10 GeV, 10 mm µ−µµ sample (a) and two-muon background
events (b) as a function of the two-track forming d0 cut for VSI (blue) and VSI Leptons
(orange) vertex configurations. The original number of events is given by the default config-
uration. Then the number of events with two-track forming d0 cut threshold equal to 2, 1.5,
1, 0.5 and 0 mm is shown. The signal significance (s/

√
b) for 10 GeV, µ−µµ signal is shown

for the 10 mm (c) and 1 mm (d) signal samples as a function of the same d0 cut.

Track Attachment

The plot of the number of background events as a function of the d0 cut ( fig. 5.13 (b)) shows

that even when the d0 cut is the same, the VSI Leptons background is still about four times

larger compared to VSI. However, as described in section 5.5.1, the final difference between

the configurations is that VSI runs the final track attachment step and attaches non-selected

tracks to the vertex. This means that non-lepton tracks that are compatible with a two-lepton

pair will be added to the vertex and increase the number of tracks (ntracks) in the vertex such

that ntracks > 2.
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5.5. Event Reconstruction

To study the impact of the track attachment step, DVs with exactly two lepton-matched

tracks are selected. These events are then separated according to the total number of tracks

in the vertex. Vertices that consists of two leptons (i.e. ntracks = 2) are selected as signal

(or signal-like) events. Any vertex with ntracks > 2 is rejected from the signal region. In

fig. 5.14 (a), about four signal events are removed from the signal region because additional

tracks are attached to the two-track signal vertex. However, in the background distribution

in fig. 5.14 (b), there are many vertices with ntracks > 2 that have exactly two-leptons. Since

the VSI Leptons configuration does not run this additional track attachment step, many of

these vertices with ntracks > 2 will be reconstructed with exactly two lepton-matched tracks

and be selected in the signal region.

Without the additional track attachment step, information about the non-lepton tracks

near by the background vertices is missing. This missing information is what causes the factor

of four increase in background events that is observed in fig. 5.13 (b) when the two config-

urations are run with the same d0 cut. Running the track attachment in the VSI algorithm

improves the signal significance, since the reduction in background is much larger than the

small amount of signal events that are lost.
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Figure 5.14: Signal (a) and background (b) events with exactly two muons in the displaced
vertex as a function of the number of tracks (ntracks) in the vertex reconstructed using the VSI
configuration with a 1 mm two-track forming d0 cut. Vertices with ntracks = 2 are selected in
the signal region, while events with ntracks > 2 are rejected.
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5.5. Event Reconstruction

Performance of the Custom Displaced Vertex Configuration

A summary plot of the signal efficiency increase observed with the custom vertex configuration

is shown in fig. 5.15. This plot shows the ratio of the the number of signal events for the custom

to the default VSI configuration is shown for the four single-flavour mixing channels (µ−µµ,

µ−µe, e−eµ and e−ee) as a function of lifetime. For most signal channels and lifetimes, the

custom configuration has larger signal yields, especially for 1 mm samples, where the e−ee
channel has a factor of 3.8 increase in acceptance. Longer lifetime samples are minimally

impacted by the additional selections applied to LRT tracks.

Figure 5.15: Ratio of the number of selected signal events reconstructed with the custom
configuration to the default VSI configuration. Ratios are shown for the 10 GeV signal samples
in the µ−µµ, µ−µe, e−eµ and e−ee channels as a function of the proper decay length.

To evaluate the vertex reconstruction efficiency for the signal, a matching procedure is

used to determine if the simulated HNL decays are reconstructed as displaced vertices. This

matching procedure follows the same definitions adopted in Ref. [78]. HNL decays are consid-

ered to be reconstructed if the tracks associated to a displaced vertex are matched to particles

originating from the HNL. The matching of tracks to particles is based on a weighted scor-

ing of shared detector hits between the track and particle trajectories. A track is considered

matched to a particle if this score is greater than 0.5. For each pair of a reconstructed vertex
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5.5. Event Reconstruction

position, v, and the simulated decay vertex position, l, a matching score s is computed, which

uses the magnitude of the track pT as a weight. This score is given by:

s(v, l) ≡

∑
i ∈ tracks in l

( p
(i)
T |descendent of signal decay l)∑
i ∈ tracks in v

p
(i)
T

(5.5)

The total vertex efficiency can be broken up into several components including the ac-

ceptance, the track selection efficiency and the core efficiency of the VSI algorithm. The

acceptance, seed and core efficiencies are defined as follows,

• Acceptance (A): fraction of signal decays with at least two reconstructed tracks with

pT > 1 GeV, a z-position of |z| < 2720 mm and a transverse distance from the origin of

Lxy < 563 mm.

• Seed efficiency (εseed) : fraction of signal decays with at least two tracks passing the

VSI track selection requirements.

• Core efficiency (εcore) : fraction of signal decays with a reconstructed vertex that has

a matching score s(v, l) > 0.5.

The total efficiency (εtot) is then given by:

εtot = A · εseed · εcore (5.6)

These four efficiencies (A, εseed, εcore and εtot) are shown in fig. 5.16 as a function of radial

decay position, Lxy, for 10 GeV, 10 mm signal for the µ−µµ, µ−µe and e−ee channels. The

total efficiency peaks between 15-25% depending on the signal sample. The efficiency at very

low values of Lxy is suppressed due to the minimum |d0| of 1 mm and at high values of Lxy

due to the requirements on the number of hits per track.

Overall the total vertexing efficiency of the HNL signal is low compared to other long-lived

DV signals because the HNL signature only has two tracks in the DV. If either of the tracks is

not reconstructed or the two reconstructed tracks do not form a good quality vertex, then the

signal is rejected. In contrast other long-lived displaced vertex signals can have many tracks

and even if one track is missing, the signal vertex can still be reconstructed without this track.
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(d) Total efficiency, εtot

Figure 5.16: The three components of the vertex reconstruction efficiency and the total effi-
ciency, measured as a function of radial decay position, Lxy, for µ−µµ, µ−ee and e−ee signals
with mN=10 GeV and cτN =10 mm.
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5.5. Event Reconstruction

5.5.3 Reconstructed HNL Mass

The HNL mass (mHNL) can be obtained using energy-momentum conservation in the HNL

production (W → Nl1) and decay (N → l2l3ν), where l1 is the prompt lepton and l2 and

l3 are the charged leptons in the DV. The problem can be summarized with the following

equations. Four-momentum conservation in the N decay gives:

pµN = pµ2 + pµ3 + pµν ≡ pµ23 + pµν (5.7)

Four-momentum conservation in the W decay gives:

pµW = pµ1 + pµN = pµ1 + pµ23 + pµν (5.8)

It will also be useful to define:

p223 = E2
23 − |~p23|2 = m2

23 (5.9)

p
‖
23 ≡ ~p23 · v̂ (5.10)

p⊥23 ≡ |~p23 − p‖23v̂| (5.11)

where m, E, and |~p| are the mass, energy, and momentum-vector magnitude of the particles

indicated by their subscript and v̂ is the flight direction of the HNL given by the vector

connecting the PV and DV.

The components of the neutrino momentum are not measured. Equivalently, due to eqs. (5.7)

and (5.8), we could treat the components of pN or pW (respectively) as the unknowns. Either

way, the HNL flight direction provides a constraint on the neutrino momentum components

orthogonal to v̂, leaving two remaining degrees of freedom. The simplest solution is to solve

the problem using the neutrino degrees of freedom (Eν and p
‖
ν) and computing the various

quantities in a reference frame that is rotated with respect to the lab frame.

The solution to the HNL mass is presented in the coordinate system, k = (x̂′, ŷ′, ẑ′), which

is rotated with respect to the ATLAS coordinate system (see section 3.2.1), such that the

origin of the k-frame is at the PV and the z′-axis points along the flight direction of the HNL.

The definition of this coordinate system is:

ẑ′ = v̂, x̂′ =
~p23 × ẑ′
|~p23 × ẑ′|

, ŷ′ = ẑ′ × x̂′ (5.12)

Energy-momentum conservation in the W and N decays can be expressed in terms of pν ·v̂ = α
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5.5. Event Reconstruction

using:

~p′23 ≡ ~q (5.13)

E′23 =
√
q2 +m2

23 (5.14)

~q = (0, |~p23 × ẑ′| ≡ q⊥, ~p23 · ẑ′ ≡ qz) (5.15)

~pν = (0, −q⊥, α) (5.16)

Eν =
√
q2⊥ + α2 (5.17)

Equation (5.8) gives:

m2
W = m2

1 +m2
ν +m2

23 + 2p′1 · (p′23 + p′ν) + 2p′23 · p′ν (5.18)

where:

p′1 · (p′23 + p′ν) = E′1(E
′
23 + E′ν)− p′1,z(qz + α) (5.19)

p′23 · p′ν = E′23E
′
ν + q2⊥ − qzα (5.20)

In the energy regime of interest, with particles that have GeV momenta, both the mass of the

prompt lepton (m1) and the neutrino (mv) can be set to zero. Rearranging eq. (5.18) to solve

for Eν gives:

E′ν = A+Bα (5.21)

where

A =

m2
W−m2

23
2 − E′1E′23 + p′1,zqz − q2⊥

E′1 + E′23
, B =

p′1,z + qz

E′1 + E′23
(5.22)

Subtracting eq. (5.21) from eq. (5.17) gives the following quadratic expression α:

(B2 − 1)α2 + 2ABα+A2 − q2⊥ = 0 (5.23)

Using the quadratic formula, the solution for α is:

α =
−AB ±

√
(B2 − 1)q2⊥ +A2

(B2 − 1)
(5.24)

This gives two solutions for the z component of the neutrino momentum, α. Both solutions

were studied using simulated HNL events and it was observed that the solution with the

smaller | ~pN | typically led to a value for mHNL that was closer to the simulated HNL mass

75



5.5. Event Reconstruction

mN . This solution often corresponds to the forward emission of the neutrino with respect to

the HNL decay in the lab frame. Therefore, in the definition of the HNL mass used in the

analysis, the positive radical is chosen as the solution for α.

From eq. (5.7) and the definitions in eqs. (5.13) to (5.17), the expression for the HNL mass

in terms of α is:

m2
HNL = m2

23 + 2p′ν · p′23 (5.25)

= m2
23 + 2E′23

√
q2⊥ + α2 + 2q2⊥ − 2qzα (5.26)

Substituting the expression for α in eq. (5.24) into eq. (5.26) gives the solution for the HNL

mass.

Picking the W mass

Equation (5.26) gives a solution for the HNL mass in terms of the known energies and momenta

of the two charged particles in the HNL decay (E′23, ~p′23 ≡ ~q) and the component of the

neutrino momentum in the z′ direction, α. Equation (5.24) provides an analytical solution for

α, given the momenta of all three charged leptons and the mass of the W boson, mW .

ATLAS has measured the W boson pole mass to be MW = 80.370± 0.019 GeV [79] and

this measurement is combined in Ref. [80] with results from LEP to provide a measurement

for the W boson width, ΓW = 2.195 ± 0.083 GeV. Since the W mass has a width, if mW is

fixed to the pole mass in eq. (5.18), then it is possible mHNL has no real solution. Instead of

rejecting these events, mW is set equal to the median mW in the kinematically allowed region

defined by the charged lepton kinematics. This ensures that α (and correspondingly mHNL)

will always have a real solution. The difference in the HNL mass distribution between fixing

the mW to the pole mass and using the median mW in the kinematically allowed region can

be seen in fig. 5.17. Fixing the W mass results in events where the HNL mass has no real

solution. These are represented in fig. 5.17 by the entries at mHNL = −1.

To define the kinematically allowed region, the minimum W mass that is consistent with

the charged lepton decay products (mW,min) is computed. From eq. (5.18), the mass of the W

boson is given by:

m2
W = m2

23 + 2
(
E′1E

′
23 + E′ν(E′1 + E′23)− p′1,zqz + q2⊥ − α(p′1,z + qz)

)
(5.27)

and mW,min occurs where:

d
m2
W
2

dα
= (E′1 + E′23)

dEν
dα
− (p1,z + qz) = 0 (5.28)
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Figure 5.17: Two HNL mass distributions for a simulated µ−µµ with mN = 10 GeV and
cτN = 10 mm. The mHNL is computed using mW fixed to the pole mass of 80.4 GeV (blue)
and the median W mass in the allowed kinematic region (purple). Events where the HNL
mass has no real solution are set to -1.

Using dEν
dα =

d
√
q2⊥+α

2

dα = α
Eν

in eq. (5.28), the value of α that gives the minimum mW is:

d
m2
W
2

dα
= (E′1 + E′23)

α

Eν
− (p′1,z + qz) = 0 (5.29)

α

Eν
=

p′1,z + qz

E′1 + E′23
= B (same B as in eq. (5.23)) (5.30)

α2

E′2ν
= B2 (5.31)

α2 = B2E
′2
ν = B2(q2⊥ + α2) (5.32)

α = ± q⊥B√
1−B2

(5.33)

Substituting α = q⊥B√
1−B2

back into eq. (5.27), the minimum W boson mass is:

m2
W,min = m2

23 + 2

E′1E′23 + (E′1 + E′23)

√
q2⊥ +

q2⊥B
2

1−B2
− p′1,zqz + q2⊥ − (p′1,z + qz)

q⊥B√
1−B2

 (5.34)

The cumulative probability for the W boson to have a mass greater than mW,min is used to

find the median of the remaining distribution. The probability density function (f) for mW is

proportional to:

f(m2
W ) ∝ 1

(m2
W −M2

W )2 +M2
WΓ2

W

(5.35)
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Therefore, the cumulative distribution function (F) is

F(m2
W ) =

1

π
arctan

(
m2
W −M2

W

MWΓW

)
+

1

2
(5.36)

The midpoint of the allowed kinematic region has a value of

Fmed =
1 + F(m2

W,min)

2
(5.37)

Rearranging eq. (5.36) for m2
W gives

m2
W = M2

W + ΓWMW tan

(
π

[
F− 1

2

])
(5.38)

Substituting F = Fmed, in eq. (5.38) gives an expression for the median W mass in the

kinematically allowed region

m2
W,med = M2

W + ΓWMW tan

(
π

[
1 + F(m2

W,min)

2
− 1

2

])
(5.39)

This value of mW,med is used in eq. (5.24) to solve for α.

5.6 Object Definitions

Events in this search are selected using three types of physics objects: displaced vertices,

muons and electrons. The definitions for each object are as follows:

Displaced vertices

Displaced vertices are reconstructed from standard and large-radius tracks following the proce-

dure described in section 4.2.3. A custom lepton-only displaced vertex configuration, described

in section 5.5.2, is used to perform the reconstruction. At the analysis level, only displaced

vertices with exactly two tracks matched to displaced leptons (e/µ) are selected.

Prompt muons

Prompt muons are reconstructed as described in section 4.1.4. The prompt muon in the event

is defined as the highest pT muon with |d0| < 3 mm and |z0 sin(θ)| < 0.5 mm that does not

overlap with any tracks in the displaced vertex. This muon is required to be a combined muon

and pass the Medium quality working point. The muon is also required to have a pT > 3 GeV. If

the selected prompt muon overlaps with a prompt electron within ∆R =
√

∆η2 + ∆φ2 < 0.05,

then the event is rejected.
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Displaced muons

Displaced muons are tracks in a displaced vertex that are matched to muon objects. The

matching of tracks to muon objects is described in section 4.1.4. A displaced muon must be

matched to a combined muon that passes the Medium quality working point. The muon is

also required to have a pT > 3 GeV. If a displaced muon overlaps with an electron, and the

matched muon passes at least the Loose quality working point, then the track is defined as a

muon. If the track is not matched to a muon or an electron, then the vertex is rejected.

Prompt electrons

Prompt electrons are reconstructed as described in section 4.1.3. The prompt electron in the

event is defined as the highest pT electron with |d0| < 3 mm and |z0 sin(θ)| < 0.5 mm that does

not overlap with any tracks in the displaced vertex. The prompt electron is required to pass

the LHMedium quality working point. The electron is also required to have a pT > 4.5 GeV.

If the selected prompt electron overlaps with a prompt muon within ∆R < 0.05, then the

event is rejected.

Displaced electrons

Displaced electrons are tracks in a displaced vertex that are matched to electron objects. The

matching of tracks to electron objects is described in section 4.1.3. Displaced electrons are

required to pass the custom VeryVeryLoose quality working point. The electron is also required

to have a pT > 4.5 GeV and have a ∆pT/pT, track-only < 0.5, where ∆pT = pT, track-only −
pT, calibrated electron. If a displaced electron overlaps with a muon and the matched muon does

not pass the Loose quality working point, then the track is defined as an electron if the

matched electron passes the VeryVeryLoose quality working point. If the track is not matched

to a muon or an electron, then the vertex is rejected.

5.7 Event Selection

In this search for displaced HNLs, a series of requirements are used to select events of interest.

These selections are separated into a set of pre-selection requirements that are, for the most

part, defined by properties of the displaced HNL signal or by the detector acceptance. Then,

signal region (SR) selections are applied to maintain sensitivity to the signal, while also

reducing the backgrounds (non-signal physics processes) as possible. Events that meet all the

pre-selection and SR requirements are analyzed in the results shown in section 5.11.

This section begins with a description of the main analysis framework that is used to

select data and simulated signal events (see section 5.7.1) and then describe the pre-selection

requirements and SR selections in section 5.7.2 and section 5.7.3 respectively. Additional
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regions, described in section 5.7.4, are also defined to primarily study backgrounds in the

data.

5.7.1 Analysis Framework

Simulated signal and data events are processed through the analysis framework to select inter-

esting events. The first steps in the framework, including the trigger, filter, reconstruction and

derivation, all use analysis software that is written by collaboration members who are experts

in the areas of triggers and object reconstruction. These steps are designed to reconstruct the

physics objects of interest and reduce the number of events that need to be processed in the

remaining steps to save time and computing resources. Generally speaking, these steps are

common to most physics analyses and therefore, to streamline this process, they are usually

run by a central data processing team. The subsequent steps are usually shared by a few

analysis teams and are customized to apply events selections for each analysis. Since these

steps are custom to the analysis, analysis team members usually play a larger role in the

processing of data from the derivation step to produce the final results.

This search for displaced HNLs uses a special stream of data from the ATLAS experiment

that initially applies an event selection, known as a “filter”, to select events that are potentially

interesting for the analysis. This filter step is required in order to run the displaced tracking

reconstruction described in section 4.2.1, since LRT cannot be run over all the full dataset

because it is computationally expensive and requires a large amount of disk space to store all

the tracking information.

The diagram in fig. 5.18 shows how simulated signal and data events are processed in the

analysis framework. The eight main steps in the framework are as follows,

1. Trigger: It is impossible, in terms of data readout speed and storage, for ATLAS to

process every proton-proton collision event. As a result, triggers are designed to select

events of interest for further processing (see section 3.2.6 for more details about triggers).

In this analysis, standard single muon and electron triggers are used to select data events.

In the signal, it is usually the prompt lepton produced in the W boson decay that passes

the trigger requirements.

2. Filter: A displaced HNL filter is used to select interesting data events that are then

reprocessed to reconstruct large-radius tracks. Only about 10% of the full dataset in the

LHC Run 2 is selected by all the analysis filters included in this step. For more details

see section 5.7.2.

3. Reconstruction: Events that are selected by the filter are then reconstructed using the

algorithms described in chapter 4. In this step, DVs are reconstructed using the default

VSI configurations discussed in section 5.5.1.
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4. Derivation: A derivation step is used to skim away information that is not required for

the displaced HNL analysis. This reduces the size of the output files by 98% and also

reduces the number of events that need to be reprocessed saving time and computing

resources. This derivation step also re-runs the displaced vertex reconstruction using the

custom VSI configuration described in section 5.5.2. A basic event selection is applied in

this step that requires the event to have at least one DV reconstructed using the custom

VSI configuration.

5. Filter Emulator: A filter emulator is run to estimate the impact of the data filter on

simulated signal events. See section 5.7.2 for more details.

6. Ntuples: Events from the derivation step are processed and stored in ordered sets that

contain n-elements. These data structures, known as “ntuples”, store the necessary infor-

mation about each event, including the prompt lepton and displaced vertex information.

This step stores the information in such a way that it is relatively fast to further process

the events to study the impact of the event selection in data and simulation.

7. Histograms: After the ntuples are produced, a histogram-making step applies remain-

ing events selections. This step also saves mini-ntuples that contain a smaller subset of

the information only for selected events. These mini-ntuples are used as an input in the

statistical analysis framework.

8. Statistical analysis: The final step in the analysis pipeline is the statistical analysis of

selected events in the signal and background. The details of this framework are described

in section 5.10.

5.7.2 Pre-Selections

All data events are required to pass basic event cleaning and data quality requirements dis-

cussed in section 5.4.1. In addition to this basic event cleaning, a series of pre-selection require-

ments are defined to select events of interest in the HNL search. A full list of the pre-selection

requirements can be found in table 5.8. These selections include:

Trigger

Single muon and electron triggers are used to select events in this analysis. The list of triggers

is shown in table 5.4. These triggers have a minimum pT requirement of 20-26 GeV (depending

on the year). The trigger efficiency for the HNL signal is ∼ 30−35%. Since the prompt lepton

spectrum does not have a strong dependence on the HNL mass (see fig. 5.7), this trigger

efficiency is fairly constant for all HNL mass and lifetime signal models.
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Figure 5.18: The analysis framework pipeline that shows how data and simulated signal events
are processed in the displaced HNL analysis.

Table 5.4: Single muon and electron triggers from 2015-2018 that are used to select events of
interest.

Lepton Trigger name 2015–2016 2017 2018

muon
HLT mu20 iloose L1MU15 X

HLT mu26 ivarmedium X X X

electron
HLT e24 lhmedium L1EM20VH X
HLT e26 lhtight nod0 ivarloose X X X

Filter

Four HNL filters are used to select events for the special data reprocessing that includes large-

radius track and displaced vertex reconstruction. These filters require at least one prompt

and one displaced lepton. The filters are defined for the various combinations of prompt and

displaced muons and electrons. Their requirements are listed in table 5.6.
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The filter rate is defined as the number of data events that pass the filter selections divided

by the total number of events. The filter rate for the four HNL filters, as well as the overall

rate that includes all analysis filters in the data reprocessing, is listed in table 5.5.

Table 5.5: The HNL filter and overall filter rate for a set of test events in each of the four
data taking years (2015-2018).

Year HNL 4-filter rate Overall filter rate

2015 0.61% 3.04%
2016 2.09% 7.00%
2017 3.77% 10.95%
2018 2.38% 10.49%

Table 5.6: Requirements of the four HNL analysis filters. Definitions of the lepton selections
(e.g. ID or isolation requirements) used in the filter can be found in the descriptions of the
lepton reconstruction algorithms in section 4.1.3 and section 4.1.4.

Prompt µ Prompt e Prompt e Prompt µ

displaced µ displaced µ displaced e displaced e

filter filter filter filter

HLT Single muon Single electron Single muon

trigger triggers triggers triggers

pT > 28 GeV

Prompt |η| < 2.5

lepton Muon type Combined - Combined

Electron ID - LHLoose -

Isolation
∑
p
(0.3)
T /pT < 0.05

pT > 5 GeV

Displaced |η| < 2.5

lepton Muon type Combined, standalone, -

segment-tagged

Electron ID - None

Isolation
∑
p
(0.3)
T /pT < 1.0

|d0| > 0.1 mm for combined muon > 1 mm

with χ2/dof < 5

One unique feature about processing of the ATLAS data is that there is not an equivalent

filter step in the processing of simulated signal events. This can be seen visually in fig. 5.18

where the simulated signal events only enter the analysis pipeline at the reconstruction step.

As a result, a filter emulator selection is also applied using the same selections listed in

table 5.6. However, while the selections used in the filter and filter emulator are the same,

the objects, such as muons and electrons, have been re-fit using large radius tracks. As a

result, differences on the order of 3% are observed between data and simulated signal events.
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Therefore, a filter uncertainty is assigned to account for this difference in the event selection.

More details about this uncertainty can be found in section 5.9.

Displaced Vertex

Events are required to include a displaced vertex that is reconstructed using the custom lepton-

only vertex configuration described in section 5.5.2. The DV is required to have exactly two

tracks matched to displaced leptons. The DV is also required to be within a fiducial volume of

4 mm < Lxy < 300 mm. The definitions of displaced leptons (e/µ) can be found in section 5.6.

Prompt Lepton

Selected events are required to have one prompt lepton (either a muon or electron depending

on the channel). The definition of a prompt lepton can be found in section 5.6.

Trigger Matching

The trigger matching selection requires that at least one lepton in the event passes the single

lepton trigger requirements. This lepton is referred to as the “trigger-matched” lepton. About

90% of the time, the prompt lepton is the trigger-matched lepton. However, there is also

a small acceptance to signal events with where the displaced leptons fires the trigger. This

recovers some efficiency to events where the prompt lepton has pT below the trigger’s minimum

pT thresholds. Thus, the trigger matching selection requires at least one prompt or displaced

Medium (LHMedium) muon (electron) is trigger-matched and has pT > 27 GeV.

5.7.3 Signal Region Selection

After applying the pre-selection requirements in section 5.7.2, additional selections are applied

that further reduce the number of events in the SR. These selections can be divided up into

selections that are required by the HNL signature and selections that are applied to remove

signal-like events from background processes. Selections defined by the HNL signature include:

DV Charge

HNLs are neutral particles and will decay to particles whose charges sum to zero. Thus, in

the leptonic decay mode, the two charged tracks will have opposite charge. The DV charge

selection requires that the selected DV has exactly two opposite-sign (OS) tracks.

DV Type

Leptons in the displaced vertex can have three different combinations of flavours depending

on the HNL decay channel. These combinations include two muons (µµ), two electrons (ee)
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or one muon and one electron (eµ). The DV type selection uses the displaced lepton object

definitions in section 5.6 to select DVs with tracks that are matched to the corresponding

lepton flavours in each channel.

Tri-Lepton Mass

The tri-lepton mass (mlll) is the invariant mass of both the prompt lepton from the W boson

decay and the two displaced leptons in the vertex from the HNL decay. The tri-lepton mass

is reconstructed without the information about the kinematics of the neutrino in the HNL

decay. As a result, this variable underestimates the W boson mass for simulated signal events

(see fig. 5.7). Due to the the minimum pT requirement in the trigger selection, the tri-lepton

mass distribution starts to fall off around 40 GeV. Thus, the tri-lepton mass selection requires

40 < mlll < 90 GeV.

HNL Mass

The reconstruction of the HNL mass (mHNL) is described in detail in section 5.5.3. The HNL

mass selection requires that each event has mHNL < 20 GeV. HNL models that the LHC is

currently sensitive to with mN > 20 GeV are prompt. Thus, this displaced analysis is not

sensitive to models with HNL masses larger than 20 GeV

Prompt and Same-Flavour Displaced Lepton Charge

For HNL decays that conserve lepton number, the prompt lepton and the displaced lepton

that couples to the HNL must have opposite charges (see section 2.4). This analysis can only

separate LNC and LNV decays using an explicit charge requirement for the 1SFH model in

the µ−µe and e−eµ channels where the displaced leptons are experimentally distinguishable.

In these channels for 1SFH models with only have LNC decays (e.g. in the “Dirac-limit”), an

OS charge requirement between these leptons keeps 100% of the signal and removes approxi-

mately half of the expected number of background events.

In addition to the selections defined by the HNL signature, a series of selections are ap-

plied to remove contributions from background processes. These selections include the cosmic

muon, heavy-flavour decay and Z mass vetoes discussed in section 5.8. These selections rely

on a few additional variables including the DV mass (mDV), the DV radius (Lxy) and the

invariant mass of the prompt lepton plus one of the displaced leptons (mll). A summary of

the selections applied in each channel can be found in table 5.7 and a list of all selections can

be found in table 5.8.
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Table 5.7: Signal region selections that are applied in each channel.

Selection e−ee µ−ee e−eµ µ−µe e−µµ µ−µµ

Pre-selection:
prompt µ x x x

prompt e x x x

DV charge x x x x x x

Prompt + disp. l charge
x x

(single-flavour mixing with LNC decays)

DV type:

ee x x

eµ x x

µµ x x

Tri-lepton mass x x x x x x

HNL mass x x x x x x

Cosmic muon veto x x x x x x

Material veto x x

Heavy-flavour decay veto:
m

DV
cut x x

mDV–Lxy cut x x x x

Z mass veto x x x x

Table 5.8: Description of the selection criteria used to defined the SR. All criteria are further
explained within this chapter.

Level Selection Value

Pre-selection Event cleaning Standard ATLAS event cleaning
Primary vertex At least one with pT > 500 MeV
Trigger At least one single muon

or electron trigger
Trigger-matched lepton At least one Medium (µ)

or LHMedium (e) lepton with pT > 27 GeV
Filter At least one HNL filter
Prompt lepton At least one
Trigger matched lepton At least one
Displaced lepton-only vertex At least one
Number of tracks in DV 2
Fiducial volume 4 mm < Lxy < 300 mm

SR selection DV charge Opposite-sign tracks
Prompt + disp. l charge Opposite-sign leptons

(For 1SFH models with only LNC decays)
DV type ee, eµ or µµ vertex
Tri-lepton mass 40 GeV < mlll < 90 GeV
HNL mass mHNL < 20 GeV

Cosmic muon veto
√

(Ση)2 + (π −∆φ)2 > 0.05
Material veto Applied for ee DVs only
Heavy-flavour decay veto mDV > 5.5 GeV (µµ DVs) or

mDV -Lxy cut (ee or eµ DVs)
Z mass veto mll < 80 GeV or mll > 100 GeV,

for same-flavour opposite-sign leptons
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5.7.4 Additional Regions

ATLAS searches are designed to be blind analyses in order to avoid biases when studying the

data. To perform a blind analysis, the data is analyzed in such a way that the final answer

is not known until the complete analysis strategy is designed and approved by members of

the collaboration. However, this does not mean that the data is never studied in the design of

the analysis. Instead, additional regions are defined that have negligible contamination from

the signal events to study the data. The regions in this search for HNLs include events with

same-sign vertices, a validation region and a control region.

Same-Sign Vertices

The search for displaced HNLs requires a two-lepton DV to be reconstructed in the ID. Since

this two-lepton vertex originates from a neutral particle, the signal requires that the charges

of the two leptons in the vertex have opposite signs. Therefore, selecting DVs with two same-

sign (SS) leptons will have negligible signal contamination and this selection can be used to

study contributions from background processes.

Control Region

The control region (CR) is defined using the same analysis selections described in table 5.8,

except that the HNL mass selection is inverted to require that 20 < mHNL < 50 GeV. This

region is used to study OS and SS DVs in a region close to the SR. The number of observed

OS events in the CR is also used to constrain background estimate in the HNL mass fit (see

section 5.10 for more details about the fit). In the region with mHNL > 20 GeV, the signal

is not excluded, but its acceptance multiplied by its cross section with the current dataset

yields significantly fewer than one signal event. Therefore, there is no signal contamination in

this inverted-HNL-mass CR.

Validation Region

The validation region (VR), also known as the inverted-prompt-lepton VR, is defined by

vetoing events that contain a prompt electron or muon. HNL signal events produced from a

W boson decay should always have a prompt lepton and thus, this region has a negligible

signal contribution. The VR has higher statistics than the SR and is used to study background

physics processes that produce OS displaced vertices. This region is also used to select a

collection of DVs with two random crossing lepton-matched tracks that are used to estimate

the background (see section 5.8.6 for more details). The list of selections that define the

validation region can be found in table 5.9.
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Table 5.9: Definition of the inverted-prompt-lepton VR. A prompt lepton is defined as any
muon or electron object with Loose or better quality that has |d0| < 3 mm and |z0 sin(θ)| <
0.5 mm.

Level Selection Value

Pre-selection Event cleaning Standard ATLAS event cleaning
Primary vertex At least one with pT > 500 MeV
Filter Pass any analysis filter
Number of prompt leptons 0

DV selection Displaced lepton-only vertex At least one

Cosmic veto
√

(Ση)2 + (π −∆φ)2 > 0.05
Number of track in vertex 2
Fiducial volume 4 < Lxy < 300 mm
DV type ee, eµ or µµ vertex

5.8 Backgrounds

Backgrounds are defined as physics processes that contribute to the selected events in the sig-

nal region that are not from the production and decay of an HNL. Five sources of backgrounds

are identified that produce two-lepton OS displaced vertices and satisfy the pre-selections de-

fined in section 5.7.2. These sources include:

1. Vertices from random track crossings (see section 5.8.1)

2. Vertices from material interactions (see section 5.8.2)

3. Decays from metastable particles, such as b-hadrons (see section 5.8.3)

4. Z → ll decays (see section 5.8.4)

5. Muons from cosmic-ray interactions (see section 5.8.5)

The background estimation technique in this analysis uses a data-driven method to de-

termine the contribution in the SR from random track crossings. This method is discussed

in detail in section 5.8.6. This assumes that all other sources of backgrounds are negligible

compared to the random track crossing background or have been removed by dedicated cuts

in the event selection. In particular, backgrounds from metastable decays are rejected from

our signal region by DV mass and radius selections. Material interactions are either negligible

for channels with displaced muons (e.g. eµ or µµ vertices) or rejected by a material veto

(e.g ee vertices). Events from Z → ll decays are rejected by a Z mass veto cut and muons

from cosmic-ray interactions are rejected using a cosmic muon veto. Section 5.8.6 outlines the

studies that have been performed to validate these assumptions.
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5.8.1 Random Track Crossings

Random track crossings occur when two uncorrelated tracks accidentally cross in the inner

detector sufficiently close to each other that the vertexing algorithm associates them to a

common displaced vertex. While the probability of a two-lepton random track crossing is

relatively low, this source of background is considered to be irreducible, since the DV mass is

unconstrained.

One way to estimate this background is to use the number of random crossings with two

SS tracks as an estimate for the number of random crossings with two OS tracks. This method

assumes that the probability for two tracks to form a random crossing vertex is independent

of the charge of the two tracks. Hence it is equally likely that random crossings will form a

SS or OS vertex and thus, the OS random crossing background can be estimated using SS

displaced vertices. Validation of this charge assumption is described in section 5.8.6. Similar

techniques are used to estimate accidental crossings of tracks in other ATLAS searches, such

as a super-symmetry search [81] and the 2019 ATLAS displaced HNL search [70]. However,

this SS background estimation method is statistically limited and, as a result, it is not used

as the final background estimate in this analysis. Nonetheless, this method is used to study

the backgrounds and validate assumptions and event selections in the analysis.

Instead of using the SS estimate, backgrounds from random crossings are estimated using

a novel data-driven approach that mixes prompt leptons and displaced vertices from different

events. This method assumes that the prompt lepton is unrelated to the random crossing

DV. Thus, events created from all possible pairs of prompt leptons and DVs can be used to

increase the statistics of the background estimate. This assumption has been validated using

the prompt lepton shuffling technique and SS background estimate. For more details, see the

validation studies in section 5.8.6.

A full description of the data-driven estimate for random track crossings using the prompt

lepton shuffling method and the corresponding background uncertainties is found in sec-

tion 5.8.6. The predicted number of background events in the signal and control regions from

random track crossings are listed in table 5.13.

5.8.2 Material Interactions

Interactions with the inner detector material (both active layers and the support structures)

can produce two-lepton vertices at some distance from the interaction point. This creates

a source of displaced lepton vertices that is unrelated to the decay of an HNL. Material

interactions are removed from the SR using DV mass cuts and a dedicated material map veto

for channels with displaced ee vertices.

Many of the material interactions that produce ee displaced vertices have a reconstructed

displaced vertex mass of mDV < 2 GeV. This can be seen in fig. 5.19 (c), which shows DV mass
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as a function of the DV radius for OS ee displaced vertices in the statistically enhanced VR

(see section 5.7.4 for a description of the VR). Large clusters of events near the material layers

(dashed grey lines) can be removed by requiring that the mDV is at least 2 GeV. Figure 5.19

(b) and (c) shows that material effects for channels with displaced muons are not dominant.
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Figure 5.19: OS displaced vertices in the VR shown in bins of mDV versus Lxy. All vertices
are required to pass the VR selections. Leptons in the selected DVs are also required to pass
VeryVeryLoose electron and Medium muon identification working points.

However, it is also possible that material interactions can produce DVs with mDV > 2 GeV,

which makes it difficult to distinguish between these material interactions and HNL signal

decays, even with the other vertex selections applied. Therefore, a material veto uses two

three-dimensional maps of the ID material to reject vertices that decay within the material

layers. The first map, which extends in radius to Lxy < 150 mm, is constructed from low-

mass vertices in the data (with selections to remove low-mass SM resonances) [82]. The second

map, which extends in radius from 150 mm < Lxy < 300 mm, is reconstructed using vertices

in simulation to create a more complete map than statistics will allow in data [82]. Both

maps extend out to |z| = 300 mm and so the material veto also requires that the DV has
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|z| < 300 mm. The impact of the material veto for ee OS vertices in the VR is shown in

fig. 5.20 (a).
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Figure 5.20: OS displaced vertices from data events using the VR selections as a function of
Lxy. Displaced vertices are separated by flavour into three channels: ee, eµ and µµ. Distribu-
tions labeled “All” (solid circles) have no additional selections applied. The distribution with
open circles in the ee channel has only the material veto applied and distributions with open
squares have the heavy-flavour decay veto applied.

Peaks in the background for ee vertices can be seen, which correspond to regions that

are more material-dense. After applying the material veto, many of the material interactions

that peak at the detector layers are gone. Due to imperfect detector modelling, the material

map does not remove all the material interactions. However, the SR selections also include

mDV cuts designed to remove vertices from metastable particle decays (see the heavy-flavour

decay veto in section 5.8.3). After applying the full analysis selections (including the heavy-

flavour decay veto) the background from material interactions is considered to be negligible.

Any uncertainty in this assumption is taken into account by a background DV systematic

uncertainty that is derived for the nominal background estimate accounting for differences
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between SS and OS vertices (see section 5.8.6 for more details).

Applying the material veto also removes any signal decays near material layers. This

results in roughly a 30 − 40% loss in signal efficiency. In fig. 5.20 (b) and (c) large peaks

are not observed near the material layers in the VR for µµ and eµ displaced vertices and,

therefore, the material veto is not applied for channels with at least one displaced muon.

5.8.3 Metastable Particle Decays

SM particles produced in proton-proton collisions at the LHC with lifetimes near the displaced

HNL signal region, and potentially result in two-lepton vertices with a DV radius between 4

and 300 mm, are charm, bottom and strange hadrons, as well as the tau lepton.

• Hadrons with b quarks, also called b-hadrons, can have decay lengths of a few mm when

they are highly boosted and/or in the tail in the exponential decay distribution. These

particles have masses of the order of 5 to 6 GeV, thus encroaching on the signal region.

Double-semi-leptonic decays b→ c+W (→ l + ν) followed by c→ d+W (→ l + ν) can

also produce contributions to all three DV types (eµ, µµ and ee).

• J/Ψ mesons have masses of 3.1 GeV and can decay to pairs of same-flavour OS leptons

(µ+µ− or e+e−). These decays can be displaced if the J/Ψs are produced by other

heavy-flavour particles. These would mostly come from b-hadron decays in order to be

displaced enough to contaminate the signal region. They are separated here from other

b-hadron decays because their DV mass would be narrowly peaked at the J/Ψ mass.

• Strange baryons and the tau lepton have lifetimes near the signal region, however they

have smaller masses, between 1 and 2 GeV. Moreover, strange baryons almost always

decay into hadrons, thus almost never produce vertices containing leptons. As such, they

do not contribute to the background in this search.

• The Υ meson is another relatively massive (9.5 GeV) particle, which can decay into a

lepton pair. Its production cross section is small and its lifetime is very short. Since the

Υ meson is not produced in b-hadron decays, one would not expect it to give rise to

displaced vertices.

Contributions from metastable decays are studied in the VR and separated according to the

DV type (µµ, eµ or ee). In particular, when looking at the DV mass distribution of the

selected events in fig. 5.21, a heavy-flavour continuum spectrum is observed that falls off

around 5.5 GeV and a narrow contribution from J/Ψ events is observed in the same flavour

channels (ee and µµ). The background estimation method described in section 5.8.6 assumes

that only random crossings contribute to backgrounds in the SR. Therefore, analysis selections

are designed to remove additional OS contributions from metastable decays from the SR.

92



5.8. Backgrounds

0 2 4 6 8 10 12 14 16 18 20DV mass [GeV]

0.5

1

1.5

2

2.5

3

3.5

610×

Ve
rti

ce
s 

/ 0
.2

5 
G

eV

0 2 4 6 8 10 12 14 16 18 20DV mass [GeV]

1

10

210

310

410

510

610

Ve
rti

ce
s 

/ 0
.2

5 
G

eV

0 2 4 6 8 10 12 14 16 18 20
DV mass [GeV]

2−
0
2
4ra

tio

OS ee 17953

SS ee 1058

ATLAS              Internal
-1 = 13 TeV, 139.0 fbs

Validation Region

20 40 60 80 100 120
) [GeV]

lll
Tri-lepton mass (m

3−10

2−10

1−10

1

10

210

Ve
rti

ce
s 

/ 4
 G

eV Data-driven SS bkg, 4.0 
Data-driven shuffled bkg, 2.5 
Bkg DV systematic, 2.5 
Bkg plep systematic, 2.5 
Data, 10.0 

ATLAS              Work in Progress
 = 13 TeVs

eµ-µv8, 
Data-driven bkg., 43.5

, 10 GeV, 10mm), 126.1µµ-µHNL (

(a) ee DVs

0 2 4 6 8 10 12 14 16 18 20DV mass [GeV]

0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18
0.2

0.22
910×

Ve
rti

ce
s 

/ 0
.2

5 
G

eV

0 2 4 6 8 10 12 14 16 18 20DV mass [GeV]

1

10

210

310

410

510

610

710

810

Ve
rti

ce
s 

/ 0
.2

5 
G

eV

0 2 4 6 8 10 12 14 16 18 20
DV mass [GeV]

2−
0
2
4ra

tio

 59767µµOS 

 687512µµSS 

ATLAS              Internal
-1 = 13 TeV, 139.0 fbs

Validation Region

20 40 60 80 100 120
) [GeV]

lll
Tri-lepton mass (m

3−10

2−10

1−10

1

10

210

Ve
rti

ce
s 

/ 4
 G

eV Data-driven SS bkg, 4.0 
Data-driven shuffled bkg, 2.5 
Bkg DV systematic, 2.5 
Bkg plep systematic, 2.5 
Data, 10.0 

ATLAS              Work in Progress
 = 13 TeVs

eµ-µv8, 
Data-driven bkg., 43.5

, 10 GeV, 10mm), 126.1µµ-µHNL (

(b) µµ DVs

0 2 4 6 8 10 12 14 16 18 20DV mass [GeV]

0.2

0.4

0.6

0.8

1

610×

Ve
rti

ce
s 

/ 0
.2

5 
G

eV

0 2 4 6 8 10 12 14 16 18 20DV mass [GeV]

1

10

210

310

410

510

610

Ve
rti

ce
s 

/ 0
.2

5 
G

eV

0 2 4 6 8 10 12 14 16 18 20
DV mass [GeV]

2−
0
2
4ra

tio

 34224µOS e

 1850µSS e

ATLAS              Internal
-1 = 13 TeV, 139.0 fbs

Validation Region

20 40 60 80 100 120
) [GeV]

lll
Tri-lepton mass (m

3−10

2−10

1−10

1

10

210

Ve
rti

ce
s 

/ 4
 G

eV Data-driven SS bkg, 4.0 
Data-driven shuffled bkg, 2.5 
Bkg DV systematic, 2.5 
Bkg plep systematic, 2.5 
Data, 10.0 

ATLAS              Work in Progress
 = 13 TeVs

eµ-µv8, 
Data-driven bkg., 43.5

, 10 GeV, 10mm), 126.1µµ-µHNL (

(c) eµ DVs

Figure 5.21: OS and SS displaced vertices in the Validation Region as a function of the DV
mass. Leptons in the DVs are required to pass the Medium (VeryVeryLoose) quality working
points for muons (electrons). The material map veto is also applied for the ee channel. The
ratio of OS to SS vertices is shown in the bottom ratio plot.

The correlation between mDV and Lxy in fig. 5.19 shows that OS DVs from metastable de-

cays typically occur at smaller radii. Based on the distributions in fig. 5.19, an mDV > 5.5 GeV

selection would reject the metastable decays. However, this completely removes sensitivity to

HNL decays with mDV < 5.5 GeV and significantly impacts the sensitivity to models with

5.5 GeV < mN < 10 GeV.12 Instead, a selection that removes events with DVs that have

small mDV and Lxy would remove metastable decays while maintaining some sensitivity to

long-lived HNL signals with mN < 5.5 GeV.

To exploit the correlation between mDV and Lxy in the background, a diagonal cut in the

mDV–Lxy plane is optimized using the difference between OS and SS vertices as a measure of

12The displaced vertex mass is reconstructed from the two charged leptons from the HNL decay (i.e. the neu-
trino is not reconstructed) and, thus, the displaced vertex mass in signal always underestimates the simulated
HNL mass (see fig. 5.9).
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how different the two distributions are. Based on the properties of random crossings, if there

is good agreement between SS and OS vertices, then this implies that only random crossings

remain. Therefore, regions of phase space where there is a large difference between OS and SS

vertices have contributions from non-random processes, while regions with small differences

are dominated by random track crossings. The result of the optimization study is shown in

fig. 5.22.

0 50 100 150 200 250 300
 [mm]DVr

0

1

2

3

4

5

6

7

8

9

10
 [G

eV
]

D
V

m

0

5

10

15

20

25

30

O
pp

os
ite

-s
ig

n 
m

in
us

 s
am

e-
si

gn
 D

V
s

Heavy-Flavor Decay
Background Veto

ATLAS                Work in Progress
-1 = 13 TeV, 139 fbs

Validation Region
 DVsµµ

(a) µµ DVs

0 50 100 150 200 250 300
 [mm]DVr

0

1

2

3

4

5

6

7

8

9

10

 [G
eV

]
D

V
m

0

5

10

15

20

25

30

O
pp

os
ite

-s
ig

n 
m

in
us

 s
am

e-
si

gn
 D

V
s

Heavy-Flavor Decay
Background Veto

ATLAS                Work in Progress
-1 = 13 TeV, 139 fbs

Validation Region
 DVsµe

(b) eµ DVs

0 50 100 150 200 250 300
 [mm]DVr

0

1

2

3

4

5

6

7

8

9

10

 [G
eV

]
D

V
m

0

5

10

15

20

25

30

O
pp

os
ite

-s
ig

n 
m

in
us

 s
am

e-
si

gn
 D

V
s

Heavy-Flavor Decay
Background Veto

ATLAS                Work in Progress
-1 = 13 TeV, 139 fbs

Validation Region
ee DVs

(c) ee DVs

Figure 5.22: Correlation plot of DV mass (mDV) versus radius (Lxy = rDV) for the difference
between OS and SS vertices in the three DV type channels. The data events studied in these
plots are selected from events in the VR. The heavy-flavour decay veto applied in each channel
is shown by the solid red line. The z-axis maximum in the plots is saturated at 30 in order to
provide a colour scale that can distinguish regions with small negative entries (more SS than
OS DVs) from those with small positive entries (more OS than SS DVs).

In the eµ channel, a diagonal cut with mDV > 7 GeV(1 − Lxy
150 mm) for vertices with mDV

between 2 and 5.5 GeV (red line in fig. 5.22 (b)) is sufficient to remove the OS events in the

small mDV/Lxy region. Below 2 GeV, there is still an excess of OS events at large radii and

above 5.5 GeV, b-hadron decays are not expected to contribute. This same diagonal cut is also

94



5.8. Backgrounds

sufficient to remove contributions from metastable decays in the ee channel. However, in the

µµ channel (fig. 5.22 (a)), the diagonal cut fails to remove contributions from resonant J/Ψ

decays. Changing the slope of the diagonal cut further reduces the additional phase space that

is gained by including this cut. The signal efficiency increase for channels with µµ DVs using

a modified diagonal cut was not sufficient to significantly increase the analysis sensitivity to

µµ decays. Therefore, the channels with µµ DVs have a flat mDV > 5.5 GeV selection applied.

After applying the heavy-flavour decay veto, DVs from data events in the validation region

are compared to check the agreement between the SS and OS distributions. Good agreement

between OS and SS DVs (a ratio of 1) in fig. 5.23, indicates that random track crossings

dominate. With the heavy-flavour decay veto applied, the background from metastable decays

is considered to be negligible. Any uncertainty in this assumption is taken into account by the

DV background systematic described in section 5.8.6. A summary of the heavy-flavour decay

veto applied in the SR can be found in table 5.10.
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Figure 5.23: OS and SS displaced vertices with the heavy-flavour decay veto applied for data
events in the VR. The material veto is also applied for displaced ee vertices.
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Table 5.10: Description of the heavy-flavour decay veto.

DV type Selection

µµ mDV > 5.5 GeV

ee or eµ mDV >


5.5 GeV, if Lxy ≤ 225/7 mm

7 GeV(1− Lxy
150 mm), if 225/7 mm < Lxy < 750/7 mm

2 GeV, if Lxy ≥ 750/7 mm

5.8.4 Leptonic Z Boson Decays

Leptonic decays of Z bosons contribute to the background if one of the leptons from the decay

is identified as the prompt lepton and the other lepton forms a vertex with a third lepton.

This third lepton could be from a random crossing or an asymmetric photon conversion

where only one of the leptons is reconstructed. The random crossing background estimate,

described in section 5.8.6, assumes that the prompt lepton is unrelated to the leptons in the

displaced vertex. This assumption is not true for Z decays where the prompt lepton and one

of the leptons in the vertex are produced by a Z boson decay and, therefore, these events are

removed from the signal region with a dedicated Z mass veto. The Z decay background is

only present in channels where the prompt lepton and at least one of the displaced leptons

have the same flavour (i.e. µ−µµ, e−ee, µ−µe and e−eµ). The Z mass veto is not applied to

channels where the prompt and displaced leptons have different flavours (i.e µ−ee and e−µµ).

To study this background, Z → ll events are selected in data using the pre-selection

requirements and the heavy-flavour decay veto (described in section 5.8.3). Selected events

must have a two-lepton SS vertex. The prompt and same-flavour lepton in the displaced vertex

must also have opposite charges. Events that do not meet the last charge requirement cannot

be produced in a neutral Z boson decay. The mass between this pair of leptons (mll) in the

selected data events is shown in fig. 5.24. Z decays are identified as events with mll near the

Z boson mass of 91 GeV. For channels with indistinguishable displaced leptons (e.g. µ−µµ
and e−ee), the displaced lepton with the highest pT is paired with the prompt lepton to

reconstruct the di-lepton mass, mll. It is assumed that the displaced lepton with the highest

pT is more likely to come from the Z decay. This assumption was validated using data events

to show that the highest pT displaced lepton usually comes from the Z decay.

The Z mass veto selection is summarized in table 5.11. Events from Z decays are removed

using a mll cut in a window around the Z mass. This selection has a negligible impact on our

signal acceptance because, in signal, the same-flavour lepton pair originated from a W boson

decay and typically has a di-lepton less than 80 GeV.
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Figure 5.24: The invariant mass between the prompt lepton and same-flavour displaced lepton
(mll) for selected VR data events in the Z mass veto study. Events around the Z mass with
80 GeV < mll < 100 GeV are identified as Z decays and are removed from the SR.

Table 5.11: Description of the Z mass veto.

Channel Selection

µ−µµ
µ−µe mll < 80 GeV ormll > 100 GeV
e−eµ if prompt and same-flavour leptons have opposite charges.
e−ee
e−µµ

No veto applied.
µ−ee

5.8.5 Muons from Cosmic-Ray Interactions

Muons from cosmic-ray interactions in the atmosphere can penetrate through the earth and

interact with the ATLAS detectors. When cosmic muons enter the magnetic field in the ID,

they bend in the φ direction. If a vertex is reconstructed from two segments of a muon that

traverses the detector from the top down, then it can be reconstructed as an opposite-sign
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vertex. These cosmic ray muon interactions can occur at any distance from the interaction

point and therefore produce a background source of OS displaced vertices. However, since

these two tracks come from the same energetic muon, they should be almost perfectly back-

to-back in η− φ space. This means that ∆φ− π and
∑
η of the two tracks should be close to

zero.

A minimum separation between the tracks in the displaced vertex is required to remove

back-to-back muons from cosmic ray interactions. The cosmic veto stipulates that the two

leptons within the displaced vertex have a separation,
√

(Ση)2 + (π −∆φ)2 > 0.05. This

selection is based on a study of cosmic-ray muon interactions that was performed in the

context of another ATLAS displaced vertex search [83]. A similar selection was also used in

the 2019 ATLAS displaced HNL search that analyzed pp data from 2016 [70]. This selection

is 100% efficient in signal and is therefore applied to all channels.

5.8.6 Data-Driven Estimate of Random Track Crossings Using a Prompt

Lepton Shuffling Method

The main drawback of the data-driven SS background estimate for random crossings (de-

scribed in section 5.8.1) is that it is statistically limited. The probability of two leptons

accidentally crossing and forming a displaced vertex is very small and, in addition to the

vertex being reconstructed, the random crossing DV also needs to be paired with a “good

quality” prompt lepton that passes all the pre-selection requirements. Given that the signal

distribution for the HNL mass (see section 5.5.3) peaks at the simulated mass, it would be

ideal to have a background estimate with a smooth distribution as a function of this vari-

able to provide a strong discriminant between signal and background. To do this requires an

increase in the statistics of the random track crossing background estimation method.

The data-driven SS background estimate provides one prompt lepton for every two-lepton

SS vertex. However, if we assume that the prompt lepton is unrelated to the DV, then we

can pair each two-lepton vertex with a prompt lepton from a different event and re-calculate

the HNL and tri-lepton masses. The validation of the assumption that the prompt lepton is

unrelated to the random crossing DV is described in section 5.8.6. Once it is established that

the pairing of the prompt lepton and displaced vertex is random, pairing leptons with vertices

from different events can be used to form a larger collection of events to increase the statistics

of the background estimate.

The increase in statistics achieved with this method is limited by the number of selected

prompt leptons and the number of selected random crossing DVs. To address the first limita-

tion, a “loose” collection of prompt leptons is selected from data events using the pre-selection

requirements and the presence of a SS DV with the same DV type (i.e. µµ, eµ, ee) that has

no lepton identification or DV mass requirements. The prompt leptons selected using this
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method were found to have similar kinematics (e.g. pT, η, φ) to prompt leptons in the SR and

thus, this selection does not bias the shuffling estimate. The second limitation is addressed

by selecting random crossing DVs from data events in the VR. Events in this region do not

contain prompt leptons and therefore have a statistically enhanced number of random crossing

DVs from real data events.

The nominal background estimate shuffles OS vertices selected in the VR with the “loose”

collection of prompt leptons. Combining each OS DV with each lepton, the shuffled lepton

(SL) sample has at least 2000 times the number of events in the original event sample for each

channel, resulting in a high-statistics background model. The SL sample is initially normalized

to the number of events from the SS background estimate, such that:

NB
SR = NSL

SR ×
NSS
SR +NSS

CR

NSL
SR +NSL

CR

(5.40)

NB
CR = NSL

CR ×
NSS
SR +NSS

CR

NSL
SR +NSL

CR

(5.41)

where NB
SR (NB

CR) is the background prediction in the signal (control) region, NSS
SR (NSS

CR)

is the number of same-sign DV events in the signal (control) region and NSL
SR (NSL

CR) is the

number of shuffled lepton events in the signal (control) region. In the statistical fit described

in section 5.10, this normalization is unconstrained, so this choice simply provides an initial

starting point for background estimate. Distributions of the shuffled background estimate are

shown in fig. 5.25 as a function of the HNL mass. The SR selection applied in these plots is

listed in section 5.7.3, except that the mHNL < 50 GeV. In this way, the signal and control

regions can be studied together.

Uncertainties in the Background Estimate

Two sources of systematic uncertainties are identified in the prompt lepton shuffling back-

ground estimation method. The dominant uncertainty comes from the assumption that the

selected DVs used in the shuffling method are from random track crossings. If the selected DVs

are not from random crossings, then this provides a source of bias in the estimate. Random

track crossings should have uncorrelated tracks and the distributions from random crossing

events should be independent of track charge. Therefore, the difference between SS and OS

distributions can be used as a measure of the uncertainty on the background prediction. SS

vertices from the VR are also selected and shuffled with the “loose” collection of prompt

leptons to produce the DV systematic distributions shown in fig. 5.25.

The difference between the nominal and DV systematic distributions is used as a shape

uncertainty on the background estimate. The better the shape agreement is between the two
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distributions, the smaller the systematic uncertainty is. The shape agreement is the worst in

channels with µµ DVs and is limited by the number of DVs in the VR. This results in the

largest DV systematic uncertainty in the µ−µµ and e−µµ channels.
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Figure 5.25: The HNL mass (mHNL) shapes for the background estimate (shaded purple), DV
systematic (solid blue line), prompt lepton systematic (dashed blue line), observed SS events
(grey triangles) and observed OS events (black circles) for the six different channels.
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The second source of systematic uncertainty is due to the finite number of prompt lep-

tons used in the shuffling method. A prompt lepton uncertainty is derived using a different

collection of prompt leptons and comparing the shapes between the nominal and systematic

distributions. In the nominal method, a “loose” collection of prompt leptons is selected using

events with a SS DV of the same DV type (e.g. in the µ−µµ background estimate, events

with SS µµ vertices are used to select prompt muons). To account for differences in the HNL

mass shape due to the finite number of prompt leptons, the OS vertices are also shuffled with

prompt leptons from SS events with a different DV type (e.g. in the µ−µµ prompt lepton

systematic, events with SS eµ vertices are used to select prompt muons). The prompt lepton

systematic distributions are also shown fig. 5.25 and are also used as a shape uncertainty on

the background estimate.

The impact of the background systematics in the SR are summarized in table 5.12. For each

channel, the difference between the nominal and systematic uncertainty predictions divided

by the nominal prediction is shown for the DV and prompt lepton uncertainties.

Table 5.12: The relative systematic uncertainties on the background estimate, estimated by
creating shuffled events from SS DVs or from prompt leptons taken from events with different
DV channels. The total uncertainty is the quadrature sum of the two contributions. The
uncertainties are treated as uncorrelated among the different channels.

Channel
Relative Uncertainty (%)
DV Prompt l Total

e−ee 35 <1 35
µ−ee 27 <1 27

e−eµ 2 1 2
µ−µe 5 5 7

e−µµ 70 2 70
µ−µµ 79 3 79

Background Predictions

The nominal background and systematic uncertainty distributions are shown for mHNL in

fig. 5.25. For reference, the observed SS and OS data events are also shown in these plots.

The shuffled background estimate is fairly smooth as a function of the HNL and tri-lepton

mass. Assuming that the random crossing events do not have a particular shape in the mHNL

distribution, other than those introduced by the kinematic cuts, the upper tails of the recon-

structed mass distribution are used to validate that the background modeling matches what

is observed in data. The CR defined in section 5.7.4, with mHNL between 20 and 50 GeV,

is used to provide additional constraints on the background prediction. This region was also

used to validate the background estimation method by comparing OS and SS events prior to
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looking at the OS events in the SR.

The background predictions prior to the fit, as well as the observed number of SS and

OS events, are shown in table 5.13. The shuffled background predictions are listed with the

combined statistical and systematic uncertainty, while the observed number of background

events (SS and OS) are shown with statistical uncertainties only.

Table 5.13: Estimated background predictions with statistical and systematic uncertainties in
the signal region and the control region. The observed yields are shown for OS DVs and SS
DVs.

Channel

Signal region Control region

Background Observed yield Background Observed yield

Prediction SS OS Prediction SS OS

e−ee 0.6 ± 0.2 1 2 5.4 ± 0.2 5 2

µ−ee 0.3 ± 0.1 0 1 3.7 ± 0.1 4 1

e−eµ 2.3 ± 0.1 0 0 10.7 ± 0.1 13 5

µ−µe 0.9 ± 0.1 0 2 4.1 ± 0.1 5 13

e−µµ 1.5 ± 1.1 1 1 2.5 ± 1.1 3 3

µ−µµ 2.4 ± 1.4 0 2 3.6 ± 1.8 6 9

Background Estimate Validation

Both the SS and shuffled lepton background estimate assumes that the background events in

the SR are dominated by random track crossings combined with the association of a prompt

lepton. The shuffled lepton estimate also assumes that the association of a prompt lepton to a

shuffled vertex is random. In the SS estimate, the displaced vertex is already associated with

a prompt lepton in the same event and no assumptions need to be made. This section will

discuss the studies performed to validate these assumptions.

Assumption 1: there is no dependence on track charge in the creation of random crossing

vertices.

• Under the assumption that only random crossings survive after applying the heavy-

flavour decay veto (and material veto for ee DVs), SS events in the VR should not have

any charge asymmetry between ++ and −− DVs. In fig. 5.26, no significant asymmetry

is observed between ++ and −− DVs in the eµ and ee channels. Although the available

statistics in the µµ channel is limited, there is no physics motivated reason why µµ

vertices should behave differently compared to the other two channels.

• A custom track algorithm, described in appendix A, is used to randomly shuffle tracks
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5.8. Backgrounds

from different events and produce displaced vertices. This algorithm randomly pairs

leptons from different events to create a set of fake events. Thus, vertices reconstructed

using this method form a pure sample of random track crossings. The track shuffling

studies in appendix A (in particular fig. A.4) demonstrate that SS and OS distributions

match at better than 20%, including key kinematic variables.

• Conclusion: random track crossings are independent of track charge. If the background

in our signal region consists only of random crossings, then SS distribution is a good

estimate of the OS background.
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Figure 5.26: SS displaced vertices in the VR with the heavy-flavour decay veto applied. The
material veto for ee DVs is also applied. SS DVs are separated by track charge into vertices
with two positively charged tracks (SS ++) and two negatively charged tracks (SS −−). This
study does not include the ∆pT/pT cut for displaced electrons described in section 5.6.

Assumption 2: backgrounds are dominated by random crossings, except in the low mDV

region (below 5.5 GeV) where heavy-flavour decays dominate.

• Using the fact that random crossings are independent of track charge, good agree-

ment between SS and OS distributions indicates that only random crossings remain. In
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5.8. Backgrounds

fig. 5.21, no significant differences between SS and OS distributions are observed above

mDV ∼ 5.5 GeV. Below 5.5 GeV, heavy-flavour decays dominate, leading to an excess of

OS displaced vertices. After applying the heavy-flavour decay veto described in fig. 5.23,

good agreement is obtained (within the available statistics).

• The number of SS and OS events are also compared in the CR (see table 5.13) and no

significant difference between the two types of events is observed.

• An inverted tri-lepton mass validation region is used to study data event in the tails

of the mlll distribution (i.e. mlll < 40 or mlll > 90 GeV). This region has a signal

to background ratio of less than 5%, which makes it possible to study the data events

without significant signal contamination. Although this region has low statistics due to

the limited number of events that are selected by the filter discussed in section 5.7, no

significant differences are observed between SS and OS DVs.

• Conclusion: OS and SS distributions show good agreement in the VR and CR, which

implies that the background is dominated by random crossings. The DV systematic,

described in section 5.8.6, takes into account any uncertainties from this assumption.

Assumption 3: the pairing of a prompt lepton with a displaced vertex from accidental track

crossings is random.

• The shuffling background method relies on artificially creating fake shuffled events and

randomly pairing a shuffled displaced vertex with a prompt lepton. Using this method,

SS vertices are shuffled with prompt leptons and the shape of the resulting distribution

is compared to the shape of the SS background estimate. This comparison is performed

in a looser signal region that does not have the heavy-flavour decay veto applied in order

to increase the statistics in the shape comparison. Events are selected using a minimum

2 GeV DV mass cut and the pre-selection requirements. The results are shown for the

mHNL and mlll variables in fig. 5.27 and fig. 5.28 respectively. The shuffling factor, f ,

which is defined as the ratio of the number of shuffled events to number of SS background

events, is also included in the plots.

• A Kolmogorov-Smirnov (KS) goodness-of-fit test [84] is performed to quantify the shape

agreement between the two distributions. Table 5.14 shows the resulting KS probabil-

ities. Two distributions are considered incompatible if the KS probability is much less

than one. The results of the KS test indicate that the shuffled and SS background

estimate have compatible mHNL and mlll shapes.

• Conclusion: good shape agreement between the shuffled and SS background estimates

indicates that the pairing of a prompt lepton with an accidental crossing two lepton

displaced vertex is random.
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Figure 5.27: HNL mass distribution for the SS background estimate (orig. plep) and for
the shuffled background estimate (random plep), where plep is an abbreviation for “prompt
lepton”. The shuffling factor, f , which is defined as the ratio of the number of shuffled events
to number of original SS background events, is shown on the plots for each channel.
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Figure 5.28: Tri-lepton mass distribution for the SS background estimate (orig. plep) and for
the shuffled background estimate in colours (random plep), where plep is an abbreviation
for “prompt lepton”. The shuffling factor, f , which is defined as the ratio of the number of
shuffled events to number of original SS background events, is shown on the plots for each
channel.
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5.9. Signal Systematic Uncertainties

Table 5.14: The KS test probabilities obtained when comparing the shuffled and SS back-
ground estimate HNL mass (mHNL) and tri-lepton mass (mlll) distributions. The KS test is
done separately for each channel. Two distributions are considered incompatible if the KS
probability is much less than one.

KS probability

µ−µµ µ−µe µ−ee e−eµ e−ee e−µµ
mHNL 0.43 0.99 0.94 0.80 0.99 0.99
mlll 0.20 0.23 0.73 0.62 0.89 0.45

5.9 Signal Systematic Uncertainties

This section focuses on systematic uncertainties in the signal prediction from both exper-

imental and theoretical effects. Both up and down variations (±1σ) are modeled for most

of the uncertainties. The sources of systematic uncertainties in the background estimate are

discussed in section 5.8.6.

Many of the experimental systematics are well understood and can be evaluated with

central tools developed by CP groups. Examples of such systematics include lepton trigger,

reconstruction and identification uncertainties. However, due to the non-standard displaced

nature of the signal, other uncertainties must be evaluated separately. A summary of the sys-

tematic uncertainties and their contributions to the overall uncertainty of the signal selection

efficiency are listed in table 5.15. Each uncertainty in the table is briefly discussed below.

Table 5.15: Table summarizing the systematic uncertainties that impact the signal prediction.
Systematic uncertainties in this table are the impacts on the signal yields in the SR.

Type Source
Maximum Selection Efficiency Uncertainty [%]

µ−µµ µ−µe µ−ee e−ee e−eµ e−µµ
Experimental Integrated luminosity 2

Pileup 3

Filter 3

Tracking 3

Displaced vertexing 11 21 19 20 28 9

Displaced lepton identification 5 7 7 7 6 4

Trigger < 1 1 < 1 < 1 < 1 < 1

Lepton reconstruction
4 9 12 17 15 2

and identification

W cross section and modelling 3

Theoretical HNL branching ratio 5

Total 8 – 34
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5.9. Signal Systematic Uncertainties

Displaced Vertexing

The displaced vertex reconstruction efficiency can vary between data and simulation. The

impact of this uncertainty is evaluated using displaced kaon decays. Kaons are produced in

relative abundance at the LHC and have relatively long mean lifetimes of cτ = 26.84 mm.

This provides a way to measure the difference in the vertex reconstruction efficiency for the

HNL signal samples with cτN = 1, 10, 100 mm).

The ratio of the number of selected Ks displaced vertices in data to simulated events

is calculated as a function of the displaced vertex pT and radius. These distributions are

normalized such that the data to simulation ratio is equal to one in the first bin with the

smallest radius. This assumes that the tracking and displaced vertex reconstruction is well-

understood close to the interaction point. Any uncertainty in this low-radius bin is taken into

account by the track reconstruction uncertainty. The difference between the data to simulation

ratio and one is symmetrized and reported as the ±1σ DV reconstruction uncertainty. The

maximum size of this uncertainty varies as a function of the DV pT and radius for each

mass-lifetime signal between 9 and 28%.

Track Reconstruction

Evaluation of the track reconstruction efficiency is performed using a “track-dropping” method.

The probability of reconstructing a track is determined as a function of pT and η. Next, HNL

decays are selected using the SR selections and this nominal selection efficiency is compared

to the efficiency obtained with a certain fraction of tracks removed (dropped) from the event.

When a displaced track is removed from the vertex, the event no longer passes the two-track

vertex selection and, thus, the event is not selected. The overall difference between the nominal

and “track-dropping” selection efficiencies is symmetrized and reported as a 3% uncertainty.

Displaced Lepton Identification

Prompt lepton reconstruction and identification uncertainties are well-understood. However,

the displaced nature of the leptons in the HNL decay introduces an additional uncertainty that

is not captured in the standard uncertainties. In particular, the lepton identification efficiencies

become smaller as the |d0| of the lepton-matched track becomes larger. This effect is studied

in simulation because there is no good source of displaced leptons in the data to model this

behaviour. To quantify the impact, distributions of signal events are studied with and without

the lepton identification criteria applied (Medium for muons and VeryVeryLoose for electrons)

as a function of the lepton-matched track |d0|. The two distributions are normalized so that

the ratio is equal to one for events with 0 < |d0| < 3 mm. For leptons with |d0| < 3 mm,

the standard identification uncertainties should be sufficient. This choice of normalization

quantifies the uncertainty of the identification for leptons with larger |d0|. The majority of
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5.9. Signal Systematic Uncertainties

HNL signal events have small |d0| and therefore this |d0| extrapolation uncertainty is usually

small. However, for signals with lower masses and longer lifetimes, the uncertainty can be as

large as 7%.

Filter

A filter is used to select data events prior to the displaced track and vertex reconstruction

(see section 5.7.2). To evaluate the impact of the filter on simulated events, a filter emulator

is used. However, there is a mismatch in the signal efficiency due to the different physics

objects used by the data and emulated filters. The impact of this uncertainty is evaluated

using simulated events that are reconstructed with and without the large-radius tracks. A 3%

uncertainty is applied to account for this discrepancy.

Pileup

While pileup is modeled in simulation, the simulated collision conditions are not identical to

those experienced during the data collection. A centrally managed tool is used to re-weight

signal events and take into account the impact of pileup during the various data periods. This

uncertainty is reported to be 3%.

Integrated Luminosity

The uncertainty in the combined integrated luminosity for the data collected between 2015

and 2018 is 2% [85]. This value is obtained using a dedicated luminosity detector [86].

Prompt Lepton Trigger, Reconstruction and Identification

The systematic uncertainties associated with the lepton calibration, identification, reconstruc-

tion and trigger efficiencies are implemented using the central analysis tools. These uncertain-

ties are estimated using Z → ll and J/Ψ → ll events for high-pT (20-1000 GeV) and low-pT

(3/4.5-20 GeV13) leptons respectively. The analysis selection requires one trigger-matched

lepton (either prompt or displaced) and the trigger uncertainty is a calculated for the trigger-

matched lepton in the event. Standard reconstruction, calibration and identification uncer-

tainties are also applied to each of the three leptons in the event, based on the definition of

each object in chapter 4.

HNL Cross Section

Two uncertainties are assigned to the HNL cross section calculation in eq. (2.7). The first is a

3% experimental uncertainty on the ATLAS measurement of the W → lν cross section. The

13The minimum low-pT threshold is 3 GeV for muons and 4.5 GeV for electrons.
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second is a 5% theoretical uncertainty on the HNL branching ratio. Previous HNL searches

used a parameterization of the mass, mixing angle and lifetime relationship described in Ref.

[27] to compute the N → llν branching ratio. However, this parameterization is estimated to

differ by up to 30% from the most precise calculations to date. In this analysis, branching ratios

are analytically computed for each mass and lifetime sample, taking into account perturbative

higher-order corrections. These calculations, before including the corrections, are within 1% of

the values generated by Madgraph. After including higher-order corrections, the differences

between the analytic computations and Madgraph vary between 3 and 8% for HNLs with

masses between 2.5 and 20 GeV. It is known that Madgraph neglects these higher-order

corrections and is consequently wrong. Nevertheless, a conservative 5% systematic uncertainty

is assigned to the HNL branching fraction, BR(N → llν).

5.10 Statistical Analysis

A global fit for the signal strength µ is performed using the CLs prescription [87] and im-

plemented using a statistics package called TRExFitter [88]. A likelihood function, L(α) =

P (x|α), is used to define a probability function for a hypothesis α given an observation x.

In this analysis, the probability of observing of n events is tested using a signal plus back-

ground hypothesis, µS+µbB, where µ is the strength of the signal and µb is the unconstrained

background normalization. The likelihood function is:

L(n|µ, µb, ~θ) =
∏
i∈bins

P
(
ni|µS(~θ) + µbB(~θ)

)
·
∏
j∈NP

G(θj)︸ ︷︷ ︸
systematics

(5.42)

In this expression, the likelihood of observing n events given an expected number of µS

signal plus µbB background events is given by a Poisson distribution P . Here, a signal strength

of µ = 0 corresponds to a background-only hypothesis, while µ = 1 corresponds to the nomi-

nal signal hypothesis. The expected number of signal events is computed using the simulated

samples discussed in section 5.4.2 and the predicted background shape is given by the event

shuffling method described in section 5.8.6. The systematic uncertainties described in sec-

tions 5.8.6 and 5.9 are accounted for by introducing nuisance parameters ~θ into the likelihood.

This method uses Gaussian probability density functions to constrain the expected number

of events and take into account fluctuations that occur due to systematic errors. In addition,

the background model includes a normalization factor µb that controls the overall strength of

the background B. The background prediction for each channel has an independent µb whose

value is determined in the global fit.

The distribution of the main observable, mHNL, is split into two bins: a CR bin with

20 < mHNL < 50 GeV and an SR bin with mHNL < 20 GeV. Including the CR bin in the
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5.10. Statistical Analysis

likelihood directly constrains the background prediction in the SR, which is allowed to float

freely in the fit. The likelihood is maximized to determine the best-fit value for the global

signal strength µ, which is shared across all channels that contribute to the signal model.

In the statistical analysis, the profile likelihood ratio is used as the test statistic qµ. Out of

convenience, the negative log of the profile likelihood ratio is used to allow for a minimization

instead of a maximization prompt and multiplied by two by convention:

qµ = −2 lnλ(µ) (5.43)

The profile likelihood ratio is defined as:

λ(µ) =
L(µ,

ˆ̂
θµ)

L(µ̂, θ̂µ)
(5.44)

where L is the likelihood, µ is the signal strength, µ̂ and θ̂ are estimators for the signal strength

and nuisance parameters that maximize the likelihood and
ˆ̂
θµ is a conditional maximum-

likelihood estimator for the nuisance parameters given a specific µ. This profile likelihood

ratio can take on values between zero and one, where larger values indicate more disagree-

ment between the data and the signal-plus-background hypothesis. The probability of the

background fluctuating such that it is equal or larger than the observed number of data

events is given by the p-value p0, such that:

p0 =

∫ ∞
qobs

f(q0|0, θ̂0)dq0 (5.45)

where f(q0|0, θ̂0) is the probability distribution function in the background-only hypothesis

q0 with µ = 0 and qobs is the observed test statistic. A similar p-value for the signal-plus-

background hypothesis qµ is defined as:

pµ =

∫ ∞
qobs

f(qµ|µ, θ̂µ)dqµ (5.46)

Instead of using the p-value pµ to exclude the signal hypothesis, the CLs method [87]

is used. This method is a conservative frequentist approach that avoids excluding signals

where the experiment lacks sensitivity. For example, if the expected number of signal events

is very small compared to the background prediction, and the observed number of events

has a downward fluctuation, then the signal-plus-background hypothesis can be excluded.

This effect is mitigated in the CLs method by deriving a test statistic from the ratio of the

signal-plus-background to the background-only hypothesis. This test statistic equals:

CLs =
pµ
p0

(5.47)
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If the signal-plus-background and background-only hypotheses are well separated (i.e. the

experiment has good sensitivity), then p0 � pµ and the exclusion will be very similar to the

exclusion computed with pµ only. However, if the two distributions are similar, then the CLs

is approximately one, which reduces the probability of excluding the signal. The 95% CL on

the signal strength can be found by varying µLimit until CLs(µLimit) = 0.05. Signal models

are excluded if µLimit < 1.

To test each signal hypothesis, the TRExFitter software package is used to generate ten

thousand pseudo-experiments for each value of µ with µ̂ constrained between 0 and 100 to

create signal-plus-background (f(qµ|µ, θ̂µ)) and background-only (f(q0|0, θ̂0)) distributions.

From these toy experiments, the p-values p0 and pµ are calculated and µLimit is computed

for each of the generated mass and lifetime samples discussed in section 5.4.2. Based on the

signal samples that are excluded, limits on |U |2 as a function of mN can be extracted for

the various scenarios listed in table 5.1. A cubic spline interpolation method is used to create

smooth contours with ±1σ and ±2σ bands in the |U |2 versus mN plane.

5.11 Results

This section discusses the results of the statistical analysis described in section 5.10. Fig-

ure 5.29 shows the signal and background yields before (pre-fit) and after (post-fit) the global

fit is performed for the 2QDH model with inverted-hierarchy mixing. Good agreement is ob-

served between the background prediction and the observed data events. This true for all

signal models. The pre-fit and post-fit plots for the rest of the models are shown in figs. 5.30

and 5.31 respectively. No significant excess is found in the data and the best-fit for the signal

strength µ is consistent with zero in all scenarios. The fit also has no significant deviations

from zero for the fitted values of the nuisance parameters. The systematic uncertainties on

the shuffled background estimate are the only nuisance parameters that are pulled from their

nominal value, but they are all within one standard deviation of the expected value.

In fig. 5.32, the mHNL distribution for the post-fit background and the expected signal

normalized to the pre-fit signal strength and the observed events are shown. The pre-fit signal

strength normalization is used because, after the global fit is performed, the signal strength

is zero and the signal distributions would not be visible.

The post-fit background predictions and the background scale factors µb are listed in

table 5.16 for the 2QDH model with IH mixing in the “Majorana-limit”. Due to the negligible

signal yield found by the fit, the background predictions are essentially identical for the

different signal hypotheses. Table 5.16 also shows the background prediction and observed

event-yield in the single-muon (single-electron) mixing scenarios for the µ−µe (e−eµ) channel.

These two channels are shown in the “Dirac-limit” with the additional LNC configuration:

l±α − l∓α l±γ . For more details about this LNC configuration see section 5.7.3.
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Table 5.16: Post-fit background predictions, observed event-yields and scale factors µb with
statistical and systematic uncertainties in the control and signal regions. The results are shown
for the 2QDH model with inverted-hierarchy mixing in the “Majorana-limit”. The results are
also shown for all final states and for the 1SFH Dirac-limit, LNC configuration l±α − l∓α l±γ .

Model Channel
Signal region Control region

µb
Background Observed Background Observed

e−ee 0.4± 0.3 2 3.6± 1.8 2 0.7±0.4
0.3

µ−ee 0.2± 0.14 1 1.8± 1.3 1 0.5±0.4
0.3

2QDH e−eµ 0.9± 0.4 0 4.1± 1.9 5 0.4±0.2
0.2

(Majorana-limit) µ−µe 2.8± 0.8 2 12.3± 3.2 13 3.0±0.9
0.7

e−µµ 1.2± 0.9 1 2.8± 1.6 3 1.0±0.6
0.4

µ−µµ 2.2± 1.5 2 8.7± 2.9 9 1.9±0.6
0.5

1SFH e± − e∓µ± 0.6± 0.3 0 2.4± 1.4 3 0.5±0.3
0.2

(Dirac-limit) µ± − µ∓e± 1.9± 0.6 0 8.1± 2.6 10 2.9±1.0
0.8

(a) (b)

(c) (d)

Figure 5.29: Pre-fit (a-b) and post-fit (c-d) plots for the 2QDH model with inverted-hierarchy
(IH) mixing in the “Dirac-limit” (left column) and “Majorana-limit” (right column). The
signal region (SR) includes events with mHNL < 20 GeV and the control region (CR) includes
events with 20 < mHNL < 50 GeV.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.30: Pre-fit plots for the 1SFH model with muon-only mixing (a-b), electron-only
mixing (c-d) and the 2QDH model with normal hierarchy (NH) mixing (e-f) in the “Dirac-
limit” (left column) and “Majorana-limit” (right column). The signal region (SR) includes
events with mHNL < 20 GeV and the control region (CR) includes events with 20 < mHNL <
50 GeV.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.31: Post-fit plots for the 1SFH model with muon-only mixing (a-b), electron-only
mixing (c-d) and the 2QDH model with normal hierarchy (NH) mixing (e-f) in the “Dirac-
limit” (left column) and “Majorana-limit” (right column). The signal region (SR) includes
events with mHNL < 20 GeV and the control region (CR) includes events with 20 < mHNL <
50 GeV.
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Figure 5.32: The mHNL distribution in the SR and CR for the observed data and the post-fit
background for the 2QDH model with inverted-hierarchy mixing in the “Majorana-limit”.
Simulated signal samples with three different mass points are also shown normalized to the
pre-fit signal strength. After the global fit is performed, the signal strength is zero.
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The signal strength is found to be zero after the global fit is performed. Therefore, limits are

set on the mixing angles squared |U |2 in various HNL scenarios for masses in the approximate

range of 3 < mN < 15 GeV. The observed limits are within the ±1σ band of the expected

limits for all models.

The observed and expected limits with ±1σ and ±2σ uncertainty bands for the 1SFH

model with muon-only and electron-only mixing in the ”Dirac-limit” are shown in fig. 5.33.

Summary plots of the observed 95% CL contours for the four models in the ”Dirac-limit” and

”Majorana-limit” are also shown in fig. 5.33. The observed and expected limits for the rest

models are shown in fig. 5.34. The strongest limits are observed for the 2QDH model with IH

multi-flavour mixing. This scenario has equal mixing strength between all neutrino flavours

and thus, the combination of all six channels leads to the strongest exclusion limits.

(a) (b)

(c) (d)

Figure 5.33: The expected (dashed line) and observed (solid line) 95% confidence level (CL)
contours for the 1SFH model with muon-only (a) and electron-only (b) mixing in the “Dirac-
limit” and the observed 95% CL contours for the four HNL models listed in table 5.1 in the
“Dirac-limit” (c) and “Majorana limit” (d). The limits are shown for the mixing angle (|U |2)
as a function of the HNL mass (mN ). The regions enclosed by the contours are excluded. The
observed contours for the 1SFH models are also shown for the 1997 DELPHI [68] and the
2019 ATLAS [70] results.
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The unusual shape of the limit contour is related to the relationship between the mixing

angle, lifetime and mass described in eq. (2.8). The analysis is sensitive to models with cτN

between 1 and 100 mm. For models with 3 < mN < 5 GeV, this lifetime range correspond

to mixing angles between 10−3 and 10−5. For longer lifetimes models (with smaller mixing

angles), there are not enough decays in the detector volume for the analysis to have sensitivity.

As the mass increases, models that the search is sensitive to are too short-lived and fail the

minimum Lxy requirements, resulting in a limit in the sensitivity beyond ∼ 15 GeV. The dip

in the contour around 5 GeV is a result of the Lxy-dependent mDV selection in the heavy-

flavour decay veto (see section 5.8.3), which removes events with small mDV and Lxy. This

selection is required to remove decays from metastable particles, but also limits the available

phase space for models with short lifetimes and 2 < mN < 5 GeV. This selection was not

used in the statistically limited 2019 ATLAS analysis, which explains the shape difference

between the two ATLAS results. Regardless, this region of phase space is well-covered by the

1997 DELPHI results, as shown in fig. 5.33 (a).

Observed limits on the square of the HNL to νµ mixing angle |Uµ|2 for the 1SFH model

exceed the limits previously set by ATLAS in both the low-mass (∼ 1 GeV improvement) and

high-mass (∼ 4 GeV improvement) region. The results also extend the limits to mixing angles

that are approximately three times smaller than the 2019 ATLAS limits. The limits on the

square of the HNL to νe mixing angle |Ue|2 are set for the first time by ATLAS for a long-lived

HNL. The CMS collaboration submitted their first displaced HNL results for single-flavour

mixing scenarios [89]. This analysis uses 138 fb−1 of data collected by the CMS experiment

between 2015 and 2018. The CMS and ATLAS limits are comparable in the muon-only single

flavour mixing scenarios, except at large values of |Uµ|2 where CMS excludes a larger region of

phase space. One major difference between the two searches is that CMS has a different track

reconstruction workflow, which does not require a minimum Lxy selection. This means that

CMS can search for prompt and displaced HNL signatures in the same analysis. This tracking

workflow also makes it easier to study the heavy-flavour decay background in simulation. The

CMS analysis uses simulated MC samples to estimate the heavy-flavour decay background

contribution between 0 and 4 cm [90]. The ATLAS analysis instead has a minimum Lxy

selection of 4 mm and uses an Lxy-dependent mDV selection to remove the heavy-flavour decay

background, which impacts the signal sensitivity at larger |Uµ|2 (shorter cτN ). However, this

region of phase space is well-covered by the DELPHI experiment exclusion limits (see fig. 5.2).

In the electron-only mixing scenarios, CMS also excludes a similar region at larger values of

|Ue|2 that also overlaps with the DELPHI limits. However, at smaller values of |Ue|2, the

ATLAS |Ue|2 limits exceed the CMS limits by about a factor of two for 5 < mN < 14 GeV.

The 139 fb−1 ATLAS results also include a new interpretation for realistic 2QDH models with

multi-flavour mixing scenarios that assume inverted and normal neutrino-mass hierarchies. To

date, this is the first experiment that has directly explored 2QDH models.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.34: The expected (dashed line) and observed (solid line) 95% CL contours for the
mixing angle, |U |2, in the 1SFH model with muon-only (a) and electron-only (b) mixing in the
“Majorana-limit” and the contours for the 2QDH model with NH (c-d) and IH (e-f) mixing
in the “Dirac-limit” and “Majorana-limit” as a function of the HNL mass, mN . The green
and yellow bands indicate the ranges of expected limits obtained within ±1 and ±2 standard
deviations of the median limit reflecting uncertainties in the signal and background yields.
The regions enclosed by the contours are excluded.

119



Chapter 6

ATLAS Inner Tracker Upgrade

6.1 ATLAS Inner Tracker

The LHC is undergoing a series of upgrades in order to produce ten times its current lumi-

nosity. For more information about the High-Luminosity LHC (HL-LHC), see section 3.1.5.

In order to meet the requirements of this challenging new environment, an all-silicon tracking

system, called the Inner Tracker (ITk), will be installed inside the ATLAS solenoid magnet

and replace the current inner detector (pixel + SCT + TRT). Figure 6.1 shows a sketch of

the ITk. More details about the ITk can be found in Ref. [91].
3.3 Material Description within the Simulation

Figure 3.6: A visualisation of the ITk as implemented in the simulation framework

inactive elements of the detector were implemented in the simulation framework, which
describes their size, position, and material composition. A visualisation of the simulated
detector, including all material elements, is shown in Figure 3.6. The material description
is based on the technical design of the detector as discussed in the following chapters.

For each pixel layout candidate simulation model, the relevant physical design was de-
tailed by the ITk pixel mechanics groups. All pixel sensors are modelled as 100 µm thick
silicon for the innermost two layers and as 150 µm elsewhere, and front-end chips are mod-
elled as silicon with extra elements added as appropriate, corresponding to additional chip
components such as metal layers. This approach provides a conservative estimate of the
material. For pixel barrel services, the cable material included varies as a function of z to
accurately reflect the number of cables that will be required for the modules at that position.
For pixel end-caps, the masses and materials of both the support structure and services are
modelled according to mechanical descriptions. For the Inclined design, the individual
inclined-sensor supports are individually modelled as carbon foam wedges.

The strip barrel detector models each material contribution separately, with masses and ma-
terial compositions reflecting the mechanical designs. For the strip end-caps some materials
are merged: materials/objects that sit next to each other are not individually modelled, but
instead one homogeneous block of material is included, adjusted to have the correct radi-
ation length as calculated based on the engineering designs.

For the Strip Detector global supports, the barrel and end-caps are modelled in detail, in-
cluding the stave cooling pipes, carbon-foam, face-sheets, cable bus, hybrids, and front-
end ASICs. In the end-caps, the silicon sensors are described individually, but the remain-

31

Figure 6.1: A longitudinal view of the active regions of the ITk detector. The pixel detector is
shown in the inner region (smaller radius) and is surrounded by the strip detector. The strip
end-cap disks can be seen on either side of the barrel region, coloured with blue and green
stripes. Figure taken from [91].

The ITk will consist of a pixel detector near the beam line that is roughly twice the radius

and four times the length of the current pixel detector. The ITk-Pixel detector has five barrel

layers and five layers of inclined or vertical rings that will provide coverage in the forward

region. This will be surrounded by a segmented strip tracking detector covering over three

times the silicon area of the current SCT detector. The ITk-Strip detector consists of four
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layers in the barrel region and six disks in the end-cap. The work presented in this dissertation

focuses on detector quality assurance and the readout for the ITk-Strip detector.

6.1.1 Inner Tracker Strip Detector

The ITk-Strip detector is segmented into four barrel layers with one end-cap region on each

side of the barrel containing six end-cap disks. The barrel extends from -1400 to 1400 mm

along the z-axis and consists of silicon sensors with 24.1 mm short strips with a pitch of

75.5 µm. In the end-caps, the strip pitch can vary from 70-80 µm. Module pairs are combined

to implement stereo angles of 52 mrad in the barrel and 40 mrad in the end-caps [91]. The basic

unit of the ITk-Strip detector is a module shown in fig. 6.2. A module consists of a sensor and

one or two electrical circuit boards, called hybrids, that house the front-end applied specific

integrated circuits (ASICs) called ABCStar and HCCStar. These front-end chips are discussed

in more detail in section 6.3. Modules are constructed by gluing the hybrid on the sensors and

connecting wire bonds that are 25 µm in diameter between the read-out chips and the silicon

strips on the sensors. A power board also sits on the hybrid to supply power to the front-end

chips.

5 ITk Silicon Strip Detector Outline

Figure 5.3: Exploded view of a short-strip barrel module with all relevant components. Long-strip
modules and end-cap modules feature the same component groups.

barrel, two strip lengths are used: long strips are suitable in the lower occupancy region at
larger radii (layers L2 and L3), whereas further subdivision with shorter strips is required
at lower radii (layers L0 and L1). Therefore two different module types are required for
the barrel section: the so-called short-strip and long-strip barrel modules where "short" and
"long" refers to the strip length.

The short-strip barrel modules contain two hybrids, each with ten ABCStar read-out ASICs
and long-strip modules contain one hybrid with ten ABCStar. Each petal has nine mod-
ules on each side organised in six subsegments referred to as rings (R0-R5) (see Figure 5.2);
e.g. all R0 sensors of 32 petals in one disk will represent a ring around the beam axis in
the Rf plane. The three inner rings (R0-R2) at the lowest radii from the beam axis have
one module each with one or two hybrids, while the outer three rings (R3-R5) have two
modules butted side-by-side, each with one hybrid spanning over the two neighbouring
modules. Covering such a complex geometry over a large area requires six different sensor
geometries and thirteen individual hybrids. The details of the modules for the barrel and
the end-caps are described in the three following chapters: in Chapter 6 the various active
components to form a silicon strip module including the silicon strip sensor and the ASICs
are described. The layout of the hybrids and the power boards required for the modules
and the production steps to build modules including the planned quality assurance meas-
ures are summarised in Chapter 7. The results of electrical characterisations and test beam
studies of prototype modules are shown in Chapter 8.

As the final prototype chips ABCStar and HCCStar were not available at the prototype
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Figure 6.2: An expanded view of a strip module in the barrel. Petal modules consist of the
same basic components, but with different hybrid and sensor geometries. Figure take from
[91].

The work in this dissertation focuses on strip detectors in the end-cap region. An end-

cap disk is made up of 32 petal-shaped wedges. Each petal consists of nine sensors, with six
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different geometries labelled R0-R5 that are mounted on each side of a petal core structure.

The petal core structure consists of a carbon fibre structural base containing cooling channels,

kapton bus-tape that provides electrical connections and silicon modules. A full sketch of the

petal is shown in fig. 6.3.
9 Local Supports: Staves and Petals

Figure 9.4: Schematic view of a petal. (Top) Full petal sketch showing petal core and silicon modules.
The blue sensors are glued directly on the co-cured facing, here indicated in light brown. (Bottom)
Internal structure of a petal core showing the cooling pipe routing. The red lines indicate the ti-
tanium pipe; the yellow region shows the carbon-foam enclosing the pipes. The light blue area is
filled with the honeycomb filling material.

9.2.4 Estimated Radiation Length

Table 9.4 shows estimates for the radiation length of a single short-strip barrel stave as
well as for a petal. These numbers represent best estimates based upon stave and petal
prototyping and extrapolation to the use of expected lower-mass components (e.g. ABC130
hybrids and titanium cooling pipes). For comparison, the current SCT radiation length
excluding barrel or disk support is 2.48% for the barrels and 3.28% for the end-caps [86].
The lower expected radiation lengths can be achieved as a result of the high degree of
sharing of support, power and services in the upgrade designs.

9.3 Electrical Concept

In this section, the details of the system-level components common to both stave and petal
local supports are described. The detailed designs of these components differ only through
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R5
R4

R3 R2 R1 R0

Figure 6.3: A full sketch of a strip petal and the modules labelled R0-R5. The sensors, in blue,
are glued onto the core surface shown in yellow. Light green and yellow chips are housed on
the green hybrids and glued onto the sensors. The power boards are shown in orange. Figure
modified from [91].

6.2 Quality Assurance for ITk-Strip Petals

The ITk-Strip detector needs to operate reliably for ten to fifteen years. Therefore, reliability

testing of all the various detector components is an essential part of the detector design and

construction program. Quality Assurance (QA) tests study the performance and reliability

of components during the research and development phase and during production. In par-

ticular, during pre-production, large-scale, multi-module prototypes of ITk-Strip components

help demonstrate that the construction of all components meet certain quality thresholds.

QA tests are generally “destructive” in nature, which means they involve more extreme stress

testing of the components than what would typically be experienced during detector opera-

tion. Examples of stress tests include operating at elevated or lowered temperatures, rapid

thermocycling and operating at elevated voltages [91]. For the purposes of this dissertation,

only the thermocycling QA tests for the petal will be discussed.

Thermocycling is a type of stress test that repeatedly elevates and lowers the temperature

in a controlled environment. The goal of thermocycling the petal is to repeatably stress the

various components and study whether they fail. Examples of failures for the petal would

be object movement (e.g. movement of the sensors or hybrids) or failure of components (e.g.
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broken wire bonds or glue failures).

A thermocycling QA program was designed to thermocycle a loaded petal in a climate

chamber and measure features, such as sensor bow, sensor positions etc., before and after the

thermocycling, to determine their stability. Thermocycling tests are performed in a controlled

environment known as a climate chamber. For this test, the climate chamber needed to ac-

commodate the entire petal structure, which is approximately 800 mm in length. Part of the

design of this QA program was to procure and test a new climate chamber suited to the needs

of the ITk petal production at TRIUMF, Canada’s particle accelerator centre. The details of

the climate chamber testing can be found in section 6.2.1.

The thermocycling program was initially designed with a smaller prototype version of the

petal called a petalet. The petalet is made out of the same materials as a full-sized petal, but

only has room for one sensor, called the R0 sensor, on either side of the structure. The design

and assembly of the petalet, as well as the thermocycling tests are discussed in section 6.2.2.

Once a full-size prototype petal structure was built, the petal was also subjected to the same

thermocycling tests. These tests are discussed in section 6.2.3.

6.2.1 Thermocycling Program

During thermocycling, it is important to maintain a dry environment so that there is no risk

of water condensing on the detector. For this reason, it was extremely important to find a

machine that included a dry air system. Careful validation of the thermocycling program and

monitoring of the moisture levels in the chamber was done to ensure the safety of the petal

when undergoing temperature cycling tests. This validation included a monitoring system set

up to measure the temperature, dew point and relative humidity in the chamber. A sensor

measured the internal air temperature of the chamber and the relative humidity (RH) of the

air, which is defined as the ratio of the amount of moisture present in the system relative to

the amount of moisture that would be present if the air was completely saturated. Since the

latter amount is dependent on the temperature of the system, it is more useful to consider

the dew point of the system. The dew point (DP) is the temperature below which, given the

moisture in the chamber, water droplets will start to form. Given the temperature (T) and

relative humidity (RH), the dew point temperature in the chamber can be calculated using

the Magnus formula shown in eq. (6.1). For the temperature range from 45◦C to 60◦C, the

Magnus parameters are given by β = 17.62 and λ =243.12◦C [92].

DP (T,RH) =
λ(ln(RH100 ) + βT

λ+T )

β − (ln(RH100 ) + βT
λ+T )

(6.1)

In addition to the sensor inside the chamber, a second sensor was used to measure the

pressure differential between the inside and the outside of the chamber (∆P = Pin − Pout),
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as well as the temperature and RH outside of the chamber. This external monitoring system

was used to record any changes in the external temperature/humidity that might influence

the internal chamber environment. The pressure monitoring was also used to see if there were

points in the thermocycling program where the pressure differential changed from positive to

negative. This change in pressure could result in moist air from the outside being sucked into

the system, so we wanted to see if there were places in the thermocycling program that were

susceptible to these types of pressure changes.

(a)

(b)

Figure 6.4: The final validated thermocycling program (a) with a ramp rate of 1.33◦C/min
and soak times of 15 hours and 30 min at 21◦C and ±40◦C respectively. This plot shows
the temperature and RH for the full 46-hour program. The red curves show the measured
temperature inside the climate chamber and the blue curves show the RH inside the chamber.
The temperature and RH curves (b) for the first thermocycle where the RH spike is the
largest. The plot in (b) also indicates the dew point inside the chamber (dashed red line) and
the measured pressure differential (green line), which is defined as ∆P = Pin − Pout.
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When testing the thermocycling program, the soak time (how long the system sits at the

same temperature), and temperature ramp time (how quickly you change the temperature of

the system) had the most impact on the dryness of the system. In order to prevent conden-

sation from forming on and damaging the detector, it was decided to find a program that

would maintain a dew point at least 10◦C below the air temperature inside the chamber.

Before finalizing the thermocycling program, it was important to optimize the soak and ramp

times to achieve a program that met the dew point criterion and took a reasonable amount

of time to complete 10 cycles between ±40◦C. The 46-hour program, shown in fig. 6.4), was

established to meet the thermal cycling test and detector safety requirements.

6.2.2 Thermocycling the Petalet

The petalet is a prototype version of the petal structure that was designed for initial testing.

The overall size of the petalet is 15 × 18 cm. The petalet has the same components as the

petal and consists of a carbon fibre base, a kapton bus-tape, and space for two R0 modules.

However, due to the limited availability of components at the time, the prototype version we

tested, only had one module mounted on side A. Stable reference markers were also glued

onto the structure to define a global coordinate system on the petalet. The location of the

reference markers are shown in fig. 6.5.

Figure 6.5: The location of the stable markers glued directly to the carbon surface labeled
1-5.
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Figure 6.6: The petalet hanging in the climate chamber right before thermocycling.

To investigate the stability of the structures over time, various measurements of the loca-

tions of the components and properties of the sensor were recorded. Features on the sensor

and hybrids are sometimes referenced to as fiducial markers since they are used by imaging

machines to locate the objects when loading them on the petal. Measurement scans were done

using a coordinate measuring machine (CMM) to locate features on the sensor, hybrid and

bus-tape. Next, the petalet was placed in the climate chamber and the thermocycling program

(described in section 6.2.1) was run. For the test with the petalet, the structure was hung

from the wire rack in the climate chamber using copper beryllium alloy wire with a thickness

of 180 µm (see fig. 6.6). After the program was finished, the measurements were repeated and

the results were examined to study any changes that occurred during thermocycling.

Measurements of the sensor flatness and bow are shown in table 6.1. The flatness is

measured by scanning across the surface of the sensor and taking x, y, z measurements at

each point. The flatness is then reported by the CMM as the width of a zone bounded by

two parallel planes that contains all the measured data points of the surface. The sensor bow,

given by eq. (6.2), is also a measure of how flat a sensor is.

bow =
1

4
(
∑

cornersz)− centrez (6.2)

Scans of the surface on side A and B before and after thermocycling are shown in fig. 6.7.

These plots show how the surface shape of the sensor changed before and after thermocycling.

The flatness and bow measurements (for the R0 sensor on side A) are also recorded in the

text on the right-hand side of these plots, along with additional sensor measurements, such

as the sensor length, radius etc. We observed that the flatness on both sides and sensor bow

on Side A are the same before and after thermocycling.
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Table 6.1: Measurement results for flatness of Side A and B, as well as the bow for the sensor
on side A.

Measurement Type Before (µm) After (µm)

Flatness (Side A) 131 ± 3.78 131 ± 3.78
Sensor Bow (Side A) 37.2 ± 0.54 37.6 ± 0.54

Flatness (Side B) 390 ± 3.78 389 ± 3.78

Figure 6.7: Plots of the surface scans of the sensor on side A and the bus-tape surface of side
B before and after thermocycling. The flatness, bow and other sensor measurements are also
shown in the text on the right-hand side of the plots.

The locations of the features on the petalet are measured using the coordinate system

defined by the stable reference markers. Defining a vector from the origin of the coordinate

system to each feature as ~R, we measure ∆~R = (~x′−~x, ~y′−~y), where unprimed coordinates are

measured before thermocycling and the primed coordinates are measured after. To visualize

the displacement, a plot the displacement vectors (∆R) is shown in fig. 6.8. In this visualization

we are looking to see if the displacements of the features have a common direction that might

arise, for example, from gravity pulling uniformly on the module during thermocycling. The

magnitudes of the displacements were on the order of a few µm with no common direction

and consistent with no movement within the measurement uncertainty of around 3 µm. Based

on our analysis of the results all components on the petalet passed the thermocycling stress

test.
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sensor fiducials 
hybrid fiducials 
bus-tape fiducials 

origin of coordinate system

Figure 6.8: Plot of the displacement vectors (∆~R) for the features on side A, including the
two hybrids in purple, the sensor in blue and the bus-tape in brown. The vector magnitudes
are uniformly scaled by a factor of 2000 to visually examine if there is a common direction
for the displacements.

6.2.3 Thermocycling the Semi-Electrical Petal

While the petalet was a useful structure to design and test the thermocycling program because

it was a small-scale object that was more readily available, the goal of the thermocycling

program was to stress test large-scale objects that are as similar as possible to the final

production design. The structure used in the full-size petal tests is known as the first semi-

electrical petal (see picture in fig. 6.9). The semi-electrical petal is fully loaded on both sides

and consists of the following modules:

• R5: Dummy sensors that include lithography, reference markers and bond pads

• R4: Dummy sensors with no lithography or reference markers; module was built with

cracked dummy sensors

• R1-R3: Dummy sensors that include lithography, reference markers and bond pads

• R0: Fully electrical sensors
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Figure 6.9: A photo of the first semi-electrical petal. This petal was the prototype used in
the thermocycling tests discussed in this section. This photo was taken by the TRIUMF
communications team.

Petal measurements before and after thermocycling were performed using the CMM in a

dedicated measurement frame. This frame is constructed out of aluminum and consists of a

flat surface where three petal locators rest. These locators are found on the outer left and

right edges the petal and on the inner edge of the petal. During assembly, these locators are

what will hold the petals to the assembly structure to construct the end-cap disks. The three

petal locators are then secured in the measurement frame using 3D printed locking pins. A
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coordinate system is set up using the petal locators and the two petal fiducial markers on the

inner and one of the outer petal locators. The petal fiducials are tiny circles in the carbon

fibre structure that are used during loading to construct a coordinate system that can be used

to precisely place the modules on the carbon fibre structure. The x- and y-axes are defined

using the petal fiducials and the x-y plane is defined as the surface of the petal locators. The

origin is set to be the inner petal fiducial. A sketch of the coordinate system used for the petal

measurements is found in fig. 6.10.

y-axis

x-axis

z-axis

origin (x0,y0)

x-y 
plane

x-y 
plane

Side A Side B

x

y

z

petal  
locators

Figure 6.10: The petal coordinate system. The x- and y-axes are defined using the two petal
fiducials on the inner and outer petal locators. The origin is defined as the inner fiducial and
the x-y plane is defined as the flat surface of the petal locators.

The CMM manual tool is used to measure different markers on the sensors, hybrid and bus-

tape on both sides of the petal. There are nine sensors per side and a total of five measurements

are taken per sensor, with one in each corner, as well as a point in the centre of the sensor to

be used for bow measurements. On each side the petal, there are a total of 13 hybrids with

four measurements taken per hybrid. Finally, eight points on the kapton bus-tape are also
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measured. In total, 210 measurements are record. Pictures of the different features that were

measured on the petal are shown in fig. 6.11.

(a) electrical sensor F (b) dummy sensor F

(c) hybrid F (d) hybrid circle F

(e) bus-tape circle F

Figure 6.11: Pictures of the different fiducial markers on the sensors, hybrids and bus-tape.
These markers are measured by the CMM to determine the position of the various components
on the semi-electrical petal.

It should also be noted that while measurements were taken on each of the modules, R2 in

particular had some fiducials obscured and others that were difficult for the CMM to measure.

The R4 modules also have dummy mechanical sensors that did not have any fiducial markers

and therefore these sensors could not be measured. As a result, these modules are ignored
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and so not all 210 measurements are included in the analysis.

The sources of measurement uncertainty include the CMM measurement uncertainty for

manual tool and circle fitting and the petal inner fiducial position (x0, y0) that is used to

establish the coordinate system. The measurement uncertainty for each feature is estimated

as the standard deviation (σ) from ten repeated measurements of the x-y position. The CMM

measurement uncertainties and the petal fiducial uncertainty can be found in table 6.2. The

fiducial markers on the dummy sensors where not as well defined as the other sensors so the

sensor fiducial markers are recorded as two different uncertainties.

Table 6.2: Measurement uncertainties for the features on the semi-electrical petal.

Feature Type σx (µm) σy (µm)

F on hybrid 1.53 1.37
Circle on hybrid 2.73 1.89

F on sensor 1.53 1.11
F on dummy sensor 3.48 3.06
Circles on bus-tape 3.97 3.81

Petal fiducial 0.4 0.8

(a) Support bar (b) 3D locking pins

Figure 6.12: The support bar in the vertical orientation in the climate chamber. The three
attachment points on the bar are where the three petal locators are attached and secured to
hang the petal in the chamber.
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Since the petal is heavier than the petalet structure, the beryllium alloy wire used to

hang the petalet in the climate chamber did not support the weight of the full-sized petal.

Instead, a metal bar was built to hang the petal in the climate chamber. This bar can be

hung horizontally or vertically to allow the petal to hang in different orientations. 3D printed

locking pins (similar to the pins used in the measurement frame) were used to fix the petal

to the support bar (see fig. 6.12). Pictures of the semi-electrical petal hanging in the climate

change before and during the thermocycling test can be found in fig. 6.13.

(a) Before thermocycling (b) During thermocycling

Figure 6.13: The petal hanging in the climate chamber before and during thermocycling.

Immediately after thermocycling, the petal was brought back to the clean room and placed

in the measurement frame to measure the location of the features. Initially, the analysis of

the measurements taken before and after showed worrying 3σ ∆R displacements that were

consistent with movement due to gravity. This can be seen in the arrow plot of one of the

R5 sensors on side A in fig. 6.14. The arrows indicate the direction of motion of the fiducial

marker marker, while the magnitudes of the displacements are shown in the coloured boxes.

A statistical analysis of the roughly 100 different points on each side of the petal was also

done. The “pull” of two measurements is defined as (x1−x2)/σx, where σx is the uncertainty

on the two measurements. For a set of measurements that are consistent with no movement,

the pull plots should have a Gaussian distribution centred at zero with width one. These pull

plots for the x and y measurements of the features on the petal are shown in fig. 6.15.
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Figure 6.14: Arrow plot and ∆R displacements of the four sensor fiducials (in blue) and the
four fiducials on the hybrid (in purple) for one of the R5 sensors on side A. The arrows in the
plot are magnified by a factor of 2000 to visually see the direction of motion. The magnitudes
and uncertainties of the displacements are shown in the boxes.
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(b) y-pull 48-hours later
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(c) y-pull four weeks later
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(e) x-pull 4-hours later

20− 15− 10− 5− 0 5 10 15 20

xσ x / Δ

0

5

10

15

20

25

30

N
um

be
r o

f M
ea

su
re

m
en

ts

ATLAS Internal
Entries: 98
Mean: -0.153
Std. Dev.: 1.45

Side A

(f) x-pull four weeks later

Figure 6.15: Statistical analysis of the roughly 100 different points measured on Side A of
the petal. The pull in the y-direction (∆y/σy) and the pull x-direction (∆x/σx) are shown
immediately after thermocycling and the measurements are repeated 48 hours and four weeks
later. After 48 hours, the mean of the pull is closer to zero, which indicates that after some
time the structures relax and are more consistent with no movement after thermocycling.
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Immediately after thermocycling, the mean of the y-pull was negative, which indicates

that, on average, the measurements were trending down in the y-direction. This motion was

especially worrying since it was consistent with the direction of gravity when the petal was

hanging in the climate chamber during thermocycling. However, the measurements were re-

peated 48 hours later and the mean of the pull in the y-direction was closer to zero indicating

that the structures seemed to be relaxing back into the position that they occupied prior to

thermocycling. The measurements were repeated four weeks later and the distributions were

found to be more consistent with zero movement.

We concluded that moisture effects were the cause of the displacements observed imme-

diately after thermocycling. In the climate chamber, the petal is kept in very dry storage.

Dry air is constantly pumped into the chamber to maintain a low dew point and prevent

moisture buildup on the detector (see discussion of dew point in section 6.2.1). This removal

of moisture from the environment can cause structures on the petal to shrink. However, upon

return to the clean room environment, where the measurements are done with the CMM, the

structures re-expand and return to their original positions.

This moisture effect theory was further confirmed with tests performed with the petal in a

horizontal orientation in the climate chamber. Similar order of magnitude displacements along

the long axis of the petal were observed immediately after thermocycling. Since the petal was

hanging horizontally, these displacements were no longer consistent with movement due to

gravity. The conclusion from these tests is that nothing untoward happened to the petal after

10 thermal cycles and while stressing the petal, we observed a well-known phenomenon that

drying out the petal can result in small displacements of the various structures.

As mentioned at the start of this section, QA tests are designed to stress the structures

beyond what would typically be experienced during detector operation. Since the structures

relaxed back to their original position, and no permanent damage occurred, even after being

subjected to a much drier environment than we expect to operate the detector in, this test

was considered a success.

100 Thermocycles Test

The goal of these tests is to thermally stress the petal to determine the reliability of its design

and construction. Since the petal passed the initial 10 thermal cycles stress test, a subsequent

test was run where the climate chamber program was set to run 100 thermal cycles instead

of 10. After 100 thermal cycles, visual inspection of the petal showed that one of the hybrids

on the R4 modules has bowed significantly. The glue under this hybrid had failed, causing

the structure to bow and a crack to developed on the right-hand side of the R4 sensor (see

fig. 6.16).

135



6.2. Quality Assurance for ITk-Strip Petals

The analysis of the measurements taken before and after the 100 cycles test was consistent

with this crack and bowing occurring during the test. Figure 6.16 shows the arrow plots for

this sensor and the large ∆R and ∆z displacements that occurred during thermocycling. The

pull plots in fig. 6.18 show that the rest of the measured features, not permanently damaged

by the bowing and cracking, exhibited the previously observed contraction after removing the

petal from the dry climate chamber. After two weeks the structures relaxed back to their

original positions and distributions were consistent with no movement, indicating that all

structures (except for R4) passed the long-term stress test. The outliers in the pull plots were

verified to be measurements from the R4 hybrid where the failures (cracking and bowing)

occurred. A similar crack also occurred on side B on another R4 module.

Although the 100 thermal cycles test observed two failures of the R4 modules, these

modules were always “compromised”. They were built using dummy sensors that were cracked

even before the semi-electrical petal underwent the thermocycling stress tests. This result is

not all that surprising, since these R4 modules were not built using the final production

sensors.

We concluded from this test that all modules that did not use dummy sensors (i.e. all

modules except R4) passed the long-term stress test. However, this test also demonstrated

that it would be useful to perform a long-term stress test (similar to this 100 thermocycle

test) on a fully electrical petal with no dummy/cracked sensors.

Figure 6.16: The crack on the R4 sensor and the bowing of a hybrid on the same module.
Photos are taken immediately after thermocycling the semi-electrical petal 100 times.
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Figure 6.17: Arrow plot and displacements (∆R and ∆z) of the four fiducials (in purple) for
one of the hybrids on side A. The arrows in the plot are scaled by a factor of 2000 to visually
see the direction of motion. The magnitudes and uncertainties of the displacements are shown
in the boxes.
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Figure 6.18: Statistical analysis of the roughly 100 different points measured on Side A of the
petal. The pull in the y-direction (∆y/σy) and the pull x-direction (∆x/σx) are shown imme-
diately after thermocycling and two weeks later. After two weeks, the central distribution is
more consistent with zero, except for outliers with large pulls that are from the measurements
of the hybrid on the module where the failure occurred.
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6.3 ITk-Strip Readout

The ITk-Strip detector will consist of approximately 60 million channels that need to be

read out at a frequency of 1 MHz [91]. This provides a challenging readout requirement on

the order of 1013 channels per second. The current inner tracker has readout rate of roughly

1010 channels per second. This added complexity required a re-design of the ATLAS data

acquisition system (DAQ). The current ATLAS DAQ (fig. 6.19 (a)) consists of front-end elec-

tronics and downstream readout systems that are custom to each detector in ATLAS. The

new DAQ system (fig. 6.19 (b)) will remove some of the dependency on custom electronics and

replace them with a single board common to each detector that uses commercially available

field-programmable gate arrays (FPGAs). These so-called Front-End Link Exchange (FE-

LIX) cards are advantageous because they are detector independent and provide a scalable

architecture suited to a large complicated DAQ system.

network

networknetwork

Data Processing
Data Processing

(a) Current ATLAS DAQ

network

networknetwork

Data Processing
Data Processing

(b) HL-LHC Era DAQ

Figure 6.19: Current and HL-LHC era DAQ systems for the ATLAS experiment. The FELIX
cards will replace the current readout drivers (RODs) and readout systems (ROSs) used in
the current DAQ system. Figure adapted from [93].

In addition to the FELIX cards, the ITk-Strip readout also includes front-end ASICs that

are designed specifically for the detector. There are three main ASICs housed on the silicon

modules. They include the ABCStar, the HCCStar and the AMAC. Only two of the three

(the HCCStar and AMAC) chips are required to communicate with the FELIX cards. Their

functionality and production chip names are summarized in table 6.3. Depending on the layout

of the detector, between nine and eleven ABCStar chips are connected to a single HCCStar

chip. The HCCStar packages the data and sends the information downstream. The HCCStar

is the only communication link between the ABCStars and the software system and therefore

the HCCStar is also responsible for configuring registers and reporting back the status of the

ABCStar chips to the central DAQ system.

Information from many HCCStar chips on a single structure, such as a petal, is merged
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together on an end-of-structure (EoS) card and converted to an optical signal. The EoS card

also contains other chips (lpGBT and VL+) that convert the data into a custom data protocol

and into an optical signal. The diagram in fig. 6.20 focuses on the upstream path where the

data from the silicon sensor is buffered and read out by FELIX. However, in reality, there are

also streams of data which flow in the other direction and pass information from the DAQ

system through FELIX to the front-end chips. The data lines connecting the AMAC and

FELIX are also not represented in this diagram.

Table 6.3: Overview of the custom made ASICs for the ITk Strip Detector [91].

Acronym Full Name Basic Functionality Production Chip

ABC ATLAS Binary Chip Converts incoming charge signal into ABCStar
hit information.

HCC Hybrid Controller Chip Interface between ABC and bus-tape. HCCStar

AMAC Autonomous Monitor Provides monitoring and interrupt AMAC-II
and Control Chip functionality.

Figure 6.20: A diagram of the ITk-Strip readout showing how all the custom ASICs (ABCStar,
HCCStar and AMAC) are connected to each other and merged in the end-of-structure (EoS)
card before being converted to an optical signal and sent to FELIX.

6.3.1 HCCStar Emulator

Although the final ITk-Strip detector will consist of 60 million channels, this number of

working readout channels will not be ready until close to the detector installation date. To

understand how all the information will be integrated together, various demonstrators have

been built to test the front-end electronics. Using these systems, we can gain a better under-

standing of the ITk-Strip readout and prepare for the eventual operation of the detector. To

gain experience with a large-scale ITk-Strip readout system, a firmware emulator was designed

to mimic both the detector and the front-end chips.

The logic for the HCCStar emulator was designed and tested in a simulation and then
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integrated into an FPGA. The emulator generates ITk-Strip-like data packets that are sent

through optical fibres to a FELIX card. With the FPGA resources on the current card used

to built the emulator, up to 120 HCCStar chips can be emulated, which is equivalent to

approximately 300,000 channels. With more cards, this firmware can be used to emulate the

number of channels on the order of the whole ITk-Strip detector.

The HCCStar emulator was designed to mimic the physics data-taking mode of the real

HCCStar chips. In physics mode, the primary function of the HCCStar is to transmit the

data collected by the silicon sensors when a trigger command is received. During detector

operation, this trigger command is sent to the front-ends from the central DAQ system when

the decision has been made that a specific collision event should be saved for further analysis

(see section 3.2.6 for more details about the ATLAS trigger system). This means the emulator

needs to respond and send back data, in the same format as a real HCCStar chip, when it

receives a trigger command.
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Figure 6.21: A sketch of the HCCStar emulator and LCB wrapper integrated into the FELIG
data generation structure.

A schematic of the main firmware blocks used in the HCCStar emulator can be found in

fig. 6.21. The blocks specific to ITk-Strip data structures are integrated into an existing data

generation infrastructure that converts the emulated data into optical signals. This firmware

is called the front-end link generator (FELIG) and was designed to test the functionality of

the FELIX cards. The main unit of the firmware is called the FELIG lane wrapper. The logic

contained inside this wrapper is duplicated up-to 24 times on separate optical channels. The
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data in and out of the lane wrapper are sent though a GBT14 block. This block converts a

custom CERN data protocol into bits of information that are passed to the rest of the data

generation logic. This block is also responsible for encoding the data into the GBT protocol

to send back to FELIX.

There are two main blocks of firmware that are specific to the data format used in the

ITk-Strip DAQ system. The first is the LCB (L0a, Control and BCR) wrapper. This firmware

functionality is also contained in the real HCCStar ASIC and is responsible for receiving

triggers and commands sent via FELIX and decoding them into a format that the HCCStar

understands. In physics mode, the three main pieces of required information are the L0a

trigger, tag and BCR. The L0a trigger is analogous to the L-1 trigger used in the current DAQ

system and is the name of the hardware-based trigger that will be used in ATLAS during the

operation of the HL-LHC. The tag is a data event identifier that is used to uniquely locate

event data in a buffer. The tag is passed to the front-ends by the central DAQ system to tell

the front-ends which data event to send back. This tag is then packed and sent along with

the data to ensure that the correct collision event is received. The BCR is the bunch counter

reset. The LHC is filled with bunches of protons that collide every 25 ns (see section 3.1.1

for more details about the LHC filling scheme). Every detector in ATLAS is sent a global 40

MHz clock that is synchronized with these bunch crossings. The front-ends use this clock to

count the bunch crossings. This associates each bunch crossing with a number and enables

the front-ends to unique identify events. However, these counters are not infinite, so a BCR

signal is sent to reset all these counters to align them with the LHC orbit.

The second ITk-Strip specific firmware is the HCCStar emulator block. This firmware was

written to mimic the data transmission of a real HCCStar ASIC. This block receives the L0a,

tag and BCR from the LCB wrapper and builds data events. A block memory (BRAM) is

used to store emulated detector hit information that is loaded into memory by the software.

Once the data packets have been built, they are encoded and sent back to FELIX.

The HCCStar emulator has been successfully operated using ITk software. The software

is able to send triggers and receive data back from the emulator. Custom data packets can be

loaded into the BRAM to test various aspects of the DAQ system. Since the data generator is

scalable, the emulator can be used to mimic multiple HCCStars in one demonstrator system.

This setup can be used to perform large-scale tests of the ITk-Strip DAQ system and prepare

the system for the eventual operation.

14GigaBit Transceiver (GBT) architecture is a data protocol developed at CERN to be used in data trans-
mission for experiments that require high data rate links and electronic components capable of sustaining high
radiation doses. [94]
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Chapter 7

Conclusion

The SM is a highly successful theory that describes fundamental particles and their inter-

actions. With the discovery of the Higgs boson at the LHC in 2012, the final piece of the

SM was found [95]. However, experimental evidence suggests that the SM is not a complete

description of our universe. For example, it does not predict the existence of dark matter,

nor does it explain the observations of neutrino flavour oscillations. Since the detection of the

Higgs boson, no new fundamental particles have been discovered. Searches for BSM particles

are therefore essential to the LHC physics program.

This dissertation presented a search for a new particle that provides a mechanism which

could explain the very light neutrino masses. This search for displaced HNLs was performed

using 139 fb−1 of proton-proton collision data collected with the ATLAS detector. No signif-

icant excess of events were observed. Constraints on the mixing angles between HNLs and

SM neutrinos were placed in the challenging long-lived region of phase space. Models with

mixing angles between 10−3 − 10−7 were excluded in different HNL scenarios for masses in

the approximate range of 3 < mN < 15 GeV. These results extended the reach of previously

published ATLAS results on HNL mixing with muon neutrinos and placed the first ATLAS

constraints on the mixing with electron neutrinos for a long-lived HNL. New interpretations

of the results were also included for realistic multi-flavour mixing scenarios that are consistent

with neutrino flavour oscillations.

In the next LHC data taking period (Run 3), ATLAS LLP searches will benefit from the

recent optimization of the LRT software. Until now, the reconstruction of displaced tracks

required significant computing resources and an extensive amount of disk space to record all

the track information. The LRT software has now been optimized to ensure that displaced

tracks can be reconstructed using the available computing resources. For the design pileup in

Run 3, the computer processing time has been reduced by a factor of two [96]. This means that

all ATLAS data will now be available for LLP searches to analyze. This software optimization

will enable searches to significantly improve their signal to background ratios and to design

better validation and control regions. This new workflow will also enable analysis designs that

can bridge the gap between prompt and displaced searches.

For the displaced HNL search, this will simplify the study of the backgrounds. This opens

the possibility of estimating heavy-flavour decay backgrounds using MC simulations and im-

proving the sensitivity to low-mass HNLs with shorter lifetimes. Future searches can also be
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extended by considering semi-leptonic HNL decay channels. Thus, the combination of Run 3

data with the existing dataset has the potential to extend ATLAS’s sensitivity to displaced

HNLs.

However, if HNLs weakly interact with SM neutrinos, their observation will require sig-

nificantly more data. Thus, the quest for new physics will heavily rely on the successful

operation and upgrades of the accelerator and detectors. This dissertation also presented de-

tector performance and readout research for the ATLAS ITk. Installing new detectors with

enhanced tracking performance will enable ATLAS to take full advantage of the LHC luminos-

ity upgrades. A test was developed to study the dimensional stability of the ITk silicon strip

detectors. A large-scale object (petal) underwent temperature cycling to stress the detector

components. These tests showed that the petal did not have any points of failure, such as

movement of the silicon sensors with respect to the support structures. The primary function

of the ITk is to reconstruct tracks in dense environments during the operation of the HL-LHC.

The dimensional stability of the detector components is therefore crucial to its design.

The ITk-Strip detector will have approximately 60 million channels that need to be read

out at a rate on the order of 1013 channels per second. To study the demands of this challenging

readout requirement, a firmware emulator was developed to mimic both the detector and the

readout system. This firmware and software system sends ITk-Strip-like data packets and runs

test scans to check the physics performance of the detector. Large-scale setups with the real

detector components will not be ready until the detector is built. The emulator demonstrated

the feasibility of the readout system without requiring real detector components.
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Appendix A

Data-driven Estimate of Random

Track Crossings Using a Track

Shuffling Method

This method uses the number of random crossings from tracks in different events as an estimate

for the number of random crossings from tracks in the same events in the signal region. This

method assumes that the probability for two tracks to form a random crossing vertex is

independent of whether the tracks come from the same event or from different events. Thus,

the number of background events from random track crossings can be estimated by combining

tracks from different data events and producing fake vertices from them.

Displaced vertices reconstructed from accidental track crossings is an inherently random

process and, due to the relatively small number of lepton-matched tracks (on average two

per event) that pass the VSI track selection in each data event, the accidental crossing of two

lepton tracks is very rare. Thus, the track shuffling method can artificially enhance the number

of random crossing DVs and can be used to provide a background estimate. Additionally, this

method also serves as a useful tool to study the properties of random track crossings because

this method randomly pairs tracks from different events creating a pure sample of random

crossing events.

To estimate the number of two-lepton random crossing DVs in the signal region, four

regions are defined that are labelled A through D. In this method, a SR is defined (region A)

and the background is estimated by counting the number background events in three other

regions (regions: BCD) where there is no expected signal contamination. These regions are

listed in table A.1.

This estimation method, known as the “ABCD method”, assumes that the distribution

in the two axes (AB vs. CD and AC vs. BD) is uncorrelated and that all the sources of

background listed in section 5.8, except for random track crossings, are negligible. Then, the

number of events in the signal region A is computed as,

NA

NB
=
NC

ND
⇒ NA =

NC

ND
·NB (A.1)

where Nα is the number of events in region α.
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A.1. Shuffling Analysis Framework

Table A.1: The different regions used in the random track crossing background estimation.

Signal Region Validation Region
(Prompt lepton) (Prompt lepton veto)

OS DV SS DV OS DV SS DV

Tracks from
A B A’ B’

same event

Tracks from
C D C’ D’

different events

A shuffling factor is also defined as the ratio between shuffled and not shuffled events, as

f = ND/NB and provides a metric of how many more random crossing DVs can be produced

via this track shuffling method. Larger shuffling factors would result in smaller statistical

uncertainties in the background estimate.

A.1 Shuffling Analysis Framework

The shuffling analysis framework uses a custom shuffling algorithm to create a list of tracks

that are shuffled together from different data events. It also makes use of the HNL analysis

framework (described in section 5.7.1) to create and analyze displaced vertices from a list of

shuffled tracks. The shuffling analysis framework can be divided into four steps (see fig. A.1):

1. Make ntuples: This step uses the filtered data event with displaced reconstruction as

an input and applies track selections to save a list of lepton-matched track in an ntuple.

In this step, information about the lepton objects matched to each track, including

lepton identification criteria and lepton type (electron or muon), is also saved in the

ntuple. Information about the run number and event number for each track is also

included.

2. Make CFF files: The shuffling algorithm creates a common-file format (CFF) file that

contains a list of lepton-matched tracks (selected in the previous step) and a list of

shuffling instructions that maps various combinations of tracks into unique fake events.

The main requirement in this shuffling step is to maximize the number of fake events

produced, while also ensuring that any pair of leptons is used in at most one fake event

(For more details, see appendix A.2).

3. Derivation: This step is similar to the derivation step in the main analysis framework.

A collection of tracks is constructed using the list of tracks saved in the CFF file. This

collection of tracks is used as an input to the VSI vertexing algorithm, which reconstructs

displaced vertices using the shuffled tracks. The rest of the information about the event

(e.g. the primary vertex, additional non-lepton tracks etc.) is retrieved from a so-called
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A.2. Track Shuffling Problem

“host-event” that is supplied by an auxiliary data file. At this point, a fake event has

been created with displaced vertices that consist of lepton-matched tracks from different

original events.

4. Make ntuples and histograms: Once fake events have been reconstructed, they are

analyzed and saved in ntuples and mini-ntuples using the same steps as the main-analysis

framework.

Ntuple Maker Code

Data

Reconstruction

Ntuples 
(Lepton-matched tracks)

CFF Files 
(Tracks + shuffling instructions)

Event Selection Code

Shuffling Algorithm 

Custom Lepton-Only 
Vertexing

DerivationReconstruction

Ntuples

Histograms 
(Mini-ntuples)

Ntuple Maker Code

Figure A.1: An illustration of the main steps of the shuffling analysis framework that demon-
strated the types of files are needed as inputs to each step.

A.2 Track Shuffling Problem

To produce fake events with accidental crossings of two lepton tracks, a map of the vari-

ous combinations of tracks into unique fake events must be produced. This problem can be

summarized as follows,

The final requirement is the key to the shuffling problem. This ensures that the same

accidental crossing of two tracks is not created in multiple fake events. In practice, computa-

tional constraints prevent all of the lepton-matched tracks from being shuffled simultaneously.

Instead, the lepton-matched tracks are divided into chunks of tracks with P < N leptons per
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Given a collection of N leptons
and given k, a desired number of tracks per fake event,
maximize the number of fake events from the N leptons
requiring that any pair of leptons is used in at most one fake event.

chunk. These chunks of P leptons are shuffled independently. Uniquely shuffling a set of N

objects is a conceptually straightforward combinatorics problem, but due to the constraint

that “any pair of leptons is used at most one fake event”, it is very challenging to solve

mathematically.

The solution employed in the shuffling algorithm is to solve this “shuffling problem” in

advance for a set of P leptons and create a so-called shuffling basis that pre-determines

which leptons should be used in each fake event. One key aspect of this shuffling basis is

that it uses information about the number of electrons and muons in each event to create

a set of instructions to produce a list of shuffled lepton-matched tracks with a distribution

that matches the input lepton distribution. The shuffling algorithm then chunks the selected

lepton-matched tracks into groups of size P and uses the shuffling basis to create a set of

instructions that determines which leptons will be used in each fake event.

A.3 Validation of the Track Shuffling Method

To validate the shuffling analysis framework, a “do-nothing” configuration is implemented

to bypasses the random shuffling part of the framework and create instructions that produce

events with the same lepton-matched tracks as the original events. Thus, when the collection of

tracks is created in the derivation step, it consists of the exact same tracks that were originally

selected by the vertexing algorithm in the original data events. The vertexing algorithm is

deterministic and, if the same event information and input tracks are used, then the same

vertices should be reconstructed. However, there are a few key differences in this “do-nothing”

configuration that can slightly alter the collection of reconstructed displaced vertices. While

the selected tracks are the same in the real and “fake” events, the rest of the information

about the event, including the primary vertex and the non-selected tracks used the VSI track

attachment step, is retrieved from a random auxiliary “host-event”. Careful study of the

dependence of the vertex collection on the primary vertex and non-lepton tracks is therefore

required.

The VSI algorithm has two checks that depend on the primary vertices in the event. First,

in the two-track vertex forming step, there is primary vertex compatibility condition for each

track. This will reject the vertex if either of the tracks is determined to be compatible with the

primary vertex. Second, in the track attachment step, if the reconstructed lepton-only vertex

is < 0.5 mm from the hard-scatter or any pileup vertex, then the track attachment procedure
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A.3. Validation of the Track Shuffling Method

is skipped. This second check has a negligible impact on vertices in the fiducial volume of

4 mm< Lxy < 300 mm. The original primary vertices are passed along in the “do-nothing”

configuration and so this dependence on the primary vertices can cause small differences in

the vertex reconstruction.

To study the impact of selecting a different primary vertices, events created using the “do-

nothing” configuration are compared to the original data events in fig. A.2. Small differences

on the order of 10-20% can be observed mainly at low DV radius where there is a stronger

dependence on the location of the primary vertex.
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Figure A.2: Displaced vertices as a function of DV mass and radius for events produced using
the “do-nothing” configuration (in purple) and the original data events (in blue). In the “‘do-
nothing” configuration, the original non-selected tracks are also saved such that, the only
difference between each event is the primary vertex. Differences at low Lxy can be observed,
from the locations of the primary vertices.

In the custom VSI configuration, the track attachment of non-selected tracks (mainly

hadrons) is used in the vertexing algorithm to reduce the number of two-lepton displaced

vertices. The dependence on the non-selected tracks is checked using the “do-nothing” con-

figuration where tracks are taken from a random host-event or from the original data event.

Comparing the distributions in fig. A.3 shows that there are some missing correlations be-

tween the non-selected tracks and the selected lepton-matched tracks that results in a 10-20%

difference for vertices with mDV > 5 GeV.
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Figure A.3: Displaced vertices as a function of DV mass and radius (Lxy) for events produced
using the “do-nothing” configuration with the original non-selected tracks (in purple) and
non-selected tracks from host data events (in pink). Differences between the distributions
show that using hadrons from a random host-event misses some correlations between the
non-selected tracks in the original event and the lepton-only displaced vertices.

A.4 Small-Scale Test of the Track Shuffling Method

The data-driven estimate of random track crossings using a track shuffling method was tested

using one data run from 2016. In this small-scale test, events were selected in the VR and

processed with the “do-nothing” and shuffled configurations to produce both same-event and

different-event collections respectively. SS and OS vertices for the shuffled and non-shuffled

events are separated in the A’B’C’D’ regions as defined in table A.1. In this test run, a total

of 3.703 × 105 original events were processed and 6.967 × 106 shuffled events were created,

which gives a shuffling factor of f = 18.8. The results from the small-scale shuffling test are

shown in fig. A.4. The ratio between the shuffled and not shuffled events has a good agreement

with the expected shuffling factor (see ratio plots in fig. A.4). Shuffled vertices form a pure

random crossing sample and, in fig. A.4 (d), excellent agreement between SS and OS vertices

is observed. This also demonstrates that random crossings are independent of track charge.

While this small scale test was considered a success, numerous challenges arose when

trying to scale up the system that mainly stemmed from having to process large amounts

of data (on the order of hundreds of terrabytes) in a non-standard way. ATLAS’s main data

processing framework is designed to efficiently run over large data files to analyze collision

events. However, in the framework described in fig. A.1, the large data files are used as an

auxiliary input and the main event information in stored in the custom CFF files.
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(c) “do-nothing” DVs
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(d) shuffled DVs

Figure A.4: DV mass distribution for shuffled and “do-nothing” events for SS and OS displaced
vertices. The ratio between shuffled and not shuffled events is the shuffling factor. For this
test, with only one collision run from 2016, the expected shuffling factor of 18.8 is the dashed
black line in the ratio plot. OS and SS vertices are directly compared in (c) and (d) for the
not shuffled and shuffled events respectively.

During the small-scale test of the track shuffling method, this non-standard way of pro-

cessing the data caused large surges in data transfer volume on the worldwide LHC computing

grid. The two large spikes in fig. A.5 are attributed to data being transferred for the track

shuffling estimate. This unique way of processing the data single-handedly helped computing

experts commission protocols to prevent these types of surges, which can cause major inter-

ruptions in the central computing network. Due to the difficulties faced when scaling up the

system, this background estimate was not pursued for the final background estimate in the

analysis. Nonetheless this track shuffling method shows promising results for the estimation

of random two-track crossing backgrounds.

158



Figure A.5: Data transfer volume on the worldwide LHC computing network as a function of
time. The two large spikes is this plot can be attributed to the large amounts of data being
transferred for this track shuffling estimate. Figure obtained from the computing monitoring
systems.
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