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Abstract

Large-scale quantum computers have the potential to perform calculations that are

otherwise impossible, a capability that could power exciting advances in fields

such as materials design and optimization. Building large-scale quantum com-

puters with spin qubits is appealing because they have long coherence times and

can be fabricated on silicon chips using an industrial process amenable to scaling.

State-of-the-art spin qubit systems are still small, having only just reached the 2-

qubit and 4-qubit scale, and their performance and scalability are not optimized

yet. Connecting large numbers of spin qubits on chips remains a challenge. In this

thesis we demonstrate a simplified fabrication process using a single layer of gates

to realize hole spin qubits, anticipated to be easier to scale up than conventional

approaches, based on quantum dots formed in a germanium quantum wells on sili-

con substrates. We also devised a novel approach to reduce contact resistance to the

quantum well. Using this process we successfully built quantum dots, as evidenced

by Coulomb blockade spectroscopy. Future work will demonstrate quantum bits

using this process.

Optimization of qubits based on quantum devices requires cooling them down

below 4 Kelvin and connecting them to microwave control and measurement cir-

cuits. Designing a high frequency control and measurement apparatus is challeng-

ing since it requires suppression of stray resonances and crosstalk in the setup.

Typically each research group designs its own apparatus, or purchases an expen-

sive apparatus that is not possible to customize. In this thesis, we design and test

an apparatus for controlling and measuring few-qubit devices using low-frequency

and microwave electrical signals, that can be used to optimize qubit devices. Our

setup has −40 dB cross-talk with no resonances up to 7 GHz, and has the advantage
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of being small in size (< 44 mm diameter) so it fits within the bore of a small elec-

tromagnet or cryostat. We share our apparatus and design freely with the research

community, enabling new groups to more quickly build and customize an appa-

ratus to test their chips. These results will help the quantum computing research

community to fabricate and test advanced quantum computing devices faster.
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Lay Summary

Quantum computers are machines that store and process information quantum me-

chanically and have the potential to revolutionize what can be computed. Building

a large-scale quantum computer that can tackle problems that cannot be solved

on classical computers is a major challenge. Spin qubits are a promising system

to make a large scale quantum computer as they are stable and easy to manufac-

ture. To date, 2 and 4 qubit processors have been demonstrated, but they are not

optimized yet and scaling them presents several challenges.

In this thesis, we devise and demonstrate a simplified fabrication process to

make a scalable hole-spin quantum dot processor. We also design an apparatus for

testing small quantum processors. Our design is compact, making it compatible

with small cryostats and electro-magnets. We open-source our apparatus to the

quantum computing research community so that new groups can more readily test

their chips.
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Preface

This thesis is based on a research project conducted by myself under the supervi-

sion and guidance of Dr. Joe Salfi.

All devices described in this thesis were fabricated in the UBC nanofabrica-

tion facility. The wafers that the devices are built on in chapter 2 were supplied

by the group of Dr. Giordano Scappucci at TU Delft. This is the convention in

the research field. Groups that synthesize materials generally do not develop the

capability to build advanced devices, much less perform advanced experiments on

them, since the methodologies are so dissimilar. I contributed to the development

of the fabrication process for the devices in chapter 2 in a team environment led

by a PhD candidate (Mukhlasur Tanvir) and Postdoc (Dr. Ebrahim Sajadi) in our

group, as it customary in the research field.

The measurement and analysis of the devices presented in chapter 2 were car-

ried out by me, with input from the team described above. The nanofabrication

process along with a a set of experimental results on similar devices are the subject

of a paper in preparation by Dr. Sajadi and Mr. Tanvir, of which I am a co-author.

I led the design, optimization, measurement, and analysis of the sample carrier

in chapter 3. The sample carrier designed and tested in chapter 3 is the subject

of a manuscript that has been prepared and submitted that I am first author of that

paper.
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Chapter 1

Motivation and Background

Nature isn’t classical, dammit, and if you want to make a simulation
of nature, you’d better make it quantum mechanical, and by golly it’s

a wonderful problem, because it doesn’t look so easy. — Richard P.
Feynman

1.1 Motivation
The building blocks of quantum computers are quantum bits (qubits). Unlike a

classical bit, which can be either “0” or “1’, a qubit can be in a linear superposi-

tion of both a |0⟩ state and a |1⟩ state. This, combined with the ability to entangle

multiple qubits into multi-qubit superposition states, gives a quantum computer

enhanced computational power compared to a classical computer [65]. However,

there are many challenges that must be overcome to make powerful quantum com-

puters. Quantum states are intrinsically fragile and their state can be corrupted

through a process called decoherence as a result of unwanted interactions with the

environment. When a qubit is completely isolated from its environment, its coher-

ence is preserved. However, unwanted interactions of qubits with the environment

is difficult to avoid, because a qubit used in a calculation must be controlled by an

apparatus, so it is not completely isolated.

After years of progress, qubits can now be manipulated with error rates from

decoherence below 1% per operation [6, 38]. Error rates and system sizes have
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now reached the point at which calculations can be done that are deemed classi-

cally intractable on a superconducting quantum processor [6] or using a photonic

system [116]. However, these calculations are contrived to suit this purpose, and

have no practical applications. Quantum computers having around 50 to 100 qubits

and error rates around 1% per operation have been termed noisy intermediate-scale

quantum (NISQ) computers [77]. Using error correction schemes and fault toler-

ant circuit diesng, the use of thousands of physical qubits per single logical qubit

(millions of physical qubits for useful quantum computers), errors can effectively

be eliminated entirely from quantum computers. Reducing errors so that NISQ era

quantum computers can outperform classical computers, and scaling to millions of

qubits required for fault tolerance, are open challenges in the field. Find an ideal

quantum hardware platform to scale up will be very challenging.

Many different quantum hardware platforms exist. Quantum dot spin qubits

[55] are amongst these, and are appealing partly due to their similarity to the clas-

sical transistor which is well understood in the semiconductor industry, and also

because of their long coherence times, which help minimize errors. The very

small (100 nm×100 nm) footprint and inherent compatibility with conventional

semiconductor circuits are very appealing for scaling beyond thousands of qubits

[98]. Initial research focused on the group III-V semiconductor GaAs, however, the

spins of the nuclei in the GaAs host crystal fluctuate, forming a noisy environment

for the spin qubit, resulting in rapid decoherence. Research focus thus shifted to

group-IV materials more familiar to the semiconductor industry, where the nuclear

spin environment can be eliminated using isotope purification, resulting in very

long coherence times. Ge/GeSi heterostructures studied in this thesis allow for

the confinement of holes. The hole spin experiences a strong spin-orbit coupling

compared to the electron spin, facilitating control of qubits electrically, rather than

magnetically, as for electron spin. This is anticipated to be highly beneficial for

the fabrication of large arrays of spin qubits. Small scale spin-based quantum pro-

cessors have recently emerged with 2 and 4 qubits [35, 36]. However, the devices

have yet to be optimized, and a clear pathway to scaling them awaits demonstra-

tion. Hole spin qubits are an advantages route for this, because the architectures

for overcoming noise and making long distant interconnects for hole spin qubits

while maintaining long coherence times have recently been proposed in Si and Ge
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[82, 104], and demonstrated experimentally in Si[46]. These recent advances make

hole spin qubits an appealing candidate for scalable quantum computers.

In Chapter 2 of this thesis, we demonstrate the first Ge/GeSi quantum dot de-

vices, and novel single-layer gate process for their fabrication. We demonstrate the

key functionality of the devices, the ability to manipulate the number of charges in

the device one by one, through single-hole transport spectroscopy. We characterize

the key parameter of the system, the addition energy, and the coupling to the gates.

In Chapter 3 of this thesis, we demonstrate a simple apparatus that will enable in

the future the control and measurement of a system of a few qubits on a chip. The

apparatus consists of a copper box and two-layer PCB that can be cooled to the

base temperature of a dilution refrigerator and has 8 microwave control lines and

24 low-frequency control lines suitable for forming, controlling, and measuring a

handful of Ge/GeSi hole spin qubits. We characterize the apparatus and show that

it has very low cross-talk and no electromagnetic resonances up to 7 GHz, making

it suitable for cryogenic quantum device research. Typically, research groups de-

velop their own apparatus, which is time consuming, or purchase expensive ones

that are difficult to customize from a small number of vendors. We make the appa-

ratus available to the research community to lower the barrier of entry to the field

for new research groups.

1.2 Quantum Computation
Over the past few years, quantum computing has attracted significant attention as

the prospective technology for solving complex problems in different fields, such

as condensed matter physics, quantum chemistry and machine learning. Quan-

tum algorithms addressing hard problems, such as Shor’s algorithm for factoring

large numbers, have been proposed [87], and some of them have already been

demonstrated on small quantum systems [99]. The power of these quantum algo-

rithms becomes more evident as the size of the problem gets bigger, and requires a

larger quantum computer. The reason computing power scales rapidly as the quan-

tum computer gets bigger is because quantum computers process information in a

space of 2n complex numbers defined by n qubits. This becomes possible through

the interesting property of quantum superposition in quantum mechanics. In quan-
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tum computers, information is represented in a fundamentally different way than in

classical computers. Instead of the classical binary encoding in either “0” or “1”,

information is encoded in a superposition of both “0” and “1”, simultaneously. The

elementary unit that carries information in a quantum computer is called qubit, and

its state is represented by α|0⟩+ β |1⟩, where the complex coefficients α and β

represent the information stored in the qubit. When a qubit is measured, its state

collapses to one of the classical basis, ”0” or ”1”, with probabilities |α|2 and |β |2,

respectively. In a system of many qubits, two or more qubits can be entangled (i.e.

correlated), where their states cannot be described separately from each other, and

measuring one of them affects the state of the others. A universal quantum com-

puter [21] is required to perform four kinds of operations: 1) qubit initalization, 2)

single-qubit operations, 3) two-qubit operations and 4) readout operations. There is

yet another requirement, which is 5) that the quantum states resist decoherence, the

process by which the environment corrupts the quantum states inside the quantum

computer through unwanted interactions with the qubits.

For an n-qubit system, the state is at any time corresponds to a point in a

2n-dimensional space. A computation can be performed with a quantum circuit,

which transforms the state of the system, which includes the inputs to the calcu-

lation, from one point to another within the 2n-D space. Any quantum circuit can

be decomposed into a finite sequence of single- and two-qubit operations (also

called quantum gates) [7]. Quantum algorithms exploit these properties to provide

faster computations, compared to classical algorithms, where the speedup can be

exponential in certain cases. Qubits are noisy, which introduces errors to quan-

tum computations. However, a scheme called quantum error correction (QEC) has

been invented to correct errors. The combination of quantum error correction and

fault-tolerant circuit design enable arbitrarily accurate computation if the physi-

cal qubits have errors below a below certain threshold. Applying QEC, however,

requires encoding the information of one logical qubit in many physical qubits.

Because reducing errors from decoherence is so challenging, thousands of phys-

ical qubits are required for one logical qubit, which is far more qubits than are

available in current technologies. Today’s quantum computers therefore do not

yet have error correction, are are termed noisy intermediate scale quantum (NISQ)

computers[77]. Current research in quantum computing focuses on finding suitable

4



applications for the NISQ systems on the short term, as well as optimizing QEC ap-

proaches for large-scale quantum computers on the long term. On the experimental

side, the goal is to develop quantum systems that are as insensitive-to-noise as pos-

sible, in order to expedite the realization of fault-tolerant quantum computing, and

enhance the capabilities of NISQ systems as well, where spin qubit systems offer

potentials for the pursuit of this goal.

1.3 Quantum Simulation
Quantum simulators are special purpose quantum computers enabling simulation

of physical systems that are hard or impossible to simulate on classical comput-

ers [29]. One of the expected applications of quantum simulators is to simulate

condensed matter physics and eventually design novel materials at scales impos-

sible on classical computers. Many types of quantum information systems have

been proposed for quantum simulation including superconducting circuits, nuclear

spins, and trapped ions [29]. Qubits based on silicon electronic devices have ma-

jor advantages for this pursuit: the devices can be industrially fabricated and host

electron spin based qubits which have among the longest coherence times available

[16, 30].

The properties of spin qubits make them especially suitable for simulation of

materials. Most importantly, the motion of spins in semiconductor mimic the be-

haviour of electrons in materials when they exchange their positions (exchange

statistics) [57], unlike superconducting qubits or trapped ions [8], which allows for

efficient material simulation. Spin-qubits hold their quantum state for up to a mil-

lion times longer than do qubits made from superconducting circuits [64, 100], are

simple to manipulate [16], and are sub-micron scale, allowing huge numbers to be

placed on each chip, compared to today’s superconducting qubits [30].

In the Section 1.4 we review different type of hardware available for quantum

computers to better understand why hole-spin qubits could potentially be a suc-

cessful platform for quantum computation.

5



Figure 1.1: Schematic of two quantum dot devices formed by gates. The
quantum dot is defined under the top gate plunger gate (P) and its occu-
pancy can be controlled by changing the voltage of the plunger. Con-
trolling the voltage of the barrier gates (b), define the tunnel rate of the
charge (hole) into and out of the quantum dot from a reservoir (S and
D).

1.4 Hardware of a Quantum Computer
David DiVincenzo defined five criteria for constructing a practical quantum com-

puter that are still used to this day [24]. These criteria are:

1. Scalability: a scalable physical system with well-characterised qubits,

2. Initialisation: the ability to initialise the state of the qubits to a simple fidu-

cial state,

3. Coherence time: long coherence times, much longer than the gate operation

time,

4. Quantum gates: a ‘universal’ set of quantum gates, and

5. Measurement: the ability to measure the qubits in the basis |0⟩ and |1⟩.
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Based on the above-mentioned criteria, there exist different hardware which a

quantum computers can be built based on. We explain the technologies and chal-

lenges of superconducting qubits, trapped ion qubits, and spin qubits in quantum

dots, which is the focus of this thesis.

1.4.1 Superconducting Qubits

While single electrons are the basic charge carriers in normal conductors, pairs

of electrons, called ”Cooper pairs”, are the charge carriers in superconductors.

Cooper pairs are bosons as their total spin is an integer as they consist of two half-

spin electrons. Unlike fermions with the same quantum numbers that they cannot

occupy the same quantum energy level, cooled bosons are allowed to occupy a sin-

gle quantum energy level which is known as Bose-Einstein condensate. A complex

probability amplitude is a measure for condensate wave function at every point of

a superconducting electronic circuit that describes the charge flow. The condensate

is a macroscopic quantum mechanical state but behaves similarly to microscopic

quantum systems. For example, only a discrete number of magnetic flux quanta

penetrates a superconducting loop, similarly to the discrete atomic energy levels in

the Bohr model. In both cases, the quantization is a result of the complex amplitude

continuity. Differing from the microscopic quantum systems used for implemen-

tations of quantum computers, macroscopic superconducting circuits can often be

described by dissipationless capacitive and inductive circuit elements, where the

inductances possess a non-linearity. A key element for superconducting qubits is

the Josephson Junction, a superconductor-insulator-superconductor junction. Be-

cause of the nonlinearity of the Josephson inductance, superconducting qubits can

be described as anharmonic oscillators.

This platform offers devices with little dissipation, large-scale-integration, and

a family of classical electronics that could be used for qubit control [6]. One prob-

lem with superconducting qubits is that the anharmonicity of the oscillator is weak,

so that it is possible to excite the system out of the |0⟩ and |1⟩ states. The macro-

scopic size of the qubits is a disadvantage for scalability, and they are difficult to

miniaturize without compromising coherence times. The coherence times of super-

conducting qubits have seen great improvements recently, but are still lower than
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for many other approaches.

Figure 1.2: Schematic of a superconducting circuit in which current oscillates
back and forth with no resistance. Injected microwave signal excites the
current into superposition states.

1.4.2 Trapped Ion Qubits

Ions can be confined and suspended in free space using electromagnetic fields.

Qubits are stored in stable electronic states of each ion, and quantum informa-

tion can be transferred through the collective quantized vibration of the ions in a

shared trap. Moreover, lasers are used to induce coupling between the qubit states

or coupling between the internal qubit states and the external vibrational states.

The fundamental operations of a quantum computer have been demonstrated ex-

perimentally with the currently highest accuracy in trapped ion systems [66]. Sub-

sequently, trapped ion qubits could be promising schemes to be scaled as they

can be transported to spatially distinct locations like in an array of ion traps and

still be entangled via photonically connected networks of remotely entangled ion

chains [62]. The main challenges facing trapped ion quantum computing are the

initialization of the ion’s vibrational states, and the relatively brief lifetimes of the

vibrational states [17]. Large numbers of lasers are required to manipulate trapped

ion systems, and each qubit occupies a large area, compromising the scalability of

trapped ion quantum computers.
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Figure 1.3: Schematic of trapped ions, electrically charged atoms, or ions
have quantum energies that depend on the location of electron. Adding
tuned laser to the system, cool ions and trap them and put them in su-
perposition state.

1.4.3 Spin Qubits

Spin qubits are based on the same core technology of transistors and integrated

circuits that powered the classical information revolution. A transistor works by

forming a conductive channel underneath a gate through which current can flow.

A spin qubit can be made using a quantum dot, whose operation principal is very

similar. In fact, that gate can locally attract or repel electrons, depending on the

polarity of the voltage applied to it. Using a very small attractive gate, we can

isolate a small puddle of electrons. This puddle of electrons is called a quantum

dot, and it is routine within the research field for the puddle to be reduced down

to a single electron. This single electron possesses a spin, a two-level quantum

mechanical system that can be manipulated using microwaves [52].
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Figure 1.4: Schematic of spin qubit system, based on the charge confine-
ment using gates on an appropriate semiconductor substrate. State of
the qubit can be controlled using microwave signal.

Recently, two and four electron spin-based quantum processors have been demon-

strated [35, 36]. The small ∼ 100 nm size of quantum dots offers the prospect of

integrating millions of qubits within a single chip, which is important, since a use-

ful error-corrected quantum computer would require roughly this many qubits. In

the case of semiconductor spin qubits, the long-term vision for quantum comput-

ing relies on long coherence times recently demonstrated in silicon-based devices.

Compared to superconducting and trapped ion qubits, spin qubits are relative new-

comers to quantum computing hardware. The best method to scale spin-qubit based

processors up is not yet known, but the prospects for the technology are very ex-

citing due to the small qubit size, industrial manufacturability, and stability of the

qubits.

1.5 Quantum Dots as Spin Qubits
One of the first proposed approaches for quantum computation dates back to 1997

which is the use of the spin of isolated electrons in quantum dots to form spin

qubits, in the Loss-DiVincenzo (LD) proposal[55]. In this architecture, spin of an

electron (↑ and ↓) trapped within the quantum dot defines the qubit basis states.
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Arbitrary single-qubit control around the Bloch sphere is achieved using elec-

tron spin resonance (ESR) techniques where a large static magnetic field B0 is used

to produce the energy separation between the |0⟩ and |1⟩ basis states (via the Zee-

man interaction). A smaller oscillatory field B1(t), applied perpendicularly to B0,

drives rotations of the qubits which form the single-qubit logic. The two-qubit

logic is suggested to be implemented using the exchange interaction resulting from

tunnelling processes of electrons on adjacent quantum dots [55] that leave the elec-

tron numbers of each quantum dot fixed. Combined with the single-qubit control,

this allows for a universal set of one and two qubit gates [35].

The ability to measure individual quantum states is a critical step in any form of

quantum information processing. Ideally this is done rapidly (relative to the system

dynamics) and with a high fidelity. In spin qubit architectures this might seem a

challenging task, as the magnetic moment of an electron or hole spin is very small,

making it difficult to measure directly. However, using protocols that correlate a

spin state with a corresponding charge state, known as spin-to-charge conversion

[26], we can transform this task into the more simple requirement of determining

the number of electrons in each quantum dot.

1.5.1 Spin Qubit Implementation: Materials

Early quantum dot research were focused on gallium-arsenide (GaAs) heterostruc-

tures with very high charge carrier mobilities. GaAs has has low level of disorder

allowed the study of spins in single [26, 33], double [47, 74] and larger arrays of

quantum dots [78, 88]. However, the nuclear spin bath present in group III-V ma-

terials and the interactions between the spin qubit causes rapid decoherence. This

is why the focus of quantum dot spin qubit is now towards the group IV material

such as silicon and germanium, where mostly the net nuclear spin is zero [39], and

the nuclear spin can be removed entirely using isotope purification [39, 40]. Quan-

tum dot spin qubit of group IV materials are shown to have long coherence times

[100, 113]. Moreover, scientists have shown one-qubit gate fidelities of over 99.9%

using electronic pulses [111], and two-qubit gates have been studied [73, 115],

with fidelities up to 98% [38]. This enabled implementation of quantum algo-

rithms, such as Grover’s search algorithms in two-qubit systems [61], as well as
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tomography of multi-qubit entangled states [94, 105].

In parallel, research efforts focused on the integration of spin qubits with circuit

quantum electrodynamics (QED) elements, that form the basis of the supercon-

ducting qubit platform. Coupling the spin state to a microwave photon [50, 61, 83]

could define a way to couple distance qubits which cannot be realized by exchange

interaction. As a first step to the integration of spin qubits with classical electronics

two-qubit logic at temperatures as high as 1 K has been demonstrated [72, 112].

It has been shown recently that hole states in germanium could be a potential

candidate for quantum information technology [14, 15]. Germanium also mostly

has zero nuclear spin. Not only germanium has low degree of disorder [27, 84],

it relatively has small effective mass [54, 108], which enables the definition of

fully gate-defined quantum dots, such that the quantum dot properties can be well-

controlled [34]. Importantly, as mentioned earlier, Germanium can be isotope pu-

rified to eliminate the nuclear bath, promising long coherence times of hole spin.

Moreover, hole valance band states in germanium has the advantage of not having

valley degeneracy comparing to electron state in silicon. Furthermore, hole valance

band states in germanium potentially has large splitting between the ground and

excited state of the qubit [34, 95]. The strong spin-orbit coupling enables fast, all-

electrical control of the spin state [15], eliminating the need for microscopic ele-

ments such as micromagnets [105, 115] or striplines [101]. Finally, the Fermi level

in germanium aligns with the valence band edge, enabling the integration of ohmic

metal contacts and opening up the path to hybrid semiconductor-superconductor

systems.

As it is evident from what we already discussed, quantum dot spin qubits are

not limited to the state of the electron in conduction band. Around the time when

the first demonstrations of electron spin qubits were shown [47], theoretical studies

predicted that also unfilled valence band states (holes) could be promising candi-

dates for spin qubits [14]. The experiments in this thesis are all based on valence

band holes in germanium quantum wells.
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1.6 Scalable Quantum Computing
In this section, we will discuss requirements for scalable quantum computer that

are needed for useful quantum computation.

One of the important applications of a quantum computer is factoring of large

numbers using Shor’s algorithm [87]. The most efficient known classical factoring

algorithm needs exponential time to solve this problem. A quantum computer run-

ning Shor’s Algorithm, could allow factoring to be achieved in polynomial time.

The bigger the size of the problem become, the more evident the strength of this al-

gorithm would be and that is where a quantum processor becomes so exciting to be

achieved. Moreover, there are other high impact problems such as protein folding

[71] and quantum chemistry simulations [51, 107] where quantum speedups using

only a limited number of qubits have been predicted.

A factor that increases the number of qubits required for quantum computers to

outperform classical ones is quantum error correction (QEC) is likely to be neces-

sary in order to perform useful computations [86, 91]. In quantum error correction,

a large number of physical qubits, a few thousand or more, are required to build one

reliable logical quantum bit. The large overhead comes from the relative high error

rate of around 1% to 0.1% of even the best physical qubits. This also implies that

millions of qubits are likely needed to build useful quantum computers [6, 111].

1.7 Quantum Experiment
The apparatus of quantum computers is very different from classical computers,

and is influenced by the following factors

• Cryogenic environment: Spin qubits and superconducting qubits are oper-

ated at low temperatures of around 100 mK to 1K, and 20 mK, respectively.

The chip containing the qubits and the components to interface them to qubit

control systems must be cooled down far below room temperature.

• Space: Cryogenic systems can cool down a limited mass of material, and

have limited space. The quantum processor and all of the components that

need to be at base temperature need to fit in a volume typically not much

bigger than 300 mm in diameter and 100 mm in height. The electrical com-
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Figure 1.5: A general multi qubits processor diagram, including low level
logic, DC signal lines for charge confinement, MW signal lines for con-
trol and readout qubits.

ponents and cables must be small enough so they all fit in the limited space

available.

• Magnetic fields: Spin qubits typically require high magnetic fields of or-

der 1 T to define the qubit levels. The magnetic fields are typically created

by superconducting solonoids. These solenoids have typically accomodate

objects with a 50 mm to 100 mm diameter, restricting the available volume

further. The use of high magnetic fields also limits the choice of the materials

to ones that are not magnetic.

• Signal fidelity: The quantum states in qubits can be corrupted by very low

levels of noise. To reduce errors, the signals must have very low noise levels,

and be protected from stray electromagnetic waves and thermal electromag-

netic radiation.

• Signal number: The number of microwave signals required to both control

and read out qubits grows linearly with the number of qubits. Low-frequency

signals are also required to control qubits. For exampe, the formation of

spin qubits requires voltages applied to gates that do not need to be rapidly

changed. These voltages shape the electric potential that confines the elec-

tron or hole.

14



The scaling up of quantum computers require solving major scientific chal-

lenges, as well as technical advances for qubit readout, control, and mitigating

noise.

1.8 Qubit Control Technique
In the context of quantum information processing, ‘control’ refers to the ability to

implement quantum logic gates, in order to implement quantum circuits and quan-

tum algorithms. Analogous to classical logic, quantum logic can be synthesized

from a finite set of gates [22]. The implementation of quantum control control de-

pends on the type of the quantum hardware. Photonic qubits are manipulated with

beam splitters and phase shifters [45], trapped ions are controlled with lasers and

microwaves[17], and superconducting and spin qubits are controlled with shaped

microwave pulses [109].

1.8.1 Microwave

Microwaves quantum logic gates in spin qubit architectures require the control

of energy levels via nanosecond voltage pulses applied to the gate electrodes of

the single-electron devices. These can serve to modulate the exchange interaction

between spin qubits [74]. Modulated microwave signals at the spin transition fre-

quency enable single-qubit quantum logic [47]. The broadband nature of these

signals necessitate the use of coaxial microwave waveguides, for NISQ era sys-

tems.

1.9 Qubit Readout Techniques
Quantum computation requires the ability to measure qubits. An ideal measure-

ment should be done with high fidelity and rapid enough so it is faster than the

dynamics of the system.

For spin qubits, this might seem a challenging task, as the magnetic moment

of a charge spin is very small, making it difficult to measure directly. However,

using protocols that correlate a spin state with a corresponding charge state, known

as ‘spin-to-charge’ conversion (Section 1.9.1) [32, 42], we can transform this task
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into the simpler requirement of determining the number of charges in each quantum

dot. The way it works is that the different spin states will be projected onto different

charge states. These charge states can in turn be measured using a nearby charge

sensor that is the subject for Section 1.9.2, Section 1.9.3, and Section 1.9.4.

1.9.1 Spin to Charge Conversion

Two of the methods for spin-to-charge conversion that have experimentally demon-

strated include energy-selective readout and tunnel-rate-selective readout. In both

methods, a magnetic field is applied to split the spin-up and spin-down energy state

by Zeeman energy splitting.

In the energy-selective scheme, as it is shown in Figure 1.6-a the dot potential

is tuned so if the electron has spin-down it will leave the state and transfers the the

reservoir, whereas it will stay on the dot if it has spin-up. In this case any charge

detection refers to the spin-down tunneling of the charge on to and out of the dot.

No charge detection refers to the spin-up state of the charge.

Alternatively, in tunnel-rate-selective scheme as it is shown in Figure 1.6-b,

spin-to-charge conversion can be achieved based on the different tunnel rates of

spin-up and spin-down to the reservoir. The general concept for the scheme is that

we have two charges with different spin state. For the charge with higher coupling

to the reservoir, the tunneling rate is higher (singlet and triplet spin state have

different wave functions that causes different coupling to the reservoir [49] which

is out of the scope of the material we discuss in this thesis). Different tunneling

rate causes within short time window that has the value between the time each of

the charges require to tunnel to the reservoir, the charge with higher tunnel rate

has higher probability to tunnel and be transferred. Measuring the number of the

charge transferred through the dot reveals the original spin state.

1.9.2 Charge Detection with Quantum Point Contact

A narrow conducting channel called a quantum point contact can be used as a

charge sensor. The width of the channel can be modified by varying the voltage

applied to surface electrodes, as shown in Figure 1.7. The conductance through

the QPC is controlled using voltages applied to the same gates, and is quantized

16



Figure 1.6: Energy diagrams for two methods of spin-to-charge conversion,
a- energy-selective readout, b- tunnel-rate-selective readout where Γ is
the tunnel rate of the charge to the reservoir.

in units 2e2/h. At low temperatures, the transition from one plateau of quantized

conductance to another is a sharp function of gate voltage. This makes the QPC

being very sensitive to its local electrostatic environment and able to measure very

small amounts of charge quickly. In particular, small changes in the number of

electrons on a quantum dot, N, can result in large changes in the current through a

nearby capacitively coupled channel.

Experimentally this technique is well understood and has been exploited to

determine the number of electrons in single [90] and coupled quantum dots [25]

down to the single-electron regime.

Figure 1.7: a- Schematic of a QPC, split gates on a 2D electron/hole gas, b-
QPC conductance at multiples of 2e2/h as a function of gate voltage.
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1.9.3 Charge Detection with Single Charge transistor

Another method of sensing a charge is to use another quantum dot or single elec-

tron/hole transistor (SET or SHT). The current that flows through an SET is zero

for gate voltages in the Coulomb blockade regime, and non-zero in between those

regions. At low temperature, the transition from Coulomb blockade to the non-

blockaded region is a sharp function of gate voltage. Like the QPC, this makes the

SET or SHT very sensitive to its local electrostatic environment and able to mea-

sure small amounts of charge quickly. In particular, small changes in the number

of electrons on a quantum dot, N, can result in large changes in the current through

a nearby SET or SHT.

1.9.4 RF Reflectometery

The electrical wiring that connects devices at the base temperature of a cryostat to

the outside world is typically 2 meters long. To maintain high bandwidth of mea-

surement and low noise, 50-ohm coaxial cables are used to transmit the microwave

signals, which are also amplified at low temperature using a cryogenic low-noise

amplifier with a noise temperature typically around 2 K. The QPC or SET/SHT

used in the measurements are then placed inside an impedance matching circuit, be-

cause their impedance cannot be less than 2e2/h ∼ 10 kΩ for fundamental reasons.

Using these techniques, single-electron detection has been demonstrated [81, 114].
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Chapter 2

Quantum Dot Device: Ohmic
Contacts and Coulomb Blockade

Solid-state quantum computing is actively pursued using superconducting and semi-

conducting materials [10, 74]. In this regard, the group-IV semiconductors silicon

(Si) and germanium (Ge) come with central advantages for the realisation of spin

quantum bits (qubits). Not only does there exist a mature classical technology for

Si and Ge, but they also have isotope with zero nuclear spin [39, 40], enabling

spin qubits to reach extremely long coherence times [89, 100] and high fidelity

[113] not found in the compound semiconductors or in superconducting devices.

These properties have led to demonstrations of two-qubit logic gates [101, 115]

and quantum algorithms [105].

Hole quantum dots are particularly promising in Si and Ge. Holes can be ma-

nipulated electrically, making hole qubits [59, 106], more scalable than electron

qubits, which are manipulated magnetically[100]. In spite of this, extremely long

coherence times have been recently demonstrated for holes in silicon [46]. For

hole qubits, Ge has certain advantages over Si. Ge has the highest hole mobility of

all known semiconductors [75], reaching values up to µ = 1.5×106 cm2

V s in doped

heterostructures[27], which is important since qubits require high quality hetero-

interfaces, and high mobility is an indicator of high interface quality. Long coher-

ence times have been recently been predicted to be possible in Ge, like Si [104].

Recently, a four-qubit process has been demonstrated in Ge [36]. Furthermore,

19



the valence band in Ge have no valley degeneracy which results in quantum levels

with larges spacing comparing to electrons [110]. All above-mentioned properties

makes the Ge/SiGe a potential platform for scalable quantum computation.

Here, we demonstrate the formation of quantum dot in a planar Ge quantum

well via a demonstration of a single-hole transistor defined by a plunger gate to

induce charge carrier underneath, barrier gates to create tunnel barriers, and ac-

cumulation gates to define the source and drain reservoirs of the device. Our

wafer is nominally undoped, so the device works by applying negative voltages

which accumulate a hole gas in the reservoir and accumulate individual holes under

the plunger gate. Our accumulation mode device is created using a novel single-

layer process with advantages over previous work which utilized a two-layer gate

process[34]. Our process has the advantage of requiring one fewer lithography

step, which is less work and does not require alignment of the second layer to the

first. Both of these advantages improve yield in devices fabricated in university

cleanroom. The main trade-off is that the reservoir must be slightly farther away

from the quantum dot, to accommodate the tunnel barriers between them. We find

that tunnel are sufficiently transparent (can readily be tunneled through by single

holes) to observe the hallmark of quantum dot formation, hole transport in the

Coulomb blockade regime[32].

In this chapter we discuss the ability to manipulate the number of charges in the

quantum dot one by one, and characterization of the key parameters of the system,

the addition energy, and the coupling to the gates.

2.1 Gate Defined quantum dots
The proposal to use the spin of a quantum dot as a qubit was made by Daniel Loss

and David DiVincenzo about two decades ago [55]. A quantum dot is a system

where charges are confined in a very small three dimensions volume. Because of

the small volume, charges that are confined in the quantum dot experience a size

quantization in their energy levels. Charges occupy the quantized energy levels.

The spectrum of the energy levels resembles that of electrons in atoms, due to

the size quantization. That is why quantum dots are also called artificial atoms. In

semiconductor systems, the confinement is usually achieved through a combination
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of material engineering and electric field potentials. In our work, confinement is

achieved in the vertical direction via the heterostructure, and in the lateral direction

through electric potentials applied to gate electrodes deposited on top of the wafer,

around ∼ 50 nm above the quantum well. Without the lateral gates, the stacking

of materials with different band gaps, combined with the present of an electric

field (provided by a gate called plunger) can give rise to the formation of a two-

dimensional plane of charges: a two-dimensional electron or hole gas (2DEG and

2DHG respectively). Using lithographically defined metal gates on the 2DHG and

applying right voltage to them, charges can be laterally confined as well, creating

the quantum dot.

Figure 2.1: a- Schematic representation of a single quantum dot coupled to
two ohmic reservoirs. White spheres indicate the charges (holes) on the
quantum dot, b- Energy diagram of the quantum dot system. µS and µD

indicate electrochemical potentials of the source and drain respectively.
The level spacing ∆E, or the addition energy, in the quantum dot is
defined by the charging energy EC and the orbital spacing Eorbital . c-
When the source-drain current is measured as a function of the plunger
gate potential energy Coulomb peaks can be observed.

Figure 2.1-a shows a schematic of an accumulation-mode quantum dot device

from a previous report[34]. The device has two close-by (∼ 100 nm) reservoirs

(source and drain) defined by Aluminum metals deposited on top of the well. A

separate top gate is used to define the potential well and also to modulate the quan-

tum dot electrochemical potential. Barrier gates (not shown) are used to control

the tunneling rate of the charge into and out of the quantum dot.

To understand the transport properties (between source S and drain D) of this

system, we first need to look at the energy levels available in the quantum dot.
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Two separate effects are important. First, the classical Coulomb repulsion between

charges on the island. As a result, adding another charge to the island will require a

charging energy of Ec = e2/C, where e is elementary charge and C the total quan-

tum dot capacitance. Figure 2.2 shows a simple capacitance model of a quantum

dot. The total quantum dot capacitance in this simple model is the addition of the

capacitance that each of the gates introduce to the quantum dot [96]. Since C is

proportional to the quantum dot size (the cubic root of its volume), the charging

energy is larger for smaller quantum dots. Second, as a result of the spatial con-

finement of the wave function of the hole, similar to the particle in a box quantum

mechanical problem, its energy levels are quantized (Figure 2.1b). To add an extra

charge to the quantum dot, an energy difference of Eadd = Ec +Eorbital is needed,

where the second term is zero for degenerate orbital states. The discrete level spac-

ing can only be observed if the level broadening of both the reservoirs and the dot

is smaller than the addition energy Eadd . The first requirement can be achieved by

cooling the system down such that Eadd > kBTe, where Te is the electron or hole

temperature and kB the Boltzmann constant. Using the barrier gates, the quan-

tum dot is decoupled from the leads such that Eadd > hΓ, where h is the Planck’s

constant and Γ is the tunnelling rate between the quantum dot and the leads. Trans-

port through the quantum dot is now only possible when a QD energy level aligns

between the electrochemical potentials µS and µD of the source and drain, respec-

tively. Using the plunger gate, the electrochemical potential of the quantum dot can

be modulated, thus shifting the energy levels with respect to µS,D. When the trans-

port current ISD through the quantum dot is measured as a function of the plunger

gate voltage VP, a narrow peak in current (Coulomb peak) can be observed for each

quantum dot level (Figure 2.1c) passing through the bias window |µS −µD|. The

spacing between these peaks is equal to α∆VP, with α =Cgate/C the lever arm of

the gate in meV/mV, which indicates how strongly a gate is coupled to the quan-

tum dot. Our gates are based on a novel single layer deposition of metal through

which we can control the transform of the hole in and out of our quantum dot that

is discussed in Section 2.2.5.
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Figure 2.2: A simple capacitance model of a single charge transistor or a sin-
gle quantum dot coupled to two ohmic reservoirs. Each of the gates
define a capacitance to the quantum dot where CS and CD are the ca-
pacitance between the source and drain to the quantum dot. Cb1, Cb2,
and Cg are the capacitance between the quantum dot and top defined
plunger and barrier gates. The total capacitance of the quantum dot is
C =Cgate +Csource +Cdrain +Cbarrier1 +Cbarrier2 in this simple model.

2.1.1 Coulomb blockade

Charge transport through a quantum dot can occur when the chemical potential of

the quantum dot is between the Fermi energy of the source (µS) and drain (µD).

The charge can then tunnel from the source onto the dot, and then tunnel off the dot

to the drain without losing or gaining energy (elastically). For energies within this

bias window, the electron states in one reservoir are filled, while the corresponding

states in the other reservoir are empty. If the size of this window is smaller than the

addition energy (Eadd), no levels of the dot are available to the charge to tunnel so

the number of charges on the dot remains fixed there is no current flow through the

dot. This is known as ’Coulomb blockade’ [11]. As we discussed, due to thermal

effects, this behaviour can only be observed when the temperature of the systems

is below the temperature T defined by kBT = Eadd = EC +Eorbital, which depends

on how small the quantum dot is. Coulomb blockade can be lifted by changing

the potential of the dot relative to these reservoirs (effectively shifting the whole

ladder of potential levels up or down) using capacitively coupled gate electrodes.

Whenever a level falls within the bias window, Coulomb blockade is lifted and

current flows through the dot. By sweeping the gate voltage and measuring the
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transport current we can precisely tune the number of charges on the quantum dot.

2.1.2 Ohmic Contacts

A Schottky barrier is a potential energy barrier for charge transfer at a metal semi-

conductor junction. This barrier has a contact resistance which can hamper charge

transfer from the metal to the semiconductor and vice versa, especially at liquid

helium temperatures where electrons do not have enough thermal energy to pass

over typical Schottky barrier heights, energetically. This problem can often be re-

solved, even at low temperatures, by defining local regions of high doping [5, 53],

which effectively reduces the width of the Schottky barrier, making it penetra-

ble by tunneling, and therefore less resistive. Germanium is a material that does

not require significant doping for formation of low-resistance metal-semiconductor

contacts, which is usually attributed to the energetic position of the Fermi level be-

ing pinned close to the valence band edge at the surface, which makes the barrier

very small [23, 67]. As a result, germanium/metal contacts tend to have a lower re-

sistance compared to almost all other semiconductor/metal contacts, for example,

silicon/metal contacts. Alleviating the need for local implantation simplifies the

fabrication of Germanium devices. In this work, we develop a method for ohmic

contacts on our Ge chips with low contact resistance through which the charge can

flow. We discuss the results in Section 2.2.4.

2.2 Experimental Methods
The device fabrication and measurement setup for the experiment are discussed in

this section.

2.2.1 Device Fabrication Process

The field-effect transistor (FET) and quantum dot based single-hole transistors

(SHTs) measured in this thesis are fabricated using a process with a single ohmic

contact layer, a single gate dielectric, and a single gate layer. We fabricated the

devices in the UBC Nanofabrication facility, using the wafer nominally identi-

cal to the one in reference [34]. Full details for the fabrication process can be

found in Appendix A. Both the ohmic contact and the gate layer structures contain
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Figure 2.3: a- Side view of schematic representation of a field effect transistor
(left) and a single quantum dot coupled to two ohmic reservoirs(right)
on Ge quantum well with top gates on an insulator, b- Optical and SEM
image of one of our fabricated FETs showing source, drain and the top
gate (left), scanning electron microscopes image of one of one of our
single quantum dots showing source and drain channels, and plunger
and barrier gates.

nanoscale features, so they are created using a lift-off process employing electron

beam lithography and physical vapour deposition using the electron beam evapo-

ration technique. The dielectric deposition step is carried out using atomic layer

deposition (ALD) of alumina (Al2O3) at a temperature of 250 ◦C. The first step is

the ohmic contact deposition step (Aluminum), followed by dielectric deposition

(Al2O3), and followed by gate metal deposition step (Palladium with a thin layer of

Titanium underneath to improve adhesion). Prior to the deposition of Aluminum

for ohmic contacts, the chip is dipped in buffered hydrofluoric acid, to remove a

thin native oxide on the chip surface that hampers ohmic contact formation. Gate

bond-pad are being made on the fine gates and as the last step we etch the dielec-

tric from the ohmic bond pads. After the gate deposition, a layer of Pd bond pads

are deposited, that will allow electrical connections to be made from the chip to a

carrier PCB.
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2.2.2 Device Design

The design of the field effect transistor (FET) is as follows. The source and drain

ohmic contacts are defined by aluminum metal deposited on top of the wafer. Both

the source and drain have a width W which is varied from less than 1 µm, to around

ten µm, and are separated from each other by a distance L, the channel length.

After deposition of the dielectric by atomic layer deposition, the gate is deposited

between the source and drain, so as to overlap both, which enables the channel

to be formed as close as possible to the source and drain. Due to the dielectric

deposited on top of the source and drain ohmic contacts, but isolated electrically

from them via the gate dielectric.

The design of the single hole transistor (SHT) is illustrated in the false colour

scanning electron microscope (SEM) image in Figure 2.7-a . The Ti/Pd accumula-

tion gates which generate the source and drain reservoirs for single hole tunneling

are coloured in yellow. They overlap the alumina dielectric and the aluminum

ohmic contacts, which are deposited directly on top of the wafer, like the ones used

in the FETs. The Ti/Pd barrier gates are coloured in green and the Ti/Pd plunger

gate is coloured in purple. All three of these gates are deposited in the same step,

as discussed previously. Ohmic contacts are not in the SEM image. As illustrated

in Figure 2.7, the ohmic contacts are further from the plunger gate.

The plunger gate has the shape of a “lolly pop”, featuring a circular part with di-

ameter d ∼ 150 nm. The circulate shape of the plunger gate will induce a roughly

circular puddle of holes. The smaller width of the metal wire connected to the

plunger gate ensures that as the voltage on the plunger decreases, holes are ac-

cumulated first under the circular part of the gate. The plunger gate is located

between the two barrier gates. The barrier gates are used to electrically control

the tunneling barrier between the quantum dot and the ohmic reservoirs. Voltages

applied to them can be used to adjust the tunneling rate. Decreasing the voltage of

the accumulation gates will, for a small enough accumulation gate voltage, cause

an accumulation of a reservoir of holes, which form the source and drain regions

of the SHT.
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2.2.3 Measurement Setup

Figure 2.4 shows a schematic of our low frequency measurement setup. The chip is

cooled down to the ∼ 100 mK base temperature of a dilution refrigerator (DR). We

apply DC voltages to the device’s gates and measure the DC current flow from one

ohmic contact to another using electronics at room temperature, through dedicated

wiring for low-frequency signals in the DR. Voltages are supplied by a 24 channel

digital to analog converter (DAC), with ∼ 1 µV accuracy. Voltages created by this

DAC pass through a custom-made low-pass filter mounted on the mixing cham-

ber of the dilution refrigerator. The low pass filter block thermal radiation above

around 3 GHz that comes from the room temperature electronics. The applied volt-

age causes a current flow in the device, from one ohmic contact to another, where

it is measured by a low-noise current pre-amplifier with a measurement precision

better than ∼ 1 pA. The pre-amplifier converts the current to voltage that can be

measured using a data acquisition card.

2.2.4 Ge FET measurement

We fabricated chips with many FET devices on it with different channel length L

and channel width W . The important metric we are looking to establish is whether

or not a voltage applied to the gate can control the current from the source to

the drain, and whether or not our metal source and drain electrodes can supply

charge, i.e. operate as ohmic contacts, to the quantum well, as desired. This test

is performed inside a Helium dewar at a temperature of 4 K. Establishing whether

or not this works requires two tests. First, we verify that the gate dielectric is

electrically insulating, by measuring the current that flows directly from the gate

to the source and drain. Ideally this is zero, but a small current always flows. As

long as the current that flows from the gate to the source and drain is much less

than the current Ids from the source to the drain, Ids can be used to understand

the formation of a conducting channel of holes underneath the gate. Once this is

verified, we apply a small bias Vds ∼ kBT (or less) to measure the current Ids in

the linear regime, and sweep the gate voltage starting from a positive value to a

negative value. Figure 2.5 shows a measurement of the conductance Gds = Ids/Vds

inferred from the measured current Ids for one of the FET devices with the channel

27



Figure 2.4: Schematic of the low frequency measurement setup, DC voltage
applies through QDAC with µV accuracy and those channels we want
to apply voltage through, are connected to the breakout box. Breakout
box directly send the DC signal towards the DC filter (mounted on the
MXC plate) through the DC wiring on the fridge including paired loom
wire at low temperature. Right after the thermal radiation that can be
transferred through wires are filtered, the DC signal is being sent to the
sample. The signal induce a current in the sample that can be detected
through the same DC wiring of the fridge that then go to the amplifier
and NI DAC.

length and width of 1 µm. The device turns on abruptly at a voltage around -3.8 V,

and the conductance saturates at around 40 µS. This measurement was taken with

an applied bias of 200 µV.

The current Ids and conductance Gds = Ids/Vds could easily be detected for con-

tact widths W of 0.5 µm and higher. However, devices with widths W of 0.2 µm

and 0.1 µm did not turn on. Interpreting the saturation of the conductance in the

linear regime with drain-source bias as the access resistance of the source and drain

to the channel, we have extracted the contact resistance Rc of the FETs. We plot the

contact resistance Rc together with RcW in Figure 2.6. For the devices with mea-
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Figure 2.5: Source-Drain conductance vs. gate voltage for field effect tran-
sistors with 1 µm channel length (Lc) and channel width (WC), turns on
at around -3.8 V. This measurement was taken with the 200 µV applied
bias and measured at 4 K.

surable currents, Rc ×W is a constant, as expected, and Rc increases as 1
W . Since

our current preamplifier, which has a noise floor around 0.5 pA should easily re-

solve the current if RcW remains constant, even for W = 0.1 µm and W = 0.2 µ m,

we interpret the result that current cannot be detected in devices with 0.1 and 0.2

µm values for W . We attribute this to the inability for form small low-resistance

ohmic contacts. One systematic difference between our process and the process

in reference [34] is that annealing of the ohmic contacts, which takes place during

the deposition of our insulating Al2O3 layer, was performed at 250 ◦C, the max-

imum temperature allowed in our atomic layer deposition system at UBC, while

300 ◦C was used in reference [34]. At these temperatures, Al atoms diffuse into

the substrate, causing a p-doped area to form. Doping reduces the width of the

Schottky barrier that carriers at low temperature experience at the semiconduc-

tor/metal interface, reducing the contact resistance. The lower temperature of our

process therefore might result in a higher resistance contact.

SHTs require conductive reservoirs having a width W similar to the ∼ 100 nm
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Figure 2.6: Average contact resistance (RC) vs channel width (WC). The
channel length (L) is the same as the channel width for all devices that
are measured at 4 K. Devices with WC = 5, 1, and 0.5 µm show cur-
rent with expected Rc×Wc behavior while devices with smaller channel
width such as 250 nm and 100 nm didn’t turn on. As the red dots on the
graph (RC) suggests, as the channel width decreases, the contact resis-
tance increases.

plunger gate width. Since our nanofabrication process does not seem to produce

low-resistance Aluminum ohmic contacts for W ∼ 100 nm, we devised an alternate

scheme for building W ∼ 100 nm reservoirs using W ∼ 1 µ m Aluminum ohmic

contacts. The scheme employs an reservoir induced by an accumulation gate (Fig-

ure 2.7-b). In this scheme, an accumulation gate produces a narrow (∼ 100 nm

wide) conducting channel that acts as the reservoir.
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Figure 2.7: a-False-coloured SEM image of the quantum dot device with ac-
cumulation gates. The quantum dot is defined under the plunger gate P
and its occupancy can be controlled by the plunger gate P. Source and
drain are out of the scale of the image but they have overlap with accu-
mulation gates from the their top layer.Barrier gates,are the green gates
beside the dot for additional control. Scale bar is 200 nm, b- Schematic
of the accumulation gate device, it includes wide ohmic contact and nar-
row accumulation gate on top of it that is placed on the same layer as
the rest of the fine gates including the plunger and barriers.
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Figure 2.8: a- Transport measurements showing Coulomb oscillations as a
function of voltage of the plunger gate, with Vacc =−3.2V , Vb =−2.6V
at low bias. Measurement has been done at 100 mk, b. Coulomb di-
amonds, colour plots of bias spectroscopy as a function of VP with
EC = 1.5meV .
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2.2.5 Ge SHT measurement

Here we present electrical transport measurements of SHT devices deviced by gate

electrodes illustrated in Figure 2.7-a and b, taken at a temperature of 100 mK in

a dilution refrigerator. The ohmic contacts in our design make a direct contact to

the wafer, and have a width of 1.7 µm. The accumulation gates are in the same

layer as the barrier and plunger gates. We verified that the gate layer is electrically

isolated from the source and drain layer by the Al2O3 dielectric. Measurements

of the current flowing in the device were performed using so-called 1D and 2D

sweeps. In 1D sweeps, one voltage is varied, and current flowing from source to

drain is measured. In 2D sweeps, two voltages are varied independently, and the

current is measured.

Our aim with these measurements is to find the Coulomb blockade regime,

where charges flow through the quantum dot one hole at a time[32]. In this regime,

the current has discrete peaks, when the quantum dot level lines up in between the

source and drain chemical potentials, and when a two dimensional sweep is per-

formed, the so-called Coulomb diamonds appear[32]. However, it is not a priori

known what voltages should be chosen on the accumulation gates, barrier gates,

and plunger gates to observe Coulomb blockade. Hence, we used the standard ap-

proach to search for the Coulomb blockade regime. In this approach, a small fixed

electrical bias Vds ∼ kBT is applied from source to drain, and a common voltage ap-

plied to the plunger, barrier, and reservoir gates are swept. Performing this sweep,

we could immediately identify Coulomb oscillations, indicating the formation con-

ducting reservoirs, and control of the charge one-at-a-time underneath the plunger.

Once this regime is found, the reservoir gates, plunger gates, and barrier gates can

be adjusted independent of each other to change the reservoir charge density, the

tunneling barriers, and the number of charges in the SHT, respectively.

Figure Figure 2.8-a is a plot of the measured current Ids as a function of the

plunger gate voltage. It shows peaks of current that occur reproducibly when the

quantum dot chemical potential aligns between the source and drain potentials,

when they are held at bias Vds ∼ kBT . These are the so-called Coulomb oscillations.

The current peaks, and their near-uniform spacing in voltage, are a clear indication

of the formation of a quantum dot. The regularity of the peaks indicates a single
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quantum dot has formed and we can load an additional hole into the quantum dot

with each oscillation. When the top gate voltage is increased and the quantum

dot is depleted, the amplitude of the observed peaks is reduced and eventually

vanishes. This observation can be explained with two different scenarios: one is,

as the tunnelling rates to source and drain reservoirs drop too low, we can’t detect

the current anymore. Second, the last hole has been removed, so further reduction

in gate voltage cannot remove anymore. These two scenarios can be distinguished

using a charge sensor, though that is outside the scope of this thesis.

We also observed the Coulomb diamonds by performing a two dimensional

sweep of the plunger gate voltage VP and the source drain bias Vds. The measure-

ment is presented in Figure 2.8-b. We observe sequences of diamond-like regions,

approximately periodic in the plunger gate voltage, where no current flow through

the device can be detected. In this region, the number of charges on the device is

fixed, so no current flows. This is the Coulomb blockade region. Above and below

the diamonds, a non-zero current flows of order 1 pA to 1 nA. In this region, a net

current flows through the SHT by sequential tunneling of holes onto the quantum

dot, from a reservoir, and off the quantum dot, to the opposite reservoir.

By looking at the geometry of the Coulomb diamonds, we can characterize

the key parameters of the system, the addition energy that must be supplied to

place an additional hole into the quantum dot, and the coupling of the energy of

the quantum dot to the voltage on the gates. The coupling is defined by a lever

arm α =
Cgate

C in meV
mV , where Cgate is the capacitive coupling between the gate and

the quantum dot, and C is self-capacitance of the quantum dot, that is, the sum of

its capacitances to all other electrical conductors in the system as it is shown in

Figure 2.2. The lever arm indicates how strongly the plunger gate is coupled to the

quantum dot. Moreover α has the relation of α∆VP = ∆E [33, 49] where ∆E is

the addition energy. Looking at Figure 2.8-a, it shows the 1D scan of the plunger

gate that we can deduce ∆VP from. Figure 2.8-b shows a 2D scan of the plunger

gate and the source-drain voltage that gives us αP. From the height and width of

these diamonds, the lever arm of the corresponding gate α can be extracted. In

the regime shown here (Vacc1 = Vacc2 = −3.2V and Vb1 = Vb2 = −2.6V ), we find

αP ≈ 0.3 and from the Coulomb oscillations, and using the calculated valued of the

α , ∆E ≈ 1.5meV . While our charging energy ∆E is similar to previous reports, our
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lever arm is almost ten times larger than in previous reports [34]. Additional studies

would be required to deduce why our coupling is higher than previous reports.

One possible explanation for the larger coupling of our plunger gate to the formed

quantum dot is a reduced capacitance of the quantum dot to the reservoirs, which

could be caused by two effects. First, the accumulated reservoir could have a lower

density of holes than the diffused reservoirs, which could lower capacitance of the

quantum dot to the reservoirs. Second, the presence of the barrier gates between

the plunger and the accumulated reservoirs in our single-layer gate design could

reduce the capacitance to the source and drain.

2.3 Conclusion
We devised an accumulation mode quantum dot based single-hole-transistor (SHT)

on an undoped germanium quantum well wafer, with all of the gates in a single

layer. This is advantageous because it is simpler to build than the previously re-

ported accumulation mode devices, which had two layers of gates [34]. This was

accomplished by placing the barrier gates in the same layer as the plunger gates

and reservoirs, instead of placing them on the second layer. The trade-off is that the

reservoir and gate layers are slightly farther apart within the single layer, however,

this is somewhat mitigated because having all of the gates on the same layer means

that no errors from layer alignment are incurred. We find that the device functions

as a quantum dot with appropriate tunneling barriers to observe Coulomb blockade

and electronic transport, at low temperature. Our devices have a stronger coupling

of the gate to individual holes in the SHT, compared to a previously reported two-

layer design for SHT devices on identical Ge wafers. The single gate layer design

is advantageous because it has fewer processing steps and there is no requirement

to align one gate layer to another.
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Chapter 3

Cryogenic High-Frequency
Readout and Control Platform
for Few-Qubit Devices

The perfect purity of the air, the unequaled beauty of the sky, the
imposing sight of a high mountain range, the quiet and restfulness of

the place—all around contributed to make the conditions for scientific
observation ideal. — NIKOLA TESLA

3.1 Introduction
Electronic devices enabling coherent manipulation and readout of quantum in-

formation encoded in spin degree of freedom of single electrons have recently

gained momentum as a promising platform to build scalable quantum computers

[20, 33, 44, 55]. These devices are operated at cryogenic temperatures below 4

K, where trapping single electrons in devices and manipulating their spin can now

readily be accomplished, and qubit coherence times are suitably long. Operation

of these devices further requires low-frequency voltage control, fast voltage pulses

with ∼ 100 ns to ∼ 10 ns duration, modulated microwave signals to control qubits

with carrier frequencies typically between 4 to 20 GHz, depending on the technol-

ogy, and modulation bandwidths around 100 MHz[47, 74]. In addition to this, ei-
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ther modulated radio-frequency (∼ 500 MHz) or modulated microwave-frequency

(4 GHz to 8 GHz) microwave tones are used for qubit readout. At present an evo-

lution is underway from single-qubit circuits that have demonstrated state prepara-

tion, qubit control[28, 47, 70, 74], and qubit readout [4, 9, 32, 63], to multi-qubit

devices needed to entangle qubits, which is require to perform computation via the

parallel operation of several quantum gates [36, 56, 69, 97, 105].

Scaling from single to few qubits, in addition to the presenting scientific chal-

lenges, also requires technical advances such as the development of new apparatus

for qubit readout, control, and noise mitigation [19, 37]. The electronic devices,

once fabricated on chips, are diced and glued to a printed circuit board (PCB)

having both low-frequency connector and high-frequency 50-ohm connectors such

as SMA or SMP connectors. The PCBs can be mounted within a shielded metal

enclosure (box), and for certain technologies, the box should not have electromag-

netic modes in the range of operation frequencies of the qubit, which can present

new modes for dissipation and decoherence[85] that are detrimental for device op-

eration. Another problem that must be avoided is microwave crosstalk between

the control lines, since it would reduce the accuracy of qubit manipulation. Both

the cross-talk and suppression of the resonant modes must be maintained as the

number of low-frequency and microwave lines increases[58], requiring careful en-

gineering of the PCB and enclosure. The presence of resonant modes can make

it hard to identify the resonance of cavities used for qubit readout. The sample

holder box and PCB should be small enough in size to be mounted within typical

cryogenic operating environments, such as within the bore of a superconducting

magnet mounted in a dilution refrigerator that reaches 0.1 K, or within a compact

cryostat for reaching 4 K.

Crosstalk between control signals presents a challenge for few qubit devices

because it has the effect of increasing error rates for single qubit operations and

opening new channels for decoherence in multi-qubit circuits. Crosstalk causes a

signal intended to control just a single qubit to leak onto the control line of another

qubit, and influence its behaviour. This crosstalk must be avoided both for the

fast voltage pulses with nanosecond rise-times, and modulated microwave tones;

the presence of both of these signals somewhat resembles a mixed-signal envi-

ronment in which digital logic circuits can interfere with sensitive analog systems
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[92]. Maintaining a high degree of readout and control signal fidelity under these

conditions is necessary so that qubit circuits can be manipulated with sufficiently

low errors required for quantum computer operation, and in the future, error cor-

rected quantum computation[76]. Today, a clean design for the sample enclosure

and PCB is essential to characterize quantum hardware.

Many of these technical challenges are not unique to quantum devices and are

common place in the context of commercial monolithic microwave integrated cir-

cuit (MMIC) implementation and packaging. In contrast however, interconnect

solutions for spin-qubit device development require cryogenic and high magnetic

field operation together with a flexibility that allows for the many iterations of a de-

sign, fabrication, and measurement cycle. For instance, interconnects are required

to accommodate the regular changing of sample chips of different size and bond-

ing configuration. Quantum coherent circuits are also different to typical MMIC

architectures in the sense that they can be sensitive to very broadband noise and

interference (hertz to terahertz) which increases the device temperature and, when

strong enough, can artificially drive transitions between qubit energy levels [31],

lead to photon assisted tunnelling [48], or create bias currents from rectification

[93]. For spin qubits, even small amplitude noise or crosstalk (of the order of 100

nV) reduces the fidelity of quantum gate operations by introducing uncontrolled

fluctuations of the electron potential defined electrostatically using metallic sur-

face electrodes.

Here we report a chip carrier, including a sampler holder PCB and enclosure,

with the necessary connectors to control and read out up to four qubits at cryo-

genic temperatures. Our PCB is a simple 2-layer design that a diced chip contain-

ing the qubit devices can be mounted on. The PCB has 24 low frequency lines,

whose bandwidth is defined by filters located elsewhere in the cryostat, as well as

microwave signal lines implemented as grounded coplaner waveguides (grounded-

CPW) with 50 Ω impedance; recall that grounded CPWs have a centre conductor,

a ground layer in the plane, and a separate ground plane. The centre conductor of

the waveguides are isolated from eachother using vias from the top to the bottom

ground plane. Using ground planes and a dense array of vias we try to manipu-

late the crosstalk between the MW lines. The PCB is mounted on the oxygen-free

copper holder (cold finger) that is also operating as a shield to reduce radiation
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incident on the sample. The shielded carrier itself has a small 3D cavity inside

it with dimensions 1.9 cm × 3.5 cm × 0.7 cm, whose first resonant frequency

is above ∼7 GHz, and which can be shifted further by a small conducting insert.

Such resonances might be excited by narrowband radiation incident from the mi-

crowave connectors, or broadband Johnson noise emitted by amplifiers or sources.

Our cryogenic holder is small enough, with physical dimensions 3.1 cm × 2.2 cm

× 8.1 cm to fit within the bore of a 50 mm diameter superconducting solenoid. This

is advantageous for qubits that require applied magnetic fields, such as spin qubits,

or Majorana qubits. Our design also fits within smaller liquid He cryostats. This

is advantageous because it is desired to screen devices within a simple cryostat,

which typically have a small sample space, before a long measurement is carried

out in a dilution refrigerator.

Importantly, we have made the design for the enclosure, two-layer PCB, and

parts list freely downloadable on the internet [1]. The aim of doing this is to reduce

the barrier to entry for other research groups who are transitioning to multi-qubit

devices. We note that while commercially available holders exist from start-up

quantum computing companies such as QDevil [2] , the commercially available

holders do not have all of the following properties of interest for spin qubit research

with superconducting components. These are: many low-frequency lines, small

footprint to fit within a small cryostat or solenoid, large numbers of microwave

lines, management of microwave modes in a 3D cavity, and importantly, they are

not customizable by the user.

The first planned use of our carrier outside our own group’s experiments is as

the test fixture to be used by ∼ 25 participants in a workshop on the design, fabri-

cate, and test superconducting circuits in a commercial foundry. This workshop [3]

, held in July 2021, was organized by the Canadian Microelectronic Consortium,

the University of British Columbia, The University of Victoria, and The Université

de Sherbrooke, as part of NSERC collaborative research, training, and education

(CREATE) grants in quantum computing. To our knowledge, this was the world’s

first workshop where students design, fabricate, and test superconducting circuits,

and it resulted in the creation of the world’s first superconducting multi-project

wafer.

Characterizing our carrier, we present microwave scattering parameter mea-
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surements to determine the level of crosstalk and the frequency of the lowest res-

onance both at room temperature and cryogenic temperatures, losses of the simple

FR4 PCB at low temperature, and in addition, room-temperature measurements

of the enclosure without the PCB. We anticipate that the results reported here are

of general interest for experiments that involve high-frequency measurements of

nanoscale devices at cryogenic temperatures.

In Section 3.2 we further discuss the importance of reducing crosstalk. We then

discuss our design, and present the above described measurements, in Section 3.3.1

and Section 3.3.2.

3.2 Crosstalk and Resonances
One common source of errors within a quantum processor is the unintended manip-

ulation of qubits through crosstalk. Because crosstalk comes from signal leakage,

rather than a random process, it can be particularly problematic for certain error

correction protocols which assume that qubit errors are not spatially correlated

[18, 68]. When crosstalk is unmitigated or uncompensated, it compromises the

accuracy of quantum control and readout, degrading the ability to precisely control

a qubit’s trajectory around the Bloch sphere [88]. Suppressing crosstalk through

the use of established electronic engineering techniques must be a key considera-

tion in the design of any quantum processor if it is to reach the low hardware error

thresholds required for quantum error correction [79].

Crosstalk typically results from unmitigated electromagnetic coupling between

electrical lines and thus becomes increasingly problematic as the number of qubit

interconnects is increased or where their density is necessarily high. Crosstalk can

occur on the chip itself, and the printed circuit board that holds the chip. Here

we focus on the design of the PCB, where high and low frequency signals travel,

eventually reaching bond pads, and which may also incorporate filtering or other

functionality such as bias tees and matching circuits [60, 81]. Design of chips for

low crosstalk is not studied in this thesis. While technical improvements in control

pulse transmission [12] and dynamically corrected gate operations [103] may allow

increased control accuracy crosstalk, they are also outside the scope of this thesis,

and they add an undesirable complexity burden.
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3.3 Measurement Setup
Figure 3.1 shows the schematic of our measurement setup for the carrier, including

the low-frequency lines in the cryostat (red, blue and purple lines) and the high

frequency lines (green lines) for control and measurement. Here, we use this setup

to characterize the carrier.

We characterize the microwave performance of the carrier using a vector net-

work analyzer (VNA). Signals generated by the VNA are attenuated by 50 dB to

suppress thermal radiation. The microwave switches enable us to test different

combinations of SMP connectors on the carrier, in the signal path shown in Fig-

ure 3.1, which has a low noise amplifier (Low Noise Factory) operating from 4

GHz to 8 GHz with a gain of 40 dB and a noise temperature of around ∼ 2 K,

mounted on the 4 K stage. We have two circulators (configured as isolators with

one port terminated on 50 Ω) for the output line on the mixing chamber to prevent

the thermal noise coming from the low noise amplifier (LNA). After amplification

by the LNA, the signal is collected by the VNA.
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Figure 3.1: For the high frequency measurement setup, to characterize the
MW performance of the carrier. The VNA generates a signal at room
temperature which is attenuated by 50 dB using attenuators on each
stage of the dilution refrigerator to suppress noise from broadband ther-
mal radiation. Then the signal propagates through switches that enable
testing different combination of SMP connectors on the sample carrier
mounted on the MXC plate. The output signal of the sample holder is
sent to circulators at MXC to prevent the thermal noise coming from
the LNA. This signal is amplied by the LNA at 4K and is collected by
the VNA at room temperature. Voltages with low signal bandwidth are
generated by a high-accuracy low-noise digital to analog converter with
∼ 1µV accuracy. The current flowing through the device is measured
by a low-noise high-accuracy current pre-amplifier, whose output is dig-
itized by an analog-to-digital converter. Both the applied voltages and
current are combined into a single multi-conductor cable using a break-
out box. The low-frequency is a loom of twisted pairs, and the signals
on it pass through a low-pass filter (mounted on the MXC plate) with
a bandwidth of ∼ 100 kHz to remove broadband thermal noise, before
reaching the connector of the sample carrier.

In the next few sections We discuss the details of the design and report the
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performance of this platform, including signal integrity, crosstalk measurements,

and characterization of resonances.

3.3.1 Design

For the enclosure, we choose the material Oxygen Free Copper which is commonly

used in ultra-low temperature experiments because of its very high electrical and

thermal conductivity at ultra-low temperatures. The high thermal conductivity is

important in order to achieve excellent thermal anchoring of the sample to the

mixing chamber. The enclosure has a bottom plate, that the PCB is mounted on

using M2 brass machine screws. The top plate screws onto the bottom plate using

M4 brass machine screws, and the action of tightening these screws presses the

PCB against both the bottom and top plates, to improve thermal anchoring. That

carrier has 8 SMP microwave connectors that work up to 18 GHz and with 50-ohm

impedance. For the low-frequency connector, we use for convenience a micro-D

connector with 25 pins, because it mates with the stock wiring of our cryostat and

our home-made low-pass filters. The bias tees has thin film capacitors and metal

film resistors that work well at low temperatures. This accommodate the needs to

add a microwave signal to one of the gates that is designed for low frequency signal

around the qubit if needed.

As mentioned earlier, the inside of the enclosure is actually a 3D cavity with

dimensions 35 mm × 19 mm × 7 mm, highlighted in red in Figure 3.2. Assuming

the enclosure acts like a rectangular cavity with perfectly conducting walls and

lossless dielectric, Equation 3.1 gives its resonant frequencies, where a, b, and d

are the dimensions of the cavity, and integers m, n, and p denote the mode number.

fc =
1

2
√

µε

√(m
a

)2
+
(n

b

)2
+
( p

d

)2
(3.1)

Here, µ and ε are the permeability and permittivity of vacuum. The choice

of m = n = 1 and p = 0 gives the first resonance at 8.9 GHz. We compare this

to the measured value of the resonance. This result could also been studied and

compared to electromagnetic simulation of maxwell’s equations for the box with

all its geometrical features included.
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Figure 3.2: Image of the cold finger design, with capacity of carrying 8 MW
and 24 DC lines including a small 35 mm ×19 mm × 7 mm cavity and
6 mm width, 1 mm tall gap for routing DC signals.
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Table 3.1: Parts list for the PCB. SMT = surface mount

Part Name Manufacturer Part Number

1Mohm SMD thin film resistor Vishay Beyschlag MCS04020C1004FE000
100 nF SMD ceramic capacitor KEMET C0402C104K8PAC7867
Micro D Sub connector (25 pin) NorComp 381-025-112L565

SMP male thru hole Pasternack PE44966

3.3.2 Printed Circuit board

For simplicity, we chose FR4 for the PCB material. While FR4 is lossy at room

temperature, it can be adequate at 1 K and lower temperature. MW pads were dis-

tributed symmetrically around the device (Figure 3.4). To obtain a 50 Ω impedance,

we assumed a relatively dielectric constant of 4.4 for the FR4, and used a width of

W = 0.8 mm and spacing of s = 0.127 mm for the grounded CPW with the 1.0 mm

thick PCB. These dimensions are readily achieved by low-cost PCB manufactur-

ers. As is appears from Figure 3.3, the dimensions of the PCB are 72 mm × 24

mm.

To reduce crosstalk as much as possible, we distributed the SMP connectors

and the waveguides symmetrically almost equidistantly from each other and routed

the waveguides as short and as straight as possible from the SMP connectors to the

bond pads, and maximizing the distance from the waveguides to the DC lines. In

order to suppress parasitic modes between the ground planes on the top and bottom

of the PCB, we used 0.25 mm diameter copper vias with 0.4 mm spacing to connect

the top and bottom ground planes periodically.

45



Figure 3.3: a- Two layer 2.4 × 7.2 cm2 PCB with 8 microwave and 24 DC
signal lines that are equally spread around the central area where the
chip mounts, b- Schematic of signal layers of PCB including DC and
MW signal and their corresponding ground layers with vias and the chip
area.
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Figure 3.4: Two layer PCB with 8 microwave and 24 DC signal lines that are
equally spread around the area where the chip mounts, with a mounted
and wirebonded test chip containing 5 GHz microwave resonators.
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3.4 Resonant modes of the Enclosure with no PCB:
Room Temperature

We now present room temperature measurements of the resonant modes of the en-

closure obtained using a VNA. The enclosure itself does not have SMP connectors

on it, since the SMP connectors mount directly to the PCB. Consequently, there

only ∼ 5 mm holes on the enclosure where the SMP connectors would be, if the

PCB was mounted. The resonance frequency of the enclosure was measured by

carefully inserting a male SMP cable into the hole of the enclosure. We find that

the first resonance happens at 6.7 GHz (Figure 3.5) that is in reasonable agreement

with the calculations in Section 3.3.1.

Figure 3.5: Room temperature resonance frequency detection using an S21
measurement for two coax cables inserted to the box through the holes
designed for SMP connectors number one and two. First resonance
appears at around 6.7 GHz, with a small shoulder resonance at around
6 GHz.

3.5 Crosstalk and Transmission Measurements: Room
Temperature and 100 mK

With the PCB mounted inside the enclosure, the crosstalk between pairs of lines

was measured using a VNA. Representative room temperature data for two of the

8 lines is shown in Figure 3.6, which remains below −40 dB for up to 8 GHz

and below −30 dB up to 15 GHz. Compared to crosstalk for the box alone, the
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crosstalk for the PCB and box has weak resonances between 3 GHz and 8 GHz that

do not exceed -40 dB. By measuring separately the PCB, not inside the box, we

found PCB resonances in this frequency range. Importantly, placing the PCB inside

the box suppresses these resonances, keeping them below -40 dB, for frequencies

below 8 GHz.

Figure 3.6: Room temperature crosstalk measurement on enclosure and PCB,
between waveguides 3 and 7. Crosstalk remains below −40 dB for up to
5 GHz and below −20 dB up to 6.5 GHz. Unused ports are open circuit.
Measurements on other ports showed similar behaviour. b- Image of the
PCB layer. The blue line is transmission of the coaxial lines, obtained
by connecting a pair of coaxial cables. The orange line is transmission
of a pair of MW lines number 6 and 8 on the PCB that is obtained by
connecting the MW bond pads together using multiple aluminium wire
bonds.

For low temperature measurements, the PCB was mounted in the enclosure and

the whole assembly was mounted inside a dilution refrigerator at base temperature.

Several measurements were taken using the setup shown in Figure 3.1, using the

microwave switches.

Data for crosstalk between waveguides 3 and 7 (grey curve) is shown in Fig-

ure 3.7, as observed at the VNA. The raw crosstalk measured this way is between
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−50 dB and −60 dB between 3.5 GHz and 8.5 GHz which is the approximate

operating frequency range of the low noise amplifier. This cross-talk must be com-

pared to the round-trip loss of a signal to the bottom of the dilution fridge, and

back out of the fridge, which was determined by removing the sample carrier from

the measurement circuit and replacing it with a short section of SMA cable, using

the microwave switches. We found the round-trip loss (blue curve, Figure 3.7) to

be around 20 dB. This includes 10 dB of loss from CuNi semi-rigid cables and

SMA connectors, and around 10 dB loss because of the difference in intentionally

placed attenuators (50 dB) and the gain of the low-noise amplifier (40 dB). The

actual crosstalk between lines 3 and 7 can therefore be determined by subtracting

the crosstalk and round-trip loss (Figure 3.7-b): it is found to be around −30 dB

and −40 dB up to 6.5 GHz, similar to the room temperature measurements. This

demonstrates the effectiveness of two simple approaches of eliminating crosstalk:

via fencing and manipulation of resonances by using a 3D cavity resonances. In-

deed, similar strategies can be employed on-chip, where employing ground shield-

ing between microwave signal transmission lines can reduce crosstalk [13, 92].

For completeness, the transmission through a grounded CPW on our FR4 PCB

of length 2 cm (Figure 3.7 orange line) was determined through a separate measure-

ment. In this separate measurement, waveguides 6 and 8 were shorted to eachother

using multiple aluminium wirebonds, and S21 was measured through this circuit.

Though the wire-bonds introduce an impedance discontinuity and reflections, and

the PCB has losses, the transmission through the grounded CPW is difficult to dis-

tinguish from the round-trip loss of the coaxial cables in the fridge, up to around 6

GHz. We find that two relatively simple approaches of via fencing and shifting of

the 3D cavity resonances enable a window of −30 dB to −40 dB of suppression

of crosstalk to above 6 GHz. Indeed, similar strategies can be employed on-chip,

where employing ground shielding between microwave signal transmission lines

can reduce crosstalk [13, 92].

3.6 Conclusion
In conclusion, we have described a simple microwave/low frequency sample carrier

based on a two layer PCB suitable for testing chips with a few spin qubits. We find
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that two relatively simple approaches of via fencing and shifting of the 3D cavity

resonances enable a window of −30 dB to −40 dB of suppression of crosstalk to

above 6 GHz. Our design is made publicly available. The platform is well suited

for the chips with different geometries and performs well at cryogenic temperatures

and in the presence of magnetic fields. Crosstalk is strongly suppressed below -

40 dB up to 8 GHz for transmission lines by making use of a double-layer PCB,

fencing-vias, and mounting the PCB inside an enclosure that makes our design

suitable for high quality microwave resonators as well. Further improvements to

the crosstalk would require a better understanding of what mechanism dominates;

this could be investigated by electromagnetic simulation of Maxwell’s equations

for the PCB and enclosure design.
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Figure 3.7: a- Crosstalk measurement at base temperature of the dilution re-
frigerator. The blue line is transmission of the fridge coaxial lines, ob-
tained by connecting a pair of coaxial cables in the fridge. The orange
line is transmission of a pair of MW lines number 6 and 8 on the PCB
that is obtained by connecting the MW bond pads together using multi-
ple aluminium wire bonds. Grey line is crosstalk between pair 3 and 7
of the MW signal tracks on the high-frequency layer of the PCB (image
of the PCB layer shown as an inset). Crosstalk remains below −40 dB
for up to 8.5 GHz that is the range of the operation of the low noise
amplifier. b- Pure crosstalk graph, fridge transmission is subtracted.
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Chapter 4

Conclusion

Quantum computers have the potential to perform calculations that are impossible

on classical computers [66]. However, there are many challenges in the field that

must be overcome to realize this goal. To date, qubits can be manipulated with

error rates below 1% [6, 111]. Quantum supremacy has been shown through cal-

culations on superconducting quantum processor who they have around 50 to 100

qubits [66] or using non-universal photonic boson samplers [116] that are deemed

classically intractable. However, these NISQ computers have not yet been used

to perform useful calculations that are impossible to do on classical computers.

They only do small calculations that are easy to do on classical computers such as

variational algorithms to calculate ground state energies for small molecules [43].

The ideal quantum hardware platform is anticipated to require quantum error cor-

rection, which, even for state-of-the-art estimates, requires scaling to around one

million qubits[80, 102] or more.

There is a huge gap between one million qubits and today’s 100 qubit systems,

and building a quantum computer with 1 million qubits is an open challenge. Many

different quantum hardware platforms exist, one of which is based on silicon tech-

nology.The technology of spin qubits based on silicon technology, that we study

in this thesis, is appealing because fabrication of the devices can be accomplished

with industrial fabrication processes, because the qubits have very long coherence

time, and because the qubits have a very small footprint that make them scalable

beyond thousands of qubits [98].
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The state of the art for silicon-based qubits is two and four qubit circuits

[36, 105]. However, we do not yet know the best way to scale this technology to

100 qubits and beyond. Some challenges include overcoming the impact of elec-

tric noise on single-qubit and multi-qubit circuits, and making large qubit arrays

where each qubit can be individually manipulated. Hole spin qubits studied in this

thesis are an attractive route for this, because they offer a number of advantages

for building multi-qubit circuits. Architectures for overcoming noise and making

long distant interconnects for hole spin qubits while maintaining long coherence

times have recently been proposed in Si and Ge[82, 104], and demonstrated exper-

imentally in Si[46]. A four qubit processor in Ge was recently demonstrated[36].

These recent advances make hole spin qubits an appealing candidate for scalable

quantum computers.

In this work we design and test a single-layer process for hole spin qubit de-

vices. We show that the device works, and characterize its basic properties. We

also design a low-frequency and high-frequency sample carrier to test future de-

vices. We characterize the basic properties of the apparatus.

Our nanofabrication process for the device is novel: we build an accumulation

mode quantum dot device on an undoped germanium quantum well wafer, with all

of the gates in a single layer. We demonstrate Coulomb blockade through a single

hole quantum dot to establish its functionality, the ability to control the occupation

of holes, by one hole at time. In previous work, accumulation mode quantum

dot devices were implemented with a double layer gate design[34, 36]. Depletion

mode devices more commonly use the single layer design for Germanium[41], so

our design is as simple as the depletion mode design from a fabrication perspective.

This is advantageous as it makes the fabrication simpler and requires fewer

fabrication process steps. Quantum dot devices are very sensitive systems where

every fabrication step damages slightly the underlying wafer. For instance, each

electron beam lithography step irradiates the chip with high energy electrons, and

can cause a damage to it. As a result, reducing the number of fabrication step offers

a safer route towards making a processor. Using a single layer reduces the fabrica-

tion complexity. It reduces the total number of fabrication steps and eliminates the

need to align nanometer-scale gates to each-other with nanometer-scale accuracy.

Our design also uses an accumulation mode reservoir, which differs from previous
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work[34, 36].

We characterize the two properties of our quantum dot device, that are the

addition energy and the lever arm of the plunger gate. The addition energy show

the amount of energy required for changing the number of the charges inside the

dot, and the lever arm of a gate shows how that gate is capacitively coupled to the

quantum dot. our measurements show the addition energy of ∆E ≈ 1.5meV similar

to precious studies and the lever arm for the plunger gate to be high (αP ≈ 0.3)

compared to previous reports [34]. This can be beneficial as it offers a stronger

coupling of the gate to individual holes in the SHT which makes the number of

charges inside the quantum dot controllable.

Optimizing few qubit chips and scaling beyond them requires technical ad-

vancements such as the development of new apparatus for qubit control and read-

out. The function of the apparatus is to enable the testing of qubit chips that are

fabricated on small semiconductor chips, enabling them to be mounted to a PCB

that allows both low-frequency and high frequency signals to control and measure

the devices. The PCBs is mounted within a shielded metal enclosure (box). The

box should not have electromagnetic modes in the range of operation frequencies

of the qubit or readout resonators, since those are detrimental for device operation.

Commercially available sample holders have either lots of DC and RF signal

lines and with no MW line, or lots of MW lines and no Dc. Neither of the avail-

able options are customizable. This work offers a PCB and a holder box that are

customizable and are publicly available. Our sample carrier has 8 MW waveguides

implemented as grounded-CPWs isolated from eachother using via fences, and 24

DC signal lines. The number of DC lines could be increased using a high density

connector. The design is based on simple two-layer PCB suitable for testing chips

with a few spin qubits. It is a small 2.4 mm × 7.2 mm PCB with the commonly

used FR4 as its dielectric material known to have adequate microwave performance

to around 10 GHz at low temperature. Our holder box is a 8.1 cm × cm 3.1 × 2.2

cm with a small 3.5 cm × 1.9 cm × 0.7 cm cavity. The material for the holder

box is oxygen free copper which is a good electrical and thermal conductor. Our

carrier was designed to fit inside a small solenoid or a compact cryostat. Often the

same chip is measured in two different cryostats. For instance, one can be mea-

sured quickly to screen if the basic capabilities are there, in a simple cryostat, and

55



then moved to a dilution refrigerator on for longer-term experiments. It is highly

desirable if the same chip carrier can be used in both cases.

We measure the 3D electromagnetic resonances for the enclosure, at around

6.7 GHz and resonances for the PCB at around 8 GHz. When our PCB is mounted

within the the enclosure, we observe a crosstalk between waveguides of around

−40 dB for frequencies 3.5 GHz to 8.5 GHz, which is adequate for quantum ex-

periments. Future improvements could involve ? Box part: metal insert that makes

the cavity directly around the chip, with openings for the waveguides, to shift the

modes. Lower crosstalk on PCB: investigate where the crosstalk originates from

using electromagnetic simulation of maxwell’s equations. However, this is a very

demanding simulation, because of properties of the metal, NbTiN, complex geom-

etry of the printed circuit board with via array of vias inside the coldfinger box.

As a result, the apparatus is well suited for qubit control and for high quality mi-

crowave resonators for measurement at cryogenic temperatures and in the presence

of magnetic fields.

Adopting the proposed methodology for quantum dot fabrication, future work

will evaluate the properties of single qubit and double qubit devices. This would

involve experiments demonstrating fast and accurate readout, and fast and accurate

qubit control. This could result in a scaled simulator hardware that could effec-

tively be used for simulating quantum materials. The sample carrier that we have

designed can be scaled to larger number of qubits, possibly up to 10 or 20. How-

ever, beyond 10 to 20 qubits, a completely different design might be necessary.
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A. Megrant, E. Jeffrey, T. C. White, D. Sank, J. Y. Mutus, et al. Digital
quantum simulation of fermionic models with a superconducting circuit.
Nature communications, 6(1):1–7, 2015. → page 5

[9] C. Barthel, D. Reilly, C. M. Marcus, M. Hanson, and A. Gossard. Rapid
single-shot measurement of a singlet-triplet qubit. Physical Review Letters,
103(16):160503, 2009. → page 37

57

https://github.com/jsalfi/OpenQuCarrier
https://qdevil.com/
https://www.cmc.ca/qscitech-quantumbc-workshop-jul-2021/


[10] D. Basov, R. Averitt, and D. Hsieh. Towards properties on demand in
quantum materials. Nature materials, 16(11):1077–1088, 2017. → page 19

[11] C. W. Beenakker. Theory of coulomb-blockade oscillations in the
conductance of a quantum dot. Physical Review B, 44(4):1646, 1991. →
page 23

[12] H. Bluhm, S. Foletti, I. Neder, M. Rudner, D. Mahalu, V. Umansky, and
A. Yacoby. Dephasing time of gaas electron-spin qubits coupled to a
nuclear bath exceeding 200 µs. Nature Physics, 7(2):109–113, 2011. →
page 40

[13] S. Bronckers, G. Van der Plas, and Y. Rolain. Substrate noise coupling in
analog/RF circuits. Artech House, 2010. → page 50

[14] D. V. Bulaev and D. Loss. Spin relaxation and decoherence of holes in
quantum dots. Physical review letters, 95(7):076805, 2005. → page 12

[15] D. V. Bulaev and D. Loss. Electric dipole spin resonance for heavy holes in
quantum dots. Physical review letters, 98(9):097202, 2007. → page 12

[16] D. Castelvecchi. Silicon gains ground in quantum-computing race. Nature,
553(7686):136–138, 2018. → page 5

[17] J. I. Cirac and P. Zoller. Quantum computations with cold trapped ions.
Physical review letters, 74(20):4091, 1995. → pages 8, 15

[18] J. P. Clemens, S. Siddiqui, and J. Gea-Banacloche. Quantum error
correction against correlated noise. Physical Review A, 69(6):062313,
2004. → page 40

[19] J. Colless and D. Reilly. Modular cryogenic interconnects for multi-qubit
devices. Review of Scientific Instruments, 85(11):114706, 2014. → page 37

[20] J. I. Colless, A. C. Mahoney, J. M. Hornibrook, A. C. Doherty, H. Lu, A. C.
Gossard, and D. J. Reilly. Dispersive readout of a few-electron double
quantum dot with fast rf gate sensors. Phys. Rev. Lett., 110:046805, Jan
2013. → page 36

[21] D. Deutsch. Quantum theory, the church–turing principle and the universal
quantum computer. Proceedings of the Royal Society of London. A.
Mathematical and Physical Sciences, 400(1818):97–117, 1985. → page 4

58



[22] D. E. Deutsch. Quantum computational networks. Proceedings of the
Royal Society of London. A. Mathematical and Physical Sciences, 425
(1868):73–90, 1989. → page 15

[23] A. Dimoulas, P. Tsipas, A. Sotiropoulos, and E. Evangelou. Fermi-level
pinning and charge neutrality level in germanium. Applied physics letters,
89(25):252110, 2006. → page 24

[24] D. P. DiVincenzo. The physical implementation of quantum computation.
Fortschritte der Physik: Progress of Physics, 48(9-11):771–783, 2000. →
page 6

[25] J. Elzerman, R. Hanson, J. Greidanus, L. W. Van Beveren,
S. De Franceschi, L. Vandersypen, S. Tarucha, and L. Kouwenhoven.
Few-electron quantum dot circuit with integrated charge read out. Physical
Review B, 67(16):161308, 2003. → page 17

[26] J. Elzerman, R. Hanson, L. W. Van Beveren, B. Witkamp, L. Vandersypen,
and L. P. Kouwenhoven. Single-shot read-out of an individual electron spin
in a quantum dot. nature, 430(6998):431–435, 2004. → page 11

[27] M. Failla, J. Keller, G. Scalari, C. Maissen, J. Faist, C. Reichl,
W. Wegscheider, O. Newell, D. Leadley, M. Myronov, et al. Terahertz
quantum hall effect for spin-split heavy-hole gases in strained ge quantum
wells. New Journal of Physics, 18(11):113036, 2016. → pages 12, 19

[28] S. Foletti, H. Bluhm, D. Mahalu, V. Umansky, and A. Yacoby. Universal
quantum control of two-electron spin quantum bits using dynamic nuclear
polarization. Nature Physics, 5(12):903–908, 2009. → page 37

[29] I. M. Georgescu, S. Ashhab, and F. Nori. Quantum simulation. Reviews of
Modern Physics, 86(1):153, 2014. → page 5

[30] E. Gibney. Silicon quantum computers take shape in australia. Nature
News, 533(7604):448, 2016. → page 5

[31] S. Gustavsson, I. Shorubalko, R. Leturcq, T. Ihn, K. Ensslin, and S. Schön.
Detecting terahertz current fluctuations in a quantum point contact using a
nanowire quantum dot. Physical Review B, 78(3):035324, 2008. → page 38

[32] R. Hanson, L. W. van Beveren, I. Vink, J. Elzerman, W. Naber, F. Koppens,
L. Kouwenhoven, and L. Vandersypen. Single-shot readout of electron spin
states in a quantum dot using spin-dependent tunnel rates. Physical review
letters, 94(19):196802, 2005. → pages 15, 20, 33, 37

59



[33] R. Hanson, L. P. Kouwenhoven, J. R. Petta, S. Tarucha, and L. M.
Vandersypen. Spins in few-electron quantum dots. Reviews of modern
physics, 79(4):1217, 2007. → pages 11, 34, 36

[34] N. Hendrickx, D. Franke, A. Sammak, M. Kouwenhoven, D. Sabbagh,
L. Yeoh, R. Li, M. Tagliaferri, M. Virgilio, G. Capellini, et al.
Gate-controlled quantum dots and superconductivity in planar germanium.
Nature communications, 9(1):1–7, 2018. → pages
12, 20, 21, 24, 29, 35, 54, 55

[35] N. Hendrickx, D. Franke, A. Sammak, G. Scappucci, and M. Veldhorst.
Fast two-qubit logic with holes in germanium. Nature, 577(7791):487–491,
2020. → pages 2, 10, 11

[36] N. W. Hendrickx, W. I. Lawrie, M. Russ, F. van Riggelen, S. L. de Snoo,
R. N. Schouten, A. Sammak, G. Scappucci, and M. Veldhorst. A four-qubit
germanium quantum processor. Nature, 591(7851):580–585, 2021. →
pages 2, 10, 19, 37, 54, 55

[37] J. M. Hornibrook, J. I. Colless, I. D. Conway Lamb, S. J. Pauka, H. Lu,
A. C. Gossard, J. D. Watson, G. C. Gardner, S. Fallahi, M. J. Manfra, and
D. J. Reilly. Cryogenic control architecture for large-scale quantum
computing. Phys. Rev. Applied, 3:024010, Feb 2015. → page 37

[38] W. Huang, C. Yang, K. Chan, T. Tanttu, B. Hensen, R. Leon, M. Fogarty,
J. Hwang, F. Hudson, K. M. Itoh, et al. Fidelity benchmarks for two-qubit
gates in silicon. Nature, 569(7757):532–536, 2019. → pages 1, 11

[39] K. Itoh, W. Hansen, E. Haller, J. Farmer, V. Ozhogin, A. Rudnev, and
A. Tikhomirov. High purity isotopically enriched 70ge and 74ge single
crystals: Isotope separation, growth, and properties. Journal of materials
research, 8(6):1341–1347, 1993. → pages 11, 19

[40] K. M. Itoh and H. Watanabe. Isotope engineering of silicon and diamond
for quantum computing and sensing applications. MRS communications, 4
(4):143–157, 2014. → pages 11, 19

[41] D. Jirovec, A. Hofmann, A. Ballabio, P. M. Mutter, G. Tavani, M. Botifoll,
A. Crippa, J. Kukucka, O. Sagi, F. Martins, et al. A singlet-triplet hole spin
qubit in planar ge. Nature Materials, pages 1–7, 2021. → page 54

[42] A. Johnson, J. Petta, J. Taylor, A. Yacoby, M. Lukin, C. Marcus,
M. Hanson, and A. Gossard. Triplet–singlet spin relaxation via nuclei in a
double quantum dot. Nature, 435(7044):925–928, 2005. → page 15

60



[43] A. Kandala, A. Mezzacapo, K. Temme, M. Takita, M. Brink, J. M. Chow,
and J. M. Gambetta. Hardware-efficient variational quantum eigensolver
for small molecules and quantum magnets. . → page 53

[44] B. E. Kane. A silicon-based nuclear spin quantum computer. Nature, 393:
133–137, 1998. → page 36

[45] E. Knill, R. Laflamme, and G. J. Milburn. A scheme for efficient quantum
computation with linear optics. nature, 409(6816):46–52, 2001. → page 15

[46] T. Kobayashi, J. Salfi, C. Chua, J. van der Heijden, M. G. House, D. Culcer,
W. D. Hutchison, B. C. Johnson, J. C. McCallum, H. Riemann, et al.
Engineering long spin coherence times of spin–orbit qubits in silicon.
Nature Materials, 20(1):38–42, 2021. → pages 3, 19, 54

[47] F. H. Koppens, C. Buizert, K.-J. Tielrooij, I. T. Vink, K. C. Nowack,
T. Meunier, L. Kouwenhoven, and L. Vandersypen. Driven coherent
oscillations of a single electron spin in a quantum dot. Nature, 442(7104):
766–771, 2006. → pages 11, 12, 15, 36, 37

[48] L. Kouwenhoven, S. Jauhar, J. Orenstein, P. McEuen, Y. Nagamune,
J. Motohisa, and H. Sakaki. Observation of photon-assisted tunneling
through a quantum dot. Physical review letters, 73(25):3443, 1994. →
page 38

[49] L. P. Kouwenhoven, D. Austing, and S. Tarucha. Few-electron quantum
dots. Reports on Progress in Physics, 64(6):701, 2001. → pages 16, 34

[50] A. J. Landig, J. V. Koski, P. Scarlino, U. Mendes, A. Blais, C. Reichl,
W. Wegscheider, A. Wallraff, K. Ensslin, and T. Ihn. Coherent spin–photon
coupling using a resonant exchange qubit. Nature, 560(7717):179–184,
2018. → page 12

[51] B. P. Lanyon, J. D. Whitfield, G. G. Gillett, M. E. Goggin, M. P. Almeida,
I. Kassal, J. D. Biamonte, M. Mohseni, B. J. Powell, M. Barbieri, et al.
Towards quantum chemistry on a quantum computer. Nature chemistry, 2
(2):106–111, 2010. → page 13

[52] A. Laucht, J. T. Muhonen, F. A. Mohiyaddin, R. Kalra, J. P. Dehollain,
S. Freer, F. E. Hudson, M. Veldhorst, R. Rahman, G. Klimeck, et al.
Electrically controlling single-spin qubits in a continuous microwave field.
Science advances, 1(3):e1500022, 2015. → page 9

61



[53] W. Lawrie, H. Eenink, N. Hendrickx, J. Boter, L. Petit, S. Amitonov,
M. Lodari, B. Paquelet Wuetz, C. Volk, S. Philips, et al. Quantum dot
arrays in silicon and germanium. Applied Physics Letters, 116(8):080501,
2020. → page 24

[54] M. Lodari, A. Tosato, D. Sabbagh, M. Schubert, G. Capellini, A. Sammak,
M. Veldhorst, and G. Scappucci. Light effective hole mass in undoped
ge/sige quantum wells. Physical Review B, 100(4):041304, 2019. → page
12

[55] D. Loss and D. P. DiVincenzo. Quantum computation with quantum dots.
Physical Review A, 57(1):120, 1998. → pages 2, 10, 11, 20, 36

[56] D. Loss and E. V. Sukhorukov. Probing entanglement and nonlocality of
electrons in a double-dot via transport and noise. Physical review letters,
84(5):1035, 2000.

[57] D. Loss and E. V. Sukhorukov. Probing entanglement and nonlocality of
electrons in a double-dot via transport and noise. Physical review letters,
84(5):1035, 2000. → page 5

[58] M. Mariantoni, H. Wang, R. C. Bialczak, M. Lenander, E. Lucero,
M. Neeley, A. O’Connell, D. Sank, M. Weides, J. Wenner, et al. Photon
shell game in three-resonator circuit quantum electrodynamics. Nature
Physics, 7(4):287–293, 2011. → page 37

[59] R. Maurand, X. Jehl, D. Kotekar-Patil, A. Corna, H. Bohuslavskyi,
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Appendix A

Device Fabrication

A.1 Fabrication Process Overview
In this appendix, we describe the detailed fabrication process for a single quantum

dot on Germanium heterostructure shown in Figure A.1.

A.2 Chip Preparation
Sample chips are cleaved from a large wafer using a dicer machine to 6×6 small

chips.

Next step is chip cleaning so to make sure that the surface is free of junk that

includes following steps:

• 10 minutes in 70◦C acetone

• 3 seconds sonication

• Nitrogen blow dry

A.3 Marker Layer
Marker layer is required as our fabrication process include multiple steps that they

require to be aligned. Fabricating this layer includes following steps:
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• Spin-coat: bi-layer A4-495, and A2-950 at spin coater with 4000 rpm speed,

and 1000 rpm/sec acceleration for 45 seconds, and finally baking it at 180◦C

for 4 min

• Electron beam lithography, with dose 1200 mJ
cm2

• Developing sample at room T for 40 seconds in IPA+DI water (7:3 ratio)

• 10 seconds oxygen plasma

• Deposit: 5/55 nm Ti/Pd nm with the rate 1.2/2 Å/s using DeeDirector

• Liftoff: 10 min in acetone at 70◦C, 2 seconds sonication, IPA rinse, and blow

dry

A.4 Ohmic Layer
• Spin-coat: bi-layer A4-495, and A2-950 at spin coater with 4000 rpm speed,

and 1000 rpm/sec acceleration for 45 seconds, and finally baking it at 180◦C

for 4 min

• Electron beam lithography, with dose 1200 mJ
cm2

• Developing sample at room T in IPA+DI water (7:3 ration) for 50 seconds

with agitation, and blow dry

• 30 seconds oxygen plasma

• Etching in buffer HF for 15 seconds and then 5 minutes in DI water, and next

blow dry it

• Deposit: 30 nm Al with rate 2 Å/s using AJA

• Liftoff: 5 minutes in NMP at 70◦C, 5 min in acetone 70◦, 3 seconds ultra-

sound, IPA rinse, and blow dry

• Deposit 20 nm Al2O3 at 150◦C using ALD
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A.5 Fine Gates Layer
• Spin-coat: bi-layer 495 PMMA A2 at spin coater with 5500 rpm speed, and

2000 rpm/sec acceleration for 45 seconds, and baking it at 180◦C for 4 min,

then 950 PMMA A1 at spin coater with 3300 rpm speed, and 2000 rpm/sec

acceleration for 45 seconds, and baking it at 180◦C for 4 min

• Electron beam lithography, with dose 2000 mJ
cm2

• Developing sample at 4◦C for 40 seconds in IPA+DI water (7:3 ratio), and

then blow dry it

• Deposit: 4/16 nm Ti/Pd nm with the rate 1.3/1.3 Å/s using DeeDirector

• Liftoff: 15 min in acetone at 70◦C, 5 seconds sonication, IPA rinse, and blow

dry

A.6 Large Gates Layer
• Spin-coat: bi-layer A4-495, and A2-950 at spin coater with 4000 rpm speed,

and 1000 rpm/sec acceleration for 45 seconds, and finally baking it at 180◦C

for 4 min

• Electron beam lithography, with dose 1000 mJ
cm2

• Developing sample at room T for 30 seconds in IPA+DI water (7:3 ratio),

and then blow dry it

• Deposit: 5/80 nm Ti/Pd nm with the rate 1.2/2.2 Å/s using DeeDirector

• Liftoff: 12 min in acetone at 70◦C, IPA rinse, and blow dry

A.7 Bond-Pad Etching Layer
• Spin-coat: bi-layer A4-495, and A2-950 at spin coater with 4000 rpm speed,

and 1000 rpm/sec acceleration for 45 seconds, and finally baking it at 180◦C

for 4 min
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• Electron beam lithography to open a 95×95 µ2 window on the ohmic bond-

pads with dose 1000 mJ
cm2

• Developing sample at room T for 30 seconds in IPA+DI water (7:3 ratio),

and then blow dry it

• Oxygen plasma

• Etching in buffer HF for 60 seconds and then 3 minutes in DI water, 5 min-

utes in acetone at 70◦C, 2 minutes in IPA at 70◦C, and finally blow drying

the sample.

Now the sample is stored and can be mounted on the PCB to wirebond on the

chip and cooling it down and measuring it.
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Figure A.1: The overall process of fabricating a quantum dot device.
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