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Abstract

Similarity operations on time series are a vital area in data mining research. Science and systems applications require a scalable solution that is fast enough to work with streaming of real data and provide reliable results in the presence of noise, high dimensionality and time dependency. Locality sensitive hashing (LSH) has shown advancement in limiting the number of comparisons required for similarity operations, thus reducing the overall time, by pre-processing the data into buckets as candidates for approximate nearest neighbours. This thesis proposes a scalable system based on locality sensitive hashing by implementing it in parallel with independent hash functions. The parallel system we present is implemented in a message-passing framework for four locality sensitive hashing methods – minhash, approximate binary correlation (ABC), symbolic aggregate approximation (SAX), and “sketch, shingle and hash” (SSH), each with its own pre-processing, hash creation, and similarity measure. A preliminary investigation implements minhash with a bag-of-words representation of text data to validate our proposed framework. The experimental part of the thesis focuses on comparing the other three LSH methods (ABC, SAX, SSH) on a real flight data set processed in a streaming fashion, flexible to the size of the time series used. The output of our parallel system is a similarity network discovered from the data, that we use to detect an anomaly present in the data set. The LSH methods are evaluated with respect to the time of execution, amount of communication, computation complexity, tuning of parameters and the required number of similarity operations. Our results indicate the feasibility of the implemented methods and proposed framework for this type of application and this sort of real-life time series. Our thesis concludes with discussion of the impact of the similarity measures on the network discovery results, as well as proposing further investigations into other parts of the parameter space.
Lay Summary

Finding similar items in data mining requires a fast solution to work on real-life data of large size and complexity. A method titled “locality sensitive hashing” (LSH) has shown promising results in achieving high speed by producing groups of items that are expected to be similar so that the main task can focus on comparing only inside the groups. In this thesis we propose to decrease the time of operation further by having multiple subtasks run at the same time. We show implementations of four LSH methods – minhash, ABC, SAX and SSH, each with its own way of defining similarity. Our experiments test the methods on a real-life airflight data set. We compare the results between the methods on time of execution and ability to show anomalies. Our results show that our proposed framework and implemented methods are suitable for this line of applications and data.
Preface

This thesis presents original unpublished work of the author, S. Sodol, done under supervision and guidance of A. Wagner
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Chapter 1

Introduction

One of the marvelous abilities of the human brain is embodying the vast amount of learning throughout a person’s life. What facilitates this learning is the concept of similarity. Similarity is present on many levels in the human brain. On the cell level, learning happens by neurons building connections to other neurons that activate in a similar pattern. The representations of similar objects and concepts are formed in the brain in close-by physical locations [Connolly et al., 2012]. We also see similarity in higher-order learning - which occurs by imitating, comparing and predicting the implicit sensory patterns and explicit examples of behaviour [Hebb, 1949]. Learning would not be possible without the notion of similarity.

Humans have become such experts at learning from similarity that modern technological systems still struggle to match human level of performance, especially in messy and time-dependent real-life situations. This time dependency is of crucial importance to the process of learning as the desired outcome is the ability to note the change from the past, form predictions for the future, and refine the knowledge over time and practice. This way the actual process of learning can only exist in the context of time, deeply ingrained and integrated with this ordered one-way dimension. Time dependency, unfortunately, introduces a lot of complexity into the data and makes analyzing time series (the data gathered over time) one of the top 10 most challenging problems of data mining [Längkvist et al., 2014]).

Time series are one of the most common datatypes that are present in virtually every social and science domain [Palpanas and Beckmann, 2016]. One can find time series collected in finance, environmental studies, biology, astronomy, engineering, neuroscience, and music. Time series are used in stock prediction, video, speech and music recognition, motion capture, analyzing odours, and physiological research [Längkvist et al., 2014]. The goals of the analysis of time series could be finding similar or abnormal patterns, timing the length of certain events, finding times of data variability or identifying the periodicity of patterns. For sets of time series, the goals become search amongst the data set, correlation calculations, network discovery, clustering, anomaly detection, and causal modelling [Palpanas and Beckmann, 2016]. Similarity search in particular is an expensive operation that if performed fast enough can help speed up the other analysis operations, as it is often a key step for them [Palpanas and Beckmann, 2016].
1.1 Challenges of Time Series

The vast size of the time series data sets — the data sets are often in the order of hundreds to billions of sequences [Chávez et al., 2001] — introduces a challenge for similarity search. The main bottleneck of execution time becomes the organization of the data to efficiently query for the requested item [Chávez et al., 2001]. Finding closest matches in a data set of large size can become problematic in terms of time complexity with its \( O(n^2) \) time, as most approaches need to compare all the pairs of data items. The actual distance or similarity calculation is at least \( O(d) \) in number of the dimensions of the data. This causes current applications in many areas to be unusable for real time systems and creates a need for systems that provide at least approximate results but faster. Preferably these systems will also be scalable and flexible to work on full sequences and subsequences [Palpanas and Beckmann, 2016]. One of the proposed strategies for decreasing the time could be focusing on reducing the number of comparisons overall [Yu et al., 2019].

Although it may seem insignificant to further increase the speed and resource usage in certain modern applications like movie recommender systems that are non-essential and already perform relatively fast for their use, there exist systems that work in real-time for industry quality control during production [Kammerer et al., 2019] or flight control. These can benefit from faster responses to arising problems, which can in turn result in great financial and physical cost reduction and even, in certain situations, prevent loss of human life. Time series are vital to monitoring complex systems and in particular predicting failure, for example, through maximum lifetime analysis and remaining useful life prediction for parts and subsystems of a complex system (e.g. airplane, nuclear plant, factory floor). The benefit of such analysis is to use the knowledge to exchange parts before they cause problems and become too costly to rectify the consequences. It is thus vital in many contexts to have robust and scalable solutions that come up with similarity results in real time from real noisy time-dependent data.

Other challenges when working on time series are the real-life nature and time-dependency of the data [Längkvist et al., 2014]. Real data is often high-dimensional, and solutions that perform dimensionality reduction must be wary of data loss. Coming from real life systems also means that it is challenging to have a model; moreover, it is often unclear whether the sensors used are correct and whether these sensors are sufficient to see the desired properties, as sensors can provide only a limited and indirect view of the state of the system. The time dependency increases the complexity as the patterns of interest might appear at different points of time, and thus it is unclear how much data should be stored and whether the analysis is to be performed over the whole time series or parts of the time series; and if over parts – what length should the parts be.

Another aspect of the challenge is the noisy nature of real time series. Robust applications need a way to reliably distinguish between fluctuations in data that are due to noise or are due to real patterns. Most theoretical approaches and computer science solutions focus on data that is already cleaned and are thus not entirely representative of results that could be obtained on real data [Palpanas and Beckmann, 2016] in real-time. Usually the way to deal with noise is to use dimensionality-reduction techniques – for example
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using prior domain knowledge to choose a representation. This could focus on the whole sequence or segmenting out the main temporal patterns like motifs (repeating patterns), shapelets (segments characterizing source) and discords (unique anomalies) [Läckkvist et al., 2014, Palpanas and Beckmann, 2016]. Working with these representations could also open up avenues for solutions that can provide fast scalable similarity search for other types of data that could be turned into time series like categorical data or text [Lee and Lee, 2012].

It has also been shown in the literature that there is no “one size fits all” similarity measure for all time series data sets and so it is likely that every application will require an area-specific investigation to discover which measures are the best for it [Paparrizos et al., 2020]. There is thus a gap in the available applications for fast, scalable similarity search solutions on streaming large and noisy sets of real-life time series, with investigation into domain-specific and general similarity measures.

1.2 Locality Sensitive Hashing: Potential Solution

One of the approaches to similarity search that has potential to deal with this gap for fast, scalable similarity search is locality sensitive hashing (LSH) – a solution to the “curse of dimensionality” for approximate results [Chávez et al., 2001]. There exist many versions of LSH, with diverse applications, multiple distance metrics, and theoretical guarantees, but they all improve similarity tasks by using hashing for quick look up for pre-computed candidate similar items. This allows to trade off the accuracy for faster performance [Jafari et al., 2021]. Unlike regular hashing, overlaps in the hashing bin are maximized, albeit only for items that are deemed to be similar, which is a direct consequence of the hashing technique used.

Multiple similarity definitions have been used with LSH that make it suitable to a plethora of domains, based on Hamming, Minkowski, angular, or Jaccard distances [Jafari et al., 2021]. A survey on LSH by Jafari et al. [2021] found more than a thousand application papers that utilize LSH, including papers in audio, image and video processing, security and privacy, blockchains, data mining, text and document analysis, biology, geology, graph theory [Zhang et al., 2015], machine learning, healthcare, duplicate detection for plagiarism, networks, software testing, ontology matching, social media and community applications, and robotics [Tanaka and Kondo, 2008].

Small index size, fast index maintenance, fast query performance, and theoretical guarantees on query accuracy make LSH an important technique for solving the approximate nearest neighbours problem [Jafari et al., 2021]. LSH is easily scalable across data, as the hash functions do not require change during runtime when adding new data items [Jafari et al., 2021]. LSH methods are also excellent candidates for parallelization, as each data item can be processed independently given the hash functions, and then in the table each bin is independent – and inside of the bins the pairwise distance metrics can also be calculated in parallel as needed. The “parallelizable nature” of LSH is widely recognized by researchers and one of the possible benefits is the opportunity to perform similarity search even faster [Alcantara et al., 2009].
Modern developments in hardware allow us to harvest even more resources out of available computational systems. One such development is the availability of multiple cores in a single machine and connecting multiple machines over networks – leading to applications relying on parallel computation for improvement of execution time. Parallelizing solutions that already attempt to increase the speed of similarity search by minimizing the number of similarity calculations like LSH, is a way to possibly achieve an empirical speed up “for free”.

Previous works have introduced some parallel implementations for LSH. An approach was introduced by Sundaram et al. [2013] and has shown an 8 times improvement in query speed and 4 times improvement for table construction, over a non-parallel LSH implementation, however it has used 780 hash tables to reach a satisfiable accuracy result, leaving significant room for improvement.

### 1.3 Thesis Goals

LSH has been widely and successfully used for similarity tasks, utilizing its randomness and dimensionality reduction through hashing indexes, including real-time systems [Aydar and Ayvaz, 2018, 2019, Aytekin and Aytekin, 2019, Durmaz and Bilge, 2019, Zamora et al., 2016]. The area of interest of our work is using parallel LSH on streaming time series data. Focusing on streaming applications allows us to extend any benefit found to non-streaming applications as well. In instances where we have the data available upfront we can always use it as if it was streamed. Even applications that are not time sensitive may benefit from being solved faster. On the other hand, extending non-streaming solutions to applications that require fast decision making on partially available data such as real-time quality control for systems is non-trivial and thus we focus on streaming applications directly as it is more interesting and has potential for wider benefit.

Previous advances of using LSH on time series data include work by Rong et al. [2018] where LSH and data-driven techniques allowed the earthquake prediction system to efficiently use time series for a period of 10 years, a vast improvement over the 3 months windows that were used before. We see great advantages in using LSH for time series data in the physiological domain. LSH has improved the time for diagnosing heart attacks, labelling fMRI brain scans and identifying markers of ADHD [Hu et al., 2016, Kim et al., 2016, Liu et al., 2019]. A more novel application of LSH on time series is described by Safavi et al. [2019] in their work on brain network discovery. They were able, by use of LSH, to form a network of brain regions showcasing similar activation patterns, faster than other computational approaches. Network discovery by LSH is non-specific to the data used and can be extended to other domains with time series – like stock market prediction.

A related problem to the network discovery is the correlation set discovery problem – where one attempts to find all the data points that are correlated or similar enough in some measure. The detailed definitions and connections between these problems are provided later on in Section 2.3. Parallel LSH can
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also be used successfully to solve this problem. We find support in literature that the correlation set problem solution times are benefitted by parallel implementations [Amagata and Hara, 2019] and we can apply correlation-based LSH methods successfully to time series data sets [Yu et al., 2019]. Since the solutions for these problems can easily be reformulated for the specific application, we will focus on the network discovery aspect in this thesis.

The network discovery problem is essentially a visualization and interpretation method of the discovered “similarity connections” between data items by LSH – we can build a graph where each edge is a similarity measure value between two data items that were found similar by our methods. To have more interpretable and realistic results we will draw from data sets with time series that are often compared by correlation-based methods to find connections. Our experiments will use airflight sensor data that was collected over real flights. Airline data is a perfect candidate for streaming applications in online quality assurance systems and the data set has known anomalies to evaluate our similarity methods. There is a need for robust and fast solutions to working with time series in this area to enable the optimal management of maintenance processes, as projected by Dr. Hohy Hong in a recent presentation at a Workshop on Time Series [Palpanas and Beckmann, 2016]. Finally, we focus on network discovery as it gives us the flexibility to include many parts of the similarity results – from groups of nearest neighbours and correlation sets, to the actual similarity between items.

One last example of interest in network discovery research is brain network discovery – the “connectome” project, where each physical region of the brain has its activity recorded in a time series fashion and two areas that have similar activation patterns over time are deemed to be physically or functionally connected. A recent notable LSH technique for this type of network discovery, is the approximate binary correlation LSH (ABC-LSH) [Safavi et al., 2017, 2019]. The authors design the hash functions to focus on whole pre-processed sequences from the time series, with the distance metric increasing in geometrical progression with each consecutive match between the sequences. The pre-processing that ABC uses is simplistic – as it is a binary encoding of each time series point as being above or below the series mean. Another method we investigate has a larger symbolic alphabet to encode the signal as if every time series can be represented as a normalized Gaussian distribution – symbolic aggregate approximation (SAX) [Lin et al., 2003]. The last method that we explore is the “sketch, shingle and hash” (SSH) that utilizes random projections applied to the subsequences of the time series to detect patterns and uses set similarities for comparisons [Luo and Shrivastava, 2016]. Moreover, there is the opportunity to explore how the hash function families are structured – using AND and OR families like in ABC-LSH [Safavi et al., 2017, 2019]. A bag-of-words procedure could also be used for binarizing non-time-dependent data like text for usage in this framework as if it was a time series, making these methods suitable for a wider range of data domains [Leskovec et al., 2014] and this is a part of our implementation of minhash, that we use to test our proposed framework.
1.3. Thesis Goals

Our thesis implements the four LSH approaches mentioned above in a parallel message passing framework. We first design a system for minhash LSH technique on text data, and then refine the design to implement ABC, SSH, SAX for streaming airflight data. The experiments will tune parameters, discuss metric properties, compare the approaches on execution and communication complexities, similarity, and anomaly detection results. We believe all three approaches will indicate further directions for research and show the multifaceted nature of solving the problems with similarity search and related problems with streaming time series. We expect all three approaches to reach a reasonable solution and results but at the same time highlight and discuss the trade-offs that some of the approaches require. We hope to use our experimental data to draw conclusions about communication and computation complexity, execution time, anomaly detection, and the number of distance calculations – which is a measure of the sparsity of the discovered network, as we discuss the comparisons over methods and over parameter ranges. This thesis will thus present

- a parallel message-passing system
- with four implementations of LSH
- for providing similarity network discovery and anomaly detection results
- on real aircraft flight sensor data set in a streaming fashion
- with a discussion of parameter tuning and performance.

Chapter 2 will outline the literature related to the background and context of our research with details on the theory of LSH, the tasks our research attempts to solve and the four LSH methods we have chosen to investigate. Chapter 3 will present the implementation details for our experiments and we will discuss the evaluations and results in Chapter 4, with the concluding remarks in Chapter 5.
Chapter 2

Background

In this chapter we delve into the theory of important concepts for this thesis. We start in Section 2.1 with defining time series and discussing the concept of similarity. Section 2.2 follows with explanation of the locality sensitive hashing technique and the specifics of the approaches that we implement in Chapter 3. The last Section 2.3 will provide context for the possible applications of LSH on time series in general and for our work in particular by providing references to previous works of interest and the definitions of some problems that our work is tackling.

2.1 Similarity in Time Series

This thesis focuses on a fast way to perform similarity operations on a datatype known as time series. Formally, a time series can be defined as follows [Esling and Agon, 2012, 2013]:

**Definition 2.1.1 (Time Series)** A univariate time series $T$ is an ordered sequence of $n$ real-valued variables $T = (t_1, \ldots, t_n), t_i \in R$.

In many situations, the entire time series is not available or is impossible to store completely. Real world sensors create a continuous stream of data points and can have unknown or unbound ranges of recorded time. Let’s consider an example of time series recorded from airline data. Currently, commercial flights can take up to over 18 hours of flight time (the longest flight is Singapore to New York with 18 hours 40 minutes of flight time). Several hundred sensors on board an airplane can be streaming data at a sampling rate of up to 8 data points per second. That is over 500,000 data points for a single sensor. Because of the magnitude of the resulting data it will be necessary to divide the series into appropriately sized subsequences to apply the algorithms.

Subsequences can be defined as a part taken out of the time series, but with values still kept in the original order of monotonically increasing time. It can be over a specified length of time, over a certain event with a start and an end point, or a certain number of data points or time steps. The important notion is that the data points are kept in sequence with time and usually represent equal time intervals, since data is collected at a certain sampling rate for a specific series. The concept of a “sliding window” can be used to create the set of all subsequences. The length of the window is specified – this is the size of the subsequence – and how much to move this window to create the next one. This can create subsequences that either have a certain overlap, are next to each other or are separated by some time with no overlap at all. Alternatively,
we can specify some number of starting points for the windows we might need.

Domain-specific considerations can also dictate the best approach to create subsequences. For example, in airline data the flight is divided into phases – taxi, take off, ascend, cruise, descend. Behaviour of the plane and important variables will change depending on the phase, influencing the model and properties of the data and the type of information one might want to extract. Another consideration, especially for comparing multiple time series from different sources, is the difference in sampling rates. Specific pre-processing like smoothing, re-sampling procedures, interpolating and extrapolating may be needed to obtain sets of time series based on the same time scale.

Storing this type of data in a regular relational database with time as an extra dimension is not ideal as this causes difficulty in querying a certain time-period and creating a subsequence. Machine learning approaches like neural networks that work on multi-dimensional data are typically not sensitive enough to the time-dependency of this data – even though you can treat a time series like a vector ordered by the time parameter, the methods are not designed to treat the ordering as important and monotonically increasing. Some artificial neural networks that can tackle time-dependent data have a very limited memory [Läckkvist et al., 2014].

One solution is to mine the time series for certain features and perform operations on the results. The most common features for time series are the three primitive temporal patterns – motifs (repeating patterns), shapelets (representative subsequences for source or type of series) and discords (most unique subsequences in a series) [Huang et al., 2015, Palpanas and Beckmann, 2016, Yeh et al., 2018]. However, existing methods for finding these features are still not fast enough to be used as part of a solution for online streaming data. This is due to the complexity of this problem, which is also exacerbated when there are hundreds, or potentially thousands, of time series of unbound lengths [Yeh et al., 2018].

When dealing with comparisons another challenge appears – which time series do we want to consider similar? Humans are able to infer similarity based on their learnt experience from the world and are able to abstract from many mathematical details that are not important for the overall shape of the time series, the task with which algorithms struggle [Esling and Agon, 2012, 2013]. An operational definition of similarity is thus required when working on algorithms that use this concept. Esling and Agon outline five aspects to a good similarity measure [Esling and Agon, 2012, 2013]:

- Providing recognition of perceptually similar objects, even if not mathematically identical.
- Being consistent with human intuition.
- Emphasizing the most salient features on both local and global scales.
- Allowing to identify or distinguish arbitrary objects.
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- Abstracting from distortions and being invariant to a set of transformations like amplitude shifts, amplification, noise, and time dilation.

A common way to define similarity is to define it in conjunction with its “inverse” – distance. Let’s look at an example with binary strings of the same length $x = 00100$ and $y = 11101$. A very simple similarity measure would be to count the number of matching bits – i.e. 2. The value of the length of the string corresponds to the maximum possible number of matching bits and therefore also to the maximum similarity possible for two strings of this length. Two out of possible five is consistent with our intuition of these strings not being very similar to each other. Then the distance between these strings is the number of mismatching bits – i.e. 3. It is the same to say that the distance is the difference between the length of the string 5 and the number of matching bits – the actual similarity of these strings (2). This is in fact the definition of Hamming distance. In this way, the concepts of similarity and distance are connected by being opposite to each other.

A special subclass of distance measures, that has the nice properties that allow, for instance, the usage of a hash table, is the class of distance metrics. A metric is what imposes a structure on the set of data and the ability to order items in this set – this is the basis for the notion of distance metric and metric space. In the similarity-distance relation, this means that the more similar two items are, the closer together they are in the space defined by the distance metric, and vice versa for two dissimilar items. Thus, the usage of a metric becomes important for the operationalization of the similarity definition. Some of the properties of a distance metric are also key in the type of fast neighbour retrieval we explore in this thesis, with the specific benefits for our research described further in Section 2.2. Mathematically, a distance metric is defined as follows [Rajaraman and Ullman, 2011]:

**Definition 2.1.2 (Distance Metric)** A distance metric $d(x, y)$ is a distance measure that satisfies the following four axioms:

1. **Identity:** $d(x, y) = 0$ iff $x = y$
2. **Non-negativity:** $d(x, y) \geq 0$
3. **Symmetry:** $d(x, y) = d(y, x)$
4. **Triangle inequality:** $d(x, y) \leq d(x, z) + d(z, y)$

The most familiar distance metric is the Euclidean distance (the $L_2$ Norm), which defines the Euclidean metric space. Hamming distance described above is also a distance metric, used in information retrieval and text mining. Another such popular metric is the Jaccard distance defined along with the Jaccard similarity for sets:

**Definition 2.1.3 (Jaccard Set Similarity)** For two sets $X$ and $Y$, both of size $D$:

$$J(x, y) = \frac{\sum_{i=1}^{D} \min(x_i, y_i)}{\sum_{i=1}^{D} \max(x_i, y_i)} = \frac{|X \cap Y|}{|X \cup Y|}$$
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The Jaccard distance is defined as the complement of the Jaccard set similarity $d(x,y) = 1 - J(x,y)$. For our two strings of length 5, $x = 00100$ and $y = 11101$, the Jaccard set similarity is $1/4$. We treat the ones in the binary string as indication of an item present in the set and zero as absent, and the comparison is done bit-wise. Since Jaccard similarity is a fraction, its maximum is 1, and thus the Jaccard distance for these two strings is $3/4$. We can see that this corresponds to our human notion of these two strings being more different than similar.

Jaccard distance is a metric. The first three properties are trivial to show, with the triangle inequality requiring a more involved proof.

1. Identity

(a) Assume $d(x,y) = 0$. Since the distance is defined as $1 - J(x,y)$, $J(x,y) = 1$. This can only happen when $|X \cap Y| = |X \cup Y|$, which can only happen when $X = Y$.

(b) Assume $X = Y$. Then, $|X \cap Y| = |X \cup Y|$ and $J(x,y) = 1$. Since distance is defined as $1 - J(x,y) = 1 - 1 = 0$.

2. Non-negativity

Since $J(x,y)$ is a ratio between the sizes of the intersection and union of two sets, $0 \leq J(x,y) \leq 1$ and thus the distance $0 \leq d(x,y) \leq 1$.

3. Symmetry

The symmetry property follows from the symmetry of the set intersection and union operations.

4. Triangle Inequality

Multiple proofs exist for the triangle inequality of the Jaccard distance [Gilbert, 1972, Kosub, 2019, Levandowsky and Winter, 1971], we will include the most straight forward set-based proof by Gilbert [1972].

Suppose we have three sets $S_1$, $S_2$, and $S_3$, for which $\cup S_i = U$ and $\cap S_i = V$, and $T_i$ is as shown in Figure 2.1 [Gilbert, 1972]. As given by Gilbert the triangle inequality follows from the inequality for $d(S_i,S_j)$ in 2.1.

$$\frac{|T_1| + |T_2| + |T_3|}{|U|} = 1 - \frac{|V|}{|U|} \geq d(S_i,S_j) \geq \frac{|T_i| + |T_j|}{|U|}$$ (2.1)

The first part holds, as from the Venn diagram we can formulate the following:

$$\frac{|T_1| + |T_2| + |T_3|}{|U|} = \frac{|U| - |V|}{|U|} = \frac{|U|}{|U|} - \frac{|V|}{|U|} = 1 - \frac{|V|}{|U|}$$

Substituting the definition of Jaccard distance and simplifying according to the Venn diagram:

$$d(S_i,S_j) = 1 - \frac{|S_i \cap S_j|}{|S_i \cup S_j|} = \frac{|S_i \cup S_j| - |S_i \cap S_j|}{|S_i \cup S_j|} = \frac{|T_i| + |T_j|}{|S_i \cup S_j|}$$
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The right-hand side of the inequality in 2.1

\[ d(S_i, S_j) = \frac{|T_i| + |T_j|}{|S_i \cup S_j|} \geq \frac{|T_i| + |T_j|}{|U|} \]  

follows because \(|U|\) is larger than \(|S_i \cup S_j|\).

The left-hand size of the inequality in 2.1

\[ \frac{|T_1| + |T_2| + |T_3|}{|U|} \geq \frac{|T_i| + |T_j|}{|S_i \cup S_j|} = d(S_i, S_j) \]  

is a result of carefully considering the regions from the Venn diagram. The numerators of the two fractions differ by \(|T_k|\) and the denominators by \(|T_k \cap S_k| < |T_k|\), and since the top of the fraction decreases more than the bottom:

\[ \frac{|T_1| + |T_2| + |T_3|}{|U|} - \frac{|T_i| + |T_j|}{|S_i \cup S_j|} \geq 0 \]

The inequality in 2.1 is sufficient to prove the triangle inequality property \(d(S_i, S_j) \leq d(S_i, S_k) + d(S_k, S_j)\). Consider, without loss of generality, the distances \(d(S_1, S_2), d(S_2, S_3),\) and \(d(S_1, S_3)\).

\[
\begin{align*}
    d(S_1, S_3) + d(S_2, S_3) &\geq \frac{|T_1| + |T_3|}{|U|} + \frac{|T_2| + |T_3|}{|U|} \\
    &\geq \frac{|T_1| + |T_2| + |T_3|}{|U|} \\
    &\geq \frac{|T_1| + |T_2| + |T_3|}{|U|} \\
    &\geq d(S_1, S_2) \quad \text{by 2.3}
\end{align*}
\]

We have shown that Jaccard distance is a metric, satisfying the four properties.
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Various distance and similarity measures exist for time series. A meta-analysis of multiple studies and distance measures shows variance in results and performance using the same techniques, processing procedures and similarity measures on time series from different domains and for different purposes [Paparrizos et al., 2020]. This highlights the opportunity for further exploration in this area. Specifically, one promising area for research in time series is a well-known similarity search technique, namely locality sensitive hashing.
2.2 Locality Sensitive Hashing

Locality sensitive hashing (LSH) was first introduced by Indyk and Motwani [1998] as a method for achieving fast nearest neighbour search. The main idea is to organize the data in a way so that similar items are placed closer together. This produces a form of clustering of the data items by similarity. The key idea behind LSH is that the processing is done using hash functions, such that the probability of collisions (being placed in the same bucket of the hash table) of things close in the metric space is higher than for things that are far apart. This is unlike regular use of hashing functions, where collisions are generally avoided as much as possible. These buckets can be treated as clusters of data and can be used to narrow down the search for the nearest neighbours to only one bucket per hash table, eliminating the $O(n^2)$ distance computations. LSH can be implemented in a Map-Reduce like framework, with the Map step applying the $i^{th}$ hash function to the $j^{th}$ data item, and the Reduction step forming the buckets according to the mapping results. The basic idea of LSH as described by Indyk and Motwani [1998]:

“The idea of this approach is to hash the points in a way that the probability of collision is much higher for points which are close (with the distance $r$) to each other than for those which are far apart (with distance at least $cr$, for some constant $c$). Given such hash functions, one can retrieve near neighbors by hashing the query point and retrieving elements stored in buckets containing that point.”

This is done by generating a number of hash functions for a given similarity measure. A dissimilarity measure like a distance metric can also be used. These hash functions are used to place the data points during the processing into buckets with the same hash values. The query data item is also hashed using the same functions. LSH is guaranteed to have placed the query’s $\varepsilon$-nearest neighbour (Definition 2.3.2), if it exists, to the same bucket with a constant probability [Indyk and Motwani, 1998]. Only those data points in the bucket with the query are then considered for distance comparison.

**Definition 2.2.1 (Locality Sensitive Hashing [Christiani, 2017])** Let $H$ be a distribution over functions $h : X \rightarrow R$ ($X$ is the space of original data, $R$ is the space of the hash values). We say that $H$ is $(d_1, d_2, p_1, p_2)$-sensitive family of functions if for $x, y \in X$ and $h$ from $H$ we have that:

- If $d(x, y) \leq d_1$ then $Pr[h(x) = h(y)] \geq p_1$
- If $d(x, y) \geq d_2$ then $Pr[h(x) = h(y)] \leq p_2$

This implies that when two points are within some small distance $d_1$ of each other, there is a probability of at least $p_1$ for the two points to be hashed to the same bucket. The second formula ensures that when two points are a large distance $d_2$ apart there is only a small probability, $p_2$, of these points being hashed to the same bucket. This means that in order for this locality-sensitive family to be useful, it should satisfy the following inequalities [Indyk and Motwani [1998]]:
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- \( p_1 > p_2 \) and \( d_1 < d_2 \) when \( d \) is a distance measure
- and \( p_1 > p_2 \) and \( d_1 > d_2 \) when \( d \) is a similarity measure

Similarity \( S \) is defined as the opposite measure to the distance \( d \) – the more similar the points, the smaller the distance, the larger the similarity. And vice versa – the less similar the points, the greater the distance between them, and the lesser the similarity. Given LSH’s reliance on distance, this highlights the importance and benefits of using a distance metric. Albeit the fact that there are variants of LSH using a non-metric measure, however, usually LSH is metric-based [Mu and Yan, 2010].

The non-trivial part of the distance metric definition relevant to hashing is the triangle inequality. For example, correlation, which is not a metric but is frequently used for comparing time series, does not allow us to form a hash table with the desired properties. Contrary to a common misconception\(^1\), Pearson’s correlation is not transitive [Elisa et al., 2009], which is required for the triangle inequality to hold. Moore [2006] shows an example of the non-transitive nature of correlation occurring with film ratings, where length of the movie is positively correlated with both rating and year of release, however the rating and year are negatively correlated. There are also many examples of false correlations where two events appear correlated but are in fact completely un-related, spurious or coincidental correlations.

For a more general example, let’s say we have two highly-correlated items \( A \) and \( B \), that we would want to place in the same bucket. We also find item \( C \) that is highly correlated with \( B \) but not with \( A \). The high correlation would incline us to place the item in the same bucket with \( B \), however, the lack of correlation with \( A \) breaks the notion of locality by introducing an item in the same bucket with \( A \) that is not a candidate for its nearest neighbour. Placements like this would lead to an uncontrollable false positive rate, unlike when using LSH. On the other hand, placing \( B \) in one bucket with \( A \), and then again into another bucket with \( C \) is also not possible – \( B \) has only one hash value and should appear only once in the table. This thus does not allow us to use correlation directly with LSH, however, it is possible to come up with distance metrics that are correlation-based, like ABC, to share the other beneficial properties like being close to the human definition of similarity.

However, if the LSH is based on a metric, we can be sure that all of the pairs of items that we can find in the same bucket will be close enough by our similarity measure, subject to a small probability that is controllable. Thus, the usage of a distance metric allows us to form hash tables with non-overlapping buckets with the desired properties. We can treat an LSH hash table as a disjoint partition of the data space into neighbourhoods – with all the candidate nearest neighbours (as defined by the distance metric) in the same part (bucket) of it. This is only possible if the table is formed with a distance measure that is transitive, which can be ensured by the triangle inequality.

\(^1\)that correlation is causation
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The control over the collision probability comes from the formation of the hash functions. For a specified number \( k = |H| \), we can create a hash function \( g(p) = (h_1(p), \ldots, h_f(p)) \), where each \( h_i \in H \). This means that we can choose \( f \leq k \) hash functions from the defined family to use to form \( f \) buckets for our processing. When constructing an LSH family we can control the probabilities of false negatives and false positives, which positively correlate with the values of \( p_1 \) and \( p_2 \) respectively [Safavi et al., 2017]. To control these, a new “amplified” family can be defined and used [Rajaraman and Ullman, 2011, Safavi et al., 2019]:

**Definition 2.2.2 (AND and OR Group Constructions)** Given a \( (d_1, d_2, p_1, p_2) \)-sensitive hash function \( H \):

The **AND construction** creates a new hash function \( g(p) = h_i' \) as a logical AND of \( r \) members of \( H \), chosen uniformly at random without replacement from \([1, k]\). And thus \( g(x) = g(y) \) iff \( h_i(x) = h_i(y) \) for all \( i \in [1, r] \).

The **OR construction** creates a new hash function of similar structure but using the logical OR, or equivalently, \( g(x) = g(y) \) iff \( h_i(x) = h_i(y) \) for any \( i \in [1, r] \).

The AND construction then provides a single hash table, so each data point has a single hash signature as a concatenation of the \( r \) hash values. The OR construction can be used to build a specified number of hash tables \( b \), with each data point hashed independently \( b \) times. Adjustment of these \( r \) and \( b \) parameters controls the rates of false positives and false negatives [Yu et al., 2019]. The higher the \( r \), the lower the probability of false positives; the higher the \( b \), the lower the probability of false negatives.

In general, LSH allows to achieve sublinear computation time in search tasks [Indyk and Motwani, 1998]. The bottleneck of the computation then becomes the hash table creation [Christiani, 2017]. This is a challenge when working with time series data sets of large sizes, as each one of the items needs to be hashed. For example, as mentioned in Chapter 1, airline data can have hundreds of sensors streaming data resulting in terabytes of data to be mined even for a single flight. LSH also has a drawback of requiring multiple hash tables to produce good accuracy [Wu et al., 2020]. This “number of items times number of hash tables” computation is a great challenge time-wise in similarity tasks. This can be solved by utilizing the “parallelizable” nature of LSH [Alcantara et al., 2009]. The inherent parallelism in LSH is one of its advantages and a major reason for investigating techniques that lend themselves to this approach.

### 2.2.1 Parallel LSH

A parallel implementation of the LSH techniques is made possible by the independent nature of the hashing procedures. Each data item is hashed independently of every other data item and each specific hash function works independently from any other. These nice features inherent to LSH can be used to distribute the workload of producing the hash values as well as distributing the storage of the buckets across processing cores or machines.

For instance, when working with airline data, the time series for each sensor can be hashed independently in parallel. Each sensor’s data can also be parallelized over the necessary hash functions and each
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Figure 2.2: Parallel LSH Workflow

formed hash table and bucket can be stored separately. Therefore, the sequential steps in the workflow are the similarity calculations for pairs in the same bucket. The formation of the AND constructions and reporting of results in a network representation are also sequential but do not depend on having the previous steps fully completed for all data items; as items are hashed and new pairs are found, the results can be updated.

Previous parallel LSH implementations exist and show improvements over non-parallel solutions. Tripathi et al. [2019] use LSH for image super resolution with parallelization in Hadoop with search over each table in parallel. Pilz et al. [2020] calculate Hamming distance between LSH-generated signatures on DNA sequences in parallel on an FPGA. The paper by Teffer et al. [2019] approaches the problem of clustering non-structured data such as streaming text in a distributed environment. The solution is proposed that uses an adaptive and hierarchical LSH-like hashing, in a Map-Reduce-like framework.

In this thesis we describe a parallel framework for performing similarity tasks with LSH. We limit our exploration to four different LSH methods, which allow to reduce dimensionality enough for clearing out noise without explicit feature engineering but not as much as to lose the time-dependency and the details of fluctuations in the data.

Our general workflow to implementing LSH in a streaming parallel system is shown in Figure 2.2. The hash table creation is parallelized over items and hash functions, which are then pooled to form the hash tables. As an item has its hash value calculated for a table, it is added to the corresponding bucket and all previously-added items form the candidate neighbour pairs with it. These intra-bucket pairs of items then have the similarity calculated between them. In the last step, everything is combined in the resulting network.

One of the simplest hashing procedures with a popular distance metric (Jaccard) is minhash. It has benefits of being simple to implement and powerful enough to produce robust and theoretically-supported results. This makes a great candidate for validation of a parallel LSH framework, which we present in Section 3.1.

Since our main focus is streaming time series, for our main experiments we want to use techniques suitable for subsequences. One such novel technique is the ABC-LSH [Safavi et al., 2017, 2019]. Its sim-
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<table>
<thead>
<tr>
<th>Stage</th>
<th>Minhash</th>
<th>ABC</th>
<th>SAX</th>
<th>SSH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
<td>Bag-of-words</td>
<td>Binarize</td>
<td>Normalize, PAA, Discretize</td>
<td>Sketch and Shingle</td>
</tr>
<tr>
<td>Hashing</td>
<td>Minhash</td>
<td>Subsequences</td>
<td>Subsequences</td>
<td>Weighted Minwise</td>
</tr>
<tr>
<td>Similarity</td>
<td>Jaccard</td>
<td>ABC</td>
<td>MINDIST</td>
<td>Jaccard</td>
</tr>
<tr>
<td>Analysis</td>
<td>Pilot project</td>
<td>Time, Computations, Network Discovery, Anomaly</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Summary of Implemented Techniques

The similarity measure is correlation-based, but is also a valid distance metric. Its novelty allows us to provide new comparisons of this technique to more established ones. An older technique for comparing sequences that we chose is SAX [Lin et al., 2003]. The hashing procedure is similar to that of the ABC, however it has a variable number of symbols for the encoding, while ABC focuses on binarized time series. The last technique in our exploration is SSH [Luo and Shrivastava, 2016]. It has a fundamentally different way of pre-processing the original time series by extracting similar patterns at different time points, which opens up room for interesting results compared to the more simpler methods. It is also reliant on the weighted minhash procedure, which is a step up in complexity of its implementation from the minhash, that we use for the original pilot implementation. These three techniques allow us to investigate a few different approaches to comparing time series. Since all of these focus on subsequences, it makes them suitable to use on streaming data. The simplicity and unsupervised nature of pre-processing and hash table creation for these techniques, along with the general LSH advantages that they take on, are the key ingredients to a fast scalable parallel solution that can work for real-life streaming time series data.

In the following sections we provide details on the four LSH approaches under our exploration – minhash, ABC, SAX and SSH. Each method can be described in three main stages as summarized in Table 2.1: 1) the data pre-processing necessary, 2) hash values and hash signature formation and 3) distance measure (or similarity) calculation. For all of the approaches, we build a network of related time series. Here, by “related” we mean similar in the sense of our distance metric as defined by the specific LSH of the approach. The network has edges connecting the time series that are binned together in at least one hash table. This is flexible as described in the usage of OR and AND families construction (Definition 2.2.2) – the network can be specified to only include edges with a certain threshold of number of clashes between two items. The weights of the edges are calculated by the similarity measure defined by the approach. The last step is the analysis of the resulting network.

### 2.2.2 Minhash

Our exploration of LSH began with minhash. Minhash is an LSH approach for binarized sets of data that utilizes the Jaccard similarity measure and the corresponding distance metric. A weighted version of minhash is used in Section 2.2.5 in one of the approaches that we investigate in the main experiments of the thesis. We will begin with introducing the regular minhash procedure using Jaccard similarity in the context of applying it to text data.
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Each data item for minhash is pre-processed into a sequence of the form \( t = t_1t_2...t_n \) that encodes the text excerpt, letter sequences or words, into a binarized set, where each \( t_i = 1 \) when excerpt \( i \) is present in the text and \( t_i = 0 \), if it is not. We assume the excerpts in this case are words. The collection of all appearing words in the full data set are collected in a “dictionary” and their order is kept the same across items; this is the bag-of-words procedure for text data. Each hash function for minhash is a permutation (without replacement) of the words’ indexes – with the permutation’s length as a parameter: the permutation might be of a certain length or might be over all possible words.

A way to formulate the minhash procedure is to use a characteristic matrix where each column is a sample of text (in form of binarized set over dictionary) and each row is a feature (in our case a word) [Leskovec et al., 2014]. For example if we want to encode three text excerpts: \( S_1: \) “green flying pigeon”, \( S_2: \) “blue flying parrot” and \( S_3: \) “blue swimming whale” on dictionary of words “blue”, “green”, “flying” and “swimming”, in this order, we could form the following characteristic matrix (Table 2.2):

<table>
<thead>
<tr>
<th>Feature Index</th>
<th>Feature</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>“blue”</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>“green”</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>“flying”</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>“swimming”</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.2: Original Characteristic Minhash Matrix

The hash function is then an ordering or a permutation of the rows, for example 3102: “swimming”, “green”, “blue”, “flying”. The hash value for a column of a characteristic matrix is then the minimum row index that has a 1 in that column – hence the “min” (min-wise independent permutations) part of the technique’s name. The resulting matrix with permuted rows is shown below in Table 2.3, with the 1’s at the minimum index in bold. The hash values for this hash function are thus \( S_1: 1, S_2: 2, S_3: 0 \).

<table>
<thead>
<tr>
<th>Hash Value</th>
<th>Feature Index</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>( \mathbf{1} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>( \mathbf{1} )</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.3: Permuted Characteristic Minhash Matrix

The hash signature for a set, corresponding to a document, is the concatenation of its hash values for all hash functions. For sets that share at least one hash value (this is an OR construction), the distance is calculated. Minhash can be used to approximate the Jaccard similarity of two sets as the fraction of matching hash values over the total number of hash functions (proof is provided in sections 3.3.3 and 3.3.5 in Leskovec et al. [2014]).
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2.2.3 ABC

Works by Safavi et al. [2017, 2019] use LSH for network discovery with time series, specifically in fMRI brain activations. Previous approaches involved making a fully connected weighted graph between the nodes, where each node is a specific time series, generated from a small brain region. This is too slow for very large data sets. The authors design a new LSH-based approach since there are very few other papers reporting similar work. The proposed ABC-LSH uses correlation as a base for the similarity measure and this approach shows vast improvement in speed of the network discovery. An example of the full workflow for ABC is presented in Figure 2.3 [Safavi et al., 2017, 2019].

The data set of the time series is first normalized and then encoded as a binary code. Each time series is turned into a sequence of 1s and 0s – the 1s represent values that are above the mean of the time series and the 0s for values below the average. These codes are simple but are still representative of the fluctuations of the time series. For example, a time series that has real values “21 121 33 133 156 56” with the mean of 100, are represented in binary as “0 1 0 1 1 0”.

The actual hash codes used for assigning time series to buckets are formed on the parameters that can be controlled. The parameters are the number of OR groups to consider and the length of subsequences. For each OR group a starting index for the subsequence is chosen. Time series whose binary codes match on the selected subsequences are bucketed together – this is intuitively similar to how the time series were fluctuating in the same way at the specified point of time and for the specified length of time.

The Approximate Binary Correlation (the ABC metric) is calculated for each pair of time series that was hashed to the same bucket. This is calculated from the sequence of matching bits between the two encoded time series, with each sequential matching bit receiving a heavier weight – the longer the matching subsequence, the more similar the time series are deemed to be and the more correlated their activations must be. The similarity calculation by ABC is described by the following formula:

\[
s(x, y) = \sum_{i=1}^{p} \sum_{b=0}^{k_i} (1 + \alpha)^b
\]

Where \( x \) and \( y \) are the binarized time series of length \( n \) (or their corresponding subsequences of same length), and they have \( p \) matching subsequences of length \( k_i \) each – where the codes match exactly on each consecutive bit. \( \alpha \) is a parameter that controls the emphasis on consecutiveness of the matches in the binary codes – the smaller it is, the closer this metric is to the inverse of Hamming distance, in which case the con-

![Figure 2.3: ABC-LSH Workflow [Safavi et al., 2019]](image-url)
secutiveness does not matter at all. The larger $\alpha$ is, the more weight we place on the bits that are matched consecutively.

The actual distance measure for the ABC similarity is the difference between maximum similarity for two time series of a given length and the actual similarity of the two time series – such that identical time series have a distance of 0. The maximum similarity $S(x,y)$ for two sequences of length $n$ is calculated as follows:

$$S(x,y) = \sum_{i=0}^{n-1} (1 + \alpha)^i$$

As shown by Safavi et al. [2017] the ABC similarity measure is a valid metric. We present the basic details of the proof here, with a brief sketch of the triangle inequality proof strategy.

1. **Identity**
   
   (a) Assume $d(x,y) = 0$. Since $d(x,y) = S(x,y) - s(x,y)$, then $S(x,y) = s(x,y)$;
   
   $$(1 + \alpha)^n - 1 = \sum_{i=1}^{p} (1 + \alpha)^{k_i} - p,$$
   
   which holds when $n = k_i$ and $p = 1$. Since $k_i$ is the length of the matching run, if there are $p = 1$ of length $n$, then this implies that the two series are the same – there is only one matching run of length $n$.
   
   (b) Assume two series are the same. Then they have 1 matching run of length $n$: $p = 1$, $k_i = n$.
   
   Substituting these into the $S(x,y)$ and $s(x,y)$, we have $d(x,y) = S(x,y) - s(x,y) = 0$.

2. **Non-negativity**

   If the series match exactly, then $d(x,y) = 0$, as shown in 1. Otherwise the series match on the sum of the lengths of all matching runs $- \sum_{i=1}^{p} k_i$ elements, or do not match at all.

   (a) If the series do not match, then $d(x,y) = S(x,y) = \frac{(1+\alpha)^n-1}{\alpha}$. Since all terms are $\geq 0$, it follows that $d(x,y) \geq 0$.

   (b) If the series match on some elements, the maximum number of elements they can match on is $\sum_{i=1}^{p} k_i = n - p + 1$. The maximum matches provides the largest similarity, which is always smaller than the maximum similarity for the same $n$ (as they don’t match totally on all symbols), therefore $d(x,y)$ is always $\geq 0$.

3. **Symmetry**

   The matching is done in order of elements which is the same across different series and the order of the series does not matter – so the measure is symmetric.
4. **Triangle Inequality**

The proof is an induction on $n$ – the length of the binary sequences compared.

**Base Case**

For the base case, all combinations of three binary symbols $x, y, z$ (length of 1) are considered and it is trivial to show that the triangle inequality holds for any of them.

**Induction Step**

For the induction step, the setup is completed by comparing two sequences. Consider two sequences of length $n$ with an already calculated similarity by ABC. How does appending a symbol at the end of the sequences change their similarity value? There are three cases to consider: 1) if the appended symbols create a new agreeing run between the sequences, 2) if they add onto an existing run and 3) if they are not the same. For all three cases, the distance change from being sequences of length $n$ to being extended to length $n + 1$ are derived.

Enumerating all of the combinations of the three cases for three time series results in total of 27 combinations. However, of these, only 10 are possible. Some of the combinations are not feasible, as there are only two symbols that can be appended. Knowing whether the symbols match for two sequences determines the case with the third sequence. Furthermore, due to symmetry, 7 cases remain to be considered. By analyzing these 7 cases the authors show that for each one the triangle inequality holds.

Therefore by induction it is proven that the ABC-LSH distance satisfies the triangle inequality and is a metric. For full details see the Appendix section in Safavi et al. [2019].

ABC [Safavi et al., 2019] is applied to data sets of fMRI brain scans and compared to Pearson correlation methods that are routinely used to identify networks from brain data. The networks from the ABC method are formed by representing the time series as nodes. Edges are added between each pair of time series that share a bucket in any of the OR subsequences or on all of them (the AND group), with the edge weighted by the ABC calculated similarity metric.
2.2.4 SAX

In their work, Lin et al. [2003] outline a more complex approach to encoding time series – symbolic aggregate approximation (SAX). This is a popular approach for utilizing discretized methods for real-valued data sets such as time series. This representation is shown to be bounded from below by the similarity metrics on the original real-valued time series, and using SAX allows researchers to benefit from using a symbolic approach without unduly introducing errors. The original paper experiments with the representation for usage in tasks of clustering, classification, querying by content and anomaly detection.

The SAX method requires the incoming data to be normalized before processing. The number of symbols to be used is pre-determined as a parameter. The approach and similarity calculations rely on the normalization of the time series and the assumption that a normal curve is an appropriate description of the distribution of the values of the time series. After normalization, the pre-processing procedure includes two stages – the piecewise aggregate approximation (PAA) that produces “words” and then the “discretization” step where each ”word” is replaced by a symbol.

Normalization

The SAX method assumes normalized (standardized) input data with a mean of 0 and a standard deviation of 1. One way to do this is to have a known (or modelled) mean and a standard deviation $sd$ for the real data distribution and calculate each new element as follows:

$$v_n = \frac{v - \text{mean}}{sd}$$

Piecewise Aggregate Approximation

Assuming that the incoming data is already normalized, the first step of SAX is to reduce dimensionality. The entire string is separated into non-overlapping “words” of a pre-defined length. Each “word” is then represented by the mean value of the data that was included in it.

Discretization

Since the data was originally normalized with a mean value of 0 and a standard deviation of 1, we can use the Gaussian curve to discretize the data by representing it as symbols. Once we have the data in a “words” string, we look up the breakpoints $\beta_i$ in a statistical table like Table 2.4. The breakpoints divide the area under the Gaussian curve into equal-size intervals. For 3 intervals the breakpoints are $-0.43$ and $0.43$. Thus, the values that are below $-0.43$ are encoded as the first symbol $a$, values between $-0.43$ and $0.43$ as the second symbol $b$, and the values above the last breakpoint $0.43$ as the third symbol $c$.

For example, a time series with real values of “$-1 -1 0 0 1 1$” (normalized with mean of 0) for encoding with 3 symbols and 3 “words” of length 2, will look like “$-1 0 1$” in its PAA representation. In the next step, this string will be symbolized as “a b c” according to the corresponding breakpoints.
Table 2.4: SAX Breakpoint Values for 3 to 10 Symbols. Breakpoints $\beta_i$ produce equal-sized areas under the Gaussian curve. The number of intervals is equal to the number of symbols, so that all values that fall into the same interval can be represented by a single symbol.

<table>
<thead>
<tr>
<th></th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>-0.43</td>
<td>-0.67</td>
<td>-0.84</td>
<td>-1.07</td>
<td>-1.15</td>
<td>-1.22</td>
<td>-1.28</td>
<td></td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.43</td>
<td>0</td>
<td>-0.25</td>
<td>-0.43</td>
<td>-0.57</td>
<td>-0.67</td>
<td>-0.76</td>
<td>-0.84</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.67</td>
<td>0.25</td>
<td>0</td>
<td>-0.18</td>
<td>-0.32</td>
<td>-0.43</td>
<td>-0.52</td>
<td></td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.84</td>
<td>0.43</td>
<td>0.18</td>
<td>0</td>
<td>-0.14</td>
<td>-0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>0.97</td>
<td>0.57</td>
<td>0.32</td>
<td>0.14</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>1.07</td>
<td>0.67</td>
<td>0.43</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_7$</td>
<td>1.15</td>
<td>0.76</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_8$</td>
<td>1.22</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_9$</td>
<td>1.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.5: SAX Distances Table for 4 Symbols

Distance Calculation

The authors define a distance measure for the SAX representation based on the normal curve as well. For calculating distances between subsequences, we can pre-compute and store a look up table of distances between each pair of symbols, based on the normal curve, called $dist(r,c)$, shown in Table 2.5 where the $r$ and $c$ are the two symbols, represented by their index in the table. For given symbol indexes $r$, $c$, $cell(r,c)$ of the lookup table is calculated as follows:

\[
cell_{r,c} = 0, \text{ if } |r - c| \leq 1
\]
\[
cell_{r,c} = \beta_{(\max(r,c)-1)} - \beta_{(\min(r,c))}, \text{ otherwise.}
\]

The minimum distance between the two SAX-encoded time series (or their corresponding “words” subsequences) is calculated by:

\[
MINDIST(Q,C) = \sqrt{\frac{n}{w} \times \sum_{i=1}^{w} (dist(q_i,c_i))}
\]

Where $Q$ and $C$ are the two time series, $n$ is the length of the original time series and $w$ is the number of “words” generated by the PAA procedure. This distance can then be used as the edge weight. Albeit being an encoding method that was not designed with LSH in mind, this can be used in a very similar way to any other distance measure for LSH formulation and network discovery.
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The measure presented is a lower bound of the Euclidean distance, which is a metric. However, the \textit{MINDIST} is not a proper metric itself. This is due to the fact that two nearby symbols will have a distance of 0, as in the definition of the \textit{dist}(q,c) table above. This serves as a counterexample to the identity metric property being \textit{dist}(x,y) = 0 iff \(x == y\). For example, if \(x = a\), \(y = b\) then \(x == y\), but \textit{dist}(x,y) = 0.

Due to two different symbols having a distance of zero, the triangle inequality does not hold in all cases. For example – \(x = a\), \(y = c\), and \(z = b\). \textit{dist}(x,y) \(\geq 0\), but \textit{dist}(x,z) = \textit{dist}(y,z) = 0. This is because the \textit{dist} function always takes the difference between the upper boundary of the “smaller” symbol and the lower boundary of the “larger” symbol. This might lead to interesting results for LSH in terms of how the choice of the number of symbols affects the performance. We explore this in Section 4.3.2.

It is, however, possible for LSH to work with SAX, without it being a metric. Given the long length of the time series in question, the zeros over the full length will become less and less likely to affect the distance. This does require careful selection of the parameter for number of symbols, as using 2 or 3 symbols is too little to have any distinguishing power due to the sharing of lower and upper boundaries between nearby symbols.

2.2.5 SSH

The last LSH method we explore for streaming time series is Sketch, Shingle and Hash (SSH), presented by Luo and Shrivastava [2016]. This approach resembles the approach of LSH with minhash from Section 2.2.2 – the similarity is calculated based on Jaccard set similarity (Leskovec et al. [2014]), presented in Section 2.1. Below we describe the details of the 3 steps in the procedure – Sketch, Shingle and Hash.

\textbf{Sketch}

The real-valued data is encoded symbolically to form the sets by random projections. A number of vectors of a certain length are chosen – these could be random or indicate a certain pattern, like a filter for image processing. These vectors are multiplied by the subsequences of the time series to calculate dot products. The signs of these projections are then recorded as the binary representation. This stage is titled “Sketch” – the time series has been encoded as a binary string.

For example, if the chosen subsequence length is 2, a possible random filter for “sketch” is \([-0.1 \ 0.1]\) and we then apply this filter by sliding it across our time series of length \(n\) (for example 4) with the selected step size (let’s say this parameter was set to 2). Thus, for a time series of “2 1 2 4”, the \textit{sketch} result is a string of length 2 with the following encoding:

\[ B_x = \langle \text{sgn}(-0.1 \times 2 + 0.1 \times 1), \text{sgn}(-0.1 \times 2 + 0.1 \times 4) \rangle = \langle \text{sgn}(-0.1), \text{sgn}(0.2) \rangle = \langle -1, +1 \rangle \]

where \text{sgn} is the sign function.
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**Shingle**

In the “Shingle” stage the now binarized time series is turned into a weighted set of all the n-grams of a certain length that occur in its binary string. For example, if the binarized time series is 01010111, then all of the n-grams of length 4 and overlap of 2 are 0101, 0101, 0111. These can be described more compactly as a weighted set: 0101: 2, 0111: 1. These sets are placed into hash tables according to their calculated hash value by a weighted minwise hashing procedure during the last “Hash” step. Jaccard set similarity can then be used on the hashed sets to calculate the similarities and label edges in the graph for nodes that appear in the same bucket for the hash value.

**Hash**

The weighted minwise hashing procedure [Shrivastava, 2016] is similar to minhash described in Section 2.2.2. In minhash we sample elements in the order provided by the hash function until the first non-zero value – indicating that this element exists in the set. For the weighted version, however, we also need to consider the weights of the elements, as two sets that both have the word “dog”, might differ in the number of times the word occurs. The weighted minwise hashing procedure is then implemented by the following steps:

1. For each element we define the weight of the element \( p \) for its number of appearances in the set. This is the fraction of number of the element appearances in the set over the maximum possible number of elements in the set, and so \( 0 \leq p \leq 1 \). For SSH the elements are unique shingles. Given the constant length of shingle, overlap of the shingles when created and the total length of string for each set, this number is easily calculated and is the same across all sets. For an element that does not exist in the set \( p = 0 \). If the element appears 3 times in the set and any set can at most contain 5 shingles, then \( p = \frac{3}{5} = 0.6 \).

2. For each element, we define a “green region” as the interval \([0, p]\).

3. Hash functions specify an ordering of the elements. Each element in a hash function is represented as its index + a random number in the region \([0, 1]\). If the random sample falls in the “green region” of an element, then this is the element we stop at.

4. The hash value is returned. The hash value can be the index of the element that gave us the first value in the “green region” or alternatively the number of steps we completed. Unlike minhash, even with full length permutations, it is possible for sets to not have a valid hash value for some of the functions, as the random samples need to not only match a shingle occurring but also fall in its “green region” – i.e. match its weight.

Before moving on to describing the details of these four LSH implementations, we introduce the possible applications for the techniques in the next section.
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LSH has been used in many fields for various tasks. For example, in Chen et al. [2019b], the authors use multi-probe LSH for service recommender systems to counter the sparseness of the data space and preserve user privacy, with higher robustness and acceptable accuracy compared to other methods. Beck et al. [2019] propose to improve the mean shift clustering (a step in gradient ascent method) from $O(n^2)$ to $O(n)$ by calculating the nearest neighbours by LSH. Chen et al. [2019a] use LSH to outperform deep learning on a CPU over the accepted best GPU approach for neural networks – by choosing sparse sets of neurons to activate by LSH.

Work by Tripathi et al. [2019] uses LSH for image super resolution, specifically manifold learning. The implementation of LSH is done in Hadoop to parallelize across the hash tables – the search over each table is done in parallel for each image patch. This cloud-based solution shows improvements over other accepted approaches for this task. Turrado García et al. [2019] use LSH to detect misspelled people’s names or close duplicates in text. This is applicable for example in databases of customers. After finding the candidate pairs by LSH, a filter based on the full Damerau-Levenshtein distance (also known as the edit distance [Damerau, 1964, Levenshtein, 1966]) is used to distinguish misspellings from names from the same family group. The found candidate pairs are presented visually as a graph with similar names forming cliques.

LSH has also been commonly used for systems applications. For example, Nissim et al. [2019] tackle the problem of detecting malware on virtual/cloud machines through examining the volatile memory dumps. The proposed methods uses minhash, as it is efficient at comparing binaries statically and does not require feature engineering. This is done by designing a similarity classifier that works on the minhash-produced signatures, which can be quickly updated for new examples. The use of LSH in this context made the classification of malware more than 3 times faster. Another work by Yan et al. [2019] uses an LSH forest for balancing of memory, efficiency, accuracy and user privacy, along with collaborative filtering, for Social Internet of Things service recommendation. Results on the WS-DREAM data set show decreased time and increased accuracy, while protecting user privacy.

LSH has a drawback of requiring multiple hash tables to produce good accuracy and the schemes are often single-machine based, which is not good for growing data sizes and distributed applications. Wu et al. [2020] investigate load balancing for peer-to-peer networks that are used for LSH-based similarity search, and build upon the authors’ previous work. The results propose a static distributed similarity indexing scheme that better maintains load balancing. This achieves better Gini coefficient (measure of load imbalance) and relative recall in comparison to other methods.

For scientific applications, Hu et al. [2016] show how LSH can be used on the brain time series to identify ADHD subjects. Liu et al. [2019] use LSH to label brain scans. Kim and O’Reilly [2015] show an

\footnote{social networks combined with devices interconnected by the internet}
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LSH approach with the $L_1$ distance used for retrieval of similar physiological waveform time series faster than naïve $k$ nearest neighbours approaches without sacrificing accuracy. Such a solution is valuable for forecasting conditions of sepsis and hypotension based on blood pressure time series. Rong et al. [2018] use LSH to find similar time series of seismic activity to detect earthquakes with a two order-of-magnitude speedup and increase in scale of data used.

Originally, LSH was presented as part of an algorithm that showed an improvement in computational time over brute-force and other earlier approaches to solving the nearest neighbour (NN) search problem [Indyk and Motwani, 1998]. This problem was first formulated by Minsky and Papert in the 1960’s [1969] and is as follows:

Definition 2.3.1 (Nearest Neighbour Search Problem) Given a set of $n$ points $P = p_1, p_2, \ldots, p_n$ in a space $X^d$, process $P$ to efficiently answer queries for finding the nearest point in $P$ to the query point $q \in X$.

The problem is well-solved for low-dimensional spaces $X$. The more interesting cases we want to focus on are the cases of high-dimensional spaces $X$ under some norm $L_p$, which are subject to the “curse of dimensionality”. The computational complexity of working with items of multiple dimensions will often increase exponentially to the linearly increasing number of dimensions, along with increasing empty space between data points, making all points appear to be far from all others. Previous approaches all suffer from this “curse” along with the brute-force approach where each point $p \in P$ is compared to the query point $q$ to determine the nearest neighbour. This limitation is also present for the more “relaxed” version of the NN search – the approximate NN search (ANN), formulated as follows:

Definition 2.3.2 (Approximate Nearest Neighbour Search Problem. Illustrated in Figure 2.4.) Given a set of $n$ points $P = p_1, p_2, \ldots, p_n$ in a space $X^d$, process $P$ to efficiently answer queries for finding the $\varepsilon$-nearest point $p \in P$ to the query point $q \in X$, such that for all $p' \in P$, $d(p, q) \leq (1 + \varepsilon)d(p', q)$.
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LSH is then introduced as the key ingredient for an algorithm that can solve the ANN with time linear in \( n \) and \( d \) for the processing stage and sublinear time in the query stage (given \( \varepsilon > 1 \)) [Indyk and Motwani, 1998]. The time complexity for finding the \( \varepsilon \)-nearest neighbour for a query is shown to be \( O(n^\rho) \), where:

\[
\rho = - \frac{\ln p_1}{\ln p_1 / p_2} < 1
\]

for an \((d_1, d_2, p_1, p_2)\)-LSH family [Indyk and Motwani, 1998], as defined by Definition 2.2.1.

Two other related problem definitions for time series are correlation set and network discovery.

**Definition 2.3.3 (Correlation set discovery problem [Amagata and Hara, 2019])** Let \( p(x, y) \) be the Pearson correlation between two time-series \( x \) and \( y \). Given a result size \( k \), a user-specified threshold \( \theta \), and a set of time-series data \( U \), our problem is to compute a set \( S \subset U \) such that \( |S| = k \), \( \forall x, y \in S \), \( p(x, y) \geq \theta \).

**Definition 2.3.4 (Network discovery problem [Safavi et al., 2019])** (Multiple time series to weighted graph) Given \( n \) time series \( X = x_1, ..., x_n \), construct a sparse similarity graph where each node corresponds to a time series \( x_i \) and each edge is weighted according to the association of the nodes \((x_i, x_j)\) it connects.

Network discovery by LSH is applicable in many fields, such as neuroscience, genomics, climate science and economics, as LSH is easily generalizable. The problems of nearest neighbours, correlation set discovery and network discovery are interrelated and can all be tackled by LSH. The buckets formed from input data are essentially the correlation sets which consist of the candidates for the nearest neighbours. By calculating the distances between the points in the same bucket and combining this information between buckets, we can build a map of the LSH-processed space – the network of the data with preserved “locality” of points and therefore the topology of the input space. In this thesis, we will focus on the network discovery aspect, keeping in mind that the results that LSH provides can be re-interpreted for solutions of the other problems as described.

Using LSH for network discovery will provide us with a sparse locality-sensitive network. Following the definition and the theoretical bound on LSH query time of \( O(n^\rho) \), we can expect the time complexity of our approach to be on the order of: \( O(n \times n^\rho) = O(n^{1+\rho}) < O(n^2) \), since \( \rho < 1 \). For example, for values that we use in Section 4.2.2 for setting the number of tables to use, the chosen probabilities were \( p_1 = 0.9 \) and \( p_2 = 0.1 \), which then produce the complexity constant \( \rho = 0.048 \). This allows us to avoid the \( O(n^2) \) distance comparisons that would be required otherwise for building a correlation or some other type of network for \( n \) items.

There is previous work using LSH for network discovery. Davidson et al. [2013] tackle network discovery in the brain from fMRI data. The authors make many insightful observations on the nature of related tasks of finding nodes of the network, establishing edges and evaluating discovered clusters. Independent Component Analysis (ICA), clustering and belief networks are some of the methods named that are used for network discovery previously. However, using these in the context of brain network discovery leads to
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simplifying data arbitrarily due to not having a way to easily encode domain expertise in this field. The authors note that existing approaches are not designed for the network discovery task specifically, but rather modify data in some way and then post-process to build the network. The authors also highlight the lack of existing solutions to infer networks from the brain that work with fMRI data and are both flexible and scalable. Safavi et al. [2017, 2019] propose the ABC-LSH as a candidate solution, as their correlation-based similarity measure shows vast improvement in speed of the network discovery. In our thesis, we build on their work by implementing ABC-LSH in parallel and comparing it to other LSH techniques.

An efficient LSH-based network discovery system can also assist in finding anomalies in the discovered networks. Anomaly detection is a vital field for complex systems requiring real-time supervision, such as equipment maintenance for operations where any downtime is very costly [Kammerer et al., 2019]. With LSH, anomalies can be detected by comparing the resulting buckets after performing LSH on a set of time series coming from the same system – certain changes to the correlation sets found can be indicative of changes to the underlying process.

One area in which anomaly detection is particularly important is aircraft operations. The airspace is one of the most complex man-made dynamical systems to exist, due to the vast amount of moving objects, all of which are made up of complex equipment [Matthews et al., 2013]. It has experienced large growth over time and requires constant improvement and research of techniques to keep the system at the established safety level [Matthews et al., 2014]. Previous research has discovered anomalies using trajectory, weather, terrain, surveillance, radar and flight recorder data. The latter can consist of both continuous and discrete data from the avionics and propulsion systems, control surfaces, landing gear and cockpit switch positions [Das et al., 2010]. Anomalies detected in both simulated and real airline data could include marking flights that have experienced emergency landings or even discovering risk events that were not known before when mining old data [Bhaduri et al., 2010, Das et al., 2010, Matthews et al., 2014].

Modern planes collect up to a terabyte of data per flight, with planes like Boeing 787 and Airbus A350 collecting 10,000 times more data than planes from two or three decades ago [AVM, 2017]. The obtained data is large enough to form baselines for trend and anomaly detection, and includes key measurements for operations, maintenance, training, and equipment optimization. Airlines struggle to keep up with the volume of data, however, and need technology solutions to extract value from the data [Negroni, 2021].

This amount of data cannot be decreased to a large extent, as a certain amount of replication can be necessary for detecting errors in other sensor measurements. Systems that double-check measurements between sensors can compare measurements to predicted calculated values and distinguish between a real emergency sensor reading and a sensor failing [Varela, 2019]. Failing sensors happen and are responsible, for instance, for the Boeing 373 Indonesia and Ethiopia Max8 crashes, as well as the Air France Flight 447, which killed 228 passengers and crew. The crash of Tuninter Flight 1153, resulting in 16 deaths, was caused by a faulty fuel quantity indicator sensor. Since fuel has a mass, its quantity affects the performance of the
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a aircraft during flight and it could have been possible to see that the weight shown by the faulty sensor did not correspond to the way the physical system was behaving as indicated by other sensors.

An example of a system that records data during a flight is the Engine Vibration Monitoring system by VibroMeter used in Airbus and Boeing planes for monitoring engine health [SA, 2019]. The engine is the most expensive part of the plane to replace – costing up to 20 million dollars – and is vital for the functioning and safety of the aircraft. Modern systems are capable of monitoring engine sensors and sending data over satellite during the flight. Having access to monitoring data before the black boxes can be retrieved has proven beneficial in crash investigations, according to Goglia [2014]. For example, for the Air France flight, the data transmitted allowed Airbus engineers to make a guess that the pilot tubes (sensors used in speed indication) froze and were giving the wrong measurements, which then lead to the crash. The changes to the pilot tubes were able to be implemented by Airbus even before the black boxes were retrieved and the cause was confirmed. The ability to monitor real-time flight data could also be crucial, for example, for the Malaysia Air Flight 370, which was found to be flying hours after a transponder stopped transmitting.

Although the data is important for usage in root cause analysis, the wish is to be able to use monitoring for predictions of problems before they occur, and to be able to use for improved planning in part logistics, shop visits and fleet management [AVM, 2017]. Using data to predict what components need checking at arrival can be useful for preventing inefficient fuel usage from improperly working parts as well as costly delays and labour costs. This would be especially vital to companies like Malaysia’s AirAsia, whose business model relies on planes spending no more than 25 minutes at an airport gate [Negroni, 2021].

As discussed in the previous few paragraphs, the analytical analysis of airline data is a challenging area with a tremendous potential benefit to both saving lives and money. In the remainder of this section, we discuss some of the approaches to solving the problems associated with the huge amount of data and the time constraint for analysis, in the context of anomaly detection, fault analysis, and lifetime prediction for parts in aviation.

An example of a data-driven technology for real-time fault detection in engines is presented by Sarkar et al. [2011]. This system attempts to cover the gap of previous model-based solutions, like Kalman filtering, which suffer from becoming unreliable with increasing model complexity. On the other hand, existing data-driven neural network approaches either tend to focus on only a few sensors, considering others as a black box to prevent computational overload, or are sensitive to breaking down under noise and drift. Another issue with data-driven approaches is the reliance on a high volume of training data, which is hard to acquire for engine failures, as flights are very reliable [Sarkar et al., 2011]. The approach to solve this issue is to use snapshots of the sensor readings or time windows for monitoring. The authors use symbolic dynamic filtering for feature extraction to be optimized and pose the problem as a multi-class classification problem. The approach is to hide the noise and amplify the system fault signatures, while minimizing the number of false alarms and remaining real-time and scalable, which is critical for supervised fault detection.
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One anomaly detection model is a full least squares regression approach by Chu et al. [2010]. The authors built a data-driven model from a database of flights from a fleet of the same plane model, limiting to cruise flight phases. Each new flight can then be added to the database and tested for having any deviations from the existing model, which would be indicative of anomalies. The regression approach is usually used in manufacturing and process industries, and is novel to the aircraft data with the planes operating under a range of possible flight conditions. A similar approach has been used before by Volvo using self-organizing maps in their bus operation [Chu et al., 2010], but many details of this and other approaches are proprietary. This model was tested on data from the NASA flight simulator [Kaneshige et al., 2000] and has shown sufficiently good results with the least squares, as compared to existing more complex approaches with clustering and neural nets.

A data-driven deep learning approach by Wang et al. [2021] is presented for estimation of remaining useful life for aircraft engines. It is trained using a feed of clipped sensor readings with provided life scores. The proposed approach uses a temporal convolutional network for the time component of the data and a graph convolutional network for the “space” of the sensor readings. The graph is built based on Pearson similarity between the streams of different sensors. The combination of these two types of networks is a novel application for this domain.

Our proposed work is also building a network between the sensor-created time series. The resulting network is made to capture the similarity and, to some extent, the correlations between the sensor measurements. However, by using LSH instead of correlation, we can improve the time of creation of this network by producing a sparser one. Our work in this thesis could be used in the contexts of anomaly detection, diagnosis of fault causes and prediction for maintenance, as all of these uses could be done from the network discovered by our approach. However, we will focus our attention on the anomaly discovery aspect and on the creation of the network for a specific streamed flight, not on the model creation for comparison. The benefit of our approach is that LSH requires no training data and is fast and scalable, on which we improve further by utilizing a parallel framework. Our LSH approach uses windows and subsequences instead of snapshots. This makes the implementation flexible to the size of incoming data and we can choose to focus on any part of the flight, for example a certain phase. Another benefit is that our implementation is evaluated on a real flight recorder data set, not on simulated data.

In this thesis we will use flight recorder data from dual-jet engine Boeing 727 aircraft. We describe the data set in more detail in Section 4.1. This is a realistic sample data for this area of application for such fast and scalable similarity-based systems. Using domain knowledge, we can expect certain parameters of the plane to be highly correlated and produce similar time series. For example, in planes with multiple engines, the sensors for engine speed can be expected to be similar. We would thus expect our LSH methods to place these parameters in the same bucket, with their calculated similarity scores being high. This also allows us to compare results between flights and possibly detect anomalous flights where the groupings of such parameters are no longer present. This could happen if an engine is breaking down. The anomaly could
be seen on the discovered network by our LSH approach, as it no longer contains the edges connecting the troubled and working engines.

Overall, our thesis will explore parallel LSH with applications of network discovery and anomaly detection from streaming real-life airline sensor time series.
Chapter 3

Implementation

In this chapter we describe our LSH implementation. First, we provide details on the preliminary parallel LSH project with minhash, and then go on to describe the implementation details of ABC, SAX and SSH methods in our parallel message passing framework.

The implementation is done in C with Fine-Grain MPI (FG-MPI) [Kamal and Wagner, 2014] 3. FG-MPI is an extension of the Message Passing Interface (MPI) that introduces further concurrent MPI processes inside an OS-process.

The general network discovery workflow is shown in Figure 3.1.

![Figure 3.1: Network Discovery General Workflow](image)

Our implementation makes two main changes to this general approach. First, we implement a parallel pipeline framework, where each time series window is processed independently and therefore the network is built incrementally in real-time. And second, by using LSH we decrease the number of distance calculations necessary, and therefore the complexity of the resulting network by increasing the sparseness.

The first implementation is minhash (Section 3.1), which is a Jaccard distance technique for binarized sets. Since the Jaccard distance calculation is on sets, the calculation does not emphasize the consecutiveness of the data and therefore not as well suited for time series. However, Jaccard-based minhash does provide a good initial test of LSH in our parallel framework.

Our main focus is on three LSH approaches that are capable of capturing time dependency – ABC, SAX and SSH. All implemented with the same architecture, they possess some common and some specific parameters affecting performance. The three parts that matter the most in each of the methods’ implementations are their pre-processing procedures, hash value calculations and similarity measures, turning the workflow into what is shown in Figure 3.2.

---

3 see https://www.cs.ubc.ca/ humaira/fgmpi.html
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3.1 Minhash Pilot Project

A preliminary pilot project on LSH in a parallel message passing framework was implemented, focusing on minhash, one definition and description of which is presented by Leskovec et al. [2014]. The details of the approach were described in Section 2.2.2. The 20 newsgroups [Dua and Graff, 2017] data set was used for validation and testing of the communication framework in the context of usage with LSH in our
3.1. Minhash Pilot Project

implementation. The last set that is read in was treated as the query set and the algorithm focused on finding nearest neighbours of that set and approximating its Jaccard similarity with the best candidate found. The architecture consisted of a number of nodes: one reader, one manager, and a collection of workers, hashes, sets and hash table nodes, with the main data flow and tasks of processes shown in Figure 3.3. The bucket formation could be distributed further to allow for more flexibility and parallelization. The full code implemented in C with FG-MPI is publicly available [Sodol, 2020].

Computing LSH or the notion of fingerprinting a high dimensional vector is highly parallel. In minhash the use of permutations to construct the fingerprint for a vector can all be done in parallel. Although in the following we describe a process using FG-MPI and a light-weight process model, it a process that could be implemented in a many-core specialized hardware device such as FPGA or ASIC device.

The overall workflow and main tasks of all processes are presented in Figure 3.3. Further details are described in the following steps:

**Step 1.** The Manager process distributes the data of the streamed sets (see Listing 3.1).

Listing 3.1: Minhash Main Node

```plaintext
1  for each hash:
2     for each set:
3         receive(worker_available_message)
4         send(set_index) //to requesting worker
5         send(hash_fn_index) //to requesting worker
6     for each worker:
7         send(stop_cmd)
8     find_candidates()
9     find_best_match()
10    find_jaccard_similarity(best_match, query)
```

**Step 2.** Each Worker process (Listing 3.2) implements a random walk through the rows of one column, after receiving the data from a Set node (Listing 3.3), as dictated by a hash function from a Hash node (Listing 3.4). This is equivalent to following a single column of the characteristic matrix that was permuted by the hash function in order. Returning to the example in Section 2.2.2, suppose the hash function is 3102, then the permuted characteristic matrix for $S_1$ is like the one in Table 3.1.

```
<table>
<thead>
<tr>
<th>Hash Value</th>
<th>Feature Index</th>
<th>$S_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
```

Table 3.1: Permuted Characteristic Minhash Matrix for One Set
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The worker that was assigned $H_1$ and $S_1$ then follows the column from top to bottom until the first 1 and records the corresponding hash value. The actual hash value recorded could be the feature index value (what our implementation does) or the number of steps into the hash function that it took to find the 1 – this is equivalent to the “hash value” index in Table 3.1. Both of these ways can work, as long as they are consistently followed by all Workers. This is easily scalable as more rows, columns or hash functions can be added. All the hash values for all sets are computed in parallel.

Listing 3.2: Minhash Worker Node

```python
while(1):
    send(worker_available_message) //to main
    receive(set_index)
    if set_index == stop_cmd:
        return
    receive(hash_index)
    send(worker_available_message) //to set_index
    receive(data)
    send(worker_available_message) //to hash_index
    receive(hash_fn)
    for i in range(0, size_hash):
        if data[hash_fn[i]] == 1:
            send(set_index) //to hashtable node hash_index
            send(i) //hash_value to hashtable node hash_index
            break
        else if i == size_hash-1:
            //to hashtable node hash_index
            send(set_index)
            //marker of no value found to hashtable node hash_index
            send(num_words+1)
            break
```

Listing 3.3: Minhash Set Node

```python
receive(data)
for each hash:
    receive(worker_available_message)
    send(data) //to requesting worker
```

Listing 3.4: Minhash Hash Node

```python
create(hash_function)
for each set:
    receive(worker_available_message)
    send(hash_function) //to requesting worker
```
Step 3. The hash values for all columns for a single hash function are gathered in a single Hash Table node for easier candidate pairs recognition, with functionality described in Listing 3.5.

Listing 3.5: Minhash Hash Table Node

```python
values[n]
for each set i:
    receive(message)
    if message == stop_cmd:
        break
    else:
        receive(hash_value)
        values[message] = hash_value
    send(values) //to main for graph building
for each set i:
    if values[i] == values[-1]:
        //to main for query neighbour search
        send(i)
    send(work_complete_command) //to main
```

Step 4. The Main node keeps track of all candidate pairs, which can be used to form the complete discovered network for the data set. The pseudocode is shown in Listing 3.6.

Listing 3.6: Minhash find candidates

```python
candidates{} //set of 3-tuples for pairs and their counts
pairs[] //list of tuples for pairs
counts[]
t = num_hash/2 //threshold for candidate pairs
for each hash i:
    for each set j:
        receive(hash_value)
        bucket = retrieve_bucket(hash_index, hash_value)
        for each item in bucket:
            if pairs.contains((j, item_index)):
                counts[index(j, item_index)]++
            else:
                pairs.append((j, item_index))
                count.append(0)
        //add all edges with weight above threshold to form the candidate graph
    for i in range(0, pairs):
        if counts[i] >= t:
            candidates.add((set1[i], set2[i], counts[i]))
```
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**Step 5.** The Hash Table nodes report on any sets that share a bucket with the query set and forward this information to the Main node. The Main node returns the set with the most shared buckets with the query as its best match and compares its approximate similarity calculated by minhash and true Jaccard similarity. Details of this computation are presented in Listing 3.7

Listing 3.7: Minhash find best match

```python
clashes[num_sets-1]
cnt = 0
//each hash table sends the indexes of sets that matched with the query
while (cnt < num_hash):
    //receive message from a hashtable node
    receive(set_index)
    if set_index > num_words:
        //marker that the signature node is done sending clashes for query set
        //for this hash function
        cnt++
    else:
        //record the clash
        clashes[set_index]++

best_clashes = max(clashes)
best_match = argmax(clashes)
```

The minhash architecture implemented originally for use with text data as described above was reworked for our further investigation into LSH methods that work with time series. The next Section 3.2 provides details on the final implementation that was used for experiments on time series data.
3.2 Architecture

For our main experiments, a parallel implementation of three LSH approaches was completed with MPI (Message Passing Interface) [Sodol, 2021]. All three approaches use the same general architecture, with a similar structure of processing nodes as was done for the minhash project described in Section 3.1. The processing structure assumes the data items are streamed into the system. The architecture is represented in Figure 3.4 and shows the communication between nodes in red, the shut down procedure in blue and the common parameters in green.

One node is designated as the Main managing node, one node is the Similarity node and multiple Worker and Hash Table nodes are working in parallel. The incoming data stream is pipelined through the nodes in the order of Main – Worker – Hash Tables – Similarity node – this flow is shown in red in Figure 3.4. Each new stream is added to the hash tables as it is processed, and forwarded to the Similarity node with its pairs as necessary. This means that the output in the form of the network is formed dynamically with new nodes and edges being added as new data is arriving. Once the Main node has received and assigned all of the required streams, it sends a shut down cmd that is passed through the pipeline as outlined in blue on Figure 3.4 – the Workers forward this command to the Hash Tables, which forward it in turn to the Similarity node.

As in minhash in Section 3.1, the Main manager node assigns an available Worker a data item and its hash functions, as presented in Listing 3.8. The hash functions and all auxiliary data that needs to be initialized are created in the Main node. These are forwarded as needed, dependent on the assignment and current LSH method, along with the pre-specified current window of interest from the streaming data.

Figure 3.4: Process Architecture. This diagram shows each parallel process as its own box, with parameter names in green, data flow in red and the shut down procedure in blue.
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Listing 3.8: LSH Main Node

```c
create preprocess_helpers, hash_functions
for each worker:
    send(preprocess_helpers, hash_functions)
if SAX:
    create distances
    send(distances)  //to similarity
for each series in datafile:
    receive(data)
    receive(worker_available_message)
    send(index, data)  //to worker
for each worker:
    send(work_complete_message)
while(1):
    probe(message)
    switch(message.tag):
        case WORKER_AVAILABLE:
            break
        case WORK_COMPLETE:
            return
```

The Workers complete the pre-processing and hash value calculations in parallel. The types of messages and respective operations are shown in Listing 3.9. Workers can receive new assignments after the current pairing results are sent to the Hash Table node in the form of data index and hash value. The pre-processed version of the data is stored in the Similarity node by its index for further use in distance calculations.

Listing 3.9: LSH Worker Node

```c
while(1):
    probe(message)
    switch(message.tag):
        case HASH:
            receive(preprocess_helpers, hash_functions)
            break
        case DATA:
            receive(index, data)
            preprocess(data)
```
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```java
send(index, data) //to similarity

for each hash_function:
    hash_value = lsh(data)
    send(index, hash_value) //to hashtable

send(worker_available_message) //to main
break

case WORK_COMPLETE:
    for each hashtable:
        send(work_complete_message)
    return
```

The Hash Table node forms the buckets and updates them as necessary, as shown in Listing 3.10. When an item is added to an existing bucket, all pairs of items formed between the new item and the ones previously in the bucket are considered candidates and, in the form of their index, the candidates are forwarded to the Similarity node. This node in turn computes the distance between the two items and saves the results in matrix form for output.

**Listing 3.10: LSH Hash Table Node**

```java
work_complete_count = 0
initialize_hashtable()

while(1):
    probe(message)
    switch(message.tag):

    case DATA:
        receive(index, hash_value)
        bucket = hashtable_lookup(hash_value)
        for each item in bucket:
            send(index, item.index) //to similarity
        hashtable_insert(hash_value, data)
        break

    case WORK_COMPLETE:
        work_complete_count++
        if work_complete_count >= worker_count:
            send(work_complete_message) //to similarity
        return
```
The output of the Similarity node is a distance matrix giving the similarity values between pairs of time series items, formed and updated by messages and cases in Listing 3.11. For display purposes a threshold value $t$ can be included to display the result as a graph with edges between two nodes $i$ and $j$ whenever the distance $d(i, j)$ is less than $t$.

**Listing 3.11: LSH Similarity Node**

```python
storage_table[length_data][n]
processed_pairs[n][n]
similarity_matrix[n][n]
work_complete_count = 0

if SAX:
    distances[num_symbols][num_symbols]

while(1):
    probe(message)
    switch(message.tag):
        case SIMILARITY_HELPERS:
            receive(distances)

        case DATA:
            receive(index, data)
            storage_table[index] = data
            break

        case PAIR:
            receive(index1, index2)
            if processed_pairs[index1][index2] != 0:
                processed_pairs[index1][index2] += 1
                processed_pairs[index2][index1] += 1
                break
            else:
                processed_pairs[index1][index2] = 1
                processed_pairs[index2][index1] = 1

            similarity = sim_calc(storage_table[index1*length_data], storage_table[index2*length_data])

            similarity_matrix[index1][index2] = similarity
            similarity_matrix[index2][index1] = similarity
            break

        case WORK_COMPLETE:
            work_complete_count++
```
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```python
if work_complete_count >= num_hash:
    write_to_file(similarity_matrix)
    send(work_complete_message)  //to main
return
```

The OR and AND constructions are the two ways in which LSH reduces the number of computations. Under the OR construction we only consider pairs of nodes that have ended up in the same bucket for at least one hash table. This means that the similarity is calculated for any and all pairs of indexes received from the Hash table nodes. Alternatively, we can set a parameter that controls how many hash tables are to be included in the AND construction. The AND construction in our implementation is performed at the last stage of the pipeline in the Similarity node. By determining a threshold of how many hash codes should be the same to be included in the output, we are essentially producing the union of all items that would be included in any possible AND construction of the given size with the given number of tables. This approach to the AND construction is similar to the Collision Frequency LSH that was shown to be superior with time and performance for $L_1$ norm by Kim [2017]. The details on setting the number of tables for the AND and OR constructions and how they affect the false positive and false negative rates are described in Section 4.2.2. Augmented LSH families allow one to harvest as much information as possible to narrow down the candidate sets to further decrease the number of distance calculations necessary for nearest neighbour search.

In addition to the common architecture and overall workflow, all three methods share the parameters of the window from the streaming data they are analyzing (specified by start time and length window size) and the total number of streams $n$, shown in green in Figure 3.4 in the Input section. These parameters share the same values for the three approaches to compare the results for the same windows. Other common parameters include the number of hash tables num_hash (OR construction) – this parameter controls the number of processes for the Hash Table nodes, as shown in green in Figure 3.4 Hash Tables section. However, these particular values can be different depending on the specific LSH, as these will be tuned to produce the best results for the given approach. Remaining nodes are designated as the num workers Worker nodes.

For each method we also describe the time and communication complexity. One of the advantages of LSH is the ability to use a hash table, and this is the same for all implementations. The time complexity for placing each item into the hash table and querying a list of neighbours is constant as with any hash table implementation, and is done by the hash value calculated previously by the Worker.

As for minhash, the implementation of a process is simple, which is a great benefit of the message passing framework. Once a message is received, the behaviour of the node is determined based on the contents of the message. The computations each process performs are small, but in their collection and interaction, they form a system with an emergent complex behaviour. The following sections will provide details of the three LSH method implementations, focusing on the differences and the specifics of each method.
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Figure 3.5: ABC Implementation. This diagram shows the extra details of the ABC implementation, beyond what is included in the common architecture from Figure 3.4. Parameters are named in green with the data flow in red.

3.2.1 ABC

Implementation Details and Parameters

The specifics for the ABC implementation are presented in Figure 3.5. This figure focuses on the differences and details of the ABC procedure as additions to the main architecture, with the parameters named in green and communication described in red. The parts not shown follow the overall architecture previously given in Figure 3.4.

The most important parameters for ABC are the number of hash tables $num\ hash$, and the length of resulting hash values $size\ hash$. Their usage is described in the Main section in Figure 3.5. For ABC, the hash functions are in the form of start indexes for the hash codes, and the hash codes are subsequences from the pre-processed window string. These hash value start indexes are taken randomly over their possible range. The possible indexes need to be followed by at least $hash\ size$ bits, so the range is from 0 until the length of window $window\ size$ minus the size of hash $size\ hash$. In this implementation we sample indexes uniformly until we have the correct number of non-repeating indexes and return them in increasing order.

The ABC pre-processing is straightforward and does not result in change of the length of the string, so the communication between the Main node and Workers is of the same size as between the Workers and the Similarity node, as noted on the red arrows in Figure 3.5. The window of the stream is binarized according to being above or below the mean, as described in Section 2.2.3. This is also shown in the Worker section of Figure 3.5. The average value for the specific stream can be calculated from the window available, inferred from domain knowledge or calculated over previously encountered data, as in this implementation.
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The binary hash codes of size hash are passed from the Workers to the Hash Tables sections of Figure 3.5, with the pairs of indexes of the formed pairs from the same bucket passed in turn to the Similarity node. The last parameter for ABC is the $\alpha$ similarity parameter that controls the degree of consecutiveness when comparing two strings. Its usage can be seen on the Similarity section of Figure 3.5.

Time and Communication Complexity

For ABC, pre-processing and distance calculations are single pass procedures. The non-linear and non-constant component of the time complexity for ABC then results from the hash function calculation. Its time complexity is $\text{numhash} \times \text{range} + \text{range}^2$, where $\text{range} = \text{window size} - \text{hash size}$. The latter part comes from our implementation relying on quick sort, which is possible to avoid if the window size used is large and the indexes for subsequences are not needed to be produced in increasing order.

The non-simple terms for communication complexity for ABC include the $\text{numworkers}$ messages of $\text{numhash}$ size for sending the hash functions, $n$ messages of $\text{window size}$ of sending pre-processed data, and $n \times \text{numhash}$ messages of $\text{hash size}$ of sending the hash values to construct the hash tables.

3.2.2 SAX

Figure 3.6: SAX implementation. This diagram shows the extra details of the SAX implementation, beyond what is included in the common architecture from Figure 3.4. Parameters are named in green with the data flow in red.
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Implementation Details and Parameters

Specifics of the SAX approach are presented in Figure 3.6. The pre-processing for SAX is more involved than ABC and results in a shorter string (of size \( w \)) than original streamed data of window size. However, the parameters for hash table creation \( \text{num hash} \) and \( \text{size hash} \) behave similarly, with the exact same procedure for hash function generation through random indexes, as shown in the Main section of Figure 3.6.

The pre-processing procedure for SAX depends on parameters \( w \), the number of resulting words from the original string, and \( \text{num symbols} \) – the number of symbols used to symbolize the “words” in the string. The usages of these parameters can be seen in green in Figure 3.6. The formation of “words” is done dependent on the word length parameter, with the \( w \) computed at start up from word length and the window size. Following the red arrows in Figure 3.6, the symbolized string is sent to the Similarity node and the symbolic hash code subsequences to the Hash Table nodes.

In addition to the hash functions, other pre-computed constants include the array of breakpoints of \( \text{num symbols}-1 \) size and the matrix of distances between single symbols of size \((\text{num symbols})^2\). The breakpoints come from a statistical table – these values indicate cut-off values that separate the area under the normal curve into equal \( \text{num symbols} \) parts. This table is hard-coded in our implementation and the breakpoints array is simply constructed based on the value of \( \text{num symbols} \) on start up as a single column of Table 3.2, for each execution of the program. The \( \text{distances} \) matrix is computed once as the \( \text{num symbols} \) value is known and the \( \text{breakpoints} \) vector is selected. An example for 4 symbols is presented in Table 3.3 and the details of the formation and usage of these values are further described in Section 2.2.4.

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>-0.43</td>
<td>-0.67</td>
<td>-0.84</td>
<td>-0.97</td>
<td>-1.07</td>
<td>-1.15</td>
<td>-1.22</td>
<td>-1.28</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.43</td>
<td>0</td>
<td>-0.25</td>
<td>-0.43</td>
<td>-0.57</td>
<td>-0.67</td>
<td>-0.76</td>
<td>-0.84</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>0.67</td>
<td>0.25</td>
<td>0</td>
<td>-0.18</td>
<td>-0.32</td>
<td>-0.43</td>
<td>-0.52</td>
<td></td>
</tr>
<tr>
<td>( \beta_4 )</td>
<td>0.84</td>
<td>0.43</td>
<td>0.18</td>
<td>0</td>
<td>-0.14</td>
<td>-0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_5 )</td>
<td>0.97</td>
<td>0.57</td>
<td>0.32</td>
<td>0.14</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_6 )</td>
<td>1.07</td>
<td>0.67</td>
<td>0.43</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_7 )</td>
<td>1.15</td>
<td>0.76</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_8 )</td>
<td></td>
<td></td>
<td>1.22</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_9 )</td>
<td></td>
<td></td>
<td></td>
<td>1.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: SAX Breakpoint Values for 3 to 10 Symbols. Breakpoints \( \beta_i \) produce equal-sized areas under the Gaussian curve. The number of intervals is equal to the number of symbols, so that all values that fall into the same interval can be represented by a single symbol.

Prior to pre-processing, the streamed window is normalized with set parameters of average and sd – mean and standard deviation. As for ABC, we pre-compute these parameters from previously available data. SAX uses the same method for forming hash tables as ABC, and our implementation for other nodes is the same, except for parameter usage as described in this section above.
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<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>0.67</td>
<td>1.34</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.67</td>
</tr>
<tr>
<td>c</td>
<td>0.67</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>d</td>
<td>1.34</td>
<td>0.67</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.3: SAX Distances Table for 4 Symbols

**Time and Communication Complexity**

On top of similar complexities to ABC for hash creation, SAX also has the creation of *breakpoints* and *distances* matrix. With respect to time complexity, the *distances* take \((num\ symbols)^2\) to complete and the breakpoints are constant time access from a hard-coded matrix. After single-pass normalization, the pre-processing for SAX takes \((w \times \text{word length} + \text{window size} + w + w \times \text{num symbols}) \times n\) time. Distance calculation is a single pass of \(w\) for SAX.

The *breakpoints* and *distances* matrix are sent through messages after creation, so for communication there are \(num\ workers\) messages of size \(\text{num symbols} - 1 + (\text{num symbols})^2\). The sending of pre-processed data is \(n \times w\).

### 3.2.3 SSH

The specifics of the SSH approach in our framework are presented in Figure 3.7. Main parameters are shown in green and the communication data with its size in red. Unique parameters for SSH include the length for the sketching vector, *vector size*, along with the number of time steps to move this vector by, *vector overlap*. The signs of the dot products of the raw data with this sketching vector are recorded as a binary string of final size *size sketched*. This is the sketch step that is completed in the Workers section of Figure 3.7, producing the sketched string.

For shingling, one needs to set the length of the shingle *shingle size* and the overlap between shingles. The “shingle” step finds all of the subsequences of *shingle size* in the sketched string. The number of occurrences of each shingle appearing in the string are stored in a vector of size *size shingled*, which is calculated as the maximum possible number of shingles of the size *shingle size* formed from binary symbols. Since all of the shingles are binary we can treat them as binary numbers that can point us to the index of the location of the weight of that shingle in the original sketched string. This is the shingled string that is used for the hashing procedure to produce the integer hash codes for the Hash Tables section of Figure 3.7, and that is the string that represents the pre-processed data sent to the Similarity node.
3.2. Architecture

The difference for the SSH hash table creation is that the hash index is always an integer, so we use a separate hashing node code from ABC and SAX that have a subsequence as the hash value index. For the hashing, we use a minhash procedure, so the necessary parameters become the number of hash functions $num\ hash$ and their lengths $ssh\ width$, which becomes the width of the minhash matrix, where each row is generated as a random permutation. The weighted minwise hashing procedure is implemented as described in Section 2.2.5.

**Time and Communication Complexity**

The difference in communication as compared to the other two methods is the size shingled factor for the size of the pre-processed data to be passed and stored. Hash function creation and communication is $num\ hash \times ssh\ width \times n$ time but the hash values are integers.

For pre-processing with the Sketch and Shingle, the time complexity is $(size\ sketched \times size\ hash \times size\ hash + nshingles \times num\ symbols \times num\ symbols + size\ shingled) \times n$. SSH requires the formation of the minhash matrix, which can be done as a single pass of its size $ssh\ width \times num\ hash$, and the sketch step requires a vector generated of size $num\ hash \times vector\ size$. These are then communicated once to every worker.

Figure 3.7: SSH Implementation. This diagram shows the extra details of the SSH implementation, beyond what is included in the common architecture from Figure 3.4. Parameters are named in green with the data flow in red.
3.3 Similarity and Distance

ABC method [Safavi et al., 2017, 2019] presents the following connection between its similarity and distance measures. The similarity $s$ of two time series $x$ and $y$ is defined as:

$$s(x, y) = \sum_{i=1}^{p} \sum_{b=0}^{k_i} (1 + \alpha)^b$$

where $p$ is the number of matching subsequences, $k_i$ is the $i^{th}$ matching subsequence length and $\alpha$ is the consecutiveness parameter. The maximum similarity $S$ for two time series of the same length $n$ is:

$$S(x, y) = \sum_{i=0}^{n-1} (1 + \alpha)^i$$

Two time series with the maximum similarity have $s = S$ and also a distance $d = 0$, thus:

$$d = S - s$$

Another way to express the similarity measure is to form a ratio of the form $\frac{s}{S}$, thus scaling the value to be in the range between 0 and 1. This will also match nicely for comparison to the SSH Jaccard measures [Luo and Shrivastava, 2016] that are a ratio between 0 and 1, with two identical elements having a similarity (maximum possible for that length) of 1 and therefore distance of 0:

$$J(x, y) = \frac{\sum_{i=1}^{D} \min(x_i, y_i)}{\sum_{i=1}^{D} \max(x_i, y_i)} = \frac{|X \cap Y|}{|X \cup Y|}$$

$$s(x, y) = 1 - J(x, y)$$

for two sets $X$ and $Y$ both of size $D$. SAX on the other hand only provides a distance measure with the following definition [Lin et al., 2003]:

$$d = \text{MINDIST}(X, Y) = \sqrt{\frac{n}{w} \times \sqrt{\sum_{i=1}^{w} (\text{dist}(x_i, y_i))}}$$

where $n$ is the total length of the time series, $w$ is the word length and $\text{dist}(x, y)$ are symbol-specific distance looked up from a distances table like Table 3.3 for 4 symbols.

The same procedure is used for SAX, as for ABC, to derive its related maximum similarity $S$ and actual similarity $s$. The minimum distance is 0, this is the case when the two items match exactly and have the maximum similarity, also $S = s$ in this case. In the opposite case, when the distance is maximum, the actual similarity is 0, which means that $d = S$. Thus for 4 symbols:

$$S = \sqrt{\frac{n}{w} \times \sqrt{1.34w}}$$
3.4 Evaluation Considerations

The value of 1.34 corresponds to the distance of the most distinct symbols $a$ and $d$ in Table 3.3. So then:

$$s = \sqrt{\frac{n}{w}} \times \sqrt{1.34w - d}$$

Our implementation will use the scaled similarity measures $s/S$, derived by the conversion of $s = S - d$.

3.4 Evaluation Considerations

Having described the implementation details, we move on to reporting the evaluation results in Chapter 4. The properties that we are interested in are the time of execution, the number of distance computations performed and the quality of the similarity connections discovered. This meant that our implementation included tracking these values and having an easy way to run our system with a range of parameter values. Specifying the parameter values that cannot be calculated from other parameters was done from outside the main implementation with the FG-MPI wrapper, which also included setting the number of parallel processes and cores to use.
Chapter 4

Evaluation

In this chapter we evaluate the three LSH techniques we implemented with regards to the airline flight data. Before describing the results of the experiments and comparing the techniques, we first describe in Section 4.1 the real flight data used in the experiments. Then in Section 4.2 we describe the valid parameter ranges and follow with the results of anomaly detection in Section 4.3. We conclude the chapter by discussing the network discovery results and drawing conclusions on the three methods under our investigation in Section 4.4.

4.1 Data

The data of interest are univariate time series that come from actual sensor readings aboard an operating plane. Each time series is a sequence of measurements taken at a constant sampling rate, representing the state of the measured quantity. The data is released by NASA as the DASHlink project [Matthews, 2012]. We use a portion of this data, in particular the Flight Data for Tail 668 shared by Matthews [2012]. The full data set has 186 parameters over hundreds of flights over the course of 3 years of a single type of a regional commercial jet. The data for each flight has detailed measurements on aircraft dynamics, system performance and other engineering parameters, with all information that could lead to tracing of a particular manufacturer or airline not included.

We have further limited the data set to 9 flights with data for each containing time series for 28 sensors on board the plane for the entire duration of the flight (sampling at 1 through 8 times per second). The sensors are, for instance, exhaust gas temperatures, oil temperatures, pitch angle, air temperature, weight on wheels and phase of flight. For the full list of the parameters with their units and sampling rates see Table 4.1. The phases of the flight are recorded as a categorical variable with values of 0: unknown, 1: pre-flight, 2: taxi, 3: takeoff, 4: climb, 5: cruise, 6: approach, and 7: rollout. Of special interest are the variables in groups of four, that correspond to sensors in the four engines. We will particularly focus on turbine fan speeds of the four engines. These are named as $n_{11}$-$n_{14}$ in Table 4.1 and these sensor names will be used in the remainder of the thesis. We expect there to be very high correlation in the fan speeds and the data set contains one flight with an anomaly in engine 3 ($n_{13}$) which decouples it from the correlation set. This will be used for the evaluation of the anomaly detection results in Section 4.3.
### 4.1. Data

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Description</th>
<th>Units</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>aoa(_1)</td>
<td>angle of attack 1</td>
<td>degrees</td>
<td>4</td>
</tr>
<tr>
<td>aoa(_2)</td>
<td>angle of attack 2</td>
<td>degrees</td>
<td>4</td>
</tr>
<tr>
<td>egt(_1)</td>
<td>exhaust gas temperature 1</td>
<td>degrees</td>
<td>4</td>
</tr>
<tr>
<td>egt(_2)</td>
<td>exhaust gas temperature 2</td>
<td>degrees</td>
<td>4</td>
</tr>
<tr>
<td>egt(_3)</td>
<td>exhaust gas temperature 3</td>
<td>degrees</td>
<td>4</td>
</tr>
<tr>
<td>egt(_4)</td>
<td>exhaust gas temperature 4</td>
<td>degrees</td>
<td>4</td>
</tr>
<tr>
<td>elev(_1)</td>
<td>elevator position left</td>
<td>degrees</td>
<td>1</td>
</tr>
<tr>
<td>elev(_2)</td>
<td>elevator position right</td>
<td>degrees</td>
<td>1</td>
</tr>
<tr>
<td>n(_{11})</td>
<td>fan speed 1 lsp</td>
<td>%rpm</td>
<td>4</td>
</tr>
<tr>
<td>n(_{12})</td>
<td>fan speed 2 lsp</td>
<td>%rpm</td>
<td>4</td>
</tr>
<tr>
<td>n(_{13})</td>
<td>fan speed 3 lsp</td>
<td>%rpm</td>
<td>4</td>
</tr>
<tr>
<td>n(_{14})</td>
<td>fan speed 4 lsp</td>
<td>%rpm</td>
<td>4</td>
</tr>
<tr>
<td>oit(_1)</td>
<td>oil temperature 1</td>
<td>degrees</td>
<td>1</td>
</tr>
<tr>
<td>oit(_2)</td>
<td>oil temperature 2</td>
<td>degrees</td>
<td>1</td>
</tr>
<tr>
<td>oit(_3)</td>
<td>oil temperature 3</td>
<td>degrees</td>
<td>1</td>
</tr>
<tr>
<td>oit(_4)</td>
<td>oil temperature 4</td>
<td>degrees</td>
<td>1</td>
</tr>
<tr>
<td>ph</td>
<td>flight phase from acms</td>
<td>categorical</td>
<td>1</td>
</tr>
<tr>
<td>pt</td>
<td>total pressure lsp</td>
<td>mb</td>
<td>2</td>
</tr>
<tr>
<td>pitch</td>
<td>pitch angle lsp</td>
<td>degrees</td>
<td>8</td>
</tr>
<tr>
<td>rudd</td>
<td>rudder position</td>
<td>degrees</td>
<td>2</td>
</tr>
<tr>
<td>sat</td>
<td>static air temperature</td>
<td>degrees</td>
<td>1</td>
</tr>
<tr>
<td>tas</td>
<td>true airspeed lsp</td>
<td>knots</td>
<td>4</td>
</tr>
<tr>
<td>tat</td>
<td>total air temperature</td>
<td>degrees</td>
<td>1</td>
</tr>
<tr>
<td>vib(_1)</td>
<td>engine vibration 1</td>
<td>in/sec</td>
<td>4</td>
</tr>
<tr>
<td>vib(_2)</td>
<td>engine vibration 2</td>
<td>in/sec</td>
<td>4</td>
</tr>
<tr>
<td>vib(_3)</td>
<td>engine vibration 3</td>
<td>in/sec</td>
<td>4</td>
</tr>
<tr>
<td>vib(_4)</td>
<td>engine vibration 4</td>
<td>in/sec</td>
<td>4</td>
</tr>
<tr>
<td>wow</td>
<td>weight on wheels</td>
<td>in/sec</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.1: Flight Sensors

Since the raw data is in terms of timed events and each sensor has its own sampling rate, the data was first normalized to be of the same frequency – some values had to extrapolated and some were interpolated. This resulted in time series with equal time steps.
4.2 Tuning Parameters

In this section we describe the valid ranges of the parameters that are available for investigation for the three LSH methods. The summary is included in Table 4.2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter Name</th>
<th>Range of Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>window size</td>
<td>flight phase length</td>
</tr>
<tr>
<td>all</td>
<td>num hash</td>
<td>5 - 15</td>
</tr>
<tr>
<td>ABC</td>
<td>α</td>
<td>0 - 1</td>
</tr>
<tr>
<td>ABC</td>
<td>size hash</td>
<td>√/window size</td>
</tr>
<tr>
<td>SAX</td>
<td>word length</td>
<td>≥ 3</td>
</tr>
<tr>
<td>SAX</td>
<td>w</td>
<td>windowsize/word length</td>
</tr>
<tr>
<td>SAX</td>
<td>size hash</td>
<td>√w</td>
</tr>
<tr>
<td>SAX</td>
<td>num symbols</td>
<td>3 - 10</td>
</tr>
<tr>
<td>SSH</td>
<td>vector size</td>
<td>2 - 10</td>
</tr>
<tr>
<td>SSH</td>
<td>vector overlap</td>
<td>half of sketch length</td>
</tr>
<tr>
<td>SSH</td>
<td>size sketched</td>
<td>(window size – vector size)/vector overlap + 1</td>
</tr>
<tr>
<td>SSH</td>
<td>shingle length</td>
<td>2 - 10</td>
</tr>
<tr>
<td>SSH</td>
<td>shingle overlap</td>
<td>half of shingle length</td>
</tr>
<tr>
<td>SSH</td>
<td>size shingled</td>
<td>2^shingle length</td>
</tr>
<tr>
<td>SSH</td>
<td>ssh width</td>
<td>1/2 - number of shingles</td>
</tr>
</tbody>
</table>

Table 4.2: Range of Parameter Values Used in Experiments

4.2.1 Common parameters

The window size is the most flexible parameter common to all methods. When looking at airline data we have many options to setting the size of the window to consider. For an online streaming application, we want to keep the size small enough for fast processing and to keeping up to date with the progress of the flight, but at the same time with enough data to draw conclusions. When having access to all of the flight’s data for processing after the flight, we can harvest as much data as possible about a certain time period. Each phase, for example, dictates different behaviour of the plane and each flight has its own duration and ordering of these phases, so to keep results comparable between flights, the window can be set to be a phase of each flight.

The second common parameter for ABC and SAX is the length of the pre-processed subsequence that is used as the hash code – size hash. Authors of the ABC method recommend using the square root of the total length of the full sequence to be hashed as the length of the subsequence [Safavi et al., 2017, 2019]. Following this recommendation, we thus use the square root of the window size for ABC and the square root of w for SAX.
4.2. Tuning Parameters

The common parameter that is used to control the false negative rate is the number of tables \( num \ hash \) to be used as a threshold for the AND group construction. We calculate this value according to the ABC method (Section 4.2.2) and re-use the same value for SAX. SSH required a larger value to produce useful results, as discussed in Section 4.3.3.

4.2.2 ABC

The \textit{alpha} parameter for ABC controls the emphasis we want to place on the importance of bits matching in a sequential order, when calculating the distance between two sequences. The valid range is between 0 and 1, with 0 turning the ABC similarity measure into the inverse of Hamming distance, where the consecutiveness does not matter. The authors of the method suggest to use a value that is much smaller than 1, with the range around 0.01 – 0.0001 being better suited. This parameter also controls the maximum possible similarity value in the absolute sense. This will be further explored in Section 4.3.

Optimizing the False Positive Rate

The presentation of the ABC-LSH method includes a discussion about controlling the accuracy of results through the false positive and false negative rates [Safavi et al., 2019]. According to the calculations in the paper, if we focus on the AND construction with 5 tables, this gives us 90% chance of clashing of items closer together than 2% of maximum similarity. Since we are working with the approximate nearest neighbours, we optimize the false positive rate, as we want to avoid calculating the distance to items that are not the closest neighbours. At the same time, we do not want to miss the nearest neighbour if it exists and we might not be able to predict how close it might be. This number of tables gives at most 10% probability of items being placed in the same bucket when they were more than 37% of maximum distance apart. These parameters are also specific to the length of the full sequence we want to compare (\textit{window size}) and the similarity parameter \textit{alpha} that we set.

The following information is used to calculate these values:

- An LSH family is \((d_1, d_2, p_1, p_2)\)-sensitive (as defined in Definition 2.2.1)
- False negative rate is \((1 - p_1)\)
- False positive rate is \(p_2\)
- LSH family under ABC metric is [Safavi et al., 2019]:
  \[
  (d_1, d_2, p_1 = 1 - \alpha \frac{d_1}{(1 + \alpha)^n - 1}, \ p_2 = 1 - \alpha \frac{d_2}{(1 + \alpha)^n - 1})\text{- sensitive}
  \]
- AND construction with \(r\) tables turns this family to be \((d_1, d_2, p'_1, p'_2)\)-sensitive [Safavi et al., 2019]
- OR construction with \(b\) tables turns this family to be \((d_1, d_2, 1 - (1 - p_1)^b, 1 - (1 - p_2)^b)\)-sensitive [Safavi et al., 2019], however, we do not use the OR construction in the thesis for the accuracy tuning.
4.2.3 SAX

While technically, the word length and num symbols could be any integer larger than 1, these should act by reducing dimensionality in a meaningful way without losing detail. For focusing on our flight data set with the window size being about 400 for a main phase of the flight, and the hash size for ABC being around 20, we want our word length to keep the patterns of that size. To keep the results comparable between methods, we set the word length to 3 for all trials.

The authors of the SAX approach provide recommendations on the num symbols that are appropriate to use for most data to be 3 to 10 symbols [Lin et al., 2003]. The effect of the number of symbols we explore in the experiments in Section 4.3.

4.2.4 SSH

To keep in line with the conclusions drawn on the parameter settings for the previous two methods, we keep the sizes of the sketching vector and shingle length relatively small, with the overlaps being approximately half of their lengths. The most effective length of the permutations is to have the full permutation, increasing the chance for all sets having a hash value. Depending on the data, it might be possible to have permutations of half or even quarter of total number of possible elements, with either much larger number of tables or for data that is less sparse, so that there are enough formed candidate pairs to draw conclusions.
4.3 Anomaly Detection

Eight flights of similar length and phase structure were selected out of the data set along with the flight with the engine anomaly. The anomaly was present in phase 4, with the fan speed of engine 3 \( n_{13} \) not correlating with fan speeds of the other engines – \( n_{11}, n_{12}, \) and \( n_{14} \). The correlations and all LSH measures are symmetric. All three LSH methods were able to detect the anomaly, with the other eight flights showing all four engines highly similar and thus connected, and the anomaly flight missing the connections for one of the engines. For LSH this implies that for the anomaly flight the variable \( n_{13} \) was not hashed to the same buckets as the other \( n_{1x} \) variables.

One way to identify this anomaly is by looking at the resulting discovered network and comparing a regular flight to the flight with the known anomaly. Visually, the discovered networks with all 28 nodes are too difficult to visualize, so for the task of detecting this specific anomaly with \( n_{13} \) we will only include the part of the network with the fan speeds. Table 4.3 shows this part of the network for all three methods for a regular flight and the flight with the anomaly. Table 4.3 represents the network as a list of edges, where each edge is represented by a row of the table, with two variable names the edge connects and two options for its weight – either the scaled similarity or the number of shared buckets. Due to the transitivity and symmetry of being placed in the same bucket by LSH, it is only necessary to look at all of the edges for one of the engines. It can be inferred that all the variables having an edge with \( n_{11} \) and sharing all or most of its buckets, will also be connected by an edge with each other. The edges can have as the weight the scaled similarity value (see Section 3.3) or the number of buckets that the pair shares as given in the Table 4.3. Another way, used in further sections, is to represent this same information graphically – with each variable as a node, and with each similarity value as the edge weight. As in Table 4.3 and all other representations of successful anomaly detection, one can note how \( n_{13} \) is missing from the list of edges and does not have any edges in the graph for the anomaly flight.

<table>
<thead>
<tr>
<th>Regular Flight</th>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Similarity</th>
<th>Buckets</th>
<th>Anomaly Flight</th>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Similarity</th>
<th>Buckets</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC</td>
<td>n11</td>
<td>n12</td>
<td>1</td>
<td>10</td>
<td>n11</td>
<td>n12</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>n11</td>
<td>n13</td>
<td>1</td>
<td>10</td>
<td>n11</td>
<td>n13</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>n11</td>
<td>n14</td>
<td>1</td>
<td></td>
<td>n11</td>
<td>n14</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>SAX</td>
<td>n11</td>
<td>n12</td>
<td>1</td>
<td>10</td>
<td>n11</td>
<td>n12</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>n11</td>
<td>n13</td>
<td>1</td>
<td>10</td>
<td>n11</td>
<td>n13</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>n11</td>
<td>n14</td>
<td>1</td>
<td>10</td>
<td>n11</td>
<td>n14</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>SSH</td>
<td>n11</td>
<td>n12</td>
<td>8</td>
<td>8</td>
<td>n11</td>
<td>n12</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>n11</td>
<td>n13</td>
<td>8</td>
<td>8</td>
<td>n11</td>
<td>n13</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>n11</td>
<td>n14</td>
<td>8</td>
<td>8</td>
<td>n11</td>
<td>n14</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 4.3: Sample Results for Anomaly Detection in Table Form. This table represents all of the discovered edges between sensor time series between \( n_{11} \) and other fan speed sensors. The anomaly flight is missing all of the edges with \( n_{13} \).
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4.3. Anomaly Detection

All trials were based on phase 4 (climb) of the flight as the window and were run with 30 processes (10 main processes, with 3 sub-processes each). All experiments were performed on a Linux machine (Pop!OS 20.04 LTS 64-bit) with an Intel (i7) 5.1 GHz 8 core CPU (16 threads) and 16GB memory. All trials over parameter ranges were plotted by time of execution (in milliseconds) and resulting number of distance calculations. The total possible number of distance calculations for our data set is \( n^2 = 784 \). However, since the similarity measures are symmetric, the total number of calculations that produces a fully connected graph between all the nodes is \( \frac{n(n-1)}{2} = 378 \).

4.3.1 ABC

As noted in Section 4.2, \textit{size hash} was set as the square root of the \textit{window size}. The \textit{num hash} necessary to obtain the required accuracy was 5 (in the AND group). The total number of hash tables used was 10 to account for the OR group formation, where matching on 5 was enough to be included in the output graph and similarity calculations. The correlated engines were placed in the same bucket for all of the 10 tables, however, we ran exploratory trials over values of the \( \alpha \) parameter, which we present below in Table 4.4.

<table>
<thead>
<tr>
<th>( \alpha ) Values Investigated</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.4: \( \alpha \) Values Investigated

Results from varying \( \alpha \)

![ABC Trials Scatterplot: Time of Execution vs Similarity Parameter Value](image-url)

Figure 4.1: ABC Trials over Alpha Values vs Time of Execution
4.3. Anomaly Detection

All of the trials were able to clearly point out the anomaly. We have varied the values of $\alpha$ over the following values in the range $[0, 1]$: $0.0, 0.00001, 0.0001, 0.001, 0.01, 0.1, 0.25, 0.5, 0.75, 1$. These are shown on the x-axis of the scatter plots in Figures 4.1 and 4.2. The 90 trials in total over the 9 flights are presented in the scatter plots. Figure 4.1 is graphing the time of execution in milliseconds (ms) for all trials in the y-axis and Figure 4.2 is using the total number of similarity calculations performed for each trial. There were no trends in time of execution or number of distance calculations with respect to the value of $\alpha$.

A significant trend correlated with the values of $\alpha$ is the increase of absolute similarity values. For example, for two binarized time series with 217 out of 217 matching bits, the absolute similarity value was 217 at $\alpha = 0$ (behaves as an inverse of Hamming distance), went up to 242 at $\alpha = 0.001$ and then to 3.25 for $\alpha = 0.5$. These also correspond to the maximum similarity values for that flight, as the phase was 217 time steps long and the two time series in question were highly correlated. Thus the scaled versions of these similarity values did not change over the value of $\alpha$ and remained constant at 1, as shown in Figure 4.3 in green.

We chose other two pairs of time series that showed smaller similarities in terms of inverse Hamming distance for this window of that same length – graphed in blue and red in Figure 4.3. The value for $\alpha = 0.001$ is missing from the graph, as the blue pair did not match in at least 5 tables to be included in the similarity calculations in this trial. This can happen because of the random nature of the hash functions, especially for two time series that are poor candidates for nearest neighbours.
4.3. Anomaly Detection

Figure 4.3: ABC Scaled Similarity Change Trend with Varying $\alpha$ Parameter

Figure 4.4: ABC Best Trial for Anomaly Detection Network Results With Scaled Similarity Values

The number of matching symbols for these were 210 and 141, respectively. Although the absolute values of the similarity explode as $\alpha$ increases, the maximum similarity for that length at that value grows even faster. As shown in Figure 4.3, over increasing $\alpha$, the difference between the scaled similarity values for the red and blue pairs decreases, both ending up extremely close to 0 at $\alpha = 0.1$. 
4.3. Anomaly Detection

For the final results, we choose $\alpha = 0.001$. The resulting networks for the four engine fan speeds for the 9 flights are shown in Figure 4.4, with the scaled similarity values as the edge weights, and in Figure 4.5 with the number of tables where the variables shared buckets. As mentioned previously, the anomaly is easy to see in the graph in the second column of the third row where $n_{13}$ is not connected to the other nodes. All remaining edges are at maximum similarity and are sharing buckets in all of the 10 tables that were created.

![Figure 4.5: ABC Best Trial for Anomaly Detection Network Results with Table Values](image)

![Figure 4.6: SAX Trials over Number of Symbols vs Time of Execution](image)
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4.3.2 SAX

The length of hash size hash was set as the square root of the length of the full series after pre-processing (the number of words $w$). As in ABC, we used 10 tables and a threshold of 5 to be included in the output. Word length was set to 3, to not cause too much dimensionality reduction compared to the series length used by ABC, and values between 3 and 10 were investigated for the number of symbols parameter.

Number of symbols

Although, SAX with 2 symbols would be the most comparable to ABC, this would cause all of the distances to be zero for any two time series, due to the specifics of the distance measure, as discussed in Section 2.2.4. Larger values between 3 and 10 were thus investigated. The more symbols used, the less was the execution time, which may be due to the smaller number of distance calculations. The results are presented in Figures 4.6 and 4.7 respectively, as scatter plots of all 72 trials.

For our specific word length and window size, trials with 5, 6 and 7 symbols showed the clearest detection of the anomaly. For other values, smaller or larger, the anomaly flight was still missing the connections to $n_{13}$, however, some of the non-anomalous flights were missing some of the edges too. Figure 4.9 shows the 9 resulting networks for the engine fan speed cluster, with number of symbols set optimally to 6 with table values as the network edge weights. Figure 4.8 shows the same network structures with the scaled similarities as the weights. Interestingly enough, all the present edges are at maximum similarity and are sharing buckets for all 10 tables that were created.
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Figure 4.8: SAX Best Trial for Anomaly Detection Network Results with Scaled Similarity Values

Figure 4.9: SAX Best Trial for Anomaly Detection Network Results with Table Values
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With the increasing number of symbols from 8 on, the number of shared buckets between even highly-correlated variables decreases, even though the distance remains the same (0). This is because the hash comparison is exact on symbol but the distance measurement for symbols differing by 1 is counted as 0. The more symbols there are, the more nuanced differences are detected in the symbolic representation which do not translate into an increase in the distance value. An example of this effect is shown in Figure 4.10, with 4 networks for the same flight, with varying number of symbols used from 6 to 9. One can see how the network weights decrease from all being 10 for the parameter value of 6, and to 6s and 7s for the value of 8, and then finally for the value of 9 the edges drop from the graph completely as they no longer meet the threshold of at least 5 collisions between variables.

4.3.3 SSH

We used 15 tables (5 for AND group) and the total number of possible shingles for the permutation length, as discussed in Section 4.2. Using fewer tables and shorter permutations did not provide enough edges for the engines to be correlated, due to the random nature of minhash and the sketching vector – too many of the time series did not receive many hash values. For data that is of a different size and sparsity this might not be an issue. Overlaps were set to half of the vector size or shingle length. Trials were run over values for shingle length and sketch vector size for ranges of 2 to 10, with each investigation thus running over 81 trials in total.
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Size of shingles

We consider shingles of short lengths and overlaps to make the dimensionality reduction small enough to be comparable with ABC and SAX. Increasing the shingle length resulted in decreasing time of execution (Figure 4.11) and number of calculations (Figure 4.12), with no notable effects on anomaly detection.
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Sketch Vector Length

Trials over the length of sketching vector from 2 to 10 elements showed no effects on anomaly detection, time of execution or number of calculations, as shown in Figures 4.13 and 4.14.
For the optimal parameters we set both the sketch vector size and shingle length to 10, with the overlaps of 5. Results are shown in Figures 4.15 and 4.16 with scaled similarity and table values for edges respectively.
Table 4.5: Trial Descriptive Statistics for Time of Execution and Number of Similarity Calculations. The Trials rows represent all of the trials ran across the investigated parameter ranges over all flights. For SSH, Trials A refer to trials with the changing shingle length and Trials B to trials over vector size. An optimal set of parameters for each method was chosen and the program was ran again over all flights, with the results presented in the Best rows.

### 4.4 Discussion

In this section we draw comparisons between the three explored methods and discuss the results.

#### 4.4.1 Parameters

Out of the three methods, ABC was the easiest and most straight-forward to set parameters for the data we used. The authors of the method provided recommendations that lead to successful and clear anomaly discovery as expected from the resulting networks. The SAX method, since it is somewhat more complex with more parameters to set, was a little more involved to make it produce a clear picture. Due to the non-metric nature of the method, the number of symbols used for SAX had an interesting effect on the properties of the resulting network. SSH required increasing the lengths of the permutations and the number of tables to have enough candidate pairs, but once that was set, changing the other parameters did not lead to any further significant improvements. Overall, the methods were mostly intuitive to use with the mathematical properties provided in the original papers.

#### 4.4.2 Efficiency and Sparseness

Table 4.5 presents the descriptive statistics over all trials for all values of parameters used in the experiments, in the form of minimum, average and maximum for time of execution and the total number of similarity calculations. Table 4.5 has separate sections for each of the methods, and the two main trends we were considering. The Trials rows refer to the values obtained of running the studies over all 9 flights and over all investigated parameter values. For each method, an optimal parameter set is chosen and its time and number of calculations are recorded again from running over 9 trials – once for each flight. This is recorded in Table 4.5 in the Best rows.
The average time of execution and number of similarity calculations for the best trials with optimal parameters can be seen in bold in the Table 4.5. ABC has shown to be the slowest method of the three, likely because it also had the largest number of resulting edges in the network – since every similarity calculation becomes an edge. SAX can be seen in Table 4.5 as having the smallest numbers for both time and number of calculations. All of the methods, however, showed some improvement over the 378 similarity calculations that could be required, with SSH’s best average being just over half and SAX’s best average being much lower.

4.4.3 Anomaly Detection

In terms of anomaly detection, ABC worked the best with the most simple and straightforward parameter setting required. SAX showed great results for the specific numbers of symbols in the middle of the possible range. However, this was expected to be the case, due to the nature of the symbolization, where using too few symbols to represent the time series results in everything in the set being seen as very similar. Conversely, when using many more symbols, the small noise between even very similar items is enough to cause the distortion in the hash table collisions. Keeping these considerations in mind, both ABC and SAX would be good candidates for this kind of anomaly detection task and for time series similarity tasks in general.

SSH was able to also detect the anomaly, but the nature of the data required careful review of the parameters. For this method to be useful for anomaly detection, from the results of our trials, it would need to be carefully calibrated on either known anomalies or extensive domain knowledge. It could also be the case that this method requires a completely other approach to parameter setting and theoretical analysis than what we have used, where we based the tuning on the ABC process.

SSH however, offers more possibilities and intricacies to explore, as ABC and SAX are relatively simplistic, albeit effective methods. SSH has the potential to produce very sparse networks, targeting more specific patterns through the usage of specific properties in the sketching vector, which we did not explore in this thesis. Also of note, is that for SSH, unlike ABC and SAX, two time series having the maximum possible similarity did not indicate that they would share all of their hash table buckets, due to the random nature of the weighted minwise hashing procedure used (as described in Section 2.2.5).

Running the optimal set of parameters for anomaly detection on the flight part before the phase with the anomaly did not yield any results for any of the methods. This could be due to the methods not being fine-tuned enough or to the nature of the phases that came before the phase 4 (climb) that we looked at in anomaly detection – the operation of the engines in the previous phases might have not shown any issues. This could be an interesting area to further explore.
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Another way to visualize the discovered network is to represent it as a similarity matrix. This is useful for visually presenting the network as a heat map or comparing to a correlation matrix. This representation also allows one to easily visually evaluate the network in a snapshot and compare to other networks, as long as they were ordered consistently and shared the same colour coding. The limitation is that visually one can only notice the clusters of variables that happen to be placed next to each other in the matrix. This is the case for the variables that we looked at in the anomaly detection task.

Here we provide full heat maps of the similarity network matrix for two flights in Figure 4.17. The matrices are constructed such that the scaled similarity value for time series $x$ and $y$ is stored in the matrix at point $[x, y]$ (and symmetry is added for visual effect at $[y, x]$). This is then colour coded according to the value in each cell. The top row of Figure 4.17 shows the same regular flight matrix for each of the methods in order – ABC, SAX and SSH. Out of the many yellow clusters we will focus on the cluster that is between variables at rows 8-11, forming a bright yellow square at all three heat maps. This area is outlined in red on all the heat maps in Figure 4.17. The location of this highly correlated group where we expect to see the anomaly is the same for all heat maps. At the bottom row of Figure 4.17, are the matrices for the flight with the anomaly. Engine 3 fan speed $n_{13}$ is the variable index 10 which clearly is now breaking up the cluster as compared to the regular flight patterns heat maps in the top row, and this can be seen in the matrices produced by all three methods.

Figure 4.17: Scaled Similarity Values Heat Maps for all Flight Sensors. The region of interest with the anomaly is outlined in red. The anomaly is the loss of power to engine 3, resulting in lower similarity values with fan engine speed variable $n_{13}$, represented by row 10.
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Figure 4.18: Number of Shared Buckets Heat Maps for all Flight Sensors. The region of interest with the anomaly is outlined in red. The anomaly is the loss of power to engine 3, resulting in lower number of shared hash buckets with fan engine speed variable $n_{13}$, represented by row 10.

An even more drastic change is the dark line at variable 10 across all of the variables, making it one of only a few other uniform lines across all variables, one of which is the identity diagonal. This diagonal was added at the value of 1 for scaled similarity for better visual effect as it obviously was not included in any of the calculated candidate pairs similarity.

In place of the scaled similarity values one could place the number of shared hash buckets for each pair of variables $x, y$ in the cell $[x, y]$ and graph it a similar way. This is done for the same two flights as above with the similarity values and is included in Figure 4.18, with the region of the heat map with the anomaly outlined in red on all the heat maps.

The trend of the number of tables being correlated with the similarity value can be confirmed by looking at the patterns in Figure 4.17 and seeing almost identical patterns in Figure 4.18 for both the regular and the anomaly flight. This is most prevalent for SSH as we know that it’s minhash procedure is able to approximate the Jaccard similarity through the number of tables where the two items share a bucket. This is essentially the reason why LSH can be boosted in accuracy with the AND formations as used in this thesis, with a collision frequency-like approach or having a threshold of the number of shared buckets for being included as candidate pairs in the output.
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Figure 4.19: Scaled Similarity Values Heat Maps for all Flight Sensors. The region of interest with the anomaly of variable $tas$, row 21, is outlined in red.

Another type of anomaly was found in the data set by investigating the correlations of the variables over whole flights by each pair of sensors. The investigation was done by using Mutual Information Correlation [Reshef et al., 2011], and we tested if our LSH implementations can find the similar patterns. The anomaly discussed prior, mostly involved a decoupling of an engine group – the engine 3 fan speed $n_{13}$ having a lower correlation and therefore similarity to the other ones in the anomaly flight. This anomaly was of a different sort, as the anomalous behaviour included mostly increase in correlations, specifically between the variable $tas$ – true airspeed – and all the other ones, as compared to the rest of the flights.

All three methods were able to indicate this other anomaly when running with the optimal set of parameters. This can be seen as an increase in similarity values for the row 21 in the heat maps produced by both scaled similarity values in Figure 4.19 and number of shared tables in Figure 4.20. This row is indicated in red and is in the same location for all the heat maps. An overall increase in similarity across the variables present can be noted too.
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Figure 4.20: Number of Shared Buckets Heat Maps for all Flight Sensors. The region of interest with the anomaly of variable \( tas \), row 21, is outlined in red.

4.4.5 Summary of Results

To summarize, ABC was the easiest to use but took the longest time to execute the network discovery with the most number of candidate pairs. SAX showed the best execution time and number of collisions performance once the number of symbols for its pre-processing was set to a value in the middle of the possible range. SSH required the largest number of hash tables and full lengths permutations to have enough data to be usable, but has the potential to better target detection of specific anomalies and produce very sparse networks. Overall, all three methods worked reasonably well in the anomaly detection task by identifying the known anomaly in the resulting similarity network.
Chapter 5

Conclusion

5.1 Contributions

The contribution of this thesis is a novel combination of the approaches we have used – systems, theory and application. From the systems perspective, we have designed and implemented a fast parallel system. For the time series analysis, we have relied on locality sensitive hashing methods that have known theoretical guarantees, a long history of usage, and a scalability advantage. For the application – we have successfully applied our implementation of LSH on real airline data for network discovery and anomaly detection.

We started with implementing minhash in parallel using a message-passing framework with FG-MPI. We then studied LSH approaches suitable for working with time series and formulated a workflow for network discovery with LSH, with the refined process structure of the parallel framework we used with minash. Having multiple worker processes splitting the computation of the hash values and communicating with multiple hash table nodes was key in our approach. The methods of ABC, SAX and SSH all had their own pre-processing of the time series and similarity measures, but the outputs of all trials were similarity matrices that could be later presented as edge lists, similarity networks or heat maps.

The ABC-LSH piqued our interest as it was proposed for usage for network discovery from brain data. The approach had detailed explanations of its mathematical background and clear recommendations on parameter setting, so the tuning of this method was easy and straight-forward to use successfully. We tried multiple $\alpha$ similarity parameter values to see if it had any impact on execution time or the number of resulting similarity calculations. It did not; however, there was an effect on the absolute and relative similarity values. The conclusion we made was to keep $\alpha$ at a 0.001 value, much closer to 0 then to its maximum of 1, although all values provided clear distinction between networks for anomaly detection. ABC also discovered the densest networks and required the most computation time.

For the SAX method, we investigated the number of symbols used for pre-processing the time series. An optimal number was set at 6 symbols, as expected from the general recommendations from the authors of the method. Increasing the number of symbols was resulting in fewer similarity calculations and thus lead to faster time of execution as compared to the other two methods. However, choosing an even larger number of symbols was not practical, as our further investigation showed that the distance measure not being a true metric caused the highly-correlated pairs of time series to not share buckets in tables as frequently, even though their distances remained as small as in the other cases.
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The SSH method required the usage of the greatest number of hash tables to produce enough candidate pairs to be usable on our data. On top of this, and setting the permutations lengths for weighted minhash procedure to be of full lengths, any changes to the lengths of the sketch vector and the shingle did not impact the performance.

In the end, our expectations of being able to use our parallel implementations of ABC, SAX and SSH for anomaly detection through network discovery were successful, along with the opportunity for us to draw comparisons between methods and note interesting patterns about certain parameter values impacting results. Our main results are showcasing a parallel system for LSH-based network discovery from time series from a systems perspective, increasing our knowledge to form better impressions and comparisons on the new ABC-LSH approach, and proposing a working system with the potential to address the need for fast scalable systems in the application area of airline data, as well as for similarity tasks and anomaly detection.

5.2 Future Directions

We would have wished to draw more comprehensive conclusions on the scalability of our implementation, but we were unfortunately limited by the size of the data that we chose. Another limitation comes from the data being specific to time series from flight sensor recordings with a very drastic anomaly – the loss of engine power – making our thesis a great example of proof-of-concept of such framework and workflow for the network discovery and anomaly detection aspect, but not as generalizable to other data or other types of anomalies as we would have liked. We also focused in this work more on the forming of the similarity networks rather then using detailed network analysis on the results.

On top of our limitations that open up avenues for future work, there are also opportunities to further explore the parameters of the three methods. Specifically with SSH, we see it as a potential way to produce very sparse networks specialized to a type of anomaly or similarity by changing the form of the sketching vector and shingle formation. For ABC, exploration of the OR group formations could be proposed, along with the extension to going beyond a binary representation. The number of distance calculations could also possibly improve with an increase in number of hash tables and the related increase in accuracy. SAX has the variable word length, which we did not spend much time investigating in this thesis. The non-metric nature of the SAX distance measure might be interesting to explore for other types of data. Another possible extension is to test LSH on prediction of anomalies, which has a great need in the application area.

With LSH being used in so many different fields and types of tasks, we would hope to see our work leading to even further exploration of LSH in the areas of data compression, where LSH could be used as part of the procedure for “fingerprinting” data, with a type of parallel framework allowing faster and scalable use of LSH. Other applications of LSH of interest are using LSH for machine learning [Chen et al., 2019a] or combining LSH with other nearest neighbours techniques for even better results.
Another area where LSH could be of use is in systems. Latest ML approaches used for the detection of side channel attacks also use similarity analysis of time series data from monitored devices. LSH may also be effective at filling the gap in this field for applications working effectively with time series, that have correlation-based measures and have low false positive rates for anomaly detection [Alam et al., 2021].

Similarity-related tasks have not been easy to perform in data mining. However, the solution does not need to be complex to work effectively. Combining simple steps to form an approach like locality sensitive hashing has shown over and over again to be widely successful in many application areas and tasks, such as nearest neighbour search, and, as shown in this thesis, in network discovery and anomaly detection. Using parallel computing to even further improve the time of completing these tasks expands the usage of available computational powers to the most data-dense fields with terabytes of data awaiting to be turned into useful information. Investigating a multitude of techniques to draw comparisons on, opens up opportunities to have the optimal choice of method and parameter setting for specific data and circumstance. Even without an existing perfect solution, additional computational power can result in deeper analysis of large collections of time series in both off-line and real-time applications.


