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Abstract 

This thesis consists of three essays in empirical corporate finance.    

The first essay examines the role of supply-chain relationships in the pricing of loan 

contracts.  I show that a firm’s borrowing costs are linked to the economic conditions of its 

customers but not its suppliers.  Using external shocks to import competition, I find that tariff cuts 

in the borrower’s downstream industries increase the borrower’s loan spreads, while upstream 

tariff cuts do not.  I show that downstream tariff cuts increase imports from foreign firms and 

decrease outputs for domestic firms in the downstream industries, and that this effect propagates 

up the supply chain to negatively impact the borrower.  Borrowers exposed to downstream tariff 

cuts also experience lower sales growth and lower profits.   

The second essay examines the roles of domestic versus multinational firms in the 

transmission of monetary policy. I document that U.S.-headquartered multinationals increase 

investment more than domestically-focused U.S. firms do following a loosening of U.S. monetary 

policy.  This effect is stronger for U.S. multinationals that operate in more foreign countries, have 

higher foreign sales, and have more years of experience operating abroad.  The effects are the 

strongest for U.S. firms that operate in high-growth markets and when the U.S. economy is in a 

low growth phase.  A decrease in the U.S. policy interest rate is also associated with an increase 

in foreign investment by U.S. multinationals.  

The third essay investigates the effect of bank-firm relationships on the supply and demand 

for funds and resulting loan terms.  Important differences are found in how firm credit ratings, 

bank capital, and other factors shift supply and demand curves to determine loan terms between 

banks and firms that have relationships with each other versus those that do not. For example, the 

private information that banks and firms in a relationship share with each other reduces the effect 

of changes in firm credit ratings, leverage and other factors. It is also shown that monetary policy 

is transmitted more strongly through non-relationship lending than through relationship lending. 

These effects begin immediately upon the formation of a bank-firm relationship and strengthen as 

the relationship intensifies. 
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Lay Summary 

This thesis contains three essays in empirical corporate finance.  Although the specific 

topics are diverse, the essays are united in addressing fundamental questions related to firm 

borrowing costs and investment decisions.  The first essay examines how trade policy can impact 

firms through the supply chain and impact the cost of borrowing.  The second essay investigates 

how firm investment behavior is related to a firm’s exposure to foreign markets.  The third essay 

studies the determinants of loan contract terms for corporate loans.  In summary, this thesis helps 

us better understand factors that influence corporate borrowing and firm investments.     
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Chapter 1: Introduction 

This thesis is a collection of three essays in empirical corporate finance.  Although the 

topics are diverse, they all share a common theme by addressing fundamental questions in 

corporate finance.  In particular, I highlight the importance of supply chains, multinational firms, 

and bank-firm relationships on firm borrowing costs and investment decisions.   

 In Chapter 2, entitled “Loan Contract Pricing, Trade Shocks, and the Supply Chain”, I 

examine the role of supply-chain relationships in the pricing of loan contracts.  To do so, I assemble 

both firm and industry level measures of supply-chain linkages using data from Compustat 

Segment and the U.S. Bureau of Economic Analysis.  I use large tariff cuts as an exogenous shock 

to import competition in the downstream (and upstream) industries of the linked borrowers and 

study how this impacts the borrowers’ loan spreads.   

 I find that tariff cuts in the borrower’s downstream industries increase the borrower’s loan 

spreads, while tariff cuts in the borrower’s upstream industries do not.  I show that downstream 

tariff cuts increase imports from foreign firms and decrease outputs for domestic firms in the 

downstream industries, and this effect propagates up the supply chain to negatively impact the 

borrower. Borrowers exposed to downstream tariff cuts also experience lower sales growth and 

lower profits. These findings highlight the importance of supply-chain relationships in transmitting 

trade shocks through the pricing of loan contracts. 

 In Chapter 3, entitled “The Role of Domestic vs. Multinational Firms in the Transmission 

of Monetary Policy”, I examine the roles of domestic versus multinational firms in the transmission 

of monetary policy.  Today, foreign operations are becoming increasingly important for U.S. firms 

where around 60% of all U.S. public firms can be classified as multinational with exposure and 

linkages to foreign markets. For these U.S. multinational firms, over 40% of their revenue are 

derived from countries outside of the United States.  However, little is known about how global 

linkages impact the transmission of monetary policy at the firm level. 

 I document that U.S.-headquartered multinational firms increase investment more than 

domestically-focused U.S. firms following a loosening of U.S. monetary policy. This effect is 

stronger for U.S. multinational firms that operate in a larger number of foreign countries, have 
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higher foreign sales, and have more years of experience operating abroad.  The effects are the 

strongest for U.S. firms that operate in high-growth markets and when the U.S. economy is in a 

low growth phase.  Furthermore, a decrease in the U.S. policy interest rate is also associated with 

an increase in foreign investment by U.S. multinationals. The results are consistent with the view 

that exposure to foreign markets can give rise to diverse investment opportunities. Firms’ 

exposures to foreign markets therefore plays an important role in the transmission of monetary 

policy.  

 Chapter 4 of the thesis, entitled “Bank-Firm Relationships, the Supply and Demand for 

Funds, and Loan Terms” is joint work with Glen Donaldson. We use data from U.S. syndicated 

loans to simultaneously estimate equations for the supply of loanable funds by banks and the 

demand for loanable funds by firms.  We then investigate the equilibrium loan terms that result.  

We focus on an important characteristic of lending referred to in the banking literature as bank-

firm relationships.  While the general importance of bank-firm relationship, and the private 

information banks and firms share with each other within the context of such relationships, has 

been well documented in the literature, we go a step further to show specific effects on the supply 

of funds by banks, the demand for funds by firms, and the loan terms that result. 

 We find significant and important differences in how firm credit ratings, bank capital, 

monetary policy shocks and other factors shift supply and demand curves to determine the loan 

terms between banks and firms that have longstanding relationships with each other versus those 

that do not. For example, we show that the private information banks and firms in a relationship 

share with each other reduces the effect of changes in firm credit ratings, leverage and other risk 

factors. We also show that monetary policy is transmitted more strongly through non-relationship 

lending than through relationship lending, with banks-firms maintaining stable credit lines within 

their relationship and using new relationships to expand (contract) loans as monetary policy 

loosens (tightens). These effects begin immediately upon the formation of a bank-firm relationship 

and strengthen as the relationship intensifies. 

 Since the three essays that comprise this thesis are separate, the literature relevant to each 

chapter is discussed within each chapter; each chapter also contains its own conclusions, although 

general conclusions are also at the end of this thesis.    
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Chapter 2: Loan Contract Pricing, Trade Shocks, and 

the Supply Chain 
2.1 Introduction  

Do the economic conditions of customer firms impact the borrowing costs of the supplier 

firm?  While there is a burgeoning literature that studies customer-supplier relationships (Shahrur, 

2005; Hertzel et al., 2008; Jacobson and Schedvin, 2015) and their implications for corporate 

finance decisions (Banerjee et al., 2008; Itzkowitz, 2013; Dai, Liang and Ng, 2020), little is known 

about how these relationships influence the pricing of corporate debt.  This is important since firms 

do not operate in isolation but are instead inter-linked through the supply chain.  Changes in the 

economic conditions at one level of the supply chain can therefore have effects on another level.  

I add to this literature by studying how the supply chain can transmit trade shocks by influencing 

borrowing costs.  To do so, I examine how an external shock to an industry caused by large tariff 

cuts (Fresard, 2010; Valta, 2012; Dasgupta et al., 2017) propagates to borrowers who have 

downstream (and upstream) links to that industry.  In particular, I examine if the supply chain can 

serve as a transmission mechanism for trade shocks in the pricing of loan contracts.   

 Consider the example presented in Figure 2.1.  ACS Industries is the main firm of concern 

which I denote the “intermediate firm”; in other words, the “borrower” (henceforth, I will use the 

term “borrower” to refer to the “intermediate firm” interchangeably).  ACS Industries buys steel 

from Essar Steel (the upstream firm) and turns that into automotive parts, which ACS then sells to 

Ford Motors (the downstream firm).  If the downstream vehicles industry experiences large tariff 

cuts, the vehicles industry experiences increased import competition since it becomes cheaper for 

foreign companies (e.g., Toyota) to enter the U.S. market.  Ford Motors will therefore lose sales 

and market share to foreign competitors (Valta, 2012).  How does this negative shock to the 

downstream (Ford Motors) impact the intermediate firm’s (ACS Industries) borrowing cost?  

Similarly, how would a negative shock to an upstream firm (Essar Steel), a tariff cut in the steel 

industry, impact the intermediate firm’s (ACS Industries’) borrowing cost?   
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It is not clear a priori how such shocks in the downstream and upstream industries impact 

the borrower. Large tariff cuts in the downstream industries could positively affect downstream 

firms by improving the downstream firms’ export opportunities (Bustos, 2011; Kikkawa et al., 

2019).  They may also improve the intermediate firm’s sales to foreign companies.1  Tariff cuts 

can also imply more intense competition in the domestic market from foreign firms (Fresard, 2010; 

Valta, 2012; Pierce and Schott, 2016; Grullon, Larkin, and Michaely, 2019) accompanied by an 

increase in imports and a reduction in domestic outputs. Downstream tariff cuts can thus generate 

losses for downstream firms.2  In turn, the negative effects can propagate up to the borrower from 

lost sales to downstream firms.3 This channel follows the literature on how microeconomic shocks 

from firms (Gabaix, 2011), or sectors (Acemoglu et al., 2012), can aggregate up into 

macroeconomic shocks through economic linkages.  Tariff cuts in upstream industries can reduce 

input costs for intermediate firms and increase the intermediate firms’ profitability (Martin and 

Otto, 2018).  On the other hand, they weaken the firms that the borrower has a business relationship 

with.      

The central empirical finding of this paper is that large tariff cuts in the borrower’s 

downstream industries increase the borrower’s loan spreads.  In contrast, upstream tariff cuts do 

not significantly impact the borrower. This finding suggests that industry trade shocks can 

propagate upwards through the supply chain, but not necessarily downwards.  When the 

borrower’s weighted fraction of downstream industries that experience a tariff cut increases by 1 

standard deviation, the all-in-drawn spread (AIS) increases by 15 basis points (bps) for the 

borrower.  This magnitude represents a 7 percent increase in borrowing costs on average.  This 

suggests that the economic conditions of the borrower’s downstream firms play a crucial role in 

determining the cost of borrowing for the intermediate firm.  In contrast, tariff reductions in the 

borrower’s upstream industries do not impact loan spreads.   

 

1 For example, after increasing U.S. sales, Toyota can hedge against U.S. dollar exchange rate risk by also sourcing 
materials from U.S. companies.  This can increase the business opportunities for ACS Industries.  Hoberg and Moon 
(2017) show that multinational firms purchase inputs from the same nations that they sell output to as an operational 
hedge against currency exchange rate risk.   
2 Please note that “downstream firms” refers to the U.S. domestic firms (and not “foreign firms”) in the 
“downstream industries” throughout the paper.    
3 If Ford Motors loses its market share and sells fewer cars due to import competition from Toyota, then Ford 
Motors will also demand less inputs from ACS Industries. 
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I conduct further tests for robustness.  First, I show my results do not hold for a placebo 

test based on future tariff cuts.4  Second, since the analysis uses industry-level linkages reported 

by the Bureau of Economic Analysis, I also use the Compustat Segment files to identify the 

customers reported in the borrowers’ 10K fillings following Banerjee, Dasgupta and Kim (2008).  

I use this data to construct a downstream variable that uses the borrower’s reported customer 

industries.  I find that the firm-level measure of downstream tariff cuts is also associated with 

higher loan spreads for the borrower.  Third, I find the effects are asymmetric where only tariff 

reductions have a material impact on loan spreads, but not tariff increases in the downstream 

industries.  Finally, estimating loan contract terms simultaneously, I find downstream tariff cuts 

impact the loan spreads for the intermediate firm, but not the loan amount nor the maturity.   

The impact of downstream tariffs on the intermediate firm’s loan spreads can be seen 

through two main channels.  First, downstream tariff reductions can reduce sales and lower 

profitability for customer firms in downstream industries due to more intense import competition 

(Hoberg, Phillips and Prabhala, 2014).  This translates to a contraction in demand from customer 

firms for inputs from the intermediate firm (see Acemoglu et al., 2016).  Second, there is also 

financial distress cost from customers, which can translate upstream to the borrower (Hertzel et 

al., 2008; Jorion and Zhang, 2009).  Customer bankruptcies following fierce foreign competition 

can imply losing future cashflows from repeated businesses or losing trade-credit payments from 

customers (Jacobson and von Schedvin, 2015).  In both cases, there is a higher probability that the 

intermediate firm (the borrower) may be unable to cover its own debt obligations.  

To further examine this channel, I explore the real impact of downstream tariff reductions.  

I first examine the impact of downstream tariff cuts on customer-supplier relationship outcomes.  

The results show that customers reduce their purchase of inputs by 1.5% from the intermediate 

firm following tariff reductions in the customer industry.  However, there are signs of relationship 

stickiness where the probability of ending a relationship does not increase, nor does the average 

 

4 This is done to verify that other industry-specific trends do not drive the results.  For example, a maturing industry 
with low growth, say textiles, that also happen to experience large tariff cuts.  Specifically, I construct the placebo 
variable by taking a value-weighted measure of downstream industries that will experience a future large tariff cut in 
1 to 2 years.  See the Appendix for details.  



6 

 

length of the sales relationship decrease post-tariff cut in the customer industry.  Lastly, I find no 

evidence that firms are more likely to obtain new customers following downstream tariff cuts.     

Consistent with the view that tariff reductions in the downstream industries impact real 

outcomes, I find that intermediate firms with a larger weighted fraction of their downstream 

industries that experience tariff cuts have lower sales growth and lower return on assets (ROA).  

These results are broadly consistent with the horizontal impact of industry tariff reductions (Valta, 

2012).  For instance, at the industry level, I find that tariff cuts are indeed followed by increases in 

imports and a reduction in domestic wage bills and production.  These results are similar to Autor, 

Dorn, and Hanson (2013) and Pierce and Schott (2016), which highlight the adverse effects of 

import competition.   

I further investigate industry and firm characteristics that may amplify or diminish the 

effects of downstream import competition.  I consider the borrower’s own industry concentration, 

as measured by the Herfindahl-Hirschman Index (HHI), and the total similarity index (TSIM), a 

firm-level measure of competition from Hoberg and Phillips (2016).  In both cases, I do not find 

any evidence that the effects of downstream tariff reductions are amplified for borrowers facing 

more competition in their own industries.  However, I find the impact on loan spreads is mainly 

observed for borrowers with a high research and development (RND) expenditure and for 

borrowers that operate in the durable goods sector.5  Thus, the results are especially strong for 

intermediate firms where the customer-supplier relationship tends to be more important. 

This paper contributes to several strands of literature.  First, I add to the literature on the 

determinants of loan spreads.  Valta (2012) examines the impact of horizontal competition6 on 

loan spreads.  Cen et al. (2016) and Cai and Zhu (2020) investigate how principal customers can 

reduce loan spreads.  They show that significant customers can serve as a certifying entity for 

suppliers, thus reducing asymmetric information between suppliers and their creditors.  Campello 

and Gao (2017) look at the relationship between customer concentration7 and loan spreads.  They 

 

5 These are measures of the intensity of relationship-specific investment following this literature (e.g. Kale and 
Shahrur, 2007; and Banerjee, Dasgupta, and Kim, 2008). 
6 To be precise, “horizontal competition” means competition in the borrower’s own industry.  
7 This reflects the amount of a firm’s sales to principal customers.  
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show suppliers with higher customer concentration have higher borrowing costs. I differ from 

these papers by concentrating on the network aspect of trade shocks through upstream and 

downstream linkages.  In contrast to evaluating the monitoring benefit of principal customers, and 

how that can lower borrowing costs, I consider how increased competition in downstream 

industries can negatively impact the borrowers.    

Second, I focus on the changes in borrower loan spreads induced by increased downstream 

competition.  The prior literature studies supply chain in relation to defaults and mergers (Shahrur, 

2005; Hertzel et al., 2008; Jacobson and Schedvin, 2015) or natural disasters (Hendricks, Jacobs 

and Singhal, 2020).  For corporate decisions, Banerjee, Dasgupta, and Kim (2008), Wang (2012), 

Dai, Liang, and Ng (2020), and David (2021) examine how customers impact supplier firms’ 

leverage, payout, corporate social responsibility, and cash holdings.  I differ from these papers by 

examining the impact on the cost of borrowing.  In addition, the main variable of interest, a 

downstream tariff cut, is constructed using industry-level input-output (IO) tables. These 

connections are more likely to result from innate production technologies rather than individual 

firms’ choice to buy from or sell to another firm (Martin and Otto, 2018).   

The paper is also motivated by the literature on trade liberalization and how it impacts 

supply chains.  Although earlier studies examine customer-supplier relationships in the context of 

borrowing costs (e.g., Kim et al., 2015; Cen et al., 2016; Campello and Gao, 2017), I examine how 

a specific shock, the changes in trade policies via tariff rates, can impact loan spreads through the 

IO network.  How trade liberalization affects firms is less evident from this perspective.  Trade 

liberalization can increase sales opportunities and reduce input costs (Martin and Otto, 2018).  

More import competition through trade liberalization can also induce lower sales and profits 

(Fresard, 2010).  I contribute to this literature by showing that downstream competition matters 

for loan spreads, but upstream competition does not.  The results highlight the importance of 

supply-chain networks in evaluating trade policies.  I also show downstream tariff cuts have 

negative effects on intermediate firm performance.     

Lastly, this paper adds to the literature on the propagation of shocks through the supply 

chain and its effect on the pricing of assets.  Cohen and Frazinni (2008), Menzly and Ozbas (2010), 

Wu and Birge (2014) examine how supply-chain shocks predict stock returns.  One central theme 
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in this literature is the assumption that investors have limited attention.  This enables sophisticated 

investors to obtain a profitable trading strategy by purchasing (shorting) equity from firms or 

industries where their customers, or suppliers, experienced a positive shock (negative shock).  This 

paper shows that lenders pay close attention to the supply chain.  The results are consistent with 

lenders pricing in the risk stemming from a borrower’s lower sales and profits due to large 

downstream tariff cuts.    

The rest of the paper is organized as follows.  Section 2.2 presents the background and an 

overview of the data.  Section 2.3 presents the industry impact of tariff reductions.  I show the 

results for the relation between loan spread and downstream tariff cut in Section 2.4.  Section 2.5 

studies the impact of downstream tariff reductions on real economic outcomes.  Section 2.6 further 

examines the relationship between loan spread and downstream tariff cut.  Finally, I conclude in 

Section 2.7.   

2.2 Background and Hypotheses  

Trade policy and the economic impact of trade liberalization have been the subject of 

contentious debate in recent years amongst academics and policymakers.  At the center of the 

debate is how increased competition from international trade impacts domestic firms.  On the one 

hand, economists argue that increased foreign competition may be an efficient mechanism to weed 

out inefficient firms or managers (Dasgupta, Li, and Wang, 2017) and increase the incentives for 

innovation and R&D (Bloom, Draca and Van Reenen, 2016; Hombert and Matray, 2018).  On the 

other hand, increased foreign competition may have unfavorable domestic industry and labor 

outcomes (Autor, Dorn, and Hanson, 2013; Acemoglu et al., 2016; Pierce and Schott, 2016).  There 

is a growing literature that documents the impact of trade liberalization on the affected industries.  

Nevertheless, little is known about the financial consequence for firms and how these policies 

affect firms through the supply chain. 

I examine how trade shocks impact the cost of borrowing across the supply chain following 

Fresard (2010), Valta (2012), Grullon et al. (2019) by using industry-level changes in tariff rates 

as a quasi-experiment to capture the exposure to downstream and upstream import competition.  

To do so, I use U.S. tariff data from 1985 to 2015.  I identify large tariff cuts for each industry by 

concentrating on tariff cuts that are at least three times as large as the average absolute change in 
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tariffs for the entire sample (see Fresard, 2010; Fresard and Valta, 2016).  This variable captures 

the relative changes in tariff rates within each industry.8  I follow Acemoglu et al. (2016) and 

Martin and Otto (2018) and use the U.S. Bureau of Economic Analysis (BEA) input-output (IO) 

table to identify the downstream industries.  For a given borrower’s industry, I create the 

downstream tariff cut variable by weighting its downstream industries that experienced a large 

tariff cut in the last three years.  Alternatively, I use the actual customer-supplier relationships 

listed in the borrower 10K filings to define downstream tariff cut at the firm level. 

When tariffs are reduced, it becomes cheaper for foreign companies to enter the U.S. 

market and increases import competition in the affected industries (Pierce and Schott, 2016).  I 

posit that increased competition in downstream industries fundamentally affects the business 

environment and decreases the performance of the downstream firms.  This negative effect is 

propagated upward to the borrower due to lost sales to the downstream firms. This line of reasoning 

follows literature on how economic linkages can serve as a transmission mechanism for trade 

policy shocks (e.g. Gabaix, 2011; and Acemoglu et al., 2012).  In my study, the null hypothesis is 

that downstream and upstream tariff reduction do not affect the intermediate firm.   

Hypothesis 1. The borrowing cost for the intermediate firm increases as downstream 

competition intensifies.  When a borrower’s downstream firms are exposed to more competition 

from overseas, those downstream firms produce less and have a higher risk of failure.  This 

negative effect on downstream firms results in lower and more volatile sales and profits for 

intermediate firm which degrades the intermediate firm’s credit worthiness and thus increases the 

intermediate firm’s borrowing cost.    

Hypothesis 2. The intermediate firm’s borrowing cost decreases when upstream 

competition intensifies.  When the intermediate firm’s suppliers face more competition, the 

bargaining position of the intermediate firm is increased (see Martin and Otto, 2018) which reduces 

the intermediate firm’s input prices, which results in higher profits for the intermediate firm.  This 

 

8 Specifically, I use a dummy variable “tariff cut” that equals 1 if 1) there was a reduction in the tariff rate within an 
industry in the last three years and 2) the reduction is more than 3 times the absolute change in tariffs in the entire 
sample for that industry.  This may better reflect the changes in each industry when compared to just using change in 
tariff rates.  For example, a 1% decrease in tariff rates may represent a sizeable change for the auto industry but may 
represent a small change for the steel industry.  See the appendix for details.   
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increases the creditworthiness of the intermediate firm and thus lowers the borrowing costs for the 

intermediate firms.     

2.2.1 Data Description   

To construct the sample, I first identify all firms covered by the CRSP-Compustat database 

from 1985 to 2015.  The sample excludes all financial firms (SIC codes between 6000 and 6999) 

and utilities firms (SIC codes between 4900 and 4999). The loan data is from LPC DealScan, and 

I use the DealScan-Compustat link table following Chava and Roberts (2008).  I require each firm 

to have information on its total asset value, CRSP daily stock returns data, and other fundamental 

information that I use as controls.  The firm data is at the annual frequency.  I require the firms to 

be headquartered in the U.S. since the BEA IO table that I use is for U.S. industries.   

 I follow Fresard and Valta (2016) and Martin and Otto (2018) in constructing the 

downstream tariff rates.  First, I obtain data on U.S. imports between 1989 to 2015 from Peter 

Schott’s website.  To supplement the data for imports for the years prior to 1989, I use the data 

from the Center for International Data at U.C. Davis.  I define industries at the four-digit SIC level 

and compute the industry-level tariff rate by dividing the estimated duties, which is based on the 

Harmonized Tariff Schedule (HTS) code, by the total value of imports.   

Figure 2.2 presents the (equally weighted) average tariff rate across all industries from 

1985 to 2015.  The tariff rates follow trade liberalization policies that were prominent in the 1990s, 

decreasing the average tariff rate from above 5 percent to around 2 percent today.  I follow 

Acemoglu et al. (2016) and Martin and Otto (2018) by using the 1992 US Bureau of Economic 

Analysis (BEA) IO table to identify the downstream (upstream) industries, and to calculate the 

appropriate weights for the tariff reductions in the downstream (upstream) industries.   

2.2.2 Tariff Cuts    

To examine the relationship between downstream competition and loan spread, I use 

downstream tariff cut defined at the industry-level j for firm i in industry j.  I focus on large tariff 

reductions following literature that uses tariff cuts as an exogenous shock to competition (e.g. 

Fresard, 2010; Valta, 2012; Martin and Otto, 2018).  Here a tariff reduction in year t for industry j 

is classified as large if: 1) there is a reduction in tariff rate and 2) the reduction in tariff rate is more 
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than three times the absolute average level of change in tariffs in the entire sample period.  I classify 

the large tariff cut as occurring in the first year when the tariff reductions are more than three times 

the sample average.  Therefore, if there is a large tariff cut in years t – 1 and t, I only include the 

large tariff cut in year t – 1, following existing literature (see Fresard and Valta, 2016).  This allows 

me to compare my results to other studies.   

Unlike Martin and Otto (2018), I do not exclude tariff cuts that are smaller than 1 percent.  

I also do not exclude tariff cuts in year t, if years surrounding t do not also experience large tariff 

cuts.9  This allows a larger pool of tariff cut events.  Furthermore, the tariff reduction in year t is a 

better approximation for changes in tariff rates for that year, and the results are not washed out for 

industries where they experience very infrequent, but sharp changes in tariff rates.  Figure 2.3 

shows the number of large tariff cuts across all industries between 1985 to 2015.  The spikes are 

consistent with prior literature, and we see that there are changes in tariff rates in almost all years.   

The frequencies in large tariff cuts are aligned with significant events: the trade deals 

surrounding the General Agreement on Tariffs and Trade (GATT), a series of multilateral legal 

agreements between countries to promote free trade.  Most notably, the spikes coincide with the 

implementation of the “Tokyo Round”, and the “Uruguay Round” in the early 1990s that resulted 

in the creation of the World Trade Organization (WTO) in 1995.  This included a substantial 

decrease in tariffs and other trade barriers.10  There were also bi-lateral trade agreements between 

the U.S. and other countries which further lowered, or eliminated, tariffs under the Bush and 

Obama administrations.  They included trade agreements with Australia, Bahrain, Chile, Peru, 

Singapore, Colombia, South Korea, among other nations.   

I use the 1992 BEA IO table following Acemoglu et al. (2016) and Martin and Otto (2018) 

to identify the downstream and upstream industry linkages.  I use the industry flow of goods to 

construct a matrix showing how each industry consumes other industries’ output.  An advantage 

of using industry-level linkages as opposed to firm-level data is that they better reflect innate 

 

9 This is in contrast to Martin and Otto (2018), which exclude tariff cuts in year t if tariff rates in t – 1 to t + 1, t – 2 
to t  + 2, and t – 3 to t + 3 are not larger than three times the average absolute tariff rates, too.    
10 This included the elimination of preferences and to facilitate trade between nations in almost all products.  Other 
large policy changes include the commencement of the North American Free Trade Agreement (NAFTA) in 1994.    
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production technologies rather than an individual firm’s choice to buy (sell) to a different firm.  

Consequently, the industry-level data is more likely to be exogenous to unobserved firm-level 

characteristics that may be prevalent in firm-level data (e.g., matching of high-quality firms with 

each other).  I use this data to compute the weighted fraction of downstream industries that 

experience large tariff reductions in the past three years11:  

 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑚𝑚 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐷𝐷𝑗𝑗,𝑡𝑡 = ∑ 𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡𝑠𝑠∈ 𝑆𝑆−𝑗𝑗    (1) 

where 𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 = 𝐺𝐺𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠 𝑓𝑓𝑓𝑓𝐺𝐺𝑓𝑓 𝐺𝐺𝑓𝑓 𝑔𝑔𝐺𝐺𝐺𝐺𝑔𝑔𝑠𝑠 𝑓𝑓𝐺𝐺𝐺𝐺𝑓𝑓 𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑠𝑠𝑡𝑡𝐺𝐺𝑖𝑖 𝑗𝑗 𝑡𝑡𝐺𝐺 𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑠𝑠𝑡𝑡𝐺𝐺𝑖𝑖 𝑠𝑠
𝑇𝑇𝐺𝐺𝑡𝑡𝑇𝑇𝑓𝑓 𝑔𝑔𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠 𝑓𝑓𝑓𝑓𝐺𝐺𝑓𝑓 𝐺𝐺𝑓𝑓 𝑔𝑔𝐺𝐺𝐺𝐺𝑔𝑔𝑠𝑠 𝑡𝑡𝐺𝐺 𝑇𝑇𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑠𝑠𝑡𝑡𝐺𝐺𝑖𝑖𝑖𝑖𝑠𝑠 𝑓𝑓𝐺𝐺𝐺𝐺𝑓𝑓 𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑠𝑠𝑡𝑡𝐺𝐺𝑖𝑖 𝑗𝑗

  

The weights reflect the share of goods sold from the borrower’s industry j to industry s.  

The larger the share purchased by industry s, the more dependent industry j becomes on s.  Here, 

tariff cut is an indicator variable that equals 1 if industry s in year t experienced a large tariff cut 

in the last three years (including year t).12  The downstream tariff cut variable measures the overall 

exposure of the intermedia firm j to downstream import competition.  When there is a sizeable 

downstream tariff cut, the intermediate firm industry should be impacted through demand for the 

intermediate firm’s goods & services from downstream firms.  

2.2.3 Other Variables      

The main dependent variable studied in this paper is the all-in-drawn spread (AIS) for the 

loan.  This is defined as the total annual spread paid over LIBOR for each dollar drawn from the 

loan, including fees and interests.  This follows prior literature that examine borrowing costs in 

the syndicated loan market (Valta, 2012; Cen et al., 2016; Campello and Gao, 2017).  I also follow 

these studies closely in determining the controls. This includes ln firm size and ln firm age, ln loan 

 

11 Tariff cuts are defined to be “large” if they exceed 3 times the average absolute value change in the tariff rates.  
Note that the value of the average change in tariff rates will be different for each industry.  See the appendix for the 
detailed definition.   
12 For example, if 30% of industry j’s goods are used by industry s1 and s2, while the rest goes to s3, then the weight 
is 0.3, 0.3 and 0.4, respectively.  If only s3 experienced a tariff cut in the last three years, then downstream tariff cut 
is 0.4*1 = 0.4.  The upstream tariff cut variable is defined in a similar fashion, except the weights are given by gross 
flow of goods from industry s to industry j divided by total gross flow from all industries to industry j.    
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maturity, the loan type, the borrowed amount, as well as lending relationship dummy variables (as 

in Bharath et al., 2011; and Donaldson and Hu, 2021).   

Other variables include a firm’s industry concentration, return volatility, and investment-

grade dummy to proxy for the risk.  The market-to-book (MtB) ratio is used to measure the growth 

opportunities for the firm.  I use cashflow and tangibility to assess a firm’s ability to pay back the 

loan and its ability to pledge assets.  These controls follow prior literature that studies the 

determinants of loan spread (see Valta, 2012; Cen et al., 2016; Campello and Gao, 2017).  The 

firm controls are obtained from CRSP-Compustat database.  The loan data is from LPC DealScan.  

See the appendix for a detailed list of the variables.  

2.2.4 Summary Statistics       

Table 2.1 presents the summary statistics.  The sample includes more than 7,100 loans for 

the 1985 to 2015 period, and 1,400 unique borrowers.13  The main dependent variable, AIS, has a 

mean of 1.94% and a median of 1.75%, which is largely consistent with prior literature (e.g. 

Campello and Gao, 2017).  The syndicated loans tend to be large with an average size of $79 

million and a median value of $100 million.  The average maturity length of the loans is 40 months, 

while the median is around 55 months.   

The mean firm size is about $690 million in book assets, while the median size is around 

$733 million. The main independent variable of interest is Downstream Tariff Cut for industry i.  

This variable that defines the weighted fraction of downstream industries j (excluding i) that have 

experienced a tariff cut in the last three years.  This variable is 0.123 and 0.053 for the mean and 

median.  The firm-level measure of the customer industry tariff cut, Customer Tariff Cut, an 

indicator variable that equals one if the customer firm (the actual downstream firm measured at 

the firm level) experienced a tariff cut in its industry, has a mean of 0.13.  The summary statistics 

of other variables are in Table 2.1.    

 

13 The variables are winsorized at the 1% and 99% levels to reduce the impact of outliers.   
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2.3 Tariff Cuts and Industry Outcome  

In this section, I examine the economic impact of tariff reductions at the industry level.  

The assumption is that downstream tariff impacts firms in downstream industries.  Fresard (2010) 

argues that tariff rates significantly impact the industry’s competitive landscape and use it to proxy 

for exogenous changes in competition.  A low tariff rate encourages imports due to the lower cost 

of purchasing foreign goods and increases foreign competition (and risk).  Irvine and Pontiff 

(2009) show that increases in return volatility are associated with cashflow risk from increases in 

economy-wide competition.  Bustamante and Donagelo (2017) show that competition can 

significantly affect the riskiness of firm cashflows and increase uncertainty.  These risks are likely 

to transmit through the supply chain from the downstream customer to the intermediate firm (see 

Hertzel et al., 2008; and David, 2021).   

I first investigate the relationship between import competition and tariff changes.  I 

estimate how tariff reductions influence import competition, as measured by import growth, and 

how it affects the domestic firm’s production of goods and wages.  I run the following regression: 

𝑂𝑂𝑇𝑇𝐷𝐷𝑂𝑂𝐷𝐷𝑚𝑚𝐷𝐷𝑖𝑖,𝑠𝑠 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑖𝑖,𝑡𝑡 + 𝐼𝐼𝐷𝐷𝐼𝐼 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇𝑚𝑚𝐷𝐷 𝐹𝐹𝐹𝐹 + 𝐷𝐷𝑖𝑖,𝑠𝑠 (2) 

where outcome(i,s) measures, for years t, t +1, t +2, the log of import growth and the natural log 

of domestic output (outcome variables).  I follow Martin and Otto (2018) and use data on industry 

output from the NBER-CES Manufacturing Industry Database.14  The import data is from Peter 

Schott’s website.  Tariff Cut is an indicator variable which equals 1 if the industry experienced a 

large tariff cut in the last three years.15   

 Under the competition channel, lower import tariffs increase import competition.  This can 

reduce both prices and domestic production due to substitution between domestic and foreign 

goods.  If tariff reductions indeed impact production and imports, then the expected sign 𝛽𝛽 < 0 

for domestic production and 𝛽𝛽 > 0 for import growth since lower tariffs should encourage more 

 

14 The data is available from the National Bureau of Economic Research (NBER) at http://www.nber.org/nberces/ 
Note that Tariff Cut and the industry fixed effect (FE) are defined at the four-digit SIC level. 
15 As before, a tariff cut in industry i is considered “large” if the tariff rate decrease is at least 3 times as large as the 
absolute average change in tariff rates in industry i.   
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imports.  There should also be substitution due to the “crowding out” of domestic products from 

imports following a large tariff reduction.  I test this using specification (2).  

2.3.1 Industry Regression Results       

Table 2.2, Panel A presents the relation between domestic output and tariff reduction.  The 

sample period goes from 1976 to 2011.  I find a negative and statistically significant coefficient 

on Tariff Cut.  Thus, there is a negative relationship between large tariff reductions and domestic 

output.  This coincides with the direct channel of import competition where consumers substitute 

domestic-made goods with foreign goods.  In addition, the results last for up to three years 

following a large tariff cut.  The output decreases by around -2.9% in the first year following a 

tariff reduction.  This decrease attenuates to 2.5% and 2.2%, respectively, for year t + 1 and t + 2.   

I follow Autor, Dorn, and Hanson (2013) and Acemoglu et al. (2016) to examine labor 

outcomes.  I do this by regressing the industry wage bill on Tariff Cuts.  This measure is the natural 

log of real total payroll by industry from the NBER-CES Database.  The results are presented in 

Table 2.2, Panel B. Consistent with prior literature, we see decreased labor welfare measured by 

total wages for industries that are impacted by foreign competition.  Economically, the aggregate 

wage paid decreases by 2.3% in year 1, and 2% in year 2.  Finally, I investigate how import changes 

following tariff cuts.  The results are presented in Panel C.  Here, I find a strong, positive 

relationship between import growth and tariff reductions.  The coefficient for Tariff Cut is large 

and statistically significant for years t and t + 1, but not for year t + 2.   

Panels A, B, and C of Table 2.2 suggest that there is sizeable increase in import competition 

following tariff cuts which negatively impacts firms in the affected industry.  The results are also 

consistent with the findings in Martin and Otto (2018), which show the price of inputs drops 

following a large tariff cut in the input producing industry.  The large increases in foreign 

competition and decline in output for domestic firms can travel downstream following the 

reasoning of Hertzel et al. (2008), David (2021), Hendricks, Jacobs, and Singhal (2020).  I test this 

in the sections below.   
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2.4 Downstream Tariff Reduction and Loan Spreads 

2.4.1 Baseline Regression         

In this section, I examine how increased downstream competition, due to large tariff 

reductions, impact the borrower (i.e., the “intermediate firm” in Figure 2.1).  I use the following 

regression:  

𝐴𝐴𝐼𝐼𝑆𝑆𝑖𝑖,𝑗𝑗,𝑡𝑡 = 𝛼𝛼 + β ∗ Downstream TariffCutj,t + 𝑋𝑋𝑖𝑖,𝑡𝑡′ Γ + 𝐿𝐿𝑖𝑖,𝑡𝑡′ Π + 𝐼𝐼𝐷𝐷𝐼𝐼 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇𝑚𝑚𝐷𝐷 𝐹𝐹𝐹𝐹 + 𝐷𝐷𝑖𝑖,𝑗𝑗,𝑡𝑡  (3) 

where 𝐴𝐴𝐼𝐼𝑆𝑆𝑖𝑖𝑗𝑗𝑡𝑡 is the AIS for firm i in industry j and year t.  The firm-level controls 𝑋𝑋𝑖𝑖,𝑡𝑡 includes the 

firm size and age (in log terms), MtB ratio to measure investment opportunities, and indicator 

variables for whether a firm is rated, if the firm has an investment grade credit rating, and if the 

firm is borrowing from a bank with which it has a prior lending relationship.   

Other controls include cashflow, financial leverage, tangibility, return volatility, and 

industry concentration.  These variables are included to gauge a firm’s risks and its ability to repay 

the debt following the standard in this literature (e.g., Valta, 2012; Campello and Gao, 2017).  The 

loan variables 𝐿𝐿𝑖𝑖,𝑡𝑡 include the loan amount and maturity.  The regression above includes industry 

FE to control for time-invariant differences across industries.  I include Year FE to control for time 

trends.  The firm-level controls are from the CRSP-Compustat database.  The loan data are from 

LPC DealScan.  See the Appendix for the detailed description of the variables.   

 Suppose a downstream tariff reduction increases import competition and adversely affects 

the downstream firms.  In this case, I predict that the borrower (i.e., intermediate firm) will have a 

higher AIS to compensate for the downstream industry risks.  This follows prior literature that 

shows intra-industry competition impacts profitability and increases cashflow volatility (see Valta, 

2012; Hoberg, Phillips and Prabhala, 2014).  In turn, downstream firms will demand less goods 

from their intermediate firm suppliers (Acemoglu et al., 2016).  This follows the literature on how 

financial distress can be transmitted upstream (e.g., Hertzel et al., 2008; Jorion and Zhang, 2009) 

from customer bankruptcies which can entail losing future sales or losing payments on trade credits 

for the suppliers.  These risks translate to cashflow losses for the intermediate firms.  This can 

make loan payments more difficult, and thus, increasing the credit risk of the intermediate firms.    
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The main result is presented in Table 2.3.  The baseline estimates are contained in column 

3.  See the description in Table 2.3 for the detailed list of the controls.  I include year and industry 

FEs in all regressions. The estimated coefficient on Downstream Tariff Cut is positive and 

statistically significant and is between 0.609 to 0.875 for all regressions.  This means that for a one 

standard deviation increase in the weighted fraction of downstream industries that experience large 

tariff reductions, the AIS charged to the borrower increases between 10 to 15 bps.16  The sign on 

the controls is similar to prior literature (e.g., Valta, 2012; Campello and Gao, 2017).  If 

downstream tariff reductions increase import competition and decrease the output for downstream 

firms, then they should also generate additional losses in profits for the intermediate firm as 

discussed above.  The coefficients imply that more import competition in downstream industries 

will increase the borrowing cost for the intermediate firm.  

2.4.2 Industry Tariffs and Placebo Results 

There may be some concerns that large changes in industry tariffs may be associated with 

other industry trends that may explain our results. For example, the results may reflect large 

structural changes in industries that coincide with large industry tariff cuts (e.g., a matured industry 

such as the textile industry, which also happens to experience trade shocks).  Hence, instead of 

picking up the effects of downstream tariff reductions, we may pick up the effects of other 

structural changes in the downstream industries that also experience tariff cuts.17  To alleviate these 

concerns, I conduct additional analyses.    

Specifically in Table 2.4, I repeat the analyses by using a placebo test to examine whether 

the cost of borrowing increases for borrowers exposed to downstream industries that will have 

future large tariff cuts that have not yet occurred.  I follow equation (1), but instead of using the 

interaction term 𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡, I interact the previous weight variable with 

𝐹𝐹𝑇𝑇𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡 which is an indicator variable that equals one if the downstream industry s 

 

16 Note that 1 standard deviation in Downstream Tariff Cut is 0.15.  Therefore, the effects are between 0.15 x 0.609 
= 0.0913 and 0.15 x 0.875 = 0.1313 for the loan spreads. I round up to the nearest 5 bps.    
17 Following prior literature, such as Fresard (2010), Valta (2012), Dasgupta et al. (2017) and others, I have assumed 
that the tariff cuts are exogenous. However, there is the plausibility that large industry changes may also correlate 
with tariff cuts.  For example, maturing industries that are in a downward sales trajectory may also be more likely to 
experience tariff cuts.   
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will experience a significant tariff reduction in the next two years.  The variable should capture 

industry trends that can coincide with tariff cuts in the near future for each industry (but have not 

experienced a tariff cut yet).  I label the new variable Placebo Downstream T. Cut.    

 The idea behind the placebo test is that if the results in Table 2.3 were driven by industry 

events that coincide with large tariff cuts, we expect the coefficient on Placebo Downstream T.Cut 

to be positive and statistically significant.  The results are displayed in Table 2.4, following the 

same specification as in Table 2.3. We see the coefficient are negative for columns 1 to 4 but not 

statistically significant.  For column 5, I exclude observations where the borrower experienced a 

tariff cut in their own industry.  For column 6, I also add a lender FE in addition to the exclusion.  

The estimated coefficients for Placebo Downstream T.Cut become positive but not statistically 

significant.  Overall, the placebo results in Table 2.4 suggest that any industry trends that may 

coincide with large tariff cuts will not increase the borrowing costs.   

2.4.3 Firm-Level Regressions Using 10K Filings  

Table 2.5 presents the results for a new measure (customer tariff cuts) to capture the tariff 

cuts for the identified customer firms using firm-level linkages reported in 10K filings.  This is 

done as an additional robustness test to address the concerns that industry-level linkages do not 

reflect actual relationship of the borrowers (Kale and Shahrur, 2007).  I follow literature that uses 

firm-level customer and supplier data (e.g., Banerjee, Dasgupta, and Kim, 2008; Wang, 2012; and 

Larkin, 2021) and use the Compustat Segment files to identify the customers reported in 10K 

filings from the borrowers.  The Financial Accounting Boards (FASB) require firms to disclose 

the names and the sales amounts of principal customers or if a customer was considered significant 

for its business (including all customers accounting for 10% or more of sales).   

The new variable is created for borrowing firm i as: 

                            𝑇𝑇𝑇𝑇𝐷𝐷𝐷𝐷.𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑖𝑖,𝑡𝑡 = ∑ 𝑆𝑆𝑇𝑇𝑓𝑓𝑖𝑖𝑠𝑠𝑖𝑖,𝑗𝑗,𝑡𝑡

𝑇𝑇𝐺𝐺𝑡𝑡𝑇𝑇𝑓𝑓 𝑆𝑆𝑇𝑇𝑓𝑓𝑖𝑖𝑠𝑠𝑖𝑖,𝑡𝑡
 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑗𝑗,𝑡𝑡𝑗𝑗       (4) 

where 𝑆𝑆𝑎𝑎𝑆𝑆𝐷𝐷𝐷𝐷𝑖𝑖,𝑗𝑗,𝑡𝑡 is the borrower i sales to customer firm j and 𝑇𝑇𝐷𝐷𝐷𝐷𝑎𝑎𝑆𝑆 𝑆𝑆𝑎𝑎𝑆𝑆𝐷𝐷𝐷𝐷𝑖𝑖,𝑡𝑡 is the total sales of 

borrower i to all firms in year t.  𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑗𝑗,𝑡𝑡 is an indicator variable that equals 1 if the customer 

firm j’s industry experienced large tariff reductions in the last three years.  The sample period is 
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from 1988 to 2016.  Following literature, I exclude all customers that compose less than 10 percent 

of total sales for the borrowing firms.  In total, there are over 1,200 observations using the firm-

level measure of downstream customer tariff cut.   

 Table 2.5 presents the result for the firm-level measure of downstream customer tariff cuts.  

The specification follows Table 2.3, but has firm FE.  The magnitude of the coefficients tends to 

be larger.  This implies a one standard deviation increase in the customer industries that experience 

tariff cuts will increase the loan spread by around 23 bps. Overall, we see the relationship between 

the AIS and downstream tariff cuts hold at the firm level.   

2.4.4 Additional Specifications  

In this section, I consider using additional tariff reduction variables.  I do this to isolate the 

downstream effects, examine the second-order effects, and test if tariff cuts have symmetric effects 

for tariff increases.  The regression follows equation (3).  Since many tariff rate cuts are introduced 

in a series of liberalization policies (e.g., NAFTA in the mid-1990s), upstream tariff cuts may have 

an additional impact.  Two channels following upstream tariff cuts can impact the loan spread.  

First, increased competition in the upstream industries can reduce the intermediate firm’s input 

prices and thus improve the intermediate firm’s performance (Martin and Otto, 2018).  This can 

decrease the spread charged by financial institutions. Second, increased competition in upstream 

industries following tariff reductions can generate supply chain instability (e.g. Hertzel et al., 2008; 

David, 2021; Hendricks, Jacobs and Singhal, 2020).  This instability can reduce the performance 

of the intermediate firm (e.g., failing to deliver their products on time because of missing inputs), 

which increases their credit risk and loan spreads.  I also include the downstream industry’s 

downstream industry tariff cuts to measure the second-order effects.18 

Martin and Otto (2018) find that increased import competition in upstream industries 

increases investment by intermediate firms.  They argue that the results are mostly consistent with 

the idea that tariff reductions in the upstream industries decrease input prices for downstream 

firms.  The lower input prices make it profitable for downstream firms to increase investment to 

 

18 This measures the weighted fraction of downstream industries that also have their own downstream industries that 
have experienced large tariff cuts.  See the Appendix for the detailed description of these additional variables.     
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expand their productive capacity.  Moon and Phillips (2021) show that supplier competition 

impacts the purchase contracts for intermediate firms.  Hendricks, Jacobs, and Singhal (2020) 

show that the 2011 Japanese earthquake negatively impacted firms in downstream and upstream 

industries.  Taken together, a potential problem might arise if the tariffs in the downstream and 

upstream sectors are correlated.  I therefore control for this factor in the analysis. 

 To calculate the upstream tariff cut variable, I use the same procedure as calculating the 

downstream tariff cut variable.  An industry s is considered upstream if the intermediate (borrower) 

firm’s own industry j purchases inputs from s (i.e., the gross flows in $US dollars from s to j is 

positive).  The upstream tariff cut variable is:  

𝑈𝑈𝑈𝑈𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑚𝑚 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑗𝑗,𝑡𝑡 = ∑ 𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡𝑠𝑠∈ 𝑆𝑆−𝑗𝑗    (5) 

             𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 = 𝐺𝐺𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠 𝑓𝑓𝑓𝑓𝐺𝐺𝑓𝑓 𝐺𝐺𝑓𝑓 𝑔𝑔𝐺𝐺𝐺𝐺𝑔𝑔𝑠𝑠 𝑓𝑓𝐺𝐺𝐺𝐺𝑓𝑓 𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑠𝑠𝑡𝑡𝐺𝐺𝑖𝑖 𝑠𝑠 𝑡𝑡𝐺𝐺 𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑠𝑠𝑡𝑡𝐺𝐺𝑖𝑖 𝑗𝑗
𝑇𝑇𝐺𝐺𝑡𝑡𝑇𝑇𝑓𝑓 𝑔𝑔𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠 𝑓𝑓𝑓𝑓𝐺𝐺𝑓𝑓 𝐺𝐺𝑓𝑓 𝑔𝑔𝐺𝐺𝐺𝐺𝑔𝑔𝑠𝑠 𝑓𝑓𝐺𝐺𝐺𝐺𝑓𝑓 𝑇𝑇𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑠𝑠𝑡𝑡𝐺𝐺𝑖𝑖𝑖𝑖𝑠𝑠 𝑡𝑡𝐺𝐺 𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖𝑠𝑠𝑡𝑡𝐺𝐺𝑖𝑖 𝑗𝑗

  

where the gross flow is measures sales from industry s to industry j.   The final variable, Upstream 

Tariff Cut, is calculated by taking the weight from industry s and interacting it with the tariff cut 

indicator variable.   

Panel A, columns 1 and 2 in Table 2.6, reports the results for the impact of both downstream 

and upstream tariff reductions on loan spreads.  The estimated magnitude of Downstream Tariff 

Cut is still between 0.77 to 1.068.  These results are similar to Table 2.3.  We see that upstream 

tariff cut also increases the loan spread but not statistically significant.  The results are different 

compared to prior literature in that one might expect to observe a negative relationship between 

upstream tariff cut and loan spread.  Decreases in tariffs may decrease the input prices (Martin and 

Otto, 2018) and give firms better options to outsource (Moon and Phillips, 2021). 

Columns 3 and 4 in Table 2.6 explore the additional robustness of the result by looking at 

both downstream tariff reductions and tariff increases.  I define a tariff increase as a dummy 

variable that equals 1 if the yearly increase in tariff rate is three times the average change in the 

entire sample.  I then calculate Downstream Tariff Inc. similarly as in equation (1).  I run the 

regression in equation (3) with this new variable.  This allows me to differentiate whether there is 

a symmetric but opposite effect for downstream tariff increases.    
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 The coefficients in columns 3 and 4 are similar to the results reported in Table 2.3.  The 

impact of downstream tariff cut ranges from 0.653 to 0.833.  This implies that for a one standard 

deviation increase in downstream tariff cut, the loan spread increases by 10 to 13 bps.19  The results 

for downstream tariff increase are reported in the third row.  The results are around 0.4 and not 

statistically significant.  This implies there is an asymmetric effect of tariff changes in which tariff 

decreases, but not a tariff increase, in the downstream industries impact the loan spread.   

In columns 5 and 6 in Table 2.6, I also add Downstream Sq. Tariff Cut (e.g., the 

downstream industries’ downstream industry tariff cuts) to capture the second-tier effects on 

borrowing. The variable Downstream Sq. Tariff Cut is measured similarly to equation (5), where 

I sum across the downstream industries’ downstream tariff cuts.  We see that the coefficient is 

between -1.8 to 2.4 but not statistically significant.  The larger magnitude is mainly due to the 

smaller measurement of Downstream Sq. Tariff Cut.  I include additional tests in Panel B, 

including firm FE and standard errors clustered at the SIC level.  The results remain robust.  

Overall, the findings show risks arising from customer industries are important in determining the 

loan spread; other supply-chain considerations do not have similar effects.    

2.4.5 Loan Contract Terms  

Table 2.7 presents the results for the estimation of loan contract terms for the intermediate 

firm where I jointly estimate the terms simultaneously using a three-stage least squares method.  

This is done to address endogeneity problems that arise if the borrowing terms are determined 

jointly in equilibrium (see Campello and Gao, 2017).  I estimate: 

𝐿𝐿𝐷𝐷𝑎𝑎𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚𝐷𝐷𝑖𝑖,𝑗𝑗,𝑡𝑡 = 𝛼𝛼 + β ∗ Downstream TariffCutj,t + 𝑋𝑋𝑖𝑖,𝑡𝑡′ Γ + 𝐿𝐿𝑖𝑖,𝑡𝑡′ Π + 𝐼𝐼𝐷𝐷𝐼𝐼 𝐹𝐹𝐹𝐹𝑗𝑗  

                                                              +𝑇𝑇𝑇𝑇𝑚𝑚𝐷𝐷 𝐹𝐹𝐹𝐹𝑡𝑡 + 𝐷𝐷𝑖𝑖,𝑗𝑗,𝑡𝑡 

                            𝐿𝐿𝐷𝐷𝑎𝑎𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚𝐷𝐷𝑖𝑖,𝑗𝑗,𝑡𝑡 ∈ (𝐴𝐴𝐼𝐼𝑆𝑆, 𝐿𝐿𝐷𝐷 𝐿𝐿𝐷𝐷𝑎𝑎𝐷𝐷 𝐴𝐴𝑚𝑚𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷, 𝐿𝐿𝐷𝐷 𝐿𝐿𝐷𝐷𝑎𝑎𝐷𝐷 𝑀𝑀𝑎𝑎𝐷𝐷𝑇𝑇𝐷𝐷𝑇𝑇𝐷𝐷𝑀𝑀)     (6)  

For a system of equations defined for the AIS, the ln loan amount, and the ln loan maturity (in 

months).  𝑋𝑋𝑖𝑖,𝑡𝑡 includes firm controls, and 𝐿𝐿𝑖𝑖,𝑡𝑡 includes loan variables.  The common controls are 

 

19 To calculate the effect of downstream tariff cuts, we calculate 0.15 x 0.653 = 0.098 and 0.15 x 0.833 = 0.125 
which is rounded up to 10 and 13 bps.  
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ln firm size, and dummy variables for lending relationship, loan type, rated firm, and investment 

grade firm.  The additional controls for the AIS equation include cashflow, return volatility, 

leverage, and the industry HHI.  The additional controls for the Ln Loan Amount equation include 

MtB ratio and tangibility.  The additional controls for the Ln Loan Maturity equation include 

cashflow, and the ln firm age.  

 From Table 2.7, we see Downstream Tariff Cut only affects the borrowing cost.  The 

magnitude of the effect ranges from 0.701 to 1.326, which is similar in magnitude as in Table 2.3.  

Borrowers linked to downstream industries with large tariff cuts also tend to borrow more and with 

a shorter maturity, but the coefficients are not statistically significant.   

2.5 Real Impact of Downstream Tariff Reductions  

In this section, I examine the real firm-level outcomes and the link between intermediate 

firm performance and changes in downstream competition.  I first study the effect of downstream 

tariff cuts on relationship outcome measured by the customer sales amount (fraction of total sales 

from the intermediate firm i to customer firm s) by following Larkin (2021).  I also consider the 

outcome on the total length of the relationship, defined as the ln of the number of years the 

intermediate firm i and its customer firm s are in a relationship.  Finally, I examine whether a tariff 

cut in the industry of customer s increases the probability of ending a customer-supplier 

relationship.  This is measured by an indicator variable that equals 1 if the intermediate firm i no 

longer reports the customer firm s.  See the Appendix for the detailed variable definitions.    

2.5.1 Customer Tariff Cut and Relationship Outcome  

 The results for the customer sales outcome are shown in Panel A of Table 2.8.  All the 

observations are at the customer-supplier-year level from 1976 to 2015.  In total, there are 9484 

observations.  Note that Cust. Tariff Cut is a firm-level indicator variable that equals 1 if the 

customer s experienced a large tariff reduction in the last three years, and 0 otherwise.  Column 1 

is relationship outcome for customer sales, column 2 is for ln relationship length, and column 3 is 

for an indicator variable which equals 1 if the relationship ends (in Panel A of Table 2.8).  

The findings show a large decrease in the amount purchased by the customer firm if there 

is a tariff cut in the customer’s industry.  The intermediate firm’s sales to a customer decrease by 
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about 1.5% on average following a customer industry tariff cut.  There is evidence that these 

customer-supplier relationships are “sticky”.  The sales relationship between the intermediate firm 

and its customer does not tend to end following tariff cuts in the customer’s industry.  We do not 

see any material difference in the length of the relationship or an increase in the probability of 

ending a customer-supplier relationship following customer industry tariff cuts.      

Panel B of Table 2.8 shows the relationship between customer industry tariff cuts and 

obtaining new customers for the intermediate firm.  Cust. T. Cut A1 is a dummy variable that 

equals 1 if at least 1 customer firm of the intermediate firm has experienced a tariff cut in its 

industry in the past three years.  Since tariff cuts are accompanied by trade deals that also reduce 

trade barriers in other countries, I examine if tariff cuts in customer industries positively influence 

the intermediate firm through the possibility of trade with the customer firm’s foreign competitors.  

For instance, whether the intermediate firm can attract new customers from overseas in the same 

downstream industries.   

Columns 1 and 2 in Table 2.8, Panel B, gives the PROBIT results for obtaining new 

customers.  We see that firms linked to customer industries that experience large tariff cuts are not 

more likely to obtain new customers.  The last columns 3 and 4 show the OLS results for New 

Cust. Sales, the portion of sales generated by new customers.  Although in both cases, we see a 

negative relationship between obtaining a new customer (or the amount sold to new customers) 

and customer tariff cuts, the results are not statistically significant.  This further shows the 

importance of customer-supplier relationships and that such relationships can be sticky. 

2.5.2 Downstream Tariff Cut and Firm Performance  

Next, I estimate regressions that relate performance measures with downstream tariff cuts 

by looking at the intermediate firm’s ROA and sales growth as dependent variables.  Table 2.9 

displays the results.  The relationship between downstream tariff cut and ROA is negative as 

presented in Panel A of Table 2.9.  The coefficient ranges from -0.0561 to -0.0204 and is 

statistically significant.  A one standard deviation increase in Downstream Tariff Cut decreases the 

ROA by around 1%.  Panel B presents the sales growth results.  We see that the sales growth 
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reduces by around 1% for a 1 standard deviation increase in Downstream Tariff Cut.20  The year 2 

decrease in sales growth is larger than that of year 1, potentially because firm-to-firm sales are 

generally multi-year deals.     

2.6 Interacting Mechanisms.   

2.6.1 Bargaining and RSI Intensity  

In this section, I conduct further tests to examine how downstream competition influences 

the intermediate firm’s loan spread.  First, I investigate whether the results are quantitatively 

different for borrowers in different industries that vary by the competitive landscape.  Prior 

literature (e.g., Irvine and Pontiff, 2008; Fresard, 2010; Hoberg, Phillips, and Prabhala, 2014) has 

shown the importance of intra-industry competition in shaping firm dynamics and its impact on 

corporate finance policies.  This may significantly impact the borrowing and lending decisions by 

firms and financial institutions.  I examine whether borrowers in competitive industries with many 

product rivals are more sensitive to downstream tariff reductions following Martin and Otto 

(2018).  Or conversely, when the borrower has high market power and minimal industry rivals, if 

the relationship between downstream tariff cuts and loan spread is reduced (i.e., whether or not the 

impact of downstream tariff cuts will be weakened).   

 I use two main proxies of intra-industry competition.  First, I use the sales-based HHI index 

using data from Compustat.  This is used in most prior literature that examines determinants of 

loan spread as a proxy for intra-industry competition (e.g., Valta, 2012).  Second, I use a firm-

level measurement of product competition from the Hoberg-Phillips Data Library.  This is the 

Total Similarity (TSIM) data, a text-based evaluation of a firm’s product market space from 

Hoberg and Phillips (2016).  It is positively related to competition in which a higher value means 

more products are similar to a firm’s own product offerings:  it is calculated through a pairwise 

similarity score that uses the product description from 10K filings.   

 

20 I used the downstream tariff cut coefficient in columns (4) in Panel A and B, which are -0.0561 and -0.0577, to 
calculate these effects.  
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 The results are presented in Table 2.10, Panel A.  The Downstream Tariff Cut coefficient 

is still statistically significant and economically equal to the magnitude observed in the main 

regressions (around 0.714 to 0.838).  The coefficients in the interaction terms between the intra-

industry competition and downstream tariff cuts are economically small and not statically 

significant.  The findings suggest the borrower’s own industry competition does not insulate them 

from customer base erosion through increased downstream import competition.   

I next explore the impact of different levels of relationship-specific investment (RSI) and 

assets.  Past literature has demonstrated the importance of RSI for cash holdings, leverage, payout 

policies, and other corporate finance decisions (e.g., Titman and Wessels, 1988; Banerjee, 

Dasgupta and Kim, 2008; Wang, 2012; Bae and Wang, 2015).  Borrowers may invest in or carry 

assets specific to the customer firm.  Assets from durable sectors and from more specialized 

products are more difficult to redeploy.  As a result, borrowers in these industries might depend 

more on sales to downstream customers. The effects of competition shocks in the downstream 

industries can be stronger for borrowers that have a higher RSI intensity.  I use two measures of 

RSI: research and development (RND) and durable sector indicator variables following Kale and 

Shahrur (2007), Banerjee, Dasgupta, and Kim (2008), and Bae and Wang (2015).   

 Panel B of Table 2.10 shows the regression results.  The coefficient on Downstream Tariff 

Cut is no longer statistically significant. We see the interaction term between Downstream Tariff 

Cut and High RND is positive at 0.794 and statistically significant.  Columns 3 and 4 show the 

results for durable industry regressions.21  The impact of downstream tariff reductions seems to 

disappear for non-durable sector firms.  The Downstream Tariff Cut x Dura coefficient is positive 

and statistically significant at around 1.187.  The results suggest the impact of competition shocks 

in the downstream industries mainly impacts borrowers where customer-supplier relationships are 

more significant and require more RSI.   

 

21 Note that the durable industries are defined for manufacturing firms with SIC code between 3400 and 4000, while 
non-durable industries are defined for manufacturing firms with SIC code less than 3400.    
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2.6.2 Additional Interactions  

I conduct further tests to examine the relationship between loan spread and downstream 

tariff reductions.  I analyze interactions for firms with foreign sales, which gives insight into how 

foreign market exposure can reduce the influence of downstream competition if they can also sell 

abroad (see Autor, Dorn, and Hanson, 2013; and Dasgupta et al., 2017). I assign a borrower to 

have foreign sales if it reports non-zero foreign sales in the Compustat Geographical Segment 

database.22  I also examine firms that offer high amounts of trade credits; the variable High Trade 

Credit equals 1 if the borrower has above median trade credit, measured by accounts receivables 

divided by sales, and 0 otherwise.  This examines how the customer’s ability to repay trade credits 

can impact the loan spread.   

Columns 1 and 2 in Panel C in Table 2.10 present the regression for the foreign sales 

interaction.  We see Downstream Tariff Cut continue to be positive and statistically significant.  

However, the interaction term Downstream Tariff Cut x Foreign Sales is negative at -0.507, 

suggesting the negative impact of downstream competition on loan spreads are less severe for 

firms with foreign sales exposure (however, this is not statistically significant).  From columns 3 

and 4 in Panel C of Table 2.10, we see the Downstream Tariff Cut x High Trade Credit interaction 

is small and not statistically significant.  This implies that there is little evidence to suggest that 

the trade credit channel plays an important role in determining loan spreads.   

2.7 Conclusion  

In this paper, I have studied the role of supply-chain networks in the pricing of loan 

contracts.  To do so, I assemble both firm and industry-level measures of supply-chain linkages 

using data from the Compustat Segment database (see Banerjee, Dasgupta, and Kim, 2008) and 

the U.S. Bureau of Economic Analysis IO table (see Martin and Otto, 2018).  I use large tariff 

reductions as an exogenous shock to import competition in the downstream (and upstream) 

industries to study its effect on the intermediate firm’s borrowing costs.   

 

22 A firm is labelled to have no foreign sales if it has zero or missing foreign sales in the Segment database.   
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The central finding of the paper is that the loan spreads increase for borrowers linked to 

downstream industries that experienced large tariff reductions. If the weighted fraction of 

downstream industries with large tariff cuts increases by 1 standard deviation, then the upstream 

borrower’s loan spread increases by around 15 bps.  This represents a 7% increase in total 

borrowing costs on average.  Through a series of placebo tests, I show that the results are not 

driven by industry trends that coincide with the tariff cuts.  The relationship is also robust when I 

use a firm-level measure of downstream industry tariff cuts.     

There is also no evidence that tariff cuts in the upstream industries or higher tier supply-

chain level (downstream industry’s downstream industries) have a similar effect on loan spreads.  

The effects are asymmetric; only large downstream tariff cuts, but not large downstream tariff 

increases impact loan spreads. Finally, I find that the relationship between loan spreads and 

downstream tariff cuts is stronger for intermediate firms where customer-supplier relationships are 

more important.   

My findings in this paper suggest that economic linkages through the supply chain are an 

important channel in the transmission of trade shocks across industries.  Such supply chain 

considerations of trade have largely been ignored in economic literature; the results of this paper 

suggest they warrant more careful attention.  The results also highlight the need to understand and 

evaluate the appropriate risks for not only the horizontal impact of trade, but also how the 

downstream and upstream firms are impacted when designing trade policies. 
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Figure 2.1 Supply Chain Example  

The figure below illustrates the analysis.  The borrower firm, ACS Industries, is denoted as the 

“intermediate firm.” ACS Industries is in the industrial products sector and sells insulation 

products to motor vehicle manufacturers.  The downstream firm, Ford Motors, is ACS Industries’ 

customer.  Toyota is the foreign competitor of Ford Motors.  The upstream firm is Essar Steel that 

supplies steel products to ACS Industries.  I study how large tariff cuts in the downstream motor 

vehicles industry (and upstream iron and steel industry) impact the intermediate firm's (ACS 

Industries) borrowing costs. 
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Figure 2.2 Tariff Rates 

The figure plots the equally-weighted average tariff rate (in percentage) between 1990 and 2015.  

Tariff rates, computed at the SIC industry-year level, are defined as the total estimated duties 

collected divided by the total value of imports.  The duties are based on the Harmonized Tariff 

Schedule (HTS) code. The data is from Peter Schott’s website (faculty.som.yale.edu/peterschott/) 

and the Center for International Data at U.C. Davis (http://cid.econ.ucdavis.edu/).  
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Figure 2.3 Large Tariff Cut Events 

The figure below shows the number of large tariff-cut events across U.S. industries between 1985 

and 2015.  Tariff rates, computed at the SIC industry-year level, is defined as the total estimated 

duties collected divided by the total value of imports.  Tariff reductions are considered “large” if 

they are more than 3 times the average change in tariff rates. This is computed at the industry level.  

The Uruguay Round was a multilateral trade negotiation between 123 countries conducted within 

the framework of the General Agreement on Tariffs and Trade (GATT).  NAFTA refers to a series 

of treaties that led to the implementation of the North American Free Trade Agreement in 1994.  

WTO refers to the establishment of the World Trade Organization regime in 1995 at the conclusion 

of the Uruguay Round.  Bilateral Trade Deals refer to a series of bilateral trade deals between the 

U.S. and other countries in the Bush and Obama Administrations.      
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Table 2.1 Summary Table for Chapter 2  

This table presents the descriptive statistics for the variables.  The sample covers all U.S. public 

firms between 1985 and 2015 that are included in the LPC DealScan, Compustat, and Peter 

Schott’s import database.  The sample excludes all financial and utility firms.  Both the loan and 

firm statistics are measured across the loan level.  See the appendix for the detailed definition of 

the variables.   

 

 Mean Med SD p25 p75 
Loan Variables      

All-in-Spread 1.94 1.75 1.24 1.00 2.56 

Ln Loan Amount 18.19 18.42 1.78 16.95 19.52 

Ln Loan Maturity 3.71 4.03 0.65 3.43 4.11 

Loan Type 0.63 0.00 1.94 0.00 1.00 

Relationship Loans 0.55 1.00 0.50 0.00 1.00 
 

Main Independent Variables           

Downstream Tariff Cut 0.13 0.06 0.15 0.02 0.16 

Downstream Tariff Inc 0.08 0.04 0.11 0.01 0.11 

Upstream Tariff Cut 0.10 0.08 0.09 0.03 0.15 

Downstream Sq. Tariff Cut 0.03 0.02 0.04 0.01 0.04 

Cust. Tariff Cut 0.13 0.00 0.19 0.00 0.19 

Firm Controls      
Ln Firm Size 20.35 20.41 1.92 18.97 21.68 

Ln Firm Age (years) 2.86 2.89 0.81 2.20 3.58 

MtB 1.43 1.15 0.98 0.83 1.69 

Cashflow 0.12 0.13 0.09 0.08 0.17 

Tangibility 0.26 0.22 0.17 0.12 0.35 

Return Vol 0.46 0.42 0.19 0.31 0.57 

Leverage 1.12 0.60 4.16 0.22 1.28 

HHI 0.23 0.17 0.19 0.09 0.30 

Rated Firm 0.28 0.00 0.45 0.00 1.00 

Inv Grade Firm 0.17 0.00 0.38 0.00 0.00 
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Table 2.2 Tariff Cut and Industry Outcomes   

This table shows how tariff reduction impacts industry outcomes.  Industries are identified at the 

4-digit SIC level.  Industry output and wage bills from 1976 to 2015 are from the NBER-CES 

Manufacturing Industry Database (http://www.nber.org/nberces/).  Tariff Cut is an indicator 

variable that equals one if the industry has experienced large tariff cut in the past 3 years.  A tariff 

cut is considered large if the decrease in tariff rates is at least 3 times as large as the average 

absolute value change in tariff rates in that industry.  Ln Output is the log of the shipment value in 

$US divided by the industry deflator.  The wage bill is the log of the total payroll by industry 

measured in $US divided by the industry deflator.  Import Growth is the log of the year-on-year 

import growth rate defined at the industry level using data from Peter Schott 

(http://faculty.som.yale.edu-/peterschott/). Robust standard errors clustered at the industry level 

are reported in parentheses.  The significance levels at the 10%, 5% and 1% levels are denoted *, 

**, ***, respectively.  
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                             Panel A: Output   

 (1) (2) (3) 

 
Ln Output 

(t) 
Ln Output 

(t+1) 
Ln Output 

(t+2) 
    

Tariff 
Cut 

-0.0291** -0.0253** -0.0221** 
(0.011) (0.011) (0.011) 

    
Year FE Yes Yes Yes 

Industry FE Yes Yes Yes 
Obs 12652 12227 11803 

Adjusted R2 0.923 0.926 0.929 
 

                               Panel B: Wage Bill  

 (1) (2) (3) 

 
WageBill 

(t) 
WageBill 

(t+1) 
WageBill 

(t+2) 
    

Tariff  
Cut 

-0.0234** -0.0195* -0.0140 
(0.011) (0.010) (0.010) 

    
Year FE Yes Yes Yes 

Industry FE Yes Yes Yes 
Obs 12652 12227 11803 

Adjusted R2 0.925 0.928 0.932 
 

                              Panel C: Imports  

 (1) (2) (3) 

 
Import 

Growth (t) 
Import 

Growth (t+1) 
Import 

Growth (t+2) 
    

Tariff 
Cut 

0.0229*** 0.0131*** 0.00476 
(0.005) (0.005) (0.005) 

    
Year FE Yes Yes Yes 

Industry FE Yes Yes Yes 
Obs 16482 15991 15500 

Adjusted R2 0.084 0.082 0.083 
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     Table 2.3 Downstream Tariffs and Loan Spread  

This table shows how downstream tariff cuts impacts loan spread.  Downstream Tariff Cut is the 

weighted fraction of downstream industries that experienced a large tariff cut in the last three 

years.  Other controls include leverage, rated firm and loan type dummies, HHI, and tangibility.  

See the appendix for a detailed description. Excl. Own T. Cut excludes observations where the 

borrowers experienced a tariff cut in their own industry.  Robust standard errors clustered at the 

firm level are reported in parentheses.  The significance levels at the 10%, 5% and 1% levels are 

denoted *, **, and ***, respectively.   

 (1) (2) (3) (4) (5) (6) 

 
 

Dependent Variable: Intermediate Firm’s AIS 
Downstream Tariff Cut 0.609** 0.702*** 0.652*** 0.614** 0.875*** 0.861*** 

 (0.260) (0.246) (0.248) (0.239) (0.321) (0.332) 
       

Ln Firm Size  -0.0570** -0.0313 -0.0592** 0.0106 -0.0188 
  (0.026) (0.028) (0.029) (0.033) (0.034) 
       

Ln Firm Age  -0.161*** -0.0786** -0.0571* -0.0912** -0.0824** 
  (0.033) (0.033) (0.032) (0.038) (0.041) 
       

Ln Loan Amount  -0.251*** -0.197*** -0.158*** -0.216*** -0.181*** 
  (0.025) (0.027) (0.027) (0.033) (0.034) 
       

Ln Loan Maturity  0.0630* 0.0905** 0.0786** 0.132*** 0.0981** 
  (0.037) (0.037) (0.037) (0.049) (0.048) 
       

Inv. Grade Firm  -0.461*** -0.188** -0.184*** -0.246*** -0.242*** 
  (0.076) (0.073) (0.065) (0.087) (0.079) 
       

MtB   -0.120*** -0.135*** -0.116*** -0.127*** 
   (0.023) (0.023) (0.032) (0.032) 
       

Cashflow   -1.121*** -0.929*** -0.824** -0.722* 
   (0.267) (0.273) (0.381) (0.402) 
       

Return Vol   1.848*** 1.721*** 1.953*** 1.942*** 
   (0.204) (0.206) (0.253) (0.267) 
       

Relationship   0.191*** 0.187*** 0.192*** 0.197*** 
   (0.028) (0.027) (0.038) (0.036) 

Other Controls No No No Yes Yes Yes 
Ind. & Year FE Yes Yes Yes Yes Yes Yes 

Lender FE No       No No Yes No Yes 
Excl. Own T. Cut No No No No Yes Yes 

Obs 7116 6870 5821 5821 3865 3865 
Adjusted R2 0.134 0.314 0.369 0.456 0.350 0.426 
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Table 2.4 Placebo Test   

This table shows a placebo test based on the relationship between future downstream tariff cuts 

and loan spreads.  Placebo Downstream T. Cut is the weighted fraction of downstream industries 

that have not experienced a large tariff cut but will in the next two years.  Specifications follow 

Table 2.3.  Robust standard errors clustered at the firm level are reported in parentheses.  The 

significance levels at the 10%, 5% and 1% levels are denoted *, **, and ***. 

 (1) (2) (3) (4) (5) (6) 

 
 

Dependent Variable: Intermediate Firm’s AIS 
Placebo Downstream 

T. Cut 
-0.157 -0.0581 -0.102 -0.156 0.322 0.136 
(0.288) (0.281) (0.242) (0.236) (0.328) (0.333) 

       
Ln Firm Size  -0.0555** -0.0303 -0.0585** 0.0118 -0.0184 

  (0.026) (0.029) (0.029) (0.033) (0.034) 
       

Ln Firm Age  -0.165*** -0.0816** -0.0604* -0.0912** -0.0821** 
  (0.033) (0.033) (0.032) (0.039) (0.041) 
       

Ln Loan Amount  -0.251*** -0.197*** -0.157*** -0.216*** -0.179*** 
  (0.025) (0.027) (0.027) (0.033) (0.034) 
       

Ln Loan Maturity  0.0644* 0.0909** 0.0794** 0.129*** 0.0954** 
  (0.037) (0.037) (0.037) (0.049) (0.048) 
       

Inv. Grade Firm  -0.461*** -0.191*** -0.188*** -0.247*** -0.246*** 
  (0.077) (0.073) (0.065) (0.087) (0.079) 
       

MtB   -0.121*** -0.137*** -0.117*** -0.129*** 
   (0.023) (0.023) (0.032) (0.032) 
       

Cashflow   -1.084*** -0.887*** -0.785** -0.680* 
   (0.268) (0.272) (0.382) (0.403) 
       

Return Vol   1.848*** 1.722*** 1.966*** 1.955*** 
   (0.207) (0.208) (0.256) (0.270) 
       

Relationship   0.189*** 0.186*** 0.192*** 0.196*** 
   (0.028) (0.027) (0.038) (0.036) 
       

Other Controls No No No Yes Yes Yes 
Ind. & Year FE Yes Yes Yes Yes Yes Yes 

Lender FE No No No Yes No Yes 
Excl. Own T. Cut No No No No Yes Yes 

Obs 7116 6870 5821 5821 3865 3865 
Adjusted R2 0.133 0.312 0.367 0.455 0.347 0.423 
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Table 2.5 Downstream Tariffs and Loan Spread Using 10K Customer Data  

This table shows how downstream tariff cuts impact loan spread using customer data from 10K 

filings.  Customer Tariff Cut is defined to be the weighted fraction of the intermediate firms’ 

customer industries that experienced a large tariff reduction in the past three years.  Customers are 

defined at the firm level in the 10K filings reported by borrowers.  Other controls include cashflow, 

tangibility, cashflow volatility, leverage, HHI, rated firm, loan type, and relationship lending 

dummies.  Excl. Own T. Cut denotes the sample excluding observations where the borrowers 

experienced a tariff cut in their own industry.  Robust standard errors clustered at the firm level 

are reported in parentheses. The significance levels at the 10%, 5% and 1% levels are denoted *, 

**, ***, respectively. 

 

 (1) (2) (3) (4) 

 
 

Dependent Variable: Intermediate Firm’s AIS 
Cust. Tariff Cut 0.688* 0.982*** 1.005*** 1.203*** 

 (0.356) (0.340) (0.349) (0.431) 
     

Ln Loan Amount  -0.140*** -0.184*** -0.148*** 
  (0.051) (0.069) (0.056) 
     

Ln Loan Maturity  -0.0286 -0.0201 0.00995 
  (0.097) (0.114) (0.116) 
     

Ln Firm Size  -0.340 -0.280 -0.366 
  (0.239) (0.245) (0.308) 
     

Ln Firm Age  0.533 0.786* 0.539 
  (0.426) (0.462) (0.524) 
     

MtB  -0.179 -0.187 -0.214 
  (0.170) (0.149) (0.193) 
     

Controls No Yes Yes Yes 
Firm & Year FE Yes Yes Yes Yes 

Lender FE No Yes No Yes 
Excl. Own T. Cut No No Yes Yes 

Obs 1244 1113 949 949 
Adjusted R2 0.553 0.660 0.566 0.644 
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Table 2.6 Additional Specifications  

Panel A presents the coefficient estimates for additional controls. Downstream Tariff Cut (Tariff 

Inc) is the weighted fraction of downstream industries that have experienced large tariff cuts 

(increases) in the past 3 years. Downstream Sq. Tariff Cut is the weighted fraction of the 

downstream industries’ downstream industries that have experienced a large tariff reduction in 

past 3 years.  Upstream Tariff Cut is the weighted fraction of supplier industries that have 

experienced large tariff reductions in the past 3 years. Panel B presents alternative specifications 

with firm FE and standard errors clustered at the SIC level.  Detailed variable definitions are 

provided in the Appendix.  Other controls for both panels follow Table 2.3.  Excl. Own T. Cut 

denotes the sample excluding observations where the borrowers experienced a tariff cut in their 

own industry.  Robust standard errors are clustered at the firm level unless stated otherwise. The 

significance levels at the 10%, 5% and 1% levels are denoted *, **, ***, respectively.   
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         Panel A: Additional Controls 

 (1) (2) (3) (4) (5) (6) 

 
 

Dependent Variable: Intermediate Firm’s AIS 
       

Downstream Tariff Cut 0.770** 0.901*** 0.653* 0.833** 0.990** 1.068*** 
 (0.364) (0.328) (0.362) (0.332) (0.410) (0.363) 
       

Upstream Tariff Cut 0.767 0.507   0.768 0.507 
 (0.596) (0.558)   (0.594) (0.556) 
       

Downstream Tariff Inc.   0.449 0.409   
   (0.381) (0.384)   
       

Downstream Sq. 
Tariff Cut 

    -2.433 -1.796 
    (1.911) (1.726) 

       
Ln Firm Size  0.0146  0.0116  0.0146 

  (0.034)  (0.033)  (0.034) 
       

Ln Firm Age  -0.0918**  -0.0920**  -0.0909** 
  (0.039)  (0.038)  (0.039) 
       

Ln Loan Amount  -0.217***  -0.217***  -0.217*** 
  (0.034)  (0.033)  (0.034) 
       

Ln Loan Maturity  0.139***  0.132***  0.139*** 
  (0.050)  (0.049)  (0.050) 
       

Inv. Grade Firm  -0.258***  -0.248***  -0.262*** 
  (0.090)  (0.087)  (0.090) 
       

Other Controls No Yes No Yes No Yes 
Ind. & Year FE Yes Yes Yes Yes Yes Yes 

Excl. Own T. Cut Yes Yes Yes Yes Yes Yes 
Obs 4459 3625 4738 3865 4459 3625 

Adjusted R2 0.144 0.351 0.141 0.350 0.145 0.351 
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                 Panel B: Additional Specifications 

 (1) (2) (3) (4) 

 
 

Dependent Variable: Intermediate Firm's AIS 
Downstream Tariff Cut 0.667* 0.875*** 0.727* 0.861*** 

 (0.392) (0.311) (0.409) (0.318) 
     

Ln Firm Size -0.166** 0.0106 -0.203*** -0.0188 
 (0.069) (0.044) (0.077) (0.043) 
     

Ln Firm Age 0.368** -0.0912** 0.317* -0.0824* 
 (0.174) (0.039) (0.183) (0.043) 
     

Ln Loan Amount -0.213*** -0.216*** -0.172*** -0.181*** 
 (0.039) (0.038) (0.041) (0.042) 
     

Ln Loan Maturity 0.0513 0.132*** 0.0451 0.0981*** 
 (0.051) (0.042) (0.051) (0.036) 
     

Inv. Grade Firm  -0.246**  -0.242** 
  (0.111)  (0.096) 
     

Other Controls Yes Yes Yes Yes 
Lender FE No No Yes Yes 

Year FE & Excl. Own T. Cut Yes Yes Yes Yes 
Industry FE No Yes No Yes 

Firm FE Yes No Yes No 
SE Cluster Firm Industry Firm Industry 

Obs 3865 3865 3865 3865 
Adjusted R2 0.580 0.350 0.629 0.426 
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Table 2.7 Simultaneous Estimation of Loan Contract Terms 

This table presents the simultaneous estimation of loan contract terms for the 1986 to 2015 period.  

Downstream Tariff Cut is the fraction of downstream industries that have experienced large tariff 

reductions in the past 3 years.  Other controls in columns 1 and 4 include cashflow, return volatility, 

leverage, and the industry HHI.  Other controls in 2 and 5 include MtB ratio, and tangibility.  Other 

controls in 3 and 6 include cashflow and ln firm age.  See the appendix for a detailed description 

of the variables.  Robust standard errors clustered at the firm level are reported in parentheses.  The 

significance levels at the 10%, 5% and 1% levels are denoted *, **, and ***, respectively.   

 (1) (2) (3) (4) (5) (6) 

 AIS  
Ln Loan 
Amount  

Ln Loan 
Maturity  AIS  

Ln Loan 
Amount  

Ln Loan 
Maturity  

       
Downstream Tariff Cut 0.701*** 0.102 -0.0832 1.326*** 0.355 -0.0900 

 (0.247) (0.177) (0.146) (0.317) (0.222) (0.146) 
       

Ln Loan Amount -1.839***  0.816*** -1.161**  -0.0328 
 (0.309)  (0.062) (0.503)  (0.240) 
       

AIS  -0.124*** 0.102***  -0.110 -0.0708 
  (0.047) (0.039)  (0.075) (0.063) 
       

Ln Loan Maturity 3.036*** 1.221***  2.666*** 1.149***  
 (0.286) (0.094)  (0.446) (0.296)  
       

Ln Firm Size 1.091*** 0.662*** -0.540*** 0.664* 0.680*** 0.0223 
 (0.216) (0.017) (0.043) (0.347) (0.022) (0.160) 
       

Relationship -0.0153 -0.0799** 0.0652** 0.0113 -0.0858* 0.0686*** 
 (0.049) (0.033) (0.026) (0.060) (0.045) (0.022) 
       

Term Loan -0.186*** -0.0777*** 0.0637*** -0.127*** -0.0670*** 0.0547*** 
 (0.022) (0.010) (0.006) (0.027) (0.019) (0.005) 
       

Rated 0.199*** 0.0787** -0.0644** 0.105* 0.0530 -0.0162 
 (0.056) (0.038) (0.032) (0.062) (0.043) (0.026) 
       

Inv. Grade Firm -0.0470 0.0406 -0.0331 -0.135* 0.0251 -0.0720** 
 (0.069) (0.050) (0.041) (0.080) (0.062) (0.036) 
       

Other Controls Yes Yes Yes Yes Yes Yes 
Industry & Year FE Yes Yes Yes Yes Yes Yes 
Excl. Own T. Cut No No No Yes Yes Yes 

Obs 5821 5821 5821 3865 3865 3865 
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Table 2.8 Customer Tariff Cut and Relationship Outcome 

Panel A shows the result for relationship outcomes following customer industry tariff cuts.  Cust. 

Sales is the intermediate firm i sales to customer firm j divided by intermediate firm i’s sales to all 

customers.  Ln Rel. Length is the total length of the relationship in years between customer j and 

intermediate firm i.  Rel End is an indicator function which equals 1 if a customer j ends a 

relationship with intermediate firm i.  Columns 1 and 2 are the OLS regression results.  Column 3 

present the PROBIT model results.  Cust. Tariff Cut is an indicator variable which equals 1 if the 

customer firm j’s industry experienced a large tariff cut in the last three years.  Other controls 

include tangibility, ln firm age, and industry HHI for the intermediate firm.     

Panel B shows the results for new customer sales.  Cust. T. Cut A1 is an indicator variable that 

equals 1 if at least one customer firm’s industry experienced a large tariff cut in the last three years.  

New Cust. is a dummy variable that equals 1 if the intermediate firm obtains a new customer.  New 

Cust. Sales is the sales generated by new customers relative to total sales of the intermediate firm.  

Columns 1 and 2 present the results for the PROBIT model.  Columns 3 and 4 present the OLS 

results.  The relationships are based on 10K data.  Robust standard errors clustered at the firm level 

are reported in parentheses.  The significance levels at the 10%, 5% and 1% levels are denoted *, 

**, ***, respectively.  
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                    Panel A: Customer Sales and Customer Tariff Cut  

 (1)  (2)  (3)  
 OLS PROBIT 
 Cust. Sales Ln Rel Length Rel. End 

    
Cust. Tariff Cut -0.0148* 0.00914 0.0212 

 (0.009) (0.017) (0.038) 
    

Ln Firm Size -0.00653 0.0421*** -0.0637*** 
 (0.004) (0.011) (0.011) 
    

ROA -0.0177 0.125*** -0.418*** 
 (0.018) (0.035) (0.061) 
    

MtB 0.00482* -0.00232 -0.0309*** 
 (0.003) (0.005) (0.009) 
    

Cust. Ln Firm Size 0.00730** 0.0416*** -0.0532*** 
 (0.003) (0.008) (0.010) 
    

Cust. ROA 0.138*** 0.0534 -0.330** 
 (0.043) (0.099) (0.165) 
    

Cust. MtB 0.00361 0.00520 -0.0259* 
 (0.004) (0.009) (0.015) 
    

Other Controls Yes Yes Yes 
Industry & Year FE Yes Yes Yes 

Obs 9484 9484 9418 
Adjusted R2 0.255 0.383 x 
Pseudo R2 x x 0.092 

 

 

 

 

 

 

 

 

 

 



43 

 

                   Panel B: New Customers and Customer Tariff Cut 

 (1) (2) (3) (4) 
 PROBIT OLS 

 
New Cust. 

(t+1) 
New Cust. 

(t+2) 
New Cust. 
Sales (t+1) 

New Cust. 
Sales(t+2) 

     
Cust. T. Cut A1 -0.0573 0.0233 -0.000458 -0.00400 

 (0.053) (0.065) (0.003) (0.003) 
     

Ln Firm Size -0.0333** -0.0586*** -0.00266*** -0.00346*** 
 (0.016) (0.019) (0.001) (0.001) 
     

ROA -0.106 -0.109 -0.0110 0.00219 
 (0.101) (0.113) (0.008) (0.007) 
     

Tangibility 0.186 0.152 0.0135 0.00433 
 (0.181) (0.210) (0.008) (0.010) 
     

MtB -0.0187 -0.0224 -0.000448 0.00101 
 (0.014) (0.015) (0.001) (0.001) 
     

Ln Firm Age -0.0397 -0.0566 -0.00392** -0.00421* 
 (0.041) (0.046) (0.002) (0.002) 
     

HHI -0.178 -0.00920 -0.0137 -0.00835 
 (0.598) (0.645) (0.018) (0.021) 
     

Ind. & Year FE Yes Yes Yes Yes 
Obs 4827 3545 5427 4064 

Adjusted R2 x x 0.009 0.025 
Pseudo R2 0.078 0.093 x x 
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Table 2.9 Downstream Tariff Cut and Firm Performance  

These tables present the relationship between downstream competition and intermediate firm 

performance. Downstream (Upstream) Tariff Cut is the weighted fraction of downstream 

(upstream) industries that experienced a large tariff cut in the last three years.  ROA is the return 

on assets. Ln Sales Growth is the natural log of sales growth + 1.  Other controls include tangibility, 

cashflow, return volatility, and HHI.  All regressions include industry and year FEs.  Robust 

standard errors clustered at the firm level are reported in parentheses.  The significance levels at 

the 10%, 5% and 1% levels are denoted *, **, ***, respectively.   

 

                   Panel A: ROA 

 (1) (2) (3) (4) 
 ROA(t+1) ROA(t+2) 

Downstream Tariff Cut -0.0204* -0.0358** -0.0384*** -0.0561*** 
 (0.012) (0.015) (0.015) (0.020) 
     

Upstream Tariff Cut  0.0187  0.0922** 
  (0.027)  (0.036) 
     

Ln Firm Size 0.000200 0.00136 0.00271** 0.00510*** 
 (0.001) (0.001) (0.001) (0.001) 
     

Ln Firm Age 0.00775*** 0.00682*** 0.00812*** 0.00668** 
 (0.002) (0.002) (0.002) (0.003) 
     

MtB 0.00353** 0.00545*** -0.00147 0.00159 
 (0.001) (0.002) (0.002) (0.003) 
     

Other Controls Yes Yes Yes Yes 
Ind. & Year FE Yes Yes Yes Yes 

Excl. Own T. Cut No Yes No Yes 
Obs 18545 10847 17694 10292 

Adjusted R2 0.474 0.488 0.339 0.363 
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                 Panel B: Sales Growth 

 (1) (2) (3) (4) 
 Ln Sales Growth (t+1) Ln Sales Growth (t+2) 

Downstream Tariff Cut -0.000961 -0.0165 -0.0483** -0.0577* 
 (0.024) (0.030) (0.024) (0.033) 
     

Upstream Tariff Cut  0.0567  0.163** 
  (0.068)  (0.066) 
     

Ln Firm Size -0.00402** -0.0000824 -0.00993*** -0.00565*** 
 (0.002) (0.002) (0.002) (0.002) 
     

Ln Firm Age -0.0447*** -0.0457*** -0.0291*** -0.0287*** 
 (0.004) (0.005) (0.004) (0.005) 
     

MtB 0.0423*** 0.0478*** 0.0260*** 0.0307*** 
 (0.003) (0.004) (0.003) (0.004) 
     

Other Controls Yes Yes Yes Yes 
Ind. & Year FE Yes Yes Yes Yes 

Excl. Own T. Cut x Yes x Yes 
Obs 18485 10805 17621 10240 

Adjusted R2 0.117 0.140 0.083 0.096 
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Table 2.10 Interacting Mechanisms   

These tables show the interaction between downstream tariff cuts and different variables.  Panel 

A reports the interaction terms for the borrower’s industry competition. Columns 1 and 2 show the 

HHI competition measure using Compustat data.  Columns 3 and 4 show the total similarity index 

(TSIM) results, a firm-level measure of competition from Hoberg and Phillips 

(http://www.hobergphillips.usc.edu).   

Panel B shows the results for relationship-specific investment (RSI) intensity. The first measure 

of RSI intensity, shown in columns 1 and 2, is a High RND dummy variable that equals 1 if the 

RND of the borrower is above the median.  The second measure is a durable sector dummy that 

equals 1 if the borrower is in the durable products sector.  This is shown in columns 3 and 4.   

Panel C reports additional interactions.  The first 2 columns report interaction for Foreign Sales, a 

dummy variable that equals 1 if the borrower has foreign sales and 0 otherwise (or missing). 

Columns 3 and 4 report the results for trade credit interaction.  High Trade Credit is an indicator 

variable if the borrower has above median trade credit, measured by accounts receivables divided 

by total sales.  For all panels, other controls include loan type, lending relationship, and rated firm 

dummy variables, MtB ratio, cashflow, tangibility, return volatility and leverage.  Robust standard 

errors clustered at the firm level are reported in parentheses.  The significance levels at the 10%, 

5% and 1% levels are denoted *, **, ***, respectively. 

 

 

 

 

 

(Continued) 

http://www.hobergphillips.usc.edu/
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                       Panel A: Bargaining Interactions   

 (1) (2) (3) (4) 
 Dependent Variable: AIS 

     
Downstream Tariff Cut 0.714** 0.668* 0.838** 0.718** 

 (0.334) (0.347) (0.380) (0.353) 
     
Downstream Tariff Cut -0.0906 0.134   

x HHI (1.050) (1.261)   
     

HHI -0.131 -0.0567   
 (0.221) (0.213)   
     
Downstream Tariff Cut   -0.0565 -0.0700 

x TSIM   (0.100) (0.095) 
     

TSIM   0.00386 -0.00718 
   (0.013) (0.014) 
     

Ln Firm Size -0.0568** -0.0350 0.00506 0.0362 
 (0.026) (0.029) (0.032) (0.032) 
     

Ln Firm Age -0.161*** -0.0800** -0.166*** -0.118*** 
 (0.033) (0.032) (0.043) (0.038) 
     

Ln Loan Amount -0.251*** -0.200*** -0.293*** -0.239*** 
 (0.025) (0.027) (0.030) (0.030) 
     

Ln Loan Maturity 0.0628* 0.0837** 0.185*** 0.187*** 
 (0.037) (0.038) (0.044) (0.044) 
     

Inv. Grade Firm -0.462*** -0.191*** -0.405*** -0.172** 
 (0.077) (0.072) (0.086) (0.081) 
     

Other Controls  No Yes No Yes 
Ind. & Year FE Yes Yes Yes Yes 

Obs 6869 5821 4721 4343 
Adjusted R2 0.314 0.370 0.315 0.383 
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                      Panel B: RSI Intensity Interactions  

 (1) (2) (3) (4) 
 Dependent Variable: AIS 

     
Downstream Tariff Cut 0.224 0.365 -0.166 -0.0543 

 (0.292) (0.284) (0.392) (0.399) 
     

Downstream Tariff Cut 0.794*** 0.568**   
x High RND (0.298) (0.284)   

     
High RND -0.213*** -0.0982   

 (0.063) (0.062)   
     

Downstream Tariff Cut   1.187*** 1.060** 
x Durable   (0.402) (0.425) 

     
Ln Firm Size -0.0590** -0.0342 -0.0576** -0.0367 

 (0.026) (0.029) (0.026) (0.029) 
     

Ln Firm Age -0.161*** -0.0789** -0.159*** -0.0795** 
 (0.033) (0.032) (0.033) (0.032) 
     

Ln Loan Amount -0.250*** -0.199*** -0.249*** -0.198*** 
 (0.025) (0.027) (0.025) (0.026) 
     

Ln Loan Maturity 0.0610* 0.0817** 0.0660* 0.0858** 
 (0.037) (0.038) (0.037) (0.038) 
     

Inv. Grade Firm -0.459*** -0.192*** -0.464*** -0.194*** 
 (0.076) (0.072) (0.076) (0.071) 
     

Other Controls  No Yes No Yes 
Ind. & Year FE Yes Yes Yes Yes 

Obs 6870 5821 6870 5821 
Adjusted R2 0.317 0.371 0.316 0.372 
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                      Panel C: Additional Interactions  

 (1) (2) (3) (4) 
 
     

Downstream Tariff Cut 0.864*** 0.763*** 0.740*** 0.800*** 
 (0.275) (0.282) (0.281) (0.278) 
     

Downstream Tariff Cut -0.507 -0.209   
x Foreign Sales (0.318) (0.319)   

     
Foreign Sales 0.0653 0.0273   

 (0.075) (0.070)   
     

Downstream Tariff Cut   -0.133 -0.308 
x High Trade Credit   (0.292) (0.282) 

     
High Trade Credit   0.0606 0.0529 

   (0.061) (0.060) 
     

Ln Firm Size -0.0563** -0.0352 -0.0610** -0.0361 
 (0.026) (0.029) (0.026) (0.029) 
     

Ln Firm Age -0.161*** -0.0798** -0.160*** -0.0789** 
 (0.033) (0.033) (0.033) (0.032) 
     

Ln Loan Amount -0.251*** -0.200*** -0.250*** -0.200*** 
 (0.025) (0.027) (0.025) (0.027) 
     

Ln Loan Maturity 0.0611* 0.0837** 0.0628* 0.0835** 
 (0.037) (0.038) (0.037) (0.038) 
     

Inv. Grade Firm -0.451*** -0.190*** -0.459*** -0.192*** 
 (0.077) (0.072) (0.077) (0.072) 
     

Other Controls No Yes No Yes 
Ind. & Year FE Yes Yes Yes Yes 

Obs 6831 5821 6870 5821 
Adjusted R2 0.315 0.370 0.314 0.370 
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Chapter 3: The Role of Domestic vs. Multinational 

Firms in the Transmission of Monetary Policy  
3.1 Introduction  

Foreign operations are becoming increasingly important for U.S. firms.  Today, around 

60% of all U.S. public firms can be classified as multinational with exposure to foreign markets; 

these firms derive over 40% of their revenue from countries outside of the United States.23  The 

average number of countries a U.S. multinational firm operates in has also steadily increased from 

5 in the mid-1990s to over 8 in 2015.24  Due to the prevalence of U.S. multinationals and their 

contribution to the global economy, academics and policymakers have shown a keen interest in 

understanding how they operate.  Most debates have centered on the interlink between corporate 

taxes, international trade, and capital raising (Foley and Manova, 2015; Bruno and Shin, 2017; 

Albertus, Glover, and Levine, 2021).  How global linkages impact monetary policy transmission 

at the firm level remains largely unexplored in literature.   

 The main contribution of this paper is to investigate how U.S. firms’ investment behavior 

responds to U.S. monetary policy based on differences in firms’ foreign market exposure.  To do 

so, I use a dataset of public firms headquartered in the U.S. at the quarterly frequency from 1994 

to 2015.25  I classify firms as being “multinational” using various measures, from foreign taxes 

and foreign sales exposure (Jang, 2017) to text-based measures of foreign operations from 10K 

reports (Hoberg and Moon, 2017).  Using this sample, I examine how multinational operations 

determine the impact of U.S. monetary policy on firm investment.   

I document that U.S.-headquartered multinational firms (“multinationals”) invest more 

than U.S. firms that focus primarily on the U.S. domestic market (“domestic”) following a decrease 

 

23 See figure 3.1 below.  The data are based on all U.S. public firms in the Compustat database for 2015, excluding 
financial and utilities firms. A firm is classified as a “multinational” if it reports non-zero foreign income and 
foreign income taxes following Erel, Jang, and Weisbach (2020).  A firm is defined as a “domestic” otherwise.     
24 This figure is estimated from the Hoberg-Moon Offshoring Database based on 10-K filings of U.S. public firms.   
25 To be concrete: I investigate how U.S. firms respond to U.S. monetary policy based on the differences in their 
foreign market exposure.    
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in the Federal Funds Rate (FFR).  This novel fact is puzzling given the recent research that shows 

how globally connected firms can exploit policy rate differentials across markets to counteract 

domestic shocks in the context of carry trades and debt raising.  The results are more in line with 

a channel where multinationals have a different propensity to invest compared to domestic firms 

due to the multinationals’ greater exposure to foreign markets with different economic conditions.   

Recent studies have shown how U.S. multinationals can more easily access offshore capital 

markets, which gives them distinctive financing advantages and the ability to exploit interest rate 

differences across countries (Bruno and Shin, 2017; Jang, 2017; Allen, 2020).  Literature has also 

focused on the risks associated with foreign market exposure, such as political instability and 

changes in country-level regulations (Dowd and Landefeld and Moore, 2017; Erel, Jang and 

Weisbach, 2020), exchange rate risks (He and Ng, 1998; Dewenter, Schrand, and Wang, 2016; 

Boudt, Neely, Sercu, and Wauters, 2019), and the transmission of negative economic shocks across 

borders (Boehm, Flaaen, and Pandalai-Nayar, 2019; Cravino and Levchenko, 2017; Bena, Dinc, 

and Erel, 2020).  I add to this literature by examining how U.S. firms with operations in multiple 

countries respond to U.S. monetary policy differently than U.S. firms operating primarily in the 

U.S. alone.    

In principle, differential access to offshore markets, or a significant reliance on the local 

market, can give rise to different opportunities for firms (Denis, Denis, and Yost, 2002; and Desai, 

Foley, and Forbes, 2008).  Exposure to markets with different economic conditions (relative to the 

domestic U.S. economy) has implications for both financing and for growth and investment 

opportunities.26  For instance, Desai, Foley, and Hines (2009) find that foreign economic growth 

rates are strong predictors of foreign investment by U.S. firms.  They also find that better foreign 

growth drives domestic investment at home.  Through this channel, one can expect different 

propensity to invest for firms with exposures to foreign vs. domestic markets. 

For this paper’s analysis, I follow Jang (2017) and Erel, Jang, and Weisbach (2020) and 

classify public firms headquartered in the U.S. as multinational based on their reported foreign 

income and foreign taxes. The U.S. Securities and Exchange Commission (SEC) requires listed 

 

26 Erel, Jang, and Weisbach (2020) and Jang (2017) discuss the advantage that U.S. multinationals hold over 
domestic firms for financing in detail. 
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companies to disclose pre-tax income and expenses for domestic and foreign operations. The U.S. 

data, therefore, provides a simple and accurate way to classify multinational activities.  It also has 

excellent coverage of the firms at the quarterly frequency.  In addition, I use high-frequency federal 

funds futures data to identify the effects of U.S. monetary shocks (Gurkaynak, Sack and Swanson, 

2005; Nakamura and Steinsson, 2018; Ottenello and Winberry, 2020).  The baseline regression 

shows that U.S. multinationals are at least 50% more responsive to U.S. monetary policy than their 

U.S. peers that only operate locally.   

I then examine the impact of U.S. monetary policy shocks on alternative investment 

measures and find the relationship persists.27  For robustness, I control for additional U.S. 

macroeconomic variables, such as financial market uncertainty, consumer expectations, exchange 

rate shocks, and other interest rate shocks, and find that these variables do not influence my results. 

Next, I classify the degree of multinational activities based on the foreign sales ratio, the years a 

firm has operated abroad, and the total number of markets the firm operates in globally.  These 

variables yield complementary results.  First, U.S. firms with a larger fraction of foreign sales to 

total sales are more responsive to U.S. monetary policy.  Second, U.S. firms that have been 

operating abroad for longer (and presumably have more exposure and knowledge about foreign 

markets) are more responsive to U.S. monetary policy. Third, U.S. firms operating in more 

countries are more responsive to U.S. monetary policy.     

 These observations are consistent with the view that exposure to markets with different 

growth and investment opportunities, relative to the domestic market, can give rise to differential 

investment responses. To examine this channel, I match U.S. multinationals to their offshore 

markets and create a growth opportunity proxy based on past real GDP growth variation.  I find 

that the U.S. multinationals that invest the most following a decrease in the U.S. policy rate are 

the ones that focus on high-growth markets.  Furthermore, I show the difference in investment 

response between U.S. multinationals and U.S. domestic firms mainly occurs when the U.S. 

economy is in a low growth phase.   

 

27 Specifically, I use the total investment, which includes physical capital expenditure and investment in R&D, the 
log of capital investment in $US dollar, and the change in capital stock in log terms.  Using all these alternative 
measures, I find U.S. multinationals are still more responsive U.S. monetary policy than U.S. domestic firms.   
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 The rest of the paper is organized as follows.  Section 3.2 discusses the related literature 

and provides background for the empirical analysis.  Section 3.3 describes and summarizes the 

data used in the study.  Section 3.4 provides an overview of the benchmark empirical analysis as 

well as the main results.  Section 3.5 explores the scope of geographical diversification on 

investments.  Section 3.6 examines some additional results for robustness. Finally, Section 3.7 

summarizes the main findings and concludes.    

3.2 Related Literature   

This paper contributes to three strands of literature.  The first relates to the examination of 

U.S. multinationals from a corporate finance perspective.  This literature has traditionally centered 

on access to foreign capital markets.  Jang (2017) argues that foreign operations can lower 

information asymmetry and the monitoring costs of foreign lenders.  Jang shows that firms have a 

higher probability of obtaining loans from foreign lenders in countries where their foreign 

subsidiaries are located.28  Foley and Manova (2015) and Erel, Jang, and Weisbach (2019) also 

show that a major benefit of being a multinational firm is its ability to access foreign lending. My 

contribution to this literature is examining how firms that vary in their multinational activities 

influence the transmission of monetary policy to real firm outcomes.  I show U.S. multinationals 

are more responsive to U.S. monetary policy than their U.S. peers that mainly focus on the 

domestic market.  I connect the literature to the hedging component of geographic diversification.   

 The second strand of literature relates to studies of monetary policy heterogeneity based 

on firm characteristics.  Kashyap, Lamont, and Stein (1994) show the differential impact of 

monetary policy based on firms’ access to public debt markets.  They examine U.S. manufacturers 

and find firms without public debt market access become more financially constrained during 

monetary tightening and reduce inventory more.  Kashyap and Stein (1995) study the lending 

channel of monetary policy from banks; they find that loans issued by large banks contract less 

than small banks after an increase in the federal funds rate.    

 

28 This paper is also related to works in how location of firms impacts corporate finance outcomes.  I examine how a 
firm’s location of operations in different markets influence how it reacts to monetary policy.  Some earlier works, 
such as Gao, Ng, and Wang (2011) and Wang, Wang and Johnson (2018) study how firm location impacts capital 
structure policies from a non-economic (culture and social interactions) and economic perspective.  
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Recent work, such as Cloyne et al. (2018), Ottonello and Winberry (2019), and Jeenas 

(2019) is also related to my work.  Cloyne et al. (2018) document that younger firms paying no-

dividends and carrying more debt (i.e., firms most likely facing financial constraint) are 

significantly more sensitive to fluctuations in monetary policy than older firms paying dividends.  

Finally, Donaldson and Hu (2021) show monetary policy is transmitted more strongly through 

non-relationship lending than through relationship lending.  They find that banks tend lend to new 

customers to expand (reduce) loans as monetary policy loosens (tightens).  

Ottonello and Winbery (2020) study firm investment in response to monetary shocks 

conditional on leverage, credit rating, and other default rate proxies.  They find firms with higher 

default probabilities are less responsive to monetary policy. Jeenas (2019) find that firms with 

higher leverage and fewer liquid assets (e.g., cash holdings and short-term investment) reduce 

investment more after a contractionary monetary policy shock.   I contribute to this recent literature 

by documenting how the scope of a firm’s foreign operations increases their investment response 

to monetary policy.  Furthermore, this relationship tends to be robust conditional on proxies of 

financial constraints based on leverage, liquid asset ratio, and KZ index classifications.   

The third strand of literature examines multinational firms from an international economics 

perspective and has mainly concentrated on the transmission of economic shocks.  Cravino and 

Levchenko (2017) and Bena, Dinc, and Erel (2020) investigate how multinational firms transmit 

business cycles across countries using a multi-country sample of firms.  They show how shocks 

from the headquarter countries can impact sales and investment of foreign subsidiaries.  Boehm, 

Flaaen, and Pandalai-Nayar (2019) show that output from Japanese affiliates in the U.S. fell 

following the 2011 Tohoku earthquake.  My paper complements this literature by primarily 

focusing on the domestic implications of being a multinational.  I study the investment behavior 

of firms and how they respond to monetary policy shocks based on the degree of their international 

operations.  

3.3 Empirical Background   

In this section, I discuss the main empirical background on how monetary policy can 

transmit across firms differently based on their multinational activities.  From the literature, there 

are two main channels that can impact monetary policy transmission from this perspective.  The 
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first is the financing channel, where multinational firms can exploit differences in interest rates 

when financial frictions exist between markets (Jang, 2017).  This can decrease the investment 

responsiveness to monetary policy since multinationals, with access to offshore financial markets, 

can borrow elsewhere (and in different currencies) when the interest rates in the U.S. increase and 

vice versa.  This way, they can “smooth out” any domestic changes in interest rates.    

There is ample evidence from the literature that shows how non-U.S. firms can exploit U.S. 

dollar interest rates.  Bruno and Shin (2017) show the role played by the U.S. dollar (USD) and 

how firms in emerging market economies (EME) exploit differences in rates to issue USD-

denominated bonds.  They find EME firms with already high cash holdings are more likely to issue 

USD-denominated bonds. Brauning and Ivashina (2020) look at the same question from banks' 

perspective and find that foreign banks’ lending in EME is large, and the transactions are 

predominantly denominated in USD.  They document significant USD loans from EME compared 

to USD loans in developed markets during U.S. monetary policy easing cycles. 

 Another important feature of multinational firms is their exposure to different offshore 

opportunities.29  Indeed, an important reason to conduct foreign operations, often cited by 

managers and in textbooks, is the offshore growth opportunities and revenue diversification aspect 

of selling to multiple, disjoint markets.30  Desai, Foley, and Hines (2009) find that foreign GDP 

growth rates are strong predictors of subsequent investment by U.S. multinational firms, even 

domestically.  They argue that this is due to higher demand and more business opportunities for 

U.S. firms abroad.  Fernandes and Gonenc (2016) also highlight the importance of foreign growth 

opportunities for multinational firms in the context of cash holdings.  They reason that U.S. 

multinationals that operate in countries with higher economic growth increase their cash holdings 

to finance subsequent multinational expansions.   

 

29 Many papers that look at cross-country differences in firm investment also document the importance of country-
specific economic environment.  For example, Larkin, Ng, and Zhu (2018) show economic and financial 
development of countries can impact the investment behavior of the firms located in these countries.   
30 See Hill (2005).  For instance, during the 2008 economic downturn, Intel continued to invest due to better global 
sales opportunities.  Intel, a multinational firm, may react more strongly to a decrease in interest rate because of its 
market abroad. See Reuters report (2018) accessed https://www.reuters.com/article/intel-china-
idUSPEK35691820081028.   

https://www.reuters.com/article/intel-china-idUSPEK35691820081028
https://www.reuters.com/article/intel-china-idUSPEK35691820081028
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 In this paper, I ask how a firm’s international orientation impacts its reaction to U.S. 

monetary policy.  On the one hand, multinational activities can reduce the response to monetary 

policy; this follows the international financing channel where U.S. multinationals can smooth out 

changes in U.S. dollar interest rates by borrowing from various offshore capital markets (see Jang, 

2017; Burno and Shin, 2017; Erel, Jang and Weisbach, 2020).  On the other hand, foreign 

operations can increase the firm response to monetary policy; this follows the channel of 

diversified growth and investment opportunities (see Desai, Foley, and Forbes, 2009; Creal, 

Robinson, Rogers, and Zechman, 2014).  For example, U.S. multinationals invest more when the 

U.S. dollar interest is low due to their exposure to other markets with better economic conditions.    

3.3.1 Firm Data    

For the empirical analysis, I use data from the CRSP-Compustat Fundamentals Quarterly 

database and concentrate on firms operating and headquartered in the U.S. between 1994 to 2015.  

Common to studies in this field (Denis et al., 2002; Fernandes and Gonenc, 2016; Hoberg and 

Moon, 2017), I exclude all financial (SIC codes 6000 – 6799) and utility firms (SIC codes 4900 - 

4949) from my sample.  I further restrict my analysis to firms with at least $5 million USD in total 

assets.  The final data panel consists of 336,800 firm-quarter observations.31   

To separate U.S. multinationals from their domestic counterparts, I use the Compustat 

Segment and the Hoberg-Moon offshore databases.  SEC regulation 210.4.08(h) requires all U.S. 

public firms to disclose pre-tax income and income tax expenses of domestic and foreign 

operations if they exceed 5% of the consolidated total.  Similarly, SFAS no.14 requires firms to 

disclose segment-level data on sales, income, and assets from abroad if they account for more than 

10%.  This information is stored in the Compustat Segment database.  A downside of this data is 

that they are less detailed regarding the exact location.  I augment the information with the location 

of firm output and assets abroad with the Hoberg-Moon Offshoring data.  This data is parsed 

 

31 I also augment my analysis with the DealScan database on global USD-denominated loans from U.S. firms.  
Overall, I match my U.S. firm sample with around 26,500 observations of loan issuances for mid 1990s to 2015.   
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through SEC 10-K filings and captures words associated with firm output (foreign sales) and 

internal input (foreign assets).32  

 Following Jang (2017) and Erel et al. (2020), firms are designated as a “multinational” if 

any of their offshore pretax income (Compustat item: PIFO) or offshore foreign income tax 

(Compustat item: TXFO) is non-missing and non-zero in the last two years.  I also include 

alternative definitions of “multinational” based on Denis, Denis, and Yost (2002) and define the 

scope of foreign sales measured by the foreign sales amount, the number of markets the firm 

operates in, as well as the number of years that it has recorded foreign operations.   

 Table 3.1 Panel A describes the characteristics of U.S. domestic and multinational firms 

and records some differences.33  The biggest difference is size: the median domestic firm has 

around USD $101 million in assets, while multinationals are larger at $590 million.  Many of the 

other firm characteristics are similar.  The median leverage of domestic firms is 0.1, while this is 

0.13 for multinationals.  The cash ratio is 0.09 for domestic firms and 0.10 for multinational firms.  

There is no discernable difference for the return on assets.  Tangible asset and the market-to-book 

(MtB) ratios are also close.  For corporate investment, which is scaled by firm assets, we see that 

the median figure for U.S. multinationals and domestic firms is similar at 3.5 and 3.3.  There is 

about a 2 percentage point difference for the mean.  Figure 3.1 Panel A plots the average 

investment rate across time for these two types of firms.34 

3.3.2 Other Data     

My main independent variable is federal funds rate (FFR) shocks.  I also include other 

macroeconomic variables.  The FFR, default spread, term spread, nominal U.S. exchange rates, 

and the real GDP growth rate data are from U.S. FRED St. Louis database.  I obtain the U.S. real 

effective exchange rate and additional policy rate data for non-U.S. countries from the Bank for 

 

32 The Hoberg and Moon database has, to date, one of the most detailed information on foreign sales (output) and 
asset (input).  They compile a list of words that match 236 nations with official and non-official words for their 
countries in adjective forms.  They then read and classify the countries with additional words to classify the 
countries into bins relating to offshoring activities such as output (foreign sales) and input (foreign inputs).  See 
Hoberg and Moon (2017) for details.   
33 Note that all variables have been winsorized at the 1 and 99 percentile level. 
34 I present the in-depth statistics on the income distribution of the U.S. multinationals in Table B1 and the location 
distribution by country in Table B2 in the Appendix. 
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International Settlements (BIS) and crosscheck the information from the International Monetary 

Fund (IMF).  The summary statistics for these macroeconomic data are provided in Table 3.1 Panel 

C.  We see that the FFR has been around 2.385 percent for the full sample.  The FFR shock (ΔFFR) 

has a median of about 0.  The real GDP growth rate is 2.7 percent for the 1994 to 2015 period. 

 I use Nakamura and Steinsson (2018) data on interest rate futures and monetary policy 

news data to instrument for monetary policy shocks.  This data follows the literature on high-

frequency identification of the monetary policy (Gurkaynak, Sack and Swanson, 2005; and 

Gorodniechenko and Weber, 2016).  The approach identifies exogenous changes in monetary 

policy through movements in financial market prices in a narrow time window, usually 30 to 60 

minutes, around Federal Open Market Committee (FOMC) press releases.  The identification 

condition assumes that no other news or macroeconomic shocks occur within a small timeframe 

following FOMC press releases.35   

 The specific instrument for the FFR shock is the surprise change in FFR futures around 

FOMC meetings (see Nakamura and Steinsson, 2018).36  The surprise FFR shocks is defined as: 

𝐹𝐹𝐹𝐹𝐹𝐹 𝑆𝑆ℎ𝐷𝐷𝑂𝑂𝑜𝑜𝑡𝑡𝑓𝑓 = 𝜏𝜏(𝐷𝐷)  × (𝑇𝑇𝑇𝑇𝐷𝐷𝑡𝑡+Δ+ − 𝑇𝑇𝑇𝑇𝐷𝐷𝑡𝑡−Δ−)  (1) 

where t is the time of monetary policy announcement, ffr is the implied FFR from the current 

month, Δ+and Δ− are the time window (30 minutes) around FOMC announcements (Δ+ is and Δ− 

represent the window 10 minutes before and 20 minutes after the announcement), and 𝜏𝜏(𝐷𝐷) is the 

adjustment for the announcement's timing within the month (the adjustment is needed to reflect 

that a portion of the month has already passed since the FOMC meeting). 

In addition to the surprise FFR shocks, I use policy news (PN) shocks which is constructed 

from the first principal component for five different changes in expected interest rates: the change 

in expected FFR from the FF futures contract that expires over the remaining month in which the 

FOMC meeting occurs, the change in expected FFR from FF futures contracts expiring in the 

month of the next FOMC meeting, and the expected change in 3-month Eurodollar rates from 

 

35 These are issued following regularly scheduled FOMC meetings which occur about eight times annually.    
36 The data on the effective FFR is the rate that is quoted by the Federal Reserve Bank of New York on every 
workday.  The FF futures contracts have been trading since 1988.     
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Eurodollar futures at horizons of 2 quarters, 3 quarters and 4 quarters.  The changes are all 

measured within the same 30-minute window following a FOMC announcement.  I follow 

Ottonello and Winberry (2018) and Jeenas (2019) and time aggregate high-frequency shocks to 

the quarterly level.  

3.3.3 Multinational Firms     

Figure 3.1 Panel A summarizes the proportion of firms that are “multinational” from 1994 

to 2015.  The general trend is similar to Denis, Denis, and Yost (2002) and Erel, Jang, and 

Weisbach (2020).  We see the proportion of multinational firms rising from around 30 percent of 

total firms in the Compustat database in 1994 to over 60 percent in 2015.37  However, the number 

of multinational firms has not increased by much due to a decline in public firms listed in the U.S. 

during the same period (Erel, Jang, and Weisbach, 2020).  We see some differences in the 

investment rate.  Panel B presents the unscaled capital expenditure across time in USD billions.  

The proportion of multinational investment now eclipses domestic firm investment by almost three 

times.  In total, there were 8163 domestic firms and 4719 multinationals across my sample period.38 

3.4 Empirical Analysis  

This section discusses the identification strategy and regression.  The empirical approach 

combines monetary policy instruments and detailed firm-level variables for all U.S. public firms 

in the Compustat database.  To study the heterogeneous effect of a monetary policy based on a 

firm’s foreign sales operations, I first classify a firm as either a U.S. multinational or domestic 

U.S. firm based on its reporting of foreign income and foreign income tax provided in the 

Compustat Fundamentals database (see Denis, Denis, and Yost, 2002; Jang, 2017; Erel Jang, and 

Weisbach, 2020).   

 

37 I include all firms that have at least 5 $US million dollars in assets and with non-missing variables in the 
Compustat Fundamental database.   
38 See figures B3 and B4 in the Appendix for sample 10K reports that lists accounting data by geographic region 
(e.g., geographic segmentation) for Apple Inc. and General Motors. See Apple Inc. (2019). Annual Report 2015 
retrieved from https://www.annualreports.com/HostedData/AnnualReportArchive/a/NASDAQ_AAPL_2015.pdf. 
General Motors (2019). General Motors Annual Report 2015. Retrieved from https://www.annualreports.com/ 
HostedData/AnnualReportArchive/g/NYSE_GM_2015.pdf.  
 

https://www.annualreports.com/HostedData/AnnualReportArchive/a/NASDAQ_AAPL_2015.pdf
https://www.annual/
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3.4.1 Baseline Regression      

The main interest of my study is to determine if U.S. multinationals behave differently than their 

domestic firm peers.  My baseline specification is as follows:   

𝐼𝐼𝐷𝐷𝑛𝑛𝐷𝐷𝐷𝐷𝐷𝐷𝐹𝐹𝑎𝑎𝐷𝐷𝐷𝐷𝑖𝑖𝑡𝑡 = 𝛾𝛾Δ𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡 + 𝛽𝛽Δ𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡 × 𝑀𝑀𝑀𝑀𝐹𝐹𝑖𝑖,𝑡𝑡−1 + 𝛿𝛿𝑀𝑀𝑀𝑀𝐹𝐹𝑖𝑖,𝑡𝑡−1 

           +Γ′𝑊𝑊𝑖𝑖,𝑡𝑡−1 + Ω′𝑀𝑀𝑡𝑡 + 𝜔𝜔𝑖𝑖 + 𝑞𝑞𝑡𝑡 + 𝐷𝐷𝑖𝑖,𝑡𝑡    (2) 

The dependent variable, the investment rate of firm i on date t, is defined as the firm’s quarterly 

capital expenditure divided by the lagged the firm’s lagged assets. 𝑀𝑀𝑀𝑀𝐹𝐹𝑖𝑖,𝑡𝑡−1 is an indicator 

variable that equals one if the firm is a U.S. multinational, and 0 otherwise.  𝑊𝑊𝑖𝑖,𝑡𝑡−1 denotes lagged 

firm controls for firm size, tangibility, firm age, leverage, cash, MtB ratio, return on assets, sales 

growth, and the quarterly firm equity return volatilities.39  𝑀𝑀𝑡𝑡 denotes macroeconomic controls, 

which include the quarterly Δlog U.S. REER and quarterly year-on-year real GDP growth.  I also 

have firm, 𝜔𝜔𝑖𝑖,  and quarter, 𝑞𝑞𝑡𝑡, fixed effects (note that the quarter fixed effects are quarter dummies 

and not quarter-year dummies).40 Finally, 𝐷𝐷𝑖𝑖,𝑡𝑡 represents the regression residuals.    

 The baseline results are reported in Table 3.2 Panel A.41 Columns 1 through 3 show the 

OLS results using Δ𝐹𝐹𝐹𝐹𝐹𝐹 and policy news shocks.  Columns 4 and 5 show the IV regression 

results.42  There is a negative relationship between Δ𝐹𝐹𝐹𝐹𝐹𝐹 and corporate investment (or no 

relationship) where firms invest more after rates decrease (coefficient is -0.929 and -0.642 from 

columns 4 and 5).  The coefficients for Δ𝐹𝐹𝐹𝐹𝐹𝐹 x MNE (-0.443 and -0.368 in columns 4 and 5) are 

negative and statistically significant.  This implies that U.S. multinationals are more responsive to 

monetary policy.  The magnitude of the coefficients implies that for a 25 basis points (bps) 

decrease in the FFR, the investment rate increases by 25.25 to 34.3 bps for the U.S. multinational, 

but only 16.05 to 23.22 bps for the domestic firm, as shown in columns 4 and 5.43  I find similar 

 

39 The detailed definitions of variables are provided in the Appendix.  
40 Throughout the paper, “quarter” fixed effects refer to controls for only quarter dummies and not quarter-year 
dummy variables (e.g. not 2001Q1).  
41 The findings are robust to standard errors that are clustered at the industry and quarter-year level, but the results 
are not presented.   
42 I instrument the Δ𝐹𝐹𝐹𝐹𝐹𝐹 variable with FFR Shock variable using 2SLS.  
43 This can be seen from the sum of the coefficients for Δ𝐹𝐹𝐹𝐹𝐹𝐹 and Δ𝐹𝐹𝐹𝐹𝐹𝐹 x MNE which adds up to -1.372 and -1.01 
in columns 4 and 5.  The OLS results in column 1 implies that only the multinational firm responds to monetary 
policy; although the coefficient on Δ𝐹𝐹𝐹𝐹𝐹𝐹 is 0.04, but this is not statistically significant.  The Δ𝐹𝐹𝐹𝐹𝐹𝐹 coefficients are -
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results for the PN shocks.  Since there are some size differences between U.S. multinationals and 

their domestic peers, I present the size-matched results in Panel B.  The magnitude of the difference 

in investment response captured by Δ𝐹𝐹𝐹𝐹𝐹𝐹 x MNE increases slightly.   

3.4.2 Robustness       

I first extend the analysis above to different investment measures as a robustness test in 

Table 3.3.  The first panel reports the results for total investment (sum of capital expenditure and 

R&D over lagged assets).  I use equation (2) as the regression equation.44  The coefficients on 

Δ𝐹𝐹𝐹𝐹𝐹𝐹 × 𝑀𝑀𝑀𝑀𝐹𝐹 and PN Shock × MNE in Table 3.3 are presented in the first panel.  The second 

panel in Table 3.3 shows the results for log capital expenditure. The last panel shows the results 

for ∆Log (property, plant, and equipment assets).  Overall, all the panels show that the coefficients 

for the interaction terms Δ𝐹𝐹𝐹𝐹𝐹𝐹 × 𝑀𝑀𝑀𝑀𝐹𝐹 and PN Shock × MNE are negative and statistically 

significant.  The results imply that U.S. multinational firms invest more than domestic firms when 

U.S. monetary policy loosens.   

Table 3.4 presents the results where I add additional macroeconomic controls and their 

interaction with the MNE dummy.  The idea behind these results is to, in a way, decompose and 

examine other macroeconomic shocks in addition to monetary policy.  The other controls are the 

same as presented in Table 3.2.  The regressions also contain firm and quarter fixed effects.  Panel 

A documents the impact of uncertainty and consumer expectations on corporate investment.   

We observe the coefficient Δ𝐹𝐹𝐹𝐹𝐹𝐹 × 𝑀𝑀𝑀𝑀𝐹𝐹 and PN shock x MNE to be negative, as shown 

in Panel A of Table 3.4, which again reveals that U.S. multinationals react more strongly than their 

domestic peers.  For example, from column 3, the overall impact for multinationals implies 1.034 

bps increase in investment for every 1 bps decrease in FFR.  Compared to U.S. domestic firms, 

this translates to 1.59 times larger magnitude in response.45  Furthermore, from columns 2 and 4 

 

0.929 and -0.642 in columns 4 and 5, respectively.  To calculate the 25 bps effects on investment, I simply took -
1.372 x 25 = -34.3 (and -1.01 x 25 = -25.25) for the multinational firm.  For the domestic firm, it is simply -0.929 x 
25 = -23.22 (and - 0.642 x 25 = - 16.05).   
44 Columns 1 and 2 (3 and 4) differs from only the fixed effects where I use industry and quarter fixed effects in 
columns 1 and 3, while I use firm and quarter fixed effects in columns 2 and 4.   
45 This can be seen from the coefficients on Δ𝐹𝐹𝐹𝐹𝐹𝐹 and Δ𝐹𝐹𝐹𝐹𝐹𝐹 x MNE for the multinational firm, which adds up to 
1.034 as shown in columns 3 in Panel A.  For the domestic firm, we see that the 1 bps decrease in FFR increases 
investment by 0.65.   
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of Panel A, we see that the coefficient on PN shock is not statistically significant.  This shows that 

mainly U.S. multinationals react to the monetary policy shocks more strongly through investments.   

From Panel A of Table 3.4, we see that the interaction term VIX x MNE is positive.  This suggests 

that U.S. multinationals invest more during times when U.S. market uncertainty is high.  In 

contrast, the interaction term Con Expectations x MNE is negative.  When we expect the U.S. 

economy to do well, U.S. domestic firms invest more than their multinational competitors.  

 Panel B of Table 3.4 presents findings for three additional macro variables: exchange rates, 

term spread, and default spread.  I control for these additional macroeconomic variables that could 

potentially influence the results.  The impact of monetary policy on investment can be summarized 

by the coefficient on Δ𝐹𝐹𝐹𝐹𝐹𝐹 and PN shock.  The results imply a 25 bps decrease in FFR increases 

multinational investment by around the same amount.46  This effect is smaller for domestic firms 

where they increase investment between 9.025 and 17.825 bps.47  Overall, the results remain 

robust, and the magnitude is very similar to the baseline.   

3.5 The Scope of Multinational Activity        

In this section, I examine the robustness of my baseline results by using continuous 

measures of a firm’s multinational status.  I exploit differences between U.S. multinationals in 

their foreign market exposure and the experience they have abroad.  This is done to explore how 

the scope of a firm’s multinational activities (e.g., the degree of a firm’s exposure to non-U.S. 

markets) impacts its responsiveness to U.S. monetary policy.     

I use three alternative measures of U.S. multinational activities.  First, I use the ratio of a 

firm’s foreign sales to total sales to capture sales exposure to markets abroad.  Second, I use the 

firm’s log number of years operating abroad.  The more experience a multinational has in foreign 

operations, the more knowledge it has about foreign growth and investment opportunities (Desai, 

 

46 This can be seen by observing the sum of the coefficients on Δ𝐹𝐹𝐹𝐹𝐹𝐹 and Δ𝐹𝐹𝐹𝐹𝐹𝐹 x MNE for the multinational which 
equates to 1.012 and 0.981 in columns 1 and 5 in Panel B. The results in column 3 in Panel B for the same 
coefficients imply an increase of investment by around 18 bps for a 25 bps decrease in FFR (0.708 x 25 = 17.7).  
47 This is calculated by the Δ𝐹𝐹𝐹𝐹𝐹𝐹 coefficients.  For example, 0.361 x 25 is 9.025 bps (Δ𝐹𝐹𝐹𝐹𝐹𝐹 coefficient in column 
3), and 0.713 x 25 is 17.825 bps (Δ𝐹𝐹𝐹𝐹𝐹𝐹 coefficient in column 5).  
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Foley and Forbes, 2008).  These variables are lagged by 1 year since the data are only available 

annually (and to avoid reverse causality problems).     

Third, I track the number of markets that a firm operates in from the Hoberg-Moon offshore 

data.48  This data is more comprehensive than Compustat segment data and captures millions of 

firm-year observations vs. a few thousand from Compustat.49  I then count the number of unique 

countries the firm operates in and take this logged term.  These new variables provide a better 

measurement of the scope of multinational activities.  They can also overcome the shortcomings 

of using only an income-based approach that can mischaracterize firms (see Erel, Jang, and 

Weisbach, 2020).  Figure B2 in the Appendix plots the average and median investment rate across 

different measures of multinational activities.   

Table 3.5 presents the results where the regression follows equation (2).  The first two 

columns are for foreign sales.  For multinationals with around 50 percent foreign sales, this implies 

a 25 bps decrease in monetary policy will increase the investment rate by 27.01 bps.  If a firm only 

sells domestically, the effect is only about 15.28 bps.50  This means the average multinational is 

about 1.8 times more responsive than a domestic firm.  The results imply that the more dependent 

the firm is on foreign markets, the more responsive they become to monetary policy loosening.     

 Columns 3 and 4 of Table 3.5 present the results for the years abroad.  We see that the 

coefficient for Δ𝐹𝐹𝐹𝐹𝐹𝐹 x Log (Yrs Abroad) is -0.18 (in column 3).  In terms of the economic 

magnitude, this implies a 25 bps decrease in monetary policy will increase the investment by 

around 25.66 bps for multinationals with 8 years of experience abroad.  In contrast, the figure is 

only 16.3 bps for a firm without any foreign experience.51  The results are consistent with the view 

 

48 This data captures a complete list of 236 nations and categorizes words for output (words associated with “sell”, 
“sales”, “revenue”, “consumers” etc.) and internal input (words associated with “subsidiary”, “facility”, “venture” 
and so on) from the 10-K filings.  The words are then read and associated with the nations. 
49 Although Compustat Segment contains a lot of numerical data, the identifying region data is poor.  It mainly 
classifies foreign items by region such as “Asia” or missing altogether.   
50 The coefficient on Δ𝐹𝐹𝐹𝐹𝐹𝐹 x Foreign Sales is -0.939, while the coefficient on Δ𝐹𝐹𝐹𝐹𝐹𝐹 is -0.611.  We compute the 25 
bps effects by [(-0.939)x0.5 – 0.611] x 25 = 27.01 for the multinational firm with 50 percent foreign sales.  For the 
domestic firm, it is simply 0.611 x 25 = 15.275 (or rounded to 15.28).   
51 The coefficients on Δ𝐹𝐹𝐹𝐹𝐹𝐹 x Log (Yrs Abroad) and Δ𝐹𝐹𝐹𝐹𝐹𝐹 imply we can calculate the 25 bps effects as (-0.18 x 
ln(8) – 0.652) x 25 = - 26.7. Without any foreign experience, we simply have -0.652 x 25 = -16.3.    
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that the more the firms understand about opportunities abroad (through their offshore experience), 

the more the firms increase investment following monetary policy loosening.   

The last two columns of Table 3.5 present the results for the number of markets. Here, the 

Δ𝐹𝐹𝐹𝐹𝐹𝐹 coefficient is -0.437.  The coefficient on Δ𝐹𝐹𝐹𝐹𝐹𝐹 x Log (Num of Mkts) is -0.237.  Following 

a 25 bps decrease in FFR, the multinational firms invest 23.25 bps more.  This figure is 10.92 bps 

for the domestic firm (1 domestic market only).52  To an extent, the number of markets proxy for 

the number of various growth and investment opportunities.  The more markets a firm operates in 

(more offshore opportunities), the more it invests following monetary policy loosening.53    

3.5.1 Growth Opportunities and U.S. Multinational Activities       

In this section, I examine why U.S. multinationals are more responsive to monetary policy.  

For example, U.S. multinationals may have different growth and investment opportunities when 

compared to domestic firms (see Desai, Foley, and Hines, 2009).   

I first study the relationship between sales opportunities and real U.S. GDP growth rate in 

Table 3.6.  We see a positive relationship between real U.S. GDP growth and sales opportunities 

(measured by sales growth). The coefficient on 𝐷𝐷𝑟𝑟𝐷𝐷𝑟𝑟 𝑟𝑟𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ is between 3.799 and 4.989, 

implying that a 1% increase in GDP growth rate increases firms’ sales growth by around 3.8 to 

5%.  We observe that this relationship decreases as the scope of multinational activities increases.  

This suggests that the exposure to different markets can act as a hedge.  When the U.S. economy 

is not doing well, U.S. multinationals perform better.54  Similarly, if there is a big gap in growth 

opportunities between the U.S. and foreign markets, this may lead to differences in investment 

response following U.S. monetary policy loosening.55  

 

52 The domestic firm reaction can be calculated as -0.437 x 25 = 10.92.  For the multinational, I assumed the number 
of markets to be 8, hence the reaction will be [-0.237 x ln(8) - 0.437] x 25 = 23.25.  
53 For robustness, I include the results for exchange rate exposure in the appendix (see Table A1) showing they have 
a very small effect.  For instance, the coefficient on ΔLog US REER x Foreign Sales is -1.4. The investment goes 
down by 0.007% for a 1% increase in the US REER. This is consistent with literature that show how net exposure to 
currency risk is important but not the main driver in cross-border investment (Dewenter, Schrand and Wang, 2016).   
54 This can be viewed through the lens of product diversification. For instance, Hann, Ogneva, and Ozbas (2013) 
show multi-segmented firms have lower costs of capital. The channel they focus on is the “coinsurance” effect, 
where diversified firms have less correlated segment cash flows.   
55 I also explore a complementary regression to Table 3.6 by following Jang (2017) for a sub-sample analysis with 
data from 2000 Q1 to 2002 Q4.  Table B4 shows that during the 2001 recession, U.S. multinationals had higher 
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 To test the channel above, I create a GDP spread variable to proxy for differences in growth 

opportunities.  The variable uses the weighted average real GDP growth rate of a firm’s offshore 

markets minus the U.S. real GDP growth rate.  The larger the spread, the better the growth and 

investment opportunities the multinational firm has relative to the U.S. domestic market.  I use 

data on GDP growth for the prior year.56  Table 3.7 presents the result for only U.S. multinationals.  

The coefficient on rGDP Spread is negative and statistically significant.  We see that U.S. 

multinational firms that focus on higher growth markets invest more following U.S. monetary 

policy loosening.   

I compute a complementary regression in the appendix to study how monetary policy is 

influenced by U.S. real GDP growth.  The results in Table B8 show that the difference in monetary 

policy reaction between multinationals and domestic firms mainly arises when the U.S. economy 

is in a low growth phase.  These results are consistent with the channel where geographic exposures 

to different economic environments lead to different investment opportunities.   

3.6 Additional Analysis  

In this section, I conduct further analysis to examine the relationship between U.S. 

multinational activities and U.S. monetary policy transmission. I first examine whether my results 

can be explained by financial constraints which can be related to a firm’s multinational status.  

Previous studies (e.g. Ottonello and Winberry, 2018; and Jeenas, 2019) have shown that firms 

react differently based on their financial health.  I follow these studies and use three measures of 

financial constraint based on leverage, cash holdings, and the Kaplan-Zingales Index (see Kaplan 

and Zingales, 1997).  I follow Duchin et al. (2010) and group the firms based on whether they are 

above or below the sample median for the previous fiscal year.  I conduct a sub-sample analysis 

of the baseline regression (2) with full controls, firm, and quarter fixed effects.   

 From Table 3.8, we see that the coefficient on Δ𝐹𝐹𝐹𝐹𝐹𝐹 is positive and statistically significant.  

The coefficient for PN shock is not significant.  This, again, suggests that only multinationals seem 

 

growth opportunities, measured by sales growth, than U.S. domestic firms.  This highlights the fact that offshore 
exposure can offer more diversified cashflow for these firms.   
56 The interpretation of the rGDP spread is that the higher the spread, the more growth opportunities the 
multinationals has (relative to the U.S.).  The detailed definition for rGDP spread is provided in the Appendix.   
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to react to monetary policy.  The coefficient for the interaction terms with MNE and monetary 

shocks are both negative. The findings suggest U.S. multinationals’ investment response to 

monetary policy is higher than domestic firms.  It is important to note that firms that are highly 

levered, hold less cash, and are in the high KZ index group tend to respond more to monetary 

policy.57  These empirical results show the channel documented in Ottonello and Winbery (2020) 

and Jeenas (2019) do not drive differences in monetary policy reactions for multinational firms.    

3.6.1 Geographic Variation       

In this section, I examine how geographic variation in a firm’s primary offshore market 

impacts monetary policy transmission.  I classify multinationals based on four main regions.  Firms 

are sorted by the number of mentions they have for a particular region associated with its output 

(sales) and input (e.g., subsidiary, plant, and ventures).58  The regions are Asia Pacific, Europe, 

Other Americas, and MENA & Africa. 

Table 3.9 presents the results and shows U.S. multinationals that focus on the Asia Pacific 

and Europe are more responsive to monetary policy.  The Δ𝐹𝐹𝐹𝐹𝐹𝐹 and PN shock interaction 

coefficients with region dummies are -0.619 and -1.552, respectively, for Asia, and this figure is -

0.316 and -1.015 for Europe. The coefficients for Δ𝐹𝐹𝐹𝐹𝐹𝐹 are between -0.499 to -0.658, while the 

coefficient for the PN shock is between -0.087 to 0.161, but not statistically significant for all the 

regressions.  The last four columns of Table 3.9 present the results for Other America and MENA 

& Africa regions.  We observe that the coefficient on Δ𝐹𝐹𝐹𝐹𝐹𝐹 x Region and PN Shock x Region is 

not statistically significant.  Overall, these results imply there are differences for multinationals 

that specialize in different regions.   

3.6.2 Other Results       

I discuss some further analysis in this section.  I first explore how U.S. monetary policy 

impacts foreign investment in Table 3.10.  This is done as a complementary regression to using 

 

57 This is consistent with Jeenas (2019) who show firms with higher leverage and lower liquid assets (cash) reduce 
investment more following monetary tightening.  
58 If a firm mentions sales in Italy, England, France, and India once in 2005 with no mention of input, then the firm 
would be classified as focusing on Europe since there was a total of 3 European countries that were mentioned 
versus 1 Asian country.  This data is lagged by 1 year for the regression analysis.   
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the total consolidated investment. There seems to be evidence of foreign investment spillovers, as 

illustrated in Table 3.10.  The dependent variable is the annual change in foreign assets (measured 

in log terms).  Here, I show that reductions in U.S. monetary policy rates induce U.S. multinational 

firms to invest abroad.  The magnitude in investment response is the greatest for firms with the 

highest exposures to offshore markets based on different measures of offshore activities (as seen 

by the Δ𝐹𝐹𝐹𝐹𝐹𝐹 interaction with the measures of offshore activities).  The result for foreign 

investment is consistent with the baseline regression.  

I then explore how exchange rates impact my results in Table B3 since previous studies 

have highlighted the importance of exchange rate risk for multinationals (He and Ng, 1998; 

Dewenter, Schrand, and Wang, 2016; Boudt, Neely, Sercu, and Wauters, 2019).  To do so, I add a 

double interaction between different measures of U.S. multinational firms with U.S. policy shocks 

and the trade-weighted real U.S. exchange rate shocks. The coefficient for the interaction term 

between the U.S. monetary policy shocks and the measures of U.S. multinational firms are 

negative and statistically significant.  Furthermore, the magnitude of the coefficients for Δ𝐹𝐹𝐹𝐹𝐹𝐹 and 

PN shock interactions with multinational activity measures in Table B3 remains about the same 

compared to Table 3.5.  The results suggest that the findings are robust to U.S. exchange rate 

movements.   

 To further address how exchange rates impact investment mechanically through 

appreciation of the assets measured in USD, I use the domestic portion of investment for an U.S. 

multinational firm.  I can better compare these investments since they are denominated in USD for 

both the U.S. multinationals and U.S. domestic firms.  However, the multinationals are exposed to 

different economic environments.  Table B5 presents the results that mainly U.S. multinationals 

react to U.S. monetary policy even for domestic investments.59   

In Table B6, I examine how policy rate spread between different important economies 

impact investment.  This is done to determine whether policy rate differences matter for investment 

 

59 The data is computed at the annual frequency since segmented investment by foreign vs. domestic is only 
available at the year level.  The firm and macroeconomic controls used are annual to reflect this.   
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for U.S. multinationals following Bruno and Shin (2017) and Allen (2020).60  I use the two most 

important interest rates based on their international usage. 61 The Δ�𝐷𝐷𝑈𝑈𝑆𝑆 − 𝐷𝐷𝑓𝑓𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖� × multinational 

activity interaction shows how firms react to policy differential based on the scope of their 

multinational activity.  Across all the measures, we do not observe any statistically significant 

relationship, except for Log (Number of Markets) for the UK interest rate.  In summary, policy 

differentials do not help to explain the differences in the investment rate.   

 I then examine how monetary policy impacts the interest rate and firm debt cycles.  One 

channel that might explain different investment responses comes from different interest rates paid 

by the U.S. multinational and domestic firms.62  The results for loan spread are illustrated in 

columns 1 to 4 in Table B7.  The results for loan amount are presented in columns 5 to 8.  We see 

that the Δ𝐹𝐹𝐹𝐹𝐹𝐹 interaction term is positive but not statistically significant for firm borrowing costs.  

Similar results are shown for the PN Shock interaction term, except for Log (number of markets).  

Overall, these results show no discernible difference in loan spread based on multinational activity.   

 Finally, there seems to be some heterogeneity in debt cycles following monetary policy 

shocks.  For instance, both the ∆FFR x MNE and PN Shock x MNE interaction terms are negative 

and statistically significant for some measures of multinational activity.  These results imply that 

U.S. multinationals increase borrowing after monetary loosening relative to domestic firms.   

3.6.3 Firm-Level Local Projections         

In this section, I investigate how monetary policy impacts capital accumulation over time 

using local projections following Jorda (2005).  The main goal is to document how a firm’s capital 

stock 𝐾𝐾𝑖𝑖,𝑡𝑡+ℎ, at horizons ℎ ≥ 0, responds to policy shocks at time t conditional on different 

measures of multinational activities.  I control for variables as specified in equation (2).   

I estimate: 

 

60 Bruno and Shin (2015) highlight the relationship between monetary policy and U.S. exchange rate.  It also more 
broadly focuses on the role of the U.S. dollar for global financial conditions.   
61 I exclude the Japanese policy rate because it is 0 (or near 0) for the past two decades. 
62 For example, where U.S. multinationals pay less spread than domestic firms following U.S. monetary policy 
loosening.  The lower cost of (debt) capital can drive differences in the investment responses.    
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Δℎ log�𝐾𝐾𝑖𝑖,𝑡𝑡+ℎ� = 𝑇𝑇𝑖𝑖 + Ωℎ′ 𝑊𝑊𝑖𝑖,𝑡𝑡−1 + Τℎ′𝑀𝑀𝑡𝑡 + 

                (𝛽𝛽ℎ𝑥𝑥 + 𝛾𝛾ℎ𝑥𝑥Δ𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡 + 𝛿𝛿ℎ𝑥𝑥Δ log𝑈𝑈. 𝑆𝑆.𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡) × 𝑥𝑥𝑖𝑖,𝑡𝑡−1 + 𝑇𝑇𝑖𝑖,ℎ,𝑡𝑡+ℎ    (3) 

where 𝑊𝑊𝑖𝑖,𝑡𝑡−1 include firm variables (size, tangibility, log of age, leverage, cash, MtB ratio, ROA, 

return volatility).  𝑀𝑀𝑡𝑡 represents macro variables (Δ𝐹𝐹𝐹𝐹𝐹𝐹, real GDP growth, and Δ log𝑈𝑈𝑆𝑆 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹).  

For each Δ𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡 that happens in time t; then the dependent variable is the log change in h-quarter 

ahead capital stock.63  I also include the interaction with the exchange rate (Δ log𝑈𝑈. 𝑆𝑆.𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹) to 

capture exposure to exchange rate movements.   

The coefficient of interest is 𝛾𝛾ℎ𝑥𝑥 which captures the heterogeneous reaction to monetary 

policy for quarter h based on multinational activity measured by 𝑥𝑥.  Here, 𝑥𝑥 include the four 

measures of multinational activity: foreign sales ratio, the log number of years abroad, the log 

number of foreign markets, and the dummy variable for a multinational.  I let H = 6 since most of 

the effect of monetary policy dissipates after 6 quarters.  The results are presented in Figure 3.2.  

 Panel A of Figure 3.2 displays the response based on the foreign sales ratio.  The vertical 

bars represent the 95-percent confidence interval.  The negative coefficient implies foreign sales 

exposure acerbates the effect of monetary policy; the more a firm’s sales are tied to foreign 

markets, the more responsive it is to monetary policy loosening.  The effects start to reverse in 

quarter 3.  The second picture presents the foreign sales and response to the exchange rate 

movement.  We see the magnitude of the impact following exchange rate shocks is much smaller.   

Panel B of Figure 3.2 illustrates the estimation for the number of markets.  Here, the effect 

in capital accumulation lasts for about 3 quarters before reversing.  A firm that operates in 8 

different markets will have approximately 1.4% higher capital accumulation in the three quarters 

than a firm that operates only in the domestic market for each 1% decrease in the FFR.64   

Panel C of Figure 3.2 presents the results for the number of years abroad (in log term).  We 

observe the heterogeneous effect of monetary policy that scales up with this variable.  The effect 

lasts for three quarters, then starts to level off.  The coefficient 𝛾𝛾ℎ𝑥𝑥 < 0 implies that firms with more 

 

63 This is measured by the quarterly property, plant. and equipment relative to the stock at time t – 1. 
64 The 𝛾𝛾3𝑥𝑥 coefficient is -0.676 for log number of markets. We can calculate the capital accumulation in three 
quarters following a 1% decrease in FFR as -0.676*ln(8)*-1 = 1.4 for a multinational firm operating in 8 markets.   
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foreign market experience (measured in log years) increase capital stock after a policy loosening 

relative to firms with less experience abroad.  For example, by the 3rd quarter, a firm with 8 years 

of experience abroad would have accumulated 2.57% more capital for a 1% decline in FFR 

compared to firms with 0 foreign experience.65   

Panel D of Figure 3.2 presents the results for the indicator variable of being a multinational.  

The difference in capital accumulation is the largest in the third quarter before dissipating.  Across 

all measures, the exchange rate movement effect on corporate investment is much smaller than the 

monetary policy effects.   

3.7 Conclusion 

Understanding how monetary policy impacts firm investment decisions is of crucial 

importance to policymakers.  This paper contributes to the ongoing debate by studying how 

economic linkages to foreign markets impact U.S. firms’ reaction to monetary policy.  Employing 

quarterly data from 1994 to 2015, I document that U.S. multinationals react more strongly to U.S. 

monetary policy loosening than domestic U.S. firms.  This finding is surprising given that prior 

research has shown that multinational firms can exploit offshore financial markets to better smooth 

out across domestic macroeconomic shocks (Baker, Foley, and Wurgler, 2008; Bruno and Shin, 

2017; Jang, 2017; Erel et al., 2020).   

I find the response to monetary policy scales up positively along different measures of 

multinational activity based on their foreign sales exposure, the number of markets the firm 

operates in, and the number of years of foreign market experience.  The results seem to be 

explained by differences in foreign investment and growth opportunities.  I find U.S. 

multinationals invest more if they focus on high-growth markets.  I also find that the differences 

in investment response between U.S. domestic firms and U.S. multinationals are the largest when 

the U.S. economy is in a low-growth phase.   

 

65 Here 𝛾𝛾3𝑥𝑥 coefficient is 1.236 for log years abroad.  We can calculate the capital accumulation in three quarters 
following a 1% decrease in FFR as -1.236*ln(8)*-1 = 2.57 for a multinational firm with 8 years of experience.   
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 My results may be of great interest to policymakers concerned about the distributional 

implications of monetary policy across firms.  Indeed, understanding how globally connected firms 

react to domestic shocks becomes paramount as economies become more integrated.  Most of the 

prior literature has focused on how multinational firms can transmit shocks across borders (Boehm, 

Flaeen, and Pandalai-Nayar, 2019; Cravino and Levchenko, 2017), or its ramifications for debt 

and equity raising (Baker, Foley, and Wurgler, 2009; Jang, 2017; Erel, Jang, and Weisbach, 2020; 

Allen, 2020).  My findings add to these debates by showing how exposure to different foreign 

markets can impact monetary policy transmission and what it implies for real economic outcomes.  
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Figure 3.1 Investment of U.S. Domestic and Multinational Firms  

Panel A shows the proportion of U.S. public firms that are multinational over the sample period 

between 1994 and 2015 in the right Y-axis.  The left Y-axis shows the investment rate by U.S. 

multinationals vs. U.S. domestic firms across time.  A firm is defined as a multinational if it reports 

non-zero foreign income (Compustat item: PIFO) or non-zero offshore income taxes (Compustat 

item: TXFO) at any point in the last two years. It is classified as a domestic firm otherwise.  The 

investment rate is defined to be the quarterly capital investment over lagged assets. The data are 

averaged across four quarters for a given year.  Panel B presents the data on quarterly capital 

expenditure summed across U.S. multinational and domestic firms over time.  The unit measure is 

in billions of $US dollars at the quarterly frequency.  The data source is Compustat.    
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                Panel A: Investment Rate and Proportion of U.S. Multinationals  

 

                Panel B: Corporate Investment Over Time  
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Table 3.1 Summary Statistics for Chapter 3   

The tables present the descriptive statistics of U.S. domestic and multinational firms.  The sample 

covers all public firms headquartered and incorporated in the U.S. between 1994 to 2015.  Panel 

A presents summary statistics for firm variables by firm type.  A firm is defined as a multinational 

if it reports non-zero foreign income (Compustat item: PIFO) or non-zero offshore income taxes 

(Compustat item: TXFO) at any point in the last two years.  A firm is classified as a domestic firm 

otherwise.  Panel B presents the time-series average of the proportion of multinational firms by 

Fama-French 30 industries across the sample period.  Panel C shows the summary table for 

macroeconomic variables at the quarterly frequency.  Panel D presents the correlation of 

macroeconomic variables.  See the appendix for the detailed variable definitions.     

         

 

 

 

 

(Continued) 

 

 

 

 

 

 

 

 

 



75 

 

 

 

        Panel A: Firm Variables   

Domestic Firms 

  p25 Median p75 Mean SD 
Corp Investment (%)  1.260 3.573 8.400 7.122 10.346 

Firm Size  17.262 18.434 19.779 18.621 1.790 
Tangibility  0.077 0.200 0.432 0.284 0.252 
Firm Age  7.000 11.000 19.000 14.787 11.340 
Leverage  0.001 0.095 0.302 0.184 0.228 

Cash  0.020 0.092 0.321 0.209 0.251 
MtB  1.103 1.997 3.694 3.094 7.168 
ROA  -0.027 0.005 0.019 -0.023 0.113 

Sales Growth  -0.041 0.108 0.360 0.393 1.307 
Return Volatility  2.531 3.643 5.136 4.001 1.932 

Firm-Qtr Observations   183245    
# of Firms   8163    

Multinational Firms 

  p25 Median p75 Mean SD 
Corp Investment (%)  1.652 3.334 6.336 5.188 6.426 

Firm Size  18.869 20.197 21.551 20.238 1.883 
Tangibility  0.086 0.173 0.315 0.230 0.192 
Firm Age  10.000 18.000 34.000 23.182 16.111 
Leverage  0.004 0.131 0.277 0.175 0.192 

Cash  0.032 0.100 0.258 0.176 0.191 
MtB  1.306 2.135 3.588 2.951 6.040 
ROA  -0.001 0.011 0.022 0.001 0.064 

Sales Growth  -0.038 0.070 0.203 0.134 0.536 
Return Volatility  1.867 2.670 3.843 3.069 1.652 

Firm-Qtr Observations   153556    
# of Firms   4719    
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           Panel B: Industry Distribution of U.S. Multinationals  

Fama-French 30 Industries Multinational Firms (%)  
Food Products 37.59% 
Beer & Liquor 36.55% 

Tobacco Products 51.37% 
Recreation 34.05% 

Printing and Publishing 39.66% 
Consumer Goods 61.92% 

Apparel 57.84% 
Healthcare, Medi 29.39% 

Chemicals 70.32% 
Textiles 48.16% 

Construction and 38.07% 
Steel Works, etc. 45.56% 

Fabricated Products 70.19% 
Electrical Equip 61.78% 

Automobiles 61.49% 
Aircraft, ships 52.53% 

Precious Metals, etc. 49.46% 
Coal 26.75% 

Petroleum 37.75% 
Communication 25.30% 
Personal and Bus 49.47% 

Business Equipment 58.86% 
Business Supplier 66.03% 

Transportation 28.77% 
Wholesale 36.77% 

Retail 22.93% 
Restaurants, Hotels etc. 22.00% 

Everything Else 39.93% 
Average 43.79% 
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Panel C: Macroeconomic Variables  

 p25 p50 p75 Mean SD 

Fed Funds Rate 0.160 2.385 5.265 2.788 2.356 

ΔFFR -0.050 -0.005 0.075 -0.031 0.455 

Policy News Shock -0.010 0.011 0.030 0.000 0.065 

FFR Shock -0.021 0.000 0.010 -0.026 0.094 

US REER 100.430 107.285 114.955 108.446 9.315 

Log US REER -0.015 0.003 0.017 0.001 0.025 

Real GDP Growth 1.750 2.700 4.100 2.591 1.797 

Default Spread 0.690 0.875 1.110 0.971 0.435 

Term Spread 0.785 1.885 2.675 1.759 1.144 
 

Panel D: Correlation of Macroeconomic Variables  

 ∆FFR 
FFR 

Shock PN Shock 

∆LOG 
US 

REER 

Real 
GDP 

Growth 

Term 
Spread 

Default 
Spread 

∆FFR 1       

FFR Shock 0.5936 1      

PN Shock 0.691 0.8623 1     
∆LOG US REER -0.0162 -0.0791 -0.0526 1    

Real GDP 
Growth 0.417 0.0861 0.2777 0.0961 1   

Term Spread -0.1682 0.0474 -0.064 -0.1879 -0.4735 1  
Default Spread -0.3707 -0.1323 -0.2535 0.0396 -0.7294 0.4062 1 
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Table 3.2 Multinational Activity and Monetary Policy 

The tables report the results for the baseline regression using the sample of U.S. public firms 

between 1994 to 2015 with assets worth at least $US 5 million dollars.  I exclude financial and 

utility firms.  The estimation is as follows:  

𝐼𝐼𝐷𝐷𝑛𝑛𝐷𝐷𝐷𝐷𝐷𝐷𝐹𝐹𝑎𝑎𝐷𝐷𝐷𝐷𝑖𝑖,𝑡𝑡 = 𝛾𝛾MPt + 𝛽𝛽MPt × 𝑀𝑀𝑀𝑀𝐹𝐹𝑖𝑖,𝑡𝑡−1 + 𝛿𝛿𝑀𝑀𝑀𝑀𝐹𝐹𝑖𝑖,𝑡𝑡−1 + Γ′𝑊𝑊𝑖𝑖,𝑡𝑡−1 + Ω′𝑀𝑀𝑡𝑡 + 𝐷𝐷𝑖𝑖,𝑡𝑡 

MP measures the quarterly FFR and Policy News Shocks.  Other controls include W, the firm-

level data on firm size, tangibility, firm age, leverage, cash, MtB ratio, return on assets, sales 

growth, and the quarterly firm equity return volatilities, and macroeconomic data, M, with year-

on-year quarterly real GDP growth and the quarterly Δlog U.S. REER.  Quarter fixed effects are 

quarter dummies.  Columns 4 & 5 present the second-stage results using the surprise change in 

FFR futures around FOMC announcements described in Section 3 as instruments.  Panel B 

performs the same analysis using a size-matched sample between domestic and multinational firms 

for each quarter date.  Robust standard errors clustered at the firm level are denoted in parentheses.  

The significance levels at the 10%, 5% and 1% levels are denoted *, **, ***, respectively. 
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          Panel A: Baseline Results  

   OLS IV 
 (1) (2) (3) (4) (5) 

ΔFFR 0.04   -0.929*** -0.642*** 
 (0.056)   (0.114) (0.109) 
      

ΔFFR x MNE -0.305***   -0.443*** -0.368*** 
 -0.066   (0.135) (0.127) 
      

PN Shock  -0.803*** -0.019   
  (0.281) (0.262)   
      
PN Shock x MNE  -1.927*** -1.361***   

  (0.354) (0.345)   
      

MNE 0.083 -0.237*** -0.02 -0.247*** -0.03 
 (0.103) (0.084) (0.111) (0.085) (0.111) 

Other Controls Yes Yes Yes Yes Yes 
Ind & Qtr FE x Yes x Yes x 

Firm & Qtr FE Yes x Yes x Yes 
Obs 336801 272107 272107 272107 271854 

Adjusted 𝐹𝐹2 0.461 0.3 0.467 0.144 0.053 
 
         Panel B: Matched Sample  

   OLS IV 
 (1) (2) (3) (4) (5) 

ΔFFR -0.106   -0.393** -0.162 
 (0.086)   (0.16) (0.162) 
      

ΔFFR x MNE -0.330***   -0.569*** -0.460** 
 (0.111)   (0.198) (0.195) 
      

PN Shock  -1.127*** -0.307   
  (0.412) (0.404)   
      
PN Shock x MNE  -2.190*** -1.877***   

  (0.588) (0.593)   
      

MNE 0.074 -0.261*** -0.018 -0.288*** -0.044 
 (0.137) (0.094) (0.141) (0.094) (0.136) 

Other Controls Yes Yes Yes Yes Yes 
Ind & Qtr FE x Yes x Yes x 

Firm & Qtr FE Yes x Yes x Yes 
Obs 106947 90993 90993 90992 90280 

Adjusted 𝐹𝐹2 0.483 0.31 0.485 0.165 0.054 
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Table 3.3 Alternative Measurement of Investment  

This table presents the regression results for alternative measures of corporate investment.  The 

estimation uses the same sample as in Table 3.2.  The regression is as follows: 

𝑌𝑌𝑖𝑖,𝑡𝑡 = 𝛾𝛾MPt + 𝛽𝛽MPt × 𝑀𝑀𝑀𝑀𝐹𝐹𝑖𝑖,𝑡𝑡−1 + 𝛿𝛿𝑀𝑀𝑀𝑀𝐹𝐹𝑖𝑖,𝑡𝑡−1 + Γ′𝑊𝑊𝑖𝑖,𝑡𝑡−1 + Ω′𝑀𝑀𝑡𝑡 + 𝐷𝐷𝑖𝑖,𝑡𝑡 

MP are the FFR and the Policy News Shocks.  Other controls include firm size, tangibility, firm age, 

leverage, cash, MtB ratio, return on assets, sales growth, quarterly equity return volatilities, and 

quarterly macroeconomic data on real GDP growth rate, ∆FFR, and ∆Log U.S. REER.  ∆FFR is 

instrumented with the surprise change in FFR futures around FOMC announcements. Robust standard 

errors clustered at the firm level are denoted in parentheses.  The significance levels at the 10%, 5% 

and 1% levels are denoted *, **, ***, respectively. 

  (1) (2) (3) (4) 
 Total Inv(Capex + RND) over Assets 
 

ΔFFR x MNE -1.535*** -0.493***   
 (0.22) (0.177)   
     
PN Shock x MNE   -2.928*** -1.441*** 

   (0.563) (0.476) 
Obs 263519 263287 263519 263519 

Adjusted 𝐹𝐹2 0.2 0.078 0.323 0.617 
 Log Capital Expenditure 
 

ΔFFR x MNE -0.160*** -0.191***   
 (0.057) (0.054)   
     
PN Shock x MNE   -0.670*** -0.637*** 

   (0.152) (0.148) 
Obs 272107 271854 272107 272107 

Adj. R-squared 0.416 0.072 0.465 0.587 
 ΔLog Property, Plant and Equipment 
 

ΔFFR x MNE -0.006* -0.007*   
 (0.004) (0.004)   
     
PN Shock x MNE   -0.048*** -0.035*** 

   (0.01) (0.011) 
Obs 262964 262733 262964 262964 

Adjusted 𝐹𝐹2 0.032 0.045 0.034 0.086 
Other Controls Yes Yes Yes Yes 
Ind & Qtr FE Yes x Yes x 

Firm & Qtr FE x Yes x Yes 



81 

 

Table 3.4 Additional Macroeconomic Variables  

These tables show the results for corporate investment with additional macroeconomic controls.  

Other controls include firm size, tangibility, firm age, leverage, cash, MtB ratio, return on assets, 

sales growth, MNE dummies, quarterly equity return volatilities, and quarterly macroeconomic 

data on real GDP growth rate and Δlog U.S. REER at the quarterly frequency.  Δ𝐹𝐹𝐹𝐹𝐹𝐹 is 

instrumented using the surprise change in FFR futures around FOMC announcements.  Robust 

standard errors clustered at the firm level are denoted in parentheses.  The significance levels at 

the 10%, 5% and 1% levels are denoted *, **, ***, respectively.   

 

   Panel A: Economic Uncertainty and Consumer Expectations  

 (1) (2) (3) (4) 
     

ΔFFR -0.776***  -0.650***  
 (0.118)  (0.110)  
     

ΔFFR x MNE -0.254*  -0.384***  
 (0.155)  (0.125)  
     

PN Shock  -0.161  -0.226 
  (0.260)  (0.274) 
     

PN Shock x MNE  -1.021***  -0.955*** 
  (0.339)  (0.366) 
     

Add. Macro Control     
     

VIX x MNE 0.015*** 0.018***   
 (0.005) (0.004)   
     

Con Expectations x MNE   -0.018*** -0.019*** 
   (0.005) (0.005) 
     

VIX -0.019*** -0.009**   
 (0.004) (0.004)   
     

Consumer Expectations   0.008** 0.005 
   (0.004) (0.004) 
     

Other Controls Yes Yes Yes Yes 
Firm & Qtr FE Yes Yes Yes Yes 

Obs 271854 272107 271854 272107 
Adjusted 𝐹𝐹2 0.053 0.467 0.053 0.467 
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Panel B: U.S. exchange rate and Spreads  

 (1) (2) (3) (4) (5) (6) 
       

ΔFFR -0.641***  -0.361***  -0.713***  
 (0.109)  (0.103)  (0.116)  
       

ΔFFR x MNE -0.371***  -0.347***  -0.268*  
 (0.127)  (0.118)  (0.149)  
       

PN Shock  -0.015  -0.254  -0.264 
  (0.262)  (0.264)  (0.265) 
       

PN Shock x MNE  -1.369***  -1.042***  -0.817** 
  (0.346)  (0.346)  (0.352) 

Add. Macro Controls       
       

ΔLOG US REER x 
MNE -0.841 0.658     

 (0.969) (1.000)     
       

Term Spread x MNE   0.165*** 0.181***   
   (0.041) (0.039)   
       

Default spread x MNE     0.483*** 0.516*** 
     (0.127) (0.094) 
       

Term Spread   -0.489*** -0.471***   
   (0.030) (0.029)   
       

Default Spread     -0.489*** -0.347*** 
     (0.089) (0.079) 
       

Other Controls Yes Yes Yes Yes Yes Yes 
Firm & Qtr FE Yes Yes Yes Yes Yes Yes 

Obs 271854 272107 271854 272107 271854 272107 
Adjusted 𝐹𝐹2 0.053 0.467 0.058 0.469 0.053 0.467 
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Table 3.5 Degree of U.S. Multinational Activity  

This table presents the regression results for various measures of the scope of multinational activity.  

The regression is as follows: 

𝐼𝐼𝐷𝐷𝑛𝑛𝐷𝐷𝐷𝐷𝐷𝐷𝐹𝐹𝑎𝑎𝐷𝐷𝐷𝐷𝑖𝑖,𝑡𝑡 = 𝛾𝛾MPt + 𝛽𝛽MPt × 𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + 𝛿𝛿𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + Γ′𝑊𝑊𝑖𝑖,𝑡𝑡−1 + Ω′𝑀𝑀𝑡𝑡 + 𝐷𝐷𝑖𝑖,𝑡𝑡 

MP are the quarterly FFR and Policy News shocks. MA are measures of multinational activity which 

include foreign sales, number of years abroad, and the number of foreign markets. Other controls are 

the same as described in Table 3.2.  Δ𝐹𝐹𝐹𝐹𝐹𝐹 is instrumented using the surprise change in FFR futures 

around FOMC announcements. Robust standard errors clustered at the firm level are denoted in 

parentheses.  The significance levels at the 10%, 5%, and 1% levels are denoted *, **, and ***. 

 

Offshore Activity (1) (2) (3) (4) (5) (6) 
       

ΔFFR x  
Foreign Sales 

-0.939***      
(0.321)      

       
PN Shock x  

Foreign Sales 
 -3.568***     
 (0.885)     

       
ΔFFR x  

Log(Yrs Abroad) 
  -0.180***    
  (0.052)    

       
PN Shock x 

 Log(Yrs Abroad) 
   -0.668***   
   (0.144)   

       
ΔFFR x  

Log(Num of Mkts) 
    -0.237***  
    (0.065)  

       
PN Shock x  

Log(Num of Mkts) 
     -0.707*** 
     (0.169) 

       
PN Shock  0.029  -0.046  0.428 

  (0.269)  (0.251)  (0.339) 
       

ΔFFR -0.611***  -0.652***  -0.437***  
 (0.110)  (0.104)  (0.145)  
       

Other Controls Yes Yes Yes Yes Yes Yes 
Firm & Qtr FE Yes Yes Yes Yes Yes Yes 

Obs 238069 238309 271854 272107 271854 272107 
Adjusted 𝐹𝐹2 0.056 0.477 0.053 0.467 0.053 0.467 
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Table 3.6 Growth Opportunities   

This table shows the relationship between the scope of offshore activity and growth opportunities.  

The dependent variable is the quarterly sales growth rate measured on a year-on-year basis.  The 

reported coefficients are for the following specification:  

𝑆𝑆𝑎𝑎𝑆𝑆𝐷𝐷𝐷𝐷 𝑟𝑟𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ𝑖𝑖,𝑡𝑡 = 𝛽𝛽 𝐹𝐹𝐷𝐷𝑎𝑎𝑆𝑆 𝑟𝑟𝐷𝐷𝑟𝑟 𝑟𝑟𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ × 𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + 𝛿𝛿 𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + Γ′𝐹𝐹𝑖𝑖,𝑡𝑡−1 + Π′𝑀𝑀𝑖𝑖,𝑡𝑡 + 𝜀𝜀𝑖𝑖,𝑡𝑡 

where MA are the different measures of multinational activity based on foreign sales, the number 

of foreign market experience, and the number of markets.  The firm controls, denoted F, include 

firm size, MtB ratio, leverage, return volatility and different measures of offshore activities.  The 

macro controls, denoted M, include quarterly real GDP growth rate and Δlog U.S. REER.  Robust 

standard errors clustered at the firm level are denoted in parentheses.  The significance levels at 

the 10%, 5%, and 1% levels are denoted *, **, and ***. 

 

Scope of Offshore Activity (1) (2) (3) (4) 
     

 rGDP growth 4.952*** 4.989*** 3.799*** 4.717*** 
 (0.284) (0.270) (0.239) (0.297) 
     

rGDP growth  
x MNE 

-2.101***    
(0.301)    

     
rGDP growth x  

Log(Yrs Abroad) 
 -1.180***   
 (0.113)   

     
rGDP growth x  

Foreign Sale 
  -1.419**  
  (0.631)  

     
rGDP growth x  

Log(Num of Mkts) 
   -0.492*** 
   (0.129) 

     
Other Controls Yes Yes Yes Yes 
Firm & Qtr FE Yes Yes Yes Yes 

Obs 305560 305560 269119 305560 
Adjusted 𝐹𝐹2 0.188 0.188 0.206 0.187 
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Table 3.7 Growth Opportunities and Investment  

The table presents U.S. multinational investment rate based on the differences in growth 

opportunities proxied by the real GDP growth rate spread. The regression is as follows: 

𝐼𝐼𝐷𝐷𝑛𝑛𝐷𝐷𝐷𝐷𝐷𝐷𝐹𝐹𝑎𝑎𝐷𝐷𝐷𝐷𝑖𝑖,𝑡𝑡 = 𝛾𝛾MPt + 𝛽𝛽MPt × 𝐷𝐷𝑟𝑟𝐷𝐷𝑟𝑟 𝑆𝑆𝑈𝑈𝐷𝐷𝐷𝐷𝑎𝑎𝐼𝐼𝑖𝑖,𝑡𝑡−1 + 𝛿𝛿𝐷𝐷𝑟𝑟𝐷𝐷𝑟𝑟 𝑆𝑆𝑈𝑈𝐷𝐷𝐷𝐷𝑎𝑎𝐼𝐼 𝑖𝑖,𝑡𝑡−1 

                                                                      +Γ′𝑊𝑊𝑖𝑖,𝑡𝑡−1 + Ω′𝑀𝑀𝑡𝑡 + 𝐷𝐷𝑖𝑖,𝑡𝑡 

MP are the quarterly FFR and the Policy News Shocks. rGDP Spread is the average real GDP 

growth rate of a multinational’s foreign markets minus the real U.S. GDP growth. Other controls 

include 𝑊𝑊𝑖𝑖,𝑡𝑡−1 (firm size, tangibility, firm age, leverage, cash, MtB ratio, return on assets, sales 

growth), and 𝑀𝑀𝑡𝑡 (quarterly return volatilities, and Δlog U.S. REER).  Δ𝐹𝐹𝐹𝐹𝐹𝐹 is instrumented using 

the surprise change in FFR futures around FOMC announcements.  Robust standard errors 

clustered at the firm level are denoted in parentheses.  The significance levels at the 10%, 5% and 

1% levels are denoted *, **, ***, respectively.       

 

 (1) (2)  
 

 

ΔFFR x rGDP Spread -0.607*** 
 

 
(0.111) 

 
 

 
 

PNshock x rGDP Spread  -0.153**  
 (0.076)  
 

 

ΔFFR -1.383*** 
 

 
(0.208) 

 
 

 
 

PN Shock  0.322  
 -0.208  

 
 

rGDP Spread -0.155*** -0.108***  
-0.014 -0.009  

 
 

Other Controls Yes Yes 
Firm & Qtr FE Yes Yes 

Obs 195540 195780 
Adjusted 𝐹𝐹2 0.036 0.483 
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Table 3.8 Financial Heterogeneity  

This table presents the estimation results for various financial heterogeneity based on leverage, liquid assets (cash), and the KZ index.  

The regression follows equation (2), where I sort the sample based on “high” (> median) and “low” (≤ median) buckets for each proxy 

of financial constraint.  The dependent variable is the investment rate.  Other controls are the same as described in Table 3.2.  Δ𝐹𝐹𝐹𝐹𝐹𝐹 is 

instrumented using the surprise change in FFR futures around FOMC announcements.  Robust standard errors clustered at the firm level 

are denoted in parentheses.  The significance levels at the 10%, 5%, and 1% levels are denoted *, **, and ***. 

 High Leverage Low Leverage High Cash Low Cash High KZ Index Low KZ Index 
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 

ΔFFR -0.612***  -0.551***  -0.587***  -0.654***  -0.858***  -0.309**  
 (0.161)  (0.145)  (0.156)  (0.154)  (0.165)  (0.143)  
             

ΔFFR -0.481***  -0.331**  -0.314*  -0.415**  -0.393**  -0.410***  
x MNE (0.180)  (0.169)  (0.186)  (0.175)  (0.191)  (0.158)  

             
PN Shock  0.073  0.013  0.158  -0.280  -0.382  0.365 

  (0.386)  (0.355)  (0.382)  (0.362)  (0.388)  (0.345) 

             
PN Shock    -1.566***  -1.183**  -1.069**  -1.455***  -1.433***  -1.118** 

x MNE  (0.497)  (0.470)  (0.517)  (0.473)  (0.519)  (0.434) 

Other Cont. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Firm & Qtr 

FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Obs 127775 128139 143337 143609 135443 135743 135952 136209 140848 141004 123079 123335 

Adjusted 𝐹𝐹2 0.045 0.499 0.050 0.485 0.053 0.456 0.047 0.527 0.054 0.487 0.041 0.448 
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Table 3.9 Regional Focus & Investment 

This table presents the regression results for investment based on different regional focus.  U.S. multinational firms are designated into 

4 regions based on the maximum number of mentions in that region associated with offshore sales and assets for a given firm-year.  

Other controls include firm size, tangibility, firm age, leverage, cash, MtB ratio, return on assets, sales growth, return volatilities, and 

quarterly data on real GDP growth rate and Δlog U.S. REER.  Δ𝐹𝐹𝐹𝐹𝐹𝐹 is instrumented using the surprise change in FFR futures around 

FOMC announcements.  Robust standard errors clustered at the firm level are denoted in parentheses.  The significance levels at the 

10%, 5%, and 1% levels are denoted *, **, and ***, respectively.       

 Asia Pacific Europe Other Americas Africa & MENA 
 (1) (2) (3) (4) (5) (6) (7) (8) 

ΔFFR -0.619***  -0.316*  -0.314  -0.213  
x Region (0.196)  (0.169)  (0.223)  (0.559)  

         
PN Shock  -1.552***  -1.015**  -0.984  -1.498 
x Region  (0.528)  (0.455)  (0.616)  (2.011) 

         
PN Shock  0.067  0.161  -0.087  -0.191 

  (0.336)  (0.331)  (0.337)  (0.342) 
         

ΔFFR -0.516***  -0.499***  -0.610***  -0.658***  
 (0.150)  (0.148)  (0.151)  (0.159)  
         

Region -0.447*** -0.384*** -0.196** -0.151* -0.317** -0.285** -0.117 -0.129 
 (0.106) (0.109) (0.086) (0.087) (0.131) (0.133) (0.324) (0.333) 

Other Controls Yes Yes Yes Yes Yes Yes Yes Yes 
Firm & Qtr FE Yes Yes Yes Yes Yes Yes Yes Yes 

Obs 165728 166128 175826 176207 152959 153454 118535 119083 
Adjusted 𝐹𝐹2 0.050 0.485 0.048 0.488 0.048 0.486 0.043 0.501 
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Table 3.10 Foreign Investment Spillovers  

The dependent variable is the annual foreign investment, defined as the change in foreign assets 

(in log terms).  The regression is as follows: 

Δ𝐿𝐿𝐷𝐷𝑤𝑤𝐹𝐹𝐷𝐷𝐷𝐷𝐴𝐴𝑇𝑇𝑖𝑖,𝑡𝑡 = 𝛾𝛾Δ𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡 × 𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + 𝛽𝛽𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + Γ′𝑋𝑋𝑖𝑖,𝑡𝑡−1 + Ω′𝑀𝑀𝑡𝑡 + 𝐷𝐷𝑖𝑖,𝑡𝑡 

𝑋𝑋𝑖𝑖,𝑡𝑡−1 variables include firm size, tangibility, firm age, leverage, cash, MtB ratio, ROA, sales 

growth.  𝑀𝑀𝑡𝑡  variables include real GDP growth, ∆Log U.S. REER.  𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 measures various 

offshore activities (foreign sales, log years abroad, and log number of markets).  The sample 

includes data for U.S. multinational firms at the annual frequency for the 1995 to 2014 period. 

ΔFFR is instrumented using the surprise change in FFR futures around FOMC announcements.  

Robust standard errors clustered at the firm level are denoted in parentheses.  The significance 

levels at the 10%, 5% and 1% levels are denoted *, **, ***, respectively.    

    

Scope of Offshore Activity (1) (2) (3) 
    

ΔFFR x Foreign Sales -0.103***   
 (0.021)   
    

ΔFFR x Log(Yrs Abroad)  -0.145***  
  (0.021)  
    

ΔFFR x Log(Num of Mkts)   -0.031*** 
   (0.004) 
    

Foreign Sales -0.677***   
 (0.077)   
    

Log(Years Abroad)  -0.025  
  (0.022)  
    

Log(Number of Markets)   0.059*** 
   (0.007) 
    

Other Variables Yes Yes Yes 
Firm FE Yes Yes Yes 

Obs 9556 9688 9688 
Adjusted 𝐹𝐹2 0.114 0.101 0.108 
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Figure 3.2 Dynamic Effects 

The figures below illustrate the heterogeneous impact of monetary policy on capital accumulation 

over time.  The panel regression is as follows: 

Δℎ log�𝐾𝐾𝑖𝑖,𝑡𝑡+ℎ� = 𝑇𝑇𝑖𝑖 + 𝑄𝑄𝐷𝐷𝐷𝐷𝑡𝑡 + Ωℎ′ 𝑊𝑊𝑖𝑖,𝑡𝑡−1 + Τℎ′𝑀𝑀𝑡𝑡 + 

                      (𝛽𝛽ℎ𝑥𝑥 + 𝛾𝛾ℎ𝑥𝑥Δ𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡 + 𝛿𝛿ℎ𝑥𝑥Δ log𝑈𝑈. 𝑆𝑆.𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡) × 𝑥𝑥𝑖𝑖,𝑡𝑡−1 + 𝑇𝑇𝑖𝑖,ℎ,𝑡𝑡+ℎ 

where 𝑊𝑊𝑖𝑖,𝑡𝑡−1 include firm-level variables size, tangibility, log of age, leverage, cash, MtB ratio, 

ROA, return volatility. M represents macro variables including Δ𝐹𝐹𝐹𝐹𝐹𝐹, real GDP growth rate and 

Δ log𝑈𝑈. 𝑆𝑆.𝐹𝐹𝐷𝐷𝐷𝐷𝐷𝐷. The dependent variable is scaled by 100 for interpretability.  X represents the 

different measures of foreign activities which include the log number of markets, foreign sales 

ratio, log years of foreign experience, and an U.S. multinational dummy variable. Δ𝐹𝐹𝐹𝐹𝐹𝐹 is 

instrumented using the surprise change in FFR futures around FOMC announcements.  The 

regression also includes firm and quarter fixed effects.  The heteroskedastic-robust standard errors 

are clustered by firm.     

 

 

 

 

 

(Continued) 
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                   Panel A: Foreign Sales Response  

 
                    Panel B: Number of Markets Response 

 



91 

 

 
            

                Panel C: Years Abroad Response  

 
                Panel D: Multinational Firm Response  
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Chapter 4: Bank-Firm Relationships, the Supply and 

Demand for Funds, and Loan Terms   
4.1 Introduction  

This paper investigates empirically the factors that determine the supply of, and demand 

for, loanable funds and the resulting equilibrium interest rates and other loan terms. We are 

particularly interested in exploring differences in factors that impact loans negotiated between 

lenders (banks) and borrowers (non-bank firms) that have a pre-existing relationship with each 

other, and are thus able to credibly share private information, versus loans between banks and firms 

who do not have a pre-existing relationship and thus cannot as easily share or verify such private 

information. While the general importance of bank-firm relationships, and private information, has 

been well documented in the literature, we go a step further to show specific effects on the supply 

of funds by banks, the demand for funds by firms, and the loan terms that result, and in doing so 

produce several important new and/or refined results.  

In our study, we employ loan data from DealScan (which specifies the borrower, lender, 

interest rate and other loan terms, and allows us to determine whether the borrower and lender 

have a pre-existing relationship) merged with firm-specific and bank-specific data from Compustat 

plus macroeconomic data. We then specify a model in which banks supply funds, firms demand 

funds, and loan terms are negotiated endogenously, to produce separate supply and demand curves 

which we estimate simultaneously on the data; the intersection of supply and demand curves 

produces equilibrium loan interest rates and loan amounts, while changes in factors such as credit 

ratings and the Fed Funds rate shift the supply and demand curves to produce new equilibria. Using 

our supply/demand framework, which is a novel approach in this particular literature, we obtain 

several interesting results, some of which are new to the literature or provide new evidence to 

support or refute previous conjectures or findings. 

For example, we find that in long-term bank/firm relationships there is little response to 

public credit ratings given the relative abundance of private experience-based information within 

the relationship; conversely, banks and firms without a prior relationship, and thus with less private 
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information about each other, respond much more strongly to the public credit ratings of borrower 

firms.  

We also find that banks and firms in long-term relationships do not change their lending 

facilities with each other very much when the Federal Reserve changes its monetary policy rate, 

whereas banks/firms increase lending/borrowing much more with new partners when monetary 

policy loosens and cut back more on new partner borrowing/lending when monetary policy 

tightens. This finding – that monetary policy shocks are transmitted more strongly through new 

bank/firm relationships than through long-term stable relationships – is an interesting and 

important result which we believe is new to the literature.  

We also document interesting supply and demand responses to changes in firm leverage, 

profitability, bank capital, asset tangibility, investment opportunities, and other factors. In all cases 

we find that suppliers and demanders of funds behave differently in the context of a bank/firm 

relationship versus no relationship and that such behavior has important implications for the 

determination of loan interest rates and other terms. We further find that this relationship effect 

grows stronger the more intense the relationship (as measured by the frequency with which banks 

and firms interact with each other).         

Section 4.2 of this paper summarizes the literature which motivates our investigation and 

explains how our approach is similar to, or different from, previous work. Section 4.3 describes 

the data we employ. Section 4.4 presents our model of the supply of loanable funds by banks, and 

the demand for loanable funds by non-bank firms, as they negotiate loan contracts to determine 

loan terms endogenously; we then undertake the simultaneous estimation of our supply and 

demand curves and present baseline results for the resulting equilibrium interest rates (price) and 

loan amounts (quantity).   

Section 4.5 undertakes a variety of comparative static exercises to investigate how supply 

and demand curves shift to produce new loan amounts and interest rates in response to a change 

in a borrowing firm’s credit rating or leverage, or the lending bank’s deposits or capital ratios, or 

macroeconomic factors including the Federal Reserve’s monetary policy rate, or a variety of other 

factors. We document interesting differences in results for loans between banks and firms with a 
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pre-existing relationship versus banks and firms in a new relationship; two of these results (the 

impacts of credit ratings and monetary policy) are summarized above and detailed much more 

fully below, along with results for changes in other variables including leverage, capital, etc. 

Section 4.6 explores ways in which the relationship effect increases with the intensity of the 

relationship. Section 4.7 concludes.  

4.2 Literature  

Motivation for our paper comes from several strands of the literature on banks, credit, 

interest rates, loan contract terms and relationship lending. The first strand concerns studies that 

examine corporate lending and loan terms using bank-level and firm-level data. Kashyap and Stein 

(2000) is one of the first studies to use bank data to investigate how monetary policy is transmitted 

via the banking sector and find that the impact of monetary policy on lending is stronger for banks 

with less liquid balance sheets. Becker and Ivashina (2014) and Ivashina, Scharfstein and Stein 

(2015) present evidence that bank lending is more cyclical than bonds and that, as the supply of 

bank credit contracts (coincident with tightening lending standards, increased non-performing 

loans and tighter monetary policy), firms substitute from bank loans to bonds as banks themselves 

substitute to more stable sources of funding.  We follow some of these studies by incorporating in 

our paper bank and firm variables that such previous studies found to be important, including bank 

size, deposits, non-performing loan ratios, firm size, etc.  We also follow the lead of previous 

studies in concentrating on loan-level data that is merged with borrower and lender information. 

Our paper contributes to this strand of literature by documenting exactly how these variables 

impact the demand and supply of corporate loans.  

A second strand of literature that motivates our work examines lending in the context of 

bank-firm relationships. Bharath et al. (2011), Banerjee et al. (2021) and others have documented 

some important impacts of long-term bank/firm relationships and repeated lending. Since 

asymmetric information plays a crucial role in financial intermediation, repeated interactions 

between a borrower and lender can reduce this friction and thus reduce borrowing and lending 

costs for the parties. For example, Barath et al (2011) find that lending relationships can result in 

a 10 to 17 basis point reduction in loan spreads; this result is much stronger for firms with low 

public transparency and is much weaker for firms that are more transparent due to their larger size, 
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availability of publicly rated debt or are part of the S&P 500 index. Our study expands on this 

strand of the literature by showing that differences can arise between relationship and no-

relationship bank-firm pairings even after controlling for firm and bank variables in estimating the 

demand and supply curves for loanable funds, and that the relationship effect increases with the 

intensity of the relationship. 

In related research, Carvalho, Ferreira and Matos (2015) show that, during the 2009 

banking crisis, firms with stronger banking relationships suffered more severe valuation losses and 

investment reductions when their banks were in distress; interestingly, the reduction in bank 

borrowing during times of bank distress is not offset by a firm borrowing from public debt markets. 

Banerjee, Gambacorta, and Sette (2021) use the Lehman Brothers default and Europe’s sovereign 

debt crisis as events to study the consequences of relationship lending and find that, during these 

crises, banks offered better lending terms to firms with which they had stronger relationships and 

that such favorably-treated firms were better able to maintain higher levels of investment and 

employment, especially if their bank was well capitalized. Schwert (2018) further finds that bank-

dependent firms tend to borrow from well-capitalized (and thus more stable) banks, while firms 

with access to public bond markets often borrow from less well capitalized (and thus potentially 

less stable) banks.  

Hombert and Matray (2017) also explore firms that are more dependent on relationship 

lending, especially small, opaque firms; using sequential banking deregulations in the U.S., they 

show that relationship banking plays a crucial role in firm innovation and human capital location 

with inventors being more likely to leave small firms and move out of areas where lending 

relationships are hurt by regulation shocks. Zhang, Zhang, and Zhao (2020) study how lending 

relationships are related to information acquisition and price re-adjustments in syndicated loans; 

consistent with the view that relationship lending enables banks to reuse information about 

borrowers in making future credit decisions, they find loans experience fewer adjustments of 

interest spread, offer price, and yield when the bank has a prior lending relationship with the 

borrower.   

Our paper contributes to the foregoing literature by disentangling the demand and supply 

of corporate loans and showing how lending relationships can have an asymmetric effect in terms 
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of lending outcomes across firm/bank factors. We differ from prior literature by also examining 

how having a relationship with firms can impact the lending bank via supply-side shifts. 

Finally, our study is related to literature on the simultaneous determination of interest rates 

and loan terms. Melitz and Pardue (1973) was one of the first papers to estimate the supply and 

demand of commercial bank loans and investigate variables that are important to demand vs 

supply. Atanasova and Wilson (2004) estimate the demand and supply of UK corporate loans using 

macro variables and find that tight monetary policy increases the demand for bank credit but 

decreases loan supply. Sovago (2011) uses survey data from borrowers and lenders, including firm 

demand perceived by bank loan officers and surveys of banks’ willingness to lend, to study the 

European recession in 2009. We fit in this literature by explicitly recognizing that loan interest 

rates and other terms are negotiated simultaneously and thus determined endogenously. We 

therefore model the supply of loanable funds by banks separately from loan demand by firms and 

then estimate supply and demand curves for loanable funds simultaneously and investigate the 

resulting equilibria. We go further than previous literature by investigating comparative statics 

arising from perturbations in key variables including monetary policy rates, credit ratings, 

leverage, etc.; we also go a step further than previous literature by using loan-level data and micro-

level data on specific firms and banks.     

4.3 Data  

4.3.1 Loan Data and Bank-Firm Relationships  

To study bank-firm relationships and the impact of various factors on loan terms, we first 

collected, from LPC DealScan, data on all loan facilities in the US from the first availability of 

such data (1984) up to 2017. Such loan data identifies, for each loan, the date of loan origination, 

loan contract terms, the name of the borrower and the name of the lender; in the case of a 

syndicated loan the “lender” is the lead lender in the syndicate (if there is no syndicate then the 

lender is the sole lending institution).66 Consistent with prior literature (e.g., Booth and Booth, 

 

66 We use the shorthand “lender” throughout, rather than always saying “lead lender” or “lead arranger”, for 
simplicity and to more clearly fit with the concept of a “borrower” and “lender” within the traditional 
supply/demand for loanable funds framework we employ. 
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2006; Bharath et al. 2011; Becker and Ivashina, 2014; Bolton et al., 2016), we focus on loans in 

which the lenders are “banks” and the borrowers are “non-bank firms”.67 The loans are therefore 

issued by financial institutions to firms headquartered in the US, measured in US dollars, and in 

the US market.   

For each bank-firm loan, we collected from LPC DealScan the date the loan facility was 

originated, the names of the borrower and lender, the loan amount, loan interest rate (the all-in 

drawn rate)68, loan type (revolver vs term loan), and whether or not the loan is secured. We then 

used the loan origination date and identities of the borrower and lender to create our core 

“Relationship” variable: as in Bharath et al. (2011), we say a pre-existing Relationship exists if the 

borrowing firm borrowed funds from the lending bank at any time during the 5-year period prior 

to origination of the loan in question.69 

Focusing on loans for which there are no missing variables (bank and firm variables are 

described below) gives us a total of 15,997 loans.70 We define this as our Full Sample. In 11,466 

of these loans there is a pre-existing relationship between the borrower/lender on the date the loan 

contract was negotiated (which we call the “Relationship” subsample), and 4,531 are loans 

between banks-firms that did not have a pre-existing relationship with each other (the “No-

Relationship” subsample).  

A first basic look at the loan data is presented in Figure 4.1, which plots the natural log of 

the loan amount in dollars (the loan “quantity”) on the horizontal axis vs the loan interest rate in 

 

67 I.e., the lender has an SIC code from 6000 to 6999 (financial institution, most of which are banks) and the 
borrower does not have an SIC codes from 6000 to 6999 (financial institutions) or 4900 to 4999 (utilities). 
68 Technically, DealScan reports the all-in-drawn rate in excess of 3-month LIBOR, so we add 3-month LIBOR to 
the number reported in DealScan to obtain the actual full all-in-drawn rate (i.e., the interest rate the borrower 
actually pays the lender). We will consider both actual rates and spread measures in various investigations below.  
69 We investigate alternate and more refined definitions of “relationship” in Section 4.6 below. 
70 Since our Relationship variable looks back 5 years to determine if there is a relationship or not, we do not report 
in our tables or figures (or run regressions on) loans originated before 1989 since we need to look back to 1984 (the 
date of the first loan in DealScan) to create the Relationship variable for a 1989 loan. Furthermore, as discussed 
below, data on bank characteristics is sparse before 1993 which results in the majority of our regression sample 
(plotted in Figure 4.1) coming from the 1993-2017 time period, although the pre-1993 data is obviously used to 
create the backward-looking relationship variable and calculate annual growth rates (e.g., to calculate industrial 
production growth for 1993 requires the level of production from 1992).  
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percent (the loan “price”) on the vertical axis.71 Each dot in Figure 4.1 represents a loan (i.e., each 

observation is a loan contract). Loans between firms-banks that have No Relationship with each 

other are represented by brown dots and loans with a Relationship by blue dots. 

We see from Figure 4.1 that Relationship loans tend to be for larger quantities and at lower 

interest rates than No-Relationship loans (i.e., the sea of blue dots is lower and to the right of the 

sea of brown dots); it thus appears upon first inspection that firms with a pre-existing banking 

relationship generally tend to borrow larger amounts and pay lower interest rates than firms 

without a pre-existing banking relationship.72 We also see that the dispersion of the cloud of brown 

dots in Figure 4.1 seems to be greater than the dispersion of the cloud of blue dots, which further 

suggests there may be more heterogeneity in No-Relationship loans (brown dots) than in 

Relationship loans (blue dots). A key purpose of our paper is to explain these findings and other 

interesting empirical regularities documented below, and more importantly explaining the 

determinants of the supply and demand for loanable funds that produces each of Figure 4.1’s loans 

(dots) as the equilibrium outcome of a contract negotiation between borrow and lender, and how 

this differs for Relationship vs No-Relationship.  

4.3.2 Firm (Borrower) and Bank (Lender) Characteristics   

To investigate firm-level and bank-level factors that help determine loan terms, we 

collected, from Compustat at the quarterly frequency, data regarding the borrowers and lenders, 

using the DealScan-Compustat link table following Chava and Roberts (2008). For the “borrower” 

in each loan we record: firm size (total assets), age, profit, market-to-book ratio (which serves as 

an indicator of the firm’s future growth options – see Bharath et al., 2011) and, as indicators of the 

borrower’s credit worthiness, we follow Cingano et al. (2016) and also collect the firm’s tangible 

assets, cash holdings, leverage, and Standard and Poor’s credit rating (investment grade, junk, or 

not rated).  

 

71 Note that Figure 4.1 plots the gross interest rate, not the net spread – we will discuss spreads below. 
72 Recall that there are only half as many no-relationship loans (brown dots) as relationship loans (blue dots), so the 
observation that there are more brown dots in the upper left of Figure 4.1 is not simply an optical illusion due to 
differing numbers of dots; the visual finding is real and robust: brown dots are more rare overall yet more 
represented in the upper left of Figure 4.1. This will be confirmed in the summary statistics in Table 4.1 below.   
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For the “lender” in each loan we collected, from Compustat Bank Fundamentals: bank size 

(total assets) and, as indicators of the bank’s ability to lend, the bank’s Tier1 capital ratio, 

deposit/asset ratio, loan/asset ratio and loan performance ratio (fraction of non-performing loans). 

Appendix 1 provides details regarding the definition and construction of all the bank and firm 

variables, as well as our loan-level variables discussed above and macroeconomic variables 

discussed at the end of this section. 

4.3.3 Summary Statistics   

Table 4.1 reports summary statistics for our loan, firm and bank variables at the loan level 

(i.e., each observation is a loan contract) for the full sample, the subsample of no-relationship 

loans, and the subsample of loans with a pre-existing relationship between borrower and lender.  

Consider first the Loan Variables in Table 4.1. From the first column of Table 4.1, we see 

that for the full sample the average loan amount is $135 million (Table 4.1 reports the natural log 

of the loan amount: Ln 135 million = 18.72) and the average loan interest rate is 5.28 percent. 

Loan Maturity is measured in months and reported in logs, with the average loan maturity in the 

full sample being 45 months (Ln 45 = 3.81). The Secured variable is a dummy variable = 1 if the 

loan is secured and 0 otherwise; its full-sample mean is 0.71 indicating that 71% of all loans are 

secured. Term Loan is also a dummy variable (Term = 1 if a term loan and = 0 if a revolver loan) 

with the full sample mean of 0.31 indicating that 31% of all loans are term loans (the remainder 

are revolver loans).      

From a comparison of Loan Variables in column 3 vs column 5 of Table 4.1, we observe 

interesting differences between terms of relationship-based loans and non-relationship loans. 

Loans tend to be larger if the firm has a prior relationship with its bank (for Relationship, mean Ln 

Amount = 19.07, which is $191M) when compared to non-relationship loans (for No-Relationship, 

mean Ln Amount = 17.82, which is $57M). Conversely, the lending interest rate tends to be lower 

for Relationship loans at 5.02% vs 5.95% for No-Relationship loans. This confirms our visual 

finding from Figure 4.1 that Relationship loans tend to be for larger amounts at lower interest rates.  

From Table 4.1 we also see that Relationship loans tend to have longer maturities: 46 

months (ln Maturity = 3.83) for Relationship vs 42 months (ln Maturity = 3.74) for No-
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Relationship. Relationship loans are also less likely to be secured: 78% of No-Relationship loans 

are secured while only 68% of Relationship loans are secured. Together, the foregoing statistics 

reveal that firms in a banking relationship tend to borrow larger amounts at lower interest rates 

with longer maturities and less security, than do firms that are not borrowing from a bank with 

whom they have a prior relationship.  

Next consider variables that capture characteristics of the firms that are borrowing funds 

(i.e., the borrowers). From a comparison of Firm Variables in column 3 vs column 5 of Table 4.1, 

we see that borrowing firms in a pre-existing bank relationship tend to have more assets, more 

profit, and higher Market-to-Book ratios (which indicates greater growth options) than No 

Relationship firms. Firms in a banking relationship also typically have higher credit ratings than 

do firms without a bank relationship; the Investment Grade dummy variable in Table 4.1 (for which 

Investment Grade = 1 if the firm has an investment grade rating and = 0 otherwise) reveals that 

only 30% of No-Relationship firms are rated investment grade while 44% of Relationship firms 

have an investment grade credit rating. In sum, relationship borrowers seem to be on average 

stronger financially than non-relationship borrowers. This is consistent with Relationship firms 

also having to keep less precautionary cash on hand and being able to support higher leverage than 

No-Relationship firms, as also seen by comparing the statistics for Cash Ratio and Firm Leverage 

in column 3 vs 5 in Table 4.1.  

Next consider characteristics of the banks that lend funds. Table 4.1 shows that a bank 

lending within a relationship tends to be stronger financially than non-relationship lenders, with 

relationship lenders having higher T1 capital ratios (9.70 for Relationship banks vs 8.98 for No-

Relationship banks). Relationship banks also tend to have smaller loan/asset and deposit/asset 

ratios than non-relationship banks. Considering characteristics of banks and firms, it therefore 

seems that stronger banks and stronger firms tend to have pre-existing relationships with each 

other, while weaker banks and weaker firms tend to be in first-time relationships. The foregoing 

observations regarding Relationship vs No-Relationship bank and firm data are broadly consistent 

with past studies of relationship lending (e.g., Bharath et al., 2011; and Bolton et al., 2016). Our 

paper will soon go further to explore the impacts of these regularities on supply, demand, and 

resulting loan terms. 



101 

 

4.3.4 Macroeconomic Data    

Finally, to capture general macroeconomic conditions that impact the loan market – see 

e.g., Sovago [2011] – we also collected, from the St. Louis Fed’s FRED database, the Federal 

Funds rate and the year-over-year percentage growth rate in industrial production, for every month 

in our sample (the mean/standard deviation of Fed Funds rate = 2.85/2.27; the mean/standard 

deviation of industrial production growth = 2.44/3.48). We now turn to formal data analysis.  

4.4 Model Specification and Estimation 

Consider again the data plotted in Figure 4.1, which plots loan interest rate (price) vs loan 

size (quantity). A challenge in understanding these data is that the loan rate and loan amount are 

both endogenous and jointly determined in a negotiation between borrower and lender; the lender’s 

upward-sloping supply of funds curve intersects the borrower’s downward-sloping demand for 

funds curve to jointly determine price and quantity in equilibrium. It is therefore useful for us to 

jointly consider the supply of loanable funds by banks separately from demand for loanable funds 

by firms, and to investigate factors that determine and shift the supply and demand curves to 

produce each of the dots in Figure 4.1 as the equilibrium outcome of a loan contract negotiation 

between borrower and lender. We are particularly interested in how bank-firm relationships can 

impact these outcomes. 

In this paper, we therefore employ a simultaneous equations framework to specify the 

supply and demand of loanable funds and capture the endogenous determination of interest rates 

and loan amounts. While simultaneous equations models are in general widely used in applied 

economics, including in a small number of loan studies (see the literature discussion above), they 

have not to our knowledge been used in the loan terms-bank/firm relationships literature with loan-

level data. The relatively novel approach we employ in our paper allows us to study the driving 

forces behind loan terms and produce interesting results that have not been previously documented 

in the literature, as detailed below.  
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4.4.1 Specifying the Supply and Demand for Loanable Funds    

Equation (1) below represents the demand for loanable funds by borrowing firms, in which 

𝑄𝑄𝐿𝐿𝐺𝐺𝑇𝑇𝑖𝑖𝑔𝑔  is quantity of funds demanded (measured as the natural log of the amount of the loan in 

USD). Equation (2) represents the supply of loanable funds by lending banks, in which 𝑄𝑄𝐿𝐿𝐺𝐺𝑇𝑇𝑖𝑖𝑠𝑠  is 

quantity of funds supplied (measured as the natural log of the amount of the loan in USD). Added 

to (1)-(2) is the condition that, in equilibrium, supply equals demand: 𝑄𝑄𝐿𝐿𝐺𝐺𝑇𝑇𝑖𝑖𝑔𝑔 =  𝑄𝑄𝐿𝐿𝐺𝐺𝑇𝑇𝑖𝑖𝑠𝑠 .   

𝑄𝑄𝐿𝐿𝐺𝐺𝑇𝑇𝑖𝑖𝑔𝑔 = 𝛼𝛼𝑔𝑔 + 𝛽𝛽𝑔𝑔(𝐷𝐷𝑓𝑓𝐺𝐺𝑇𝑇𝑖𝑖 − ξ𝑔𝑔𝐷𝐷𝑓𝑓) + ∑𝛾𝛾𝑔𝑔𝑇𝑇𝑖𝑖 + ∑δ𝑔𝑔𝐷𝐷𝑗𝑗 + 𝜖𝜖𝑔𝑔  (1)  

𝑄𝑄𝐿𝐿𝐺𝐺𝑇𝑇𝑖𝑖𝑠𝑠 = 𝛼𝛼𝑠𝑠 + 𝛽𝛽𝑠𝑠(𝐷𝐷𝑓𝑓𝐺𝐺𝑇𝑇𝑖𝑖 − ξ𝑠𝑠𝐷𝐷𝑓𝑓) + ∑𝛾𝛾𝑠𝑠𝑇𝑇𝑖𝑖  + ∑ψ𝑠𝑠𝑆𝑆𝑘𝑘 + 𝜖𝜖𝑠𝑠  (2)  

In equations (1) and (2), 𝐷𝐷𝑓𝑓𝐺𝐺𝑇𝑇𝑖𝑖 is the interest rate on the loan (i.e., the actual rate the borrower pays 

the lender). This represents the raw “price” of the loan. The variable 𝐷𝐷𝑓𝑓 is a “risk-free” comparison 

base rate; in our case we use the Fed Funds Rate since it is useful to investigate the effects of 

monetary policy as discussed below.73 The parameter ξ  allows for the potential to scale the risk-

free rate; if  ξ = 1 then the term in parentheses collapses to the simple loan spread  (𝐷𝐷𝑓𝑓𝐺𝐺𝑇𝑇𝑖𝑖 − 𝐷𝐷𝑓𝑓). 

Our specification allows the data to determine the values of  ξ𝑔𝑔   and ξ𝑠𝑠  and thus whether banks 

and firms consider the simple spread or an adjusted spread. This point will be investigated and 

discussed more fully below.  

The D variables (“D” for “demand”) in equation (1), which do not appear in equation (2), 

capture variables  that help to determine a firm’s demand for loanable funds (e.g., the borrowing 

firm’s own size, age, cash holdings and MtB). Many of these variables are standard in loan 

regressions with firm-level variables (e.g., Booth and Booth, 2006; Bharath et al., 2011) and 

capture factors that are important to the firm in determining how much it wants to borrow. For 

example, previous studies have shown that firm size helps to determine a firm’s demand for 

external funding, with larger firms typically desiring larger loans. The market-to-book ratio has 

 

73 T-Bills or LIBOR could be other base-rate candidates in principal, although not as directly tied to monetary 
policy; we investigated using T-Bills or LIBOR but found no material change in results and therefore report Fed 
Funds. 
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been shown in previous studies (e.g., Adam and Goyal, 2008) to proxy for a firm’s growth 

opportunities, which also provides an indication of the firm’s demand for funds to undertake 

investments. Furthermore, Cingano, Manaresi, and Sette (2016) and Banerjee, Gambacorta, and 

Sette (2021) link credit demand by firms with real firm activities and use firm size and cash 

holdings to proxy for the need for credit, and subsequent investments, by firms.  These borrower 

variables have also been used in prior literature to estimate the demand for loans by firms (e.g., 

Atanasova and Wilson, 2004). Importantly for our application, since these D variables enter the 

demand equation (1), but not the supply equation (2), they serve the important technical role of 

helping to identify the supply curve.74  

The S variables (“S” for “supply”) in equation (2), which do not appear in equation (1), 

capture variables of interest to the suppliers of funds (banks), which we assume only enter the 

supply equation so we can identify the demand curve. We follow the banking literature that 

explicitly discusses important variables in determining bank lending (and thus, loan supply) to 

motivate our S variables. Following the literature (e.g., Kishan and Opiela, 2000; Niu, 2016; and 

others), we include bank characteristics such as the size of bank total assets and deposit, loan, and 

non-performing asset ratios, which are commonly used in this literature to control for a bank’s 

willingness to lend funds. For example, Khwaja and Mian (2008) and Chu, Zhang, and Zhao 

(2019) use these bank variables in their lending regressions to examine banks’ lending behavior.  

The bank Tier 1 capital ratio is associated with a bank’s capacity to support loans (e.g., Acharya et 

al., 2018; Schwert, 2018).75  Following Becker and Ivashina (2014) (and Goyal and Wang (2013) 

who estimate default rates), we also include borrower characteristics, including the borrower’s 

 

74 See Davidson and MacKinnon (2004), or other standard econometrics textbook, for a summary of simultaneous 
equations specification and estimation. Intuitively, to estimate the supply curve we need variables in demand that do 
not enter supply so the demand curve can shift in and out in response to such demand factors, while supply is 
stationary with respect to those factors, thus tracing out the shape of the supply curve; we similarly need other 
variables in the supply equation, that do not appear in the demand equation, so the supply curve can move in and out 
over a stationary demand curve to trace out, and thus identify, the demand curve.     
75 Kishan and Opiela (2000) provide evidence of the bank lending channel of monetary policy and how it interacts 
with bank size and bank capital. They show bank loan supply shifts according to its asset size and capital leverage 
ratio. Interestingly, they also show that loan growth of small and undercapitalized banks are significantly affected by 
monetary policy, a result that is supported by our findings below.   
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tangible assets and profits, that indicate the lender’s ability to recover funds in the case of default 

and thus help determine the bank’s willingness to supply funds to the borrower.   

Finally, the C variables (“C” for “common”) in equations (1) and (2) represent variables of 

common interest to both suppliers and demanders of funds (banks and firms) that thus appear in 

both the supply and demand curves. These include variables that capture: loan characteristics in 

addition to the interest rate (e.g., loan maturity, loan type, whether or not the loan is secured), the 

macroeconomic environment (growth rate in industrial production), the borrower’s ability to repay 

(e.g., the borrowing firm’s leverage, credit rating, etc.), plus customary fixed-effects for year and 

for industry type at the 2-digit SIC level.76  To our knowledge, most of the literature on bank 

lending and loan determinants uses these variables as controls for both bank lending and firm 

borrowing (e.g., Atanasova and Wilson, 2004; Bharath et al., 2011; and Chu, Zhang, and Zhao, 

2019).  Macroeconomic variables also determine the real firm-level and bank-level activities (see 

Becker and Ivashina, 2014), which affects the demand and supply.  Motivated by these facts, we 

therefore use these common variables in equations (1) and (2).  

The epsilons at the end of equations (1) and (2) are the regression residuals. We now 

proceed to simultaneous estimation of equations (1) and (2).   

4.4.2 Simultaneous Estimation of the Supply and Demand Curves     

We estimate equations (1) and (2) simultaneously using 3SLS. First we estimate (1)-(2) 

simultaneously on the Full Sample. Then we estimate (1)-(2) on the subsample containing only 

No-Relationship loans. Finally, we estimate (1)-(2) on the subsample containing only Relationship 

loans. Results are reported in Table 4.2.77 When reading Table 4.2, recall that the coefficient on the 

 

76 Dennis, Nandy, and Sharpe (2000) study the determinants of loan contract terms (loan pricing, maturity, and 
secured status) and find strong effects and interrelationships between contract terms especially for secured status and 
loan maturity. Goyal and Wang (2013) study the relationship between loan maturity term and asymmetric 
information and show firms with favorable private information prefer to issue short-term debt. For our analysis, we 
are mainly concerned with how variables such as secured status shift the demand and supply curves to determine 
price and quantity. 
77 Some comments on the estimations. First, we do not have data on loans that did not occur, in other words we do 
not observe the results of negotiations in which banks-firms were unable to agree on terms; data analysis can 
therefore only look at loans that actually occurred and thus are in the data, not potential loans that did not ultimately 
occur and thus are not in the data – this is obvious, but it is worth remembering. Second, our model is not a 
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Loan Interest Rate provides an estimate of the parameter 𝛽𝛽, and the coefficient on the Fed Funds 

Rate provides an estimate of the product:  −𝛽𝛽ξ . 

Consider the first row of Table 4.2, which reports estimates of the Loan Interest Rate 

parameter. All the supply curves have a significantly positive coefficient on the Loan Interest Rate 

parameter. This makes sense: as the interest rate rises, banks want to supply larger loans, ceteris 

paribus. Conversely, all the demand curves have a significantly negative sign on Loan Interest 

Rate as expected: as the loan interest rate increases, the quantity of funds demanded by borrowers 

decreases, ceteris paribus. In summary, the first row of Table 4.2 reveals that, in our model fitted 

to the data: as the loan interest rates rises, banks seek to supply more funds and firms seek to 

demand less funds, ceteris paribus, as we would expect. 

We can see the association between loan amount and loan interest rate visually by plotting 

the supply and demand curves using parameter estimates from Table 4.2. We do this in Figure 4.2. 

Following tradition in economics, the horizontal axis in Figure 4.2 reports quantity (in our case 

the Ln Loan Amount in US dollars) and the vertical axis reports price (in our case the Loan Interest 

Rate in percent). Demand curves are the upward-sloping lines; supply curves slope down. 

To produce the demand for loanable funds curve for firms without a bank-firm relationship 

(the downward-sloping No-Relationship blue line in Figure 4.2), we first set all the parameters in 

the demand equation (1) at the parameter values estimated for the No-Relationship demand 

equation in Table 4.2. We then set all the variables (other than loan amount and interest rate) at 

their mean values from the No-Relationship sample, as reported in Table 4.1. We then plug into 

this fitted demand equation various values for the Loan Interest Rate and compute the resulting 

 

matching model, insofar as we do not model why banks-firms do or do not form relationships; we simply take the 
existence or not of a relationship as given and then estimate supply-demand curves (1)-(2) on the various data 
subsamples that contain relationship loans or non-relationship loans – 3SLS is therefore appropriate as explained in 
Davidson and MacKinnon (2004). Finally, following tradition in the literature (e.g., Bharath et al., 2011; Cingano et 
al., 2016; and Schwert 2018), the extreme top and bottom 1% of the observations in the data are winsorized to 
attenuate the impact of extreme outliers; for robustness we repeated all estimations and tests using non-winsorized 
data and found no material difference. 
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Loan Amount to trace out the downward-sloping blue line in Figure 4.2, which is thus the estimated 

demand curve for loanable funds by firms without a bank-firm relationship.  

Similarly, to draw the No-Relationship supply curve (the upward-sloping blue line in 

Figure 4.2), we set all parameters in the supply equation (2) to their estimated values from Table 

4.2’s No-Relationship supply regression and fix all variables (other than interest rate and loan 

amount) in the supply equation to their mean values from the No-Relationship sample. We then 

vary the interest rate to obtain the fitted loan amount thus tracing out the supply curve of loanable 

funds by banks without a prior bank-firm relationship as the upward-sloping blue line in Figure 

4.2.  

We similarly use the Relationship parameter estimates from Table 4.2’s Relationship 

regression and average variable values from the Relationship data to produce the red Relationship 

supply and demand curves in Figure 4.2. For completeness we also plot, with the black lines in 

Figure 4.2, the supply and demand curves for loanable funds estimated on the Full Sample of 

relationship and no-relationship loans combined.  

Figure 4.2 visually confirms upward sloping supply curves and downward sloping demand 

curves for loanable funds; the intersection of supply and demand produces the jointly determined 

equilibrium interest rate and loan amount. The fact that the blue lines, representing the No-

Relationship curves, produce an equilibrium at a higher interest rate and smaller loan amount than 

the red lines representing the Relationship curves, confirms the visual observation in Figure 4.1, 

and summary statistics in Table 4.1, that the typical No-Relationship loan has a smaller quantity 

and higher interest rate than typical Relationship loans. This is consistent with prior literature that 

finds lending relationships can reduce the cost of borrowing for firms (e.g., Drucker and Puri, 

2005; Bharath et al., 2011; Herpfer, 2021).      

Of course, not all loans are average and thus each individual loan can depart from the 

general curves in Figure 4.2; Figure 4.1 shows a sea of dots, each of which represents a unique 

loan with a different interest rate/loan amount (price/quantity) combination. We need to explain all 

loans not just the average; to do this we need to investigate and discuss the impacts of the other 

variables and their parameter estimates in Table 4.2 (e.g., credit rating, leverage, etc.) on the supply 
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and demand for funds and the equilibrium loan rate and quantity that result. We do this in the next 

section of this paper. 

Each dot in Figure 4.1 represents a loan which is an equilibrium intersection of supply and 

demand for that firm-bank pair negotiating the loan. To explain the sea of points in Figure 4.1, we 

can perform comparative static exercises based on the parameter estimates in Table 4.2 in an effort 

to understand the data, unearth important empirical regularities, and investigate important 

differences between Relationship and No-Relationship loans. It is to this task that we now turn. 

4.5 Comparative Statics and the Impact of Bank-Firm Relationships          

We now discuss comparative statics, the effects on supply and demand for loanable funds, 

and equilibrium outcomes.  

4.5.1 Credit Ratings      

Using the regression results in Table 4.2, consider first the impact of a firm’s credit rating 

on the supply and demand for loanable funds, beginning with supply effects. For example, note 

that the coefficient on the “Investment Grade” dummy variable (which equals 1 if the firm has an 

investment grade credit rating, and 0 otherwise) in the Relationship supply curve in Table 4.2 is 

significantly positive. This reveals that banks are willing to supply a larger loan to a firm with a 

high credit rating, ceteris paribus; i.e., for any given level of the loan interest rate, the bank will 

supply more funds as the borrowing firm’s credit rating improves. This makes sense: as a firm 

becomes less risky, as indicated by an increase in credit rating, the bank is willing to lend that firm 

a larger amount (or, equivalently, for any given loan amount the bank would charge a lower interest 

rate). 

Next consider the supply effect of a firm having a public credit rating vs not being rated, 

which is captured by the dummy variable “Not Rated” (equals 1 if not rated, and 0 otherwise). 

Table 4.2 reveals that the coefficient on the Not Rated variable is significantly negative in the No-

Relationship regression, for example. This makes sense: in the No-Relationship case the bank is 

not in a pre-existing relationship with the firm and thus does not have private information about 

the firm from experience working with the firm; the bank therefore relies heavily on public 
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information including S&P credit ratings. If the firm does not have a credit rating, the bank is 

missing important information and thus is less eager to lend, ceteris paribus, hence the negative 

coefficient on the Not Rated variable in the No-Relationship supply curve. Contrast this finding 

with the coefficient on Not Rated in the Relationship supply regression of Table 4.2; this coefficient 

is smaller and less significant statistically. This also makes sense: a bank in a long-term relationship 

with a firm has more private information about the firm, gained from years of experience working 

with the firm, and thus the bank cares less if the firm has a public credit rating or not.78 This is an 

important finding.      

Next consider credit ratings and the demand for funds by firms. The coefficient on 

Investment Grade in the demand curves of Table 4.2 are all negative, which suggests that as a 

firm’s credit rating improves it demands less funds from the bank, for any given interest rate, likely 

because a highly-rated firm has better outside borrowing options than a low-rated firm.79 This does 

not mean that the firm will not borrow from the bank in equilibrium; it just means that, for the firm 

to borrow from the bank, the bank has to entice the firm with lower interest rates as the firm’s 

credit rating improves. We will see this effect below in equilibrium when we investigate demand 

and supply simultaneously.  

Finally, consider the coefficients on the Not Rated variable in the demand curves. In the 

No-Relationship regression the coefficient on Not Rated is significantly positive in the demand 

curve, which makes sense: if a firm is not rated it has more difficulty conveying information about 

its credit worthiness to the market and thus such a firm is more eager to borrow from a bank that 

is willing to lend to it. Conversely, in the Relationship regression the coefficient on Not Rated is 

small and insignificantly different from zero, which suggests that the firm has already been able to 

convey its private information to the lender by virtue of its pre-existing relationship and thus does 

not value having the public signal as much.    

 

78 For example, Gustafson, Ivanov, and Meisenzhal (2021) find that banks typically demand borrower information 
on at least a monthly basis.  About 20% of a bank’s corporate loans involve even more active monitoring (i.e., site 
visits and third-party appraisals).  This gives banks access to information about firms through their lending 
relationships.    
79 See Bae, Kang, and Wang (2015) for a discussion on the importance of credit ratings in the capital markets.   
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Equilibrium outcomes, of the individual effects of credit ratings on supply and demand 

discussed above, can be seen visually in Figures 4.3 and 4.4, which plot the supply and demand 

curves for Relationship and No-Relationship respectively. In viewing these figures, recall that 

changes in any variable not listed on the axes of the graph will shift the curves in the graph. 

Consider Figure 4.3, which plots the supply and demand curves using the No-Relationship 

regression parameters from Table 4.2 with every variable fixed at its mean value from the No-

Relationship data sample, except for the Investment Grade and Not Rated variables (whose 

changing values will thus shift the curves) and of course Interest Rate and Loan Amount which are 

measured on the vertical and horizontal axis respectively. The black lines in Figure 4.3 plot the 

case of a firm with an investment grade credit rating of BBB or higher (Invest Grade = 1; Not 

Rated = 0), the red lines plot the case of a firm with a junk grade credit rating less than BBB (Invest 

Grade = 0; Not Rated = 0), and the blue lines the plot the case of a firm without an S&P credit 

rating (Invest Grade = 0; Not Rated = 1).  

First consider the No-Relationship bank’s upward-sloping supply-of-funds curves in 

Figure 4.3. As the firm’s credit rating falls from investment grade to junk, the bank’s supply curve 

shifts inward (to the left, from the black line to the red line) indicating that the bank will supply a 

smaller quantity of funds at any given interest rate as firm’s credit rating declines, or equivalently 

that the bank will charge a higher interest rate for a loan of any size to a firm with a weaker credit 

rating, ceteris paribus. The bank’s supply-of-funds curve shifts in even more to the left (from red 

line to blue line) if the firm is not rated, indicating that the bank is even more hesitant to lend to a 

firm given the absence of public information about the firm (and since there is no prior relationship 

there is insufficient private information to overcome the lack of public information – more on this 

point below).  

Next consider a No-Relationship firm’s downward-sloping demand for bank funds in 

Figure 4.3. As a firm’s credit rating drops from investment grade to junk, the firm’s demand curve 

for bank funding shifts outward (to the right) from the black downward-sloping line to the red 

downward-sloping line: for any given interest rate, the firm will want to borrow more from the 

bank as its credit rating deteriorates, or stated equivalently the firm is willing to pay the bank a 

higher interest rate for a loan of any given size as its credit rating declines; this makes sense since 



110 

 

the firm’s ability to borrow from other sources deteriorates as its credit rating falls. The blue 

downward-sloping line in Figure 4.3 reveals that the firm’s demand for bank funding shifts out to 

the right even further if the firm is not rated; this also makes sense since a firm without a credit 

rating has a harder time conveying information to public markets, which means the firm is even 

more eager to borrow from a bank if it can do so, ceteris paribus.    

From Figure 4.3 we see that, in equilibrium, the blue supply and demand curves 

(representing the firm has no credit rating – the worst case) intersect at a higher interest rate and 

larger loan amount than the black supply and demand curves (representing the firm has an 

investment grade credit rating – the best case). Without a pre-existing bank-firm relationship, the 

firm therefore (a) borrows more money from the bank in equilibrium as it’s riskiness and 

information opacity increase and (b) pays a higher interest rate as it does so. 

Figure 4.4 shows that a different result obtains when the bank and firm have a pre-existing 

relationship. We see from Figure 4.4 that, in equilibrium, the Relationship firm and bank still agree 

on a higher interest rate as the firm’s credit rating declines (supply and demand both shift from the 

black lines to the red lines in Figure 4.4) but there is little impact on loan size: the equilibrium 

interest rate still rises, although not by as much as in Figure 4.3, while the quantity of funds 

borrowed falls slightly, the opposite of Figure 4.3.  

More interestingly, we see in Figure 4.4 that there is no significant effect on either price or 

quantity if the firm is not rated compared to being junk rated (blue lines vs red lines) in the presence 

of a long-term bank relationship. This makes sense: given the pre-existing bank-firm relationship, 

the bank already has a lot of private information about the firm from the bank’s experience working 

with the firm and thus the bank does not care as much if the firm is not publicly rated; nor does 

the firm feel deprived of an ability to convey its information to the relationship bank in the absence 

of a public signal. Having a long-term relationship is therefore impactful and beneficial to both the 

bank and the firm, at least in the dimension of private credit information and public credit ratings. 

Finally, note from a comparison of the equilibria in Figures 4.3 and 4.4 that, consistent with 

Figures 4.1 and 4.2, all the equilibria in Figure 4.4 (the Relationship subsample) occur at higher 

loan amounts and lower interest rates than all the equilibria in Figure 4.3 (the No-Relationship 
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subsample); firms in a bank relationship borrow more and at lower rates in every kind of credit 

rating environment.      

4.5.2 Leverage      

Now we investigate the effects of firm leverage, with the aid of Figures 4.5 and 4.6.  

The black lines in Figure 4.5 plot supply and demand curves using the No-Relationship 

regression parameters from Table 4.2, drawn with all variables fixed at their means from the No-

Relationship subsample (other than Interest Rate and Loan Amount which vary along the vertical 

and horizontal axes). Similarly, the black lines in Figure 4.6 plot the supply and demand curves 

based on Table 4.2’s Relationship regression parameters, drawn with all variables fixed at their 

means from the Relationship subsample. We can investigate the impact of shifting supply/demand 

curves in response to a change in leverage; while any given shock size will suffice, for convenience 

we select a shock size of +/-22 points, which is roughly one standard deviation of leverage in the 

combined sample, as revealed in Table 4.1.80  The red lines in Figures 4.5 and 4.6 show the effect 

of increasing leverage by one standard deviation; the blue lines show a one standard deviation 

decrease in leverage.  

Consider the No-Relationship Figure 4.5. Here we see that as a firm’s leverage increases 

from 22 points below the mean value to 22 points above the mean value, the bank’s upward-sloping 

supply curve shifts inward (leftward) from the blue line to the red line. This leftward supply shift 

can be equivalently thought of as the bank wanting to charge a higher interest rate for any given 

loan amount as the firm’s leverage increases. This makes sense since highly levered firms are 

riskier, ceteris paribus.  

Conversely, as the firm’s leverage increases the firm’s demand for funds curve in Figure 

4.5 shifts out, to the rightward, from the downward-sloping blue line to the red line; at any given 

interest rate the firm’s demand for funds from the bank increases as the firm’s leverage increases. 

 

80 The size of the shock must be the same in both No-Relationship and Relationship graphs; if we used shocks of 
different sizes in Figure 4.5 vs Figure 4.6 it would not be obvious how much of the effect was due to different 
supply and demand curves vs how much was due to shock size.  
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This makes sense since as the firm’s leverage increases it would probably have to pay higher 

interest rates to other lenders and thus the firm would like to borrow more funds from the bank 

instead, all else being held constant including the interest rate. Of course, in equilibrium, the highly 

levered firm will end up paying a higher interest rate to its bank as seen by the fact that the red 

curves in Figure 4.5 intersect each other at a higher interest rate than the rate at which the blue 

supply and demand curves cross. Interestingly, the equilibrium quantity of funds borrowed in 

Figure 4.5’s No-Relationship case is not impacted by firm leverage (the blue lines and red lines 

intersect at the same loan amount); the equilibrium adjustment in Figure 4.5 comes entirely through 

the price (interest rate). 

The case of Relationship lending is different, as seen in Figure 4.6. Figure 4.6 shows that 

the bank’s leftward shift in funds supplied (from blue line to red line) is smaller in magnitude than 

the firm’s rightward shift in funds demanded (from blue line to red line) as firm leverage increases. 

The bank in a relationship with the firm seems to respond less to the increased firm riskiness that 

leverage implies in Figure 4.6 than it would have responded had there been no relationship as in 

Figure 4.5. Perhaps this is because the relationship bank has private relationship-based information 

about the firm’s riskiness that results in a smaller supply-shift due solely to leverage. The 

equilibrium loan interest rate rises but not by enough to completely dissuade the firm from taking 

a larger loan; as can be seen by comparing the blue vs red equilibria in Figure 4.6, both price and 

quantity increase in the Relationship case as firm leverage increases. In summary, banks and firms 

in a long-standing relationship with each other adjust interest rates less and funds borrowed/lent 

more, than is the case without a relationship, as firm leverage increases. 

As noted in previous figures, by comparing Figures 4.5 and 4.6 we again see that, in 

equilibrium, the total quantity of funds borrowed in a Relationship is always larger than in No 

Relationship and the interest rate paid in a Relationship is always lower than in No Relationship.  

4.5.3 Monetary Policy – The Fed Funds Rate       

Consider now the effects of changes in the Fed Funds rate. The Federal Reserve can tighten 

monetary policy by increasing the Fed Funds rate. When this occurs, banks are less willing to lend 

funds at any given loan interest rate because the spread between the Fed Funds rate (which can 
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proxy for the bank’s cost of funds), and the loan interest rate the bank charges the firm, has 

narrowed; the bank’s profit from lending shrinks as the Fed Funds rate rises, thus reducing the 

bank’s willingness to lend at any given loan interest rate. We see this effect in the negative 

coefficients on the Fed Funds rate variable in the supply regressions in Table 4.2.  

Interestingly, in Table 4.2’s supply curves, the parameter estimate on Fed Funds is smaller 

than the negative of the estimated parameter on the Loan Rate (e.g., for the Relationship supply 

curve the coefficient on Loan Rate is 2.308 and the coefficient on Fed Funds is -1.720). The data 

therefore suggests that banks respond more positively (increase loan size more) to an increase in 

the loan spread caused by increases in the Loan Rate than to increases in the spread caused by 

decreases in the Fed Funds rate. The same, but opposite, effect is seen in Table 4.2’s demand 

regressions: firms seek to borrow more when the Fed Funds rate rises, thus narrowing the spread, 

and respond even more strongly when the Loan Rate itself falls than when the Fed Funds rate rises 

(e.g., in the Relationship demand curve, the coefficient on Loan Rate is -.554 and the coefficient 

on Fed Funds is 0.487). These results are very interesting; they also have broader implications 

insofar as it appears the frequently employed shortcut of working with spreads in interest rate 

studies (which forces the coefficient on the risk-free rate to equal the negative of the coefficient 

on the loan interest rate, which in our model implies constraining the parameter ξ  to equal 1 in 

equations (1)-(2)) might be an overly restrictive approach compared to a more general specification 

that allows for potentially different magnitudes of coefficients on risk-free and loan rates, as we 

document in this paper.   

Another interesting result from the parameter estimates in Table 4.2 is that the supply 

response to a change in the Fed Funds rate is larger, and the demand response smaller, for No-

Relationship loans than for Relationship loans. This equilibrium supply/demand effect is seen by 

comparing Figures 4.7 and 4.8, which show the effects of an increase/decrease of +/- 50 basis 

points (for a total change of 100 basis points) in the Fed Funds rate for the case of No-Relationship 

and Relationship, respectively.  

First consider Figure 4.7. The black lines in Figure 4.7 plot the No-Relationship supply and 

demand curves for the base case in which all variables other than Loan Rate and Loan Amount, 
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including the Fed Funds rate, are set equal to their sample means. The red lines plot supply and 

demand curves obtained by increasing the Fed Funds rate by 50 basis points above the baseline; 

the blue lines show a 50 basis point decrease in the Fed Funds rate (for a total change between red 

and blue lines of 100 basis points).  

As the Fed Funds rate increases from the blue lines to red lines in Figure 4.7, the firm’s 

downward-sloping demand for funds curve shifts out to the right; this makes sense since as the 

spread narrows the firm wants to borrow more from its bank at any given loan interest rate, in part 

because other lenders will be raising their rates and thus the bank in question appears cheaper by 

comparison. Conversely, as the Fed Funds rate rises the bank wants to lend less at any given loan 

interest rate since the bank’s profit margin is narrower and thus its supply curve in Figure 4.7 shifts 

inward to the left from blue to red (alternatively we can view this as the bank wanting to charge a 

higher rate for any given loan amount as the Fed Funds rate increases). From Figure 4.7 we see 

that the supply curve shifts in more than the demand curve shifts out so that, given their slopes, in 

the resulting equilibrium the amount of money borrowed/lent decreases as the interest rate 

increases (from the blue equilibrium to the red equilibrium) as the Fed Funds rate rises. Indeed, 

the equilibrium effect on both the loan interest rate and the loan amount is large; tighter monetary 

policy has had the intended tightening effect in the loan market when the bank and firm do not 

have a prior relationship with each other.     

Now consider Figure 4.8, which undertakes the same exercise for banks/firms in a pre-

existing relationship with each other. Here we see that the supply curve shifts in less than the 

demand curve shifts out (from blue to red); as the Fed Funds rate rises, firms want to borrow more 

from their bank and banks want to reduce the amount lent, at any given loan interest rate, but the 

supply reduction in the Relationship case is not as severe as in the No-Relationship case. The net 

effect is that, while the equilibrium loan interest rate rises in a Relationship, it rises less than in the 

No-Relationship case. Furthermore, the quantity of funds borrowed/lent increases in the 

Relationship case, which is the opposite of the No Relationship case. Thus, it appears that banks 

effectively protect their long-term customers to some extent in the face of shocks. This finding is 

consistent with Bolton et al. (2016) and Banerjee, Gambacorta, and Sette (2021) which finds that, 
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following the 2008 Lehman Brother’s default, banks favored their long-term customers over new 

customers.  

Together, Figures 4.7 and 4.8 suggest that when banks/firms in general raise interest rates 

in the face of tighter monetary policy, banks cut back more on new customers (No Relationship) 

and protect their long-term Relationship customers. Similarly, when monetary policy loosens, 

banks increase lending more aggressively to new customers than to existing customers. The 

increase (decrease) in new bank-firm relationships, and the expansion (contraction) of lending that 

results in response to changes in the Fed Funds rate, therefore, seems like an important channel for 

transmitting monetary policy. Our finding that monetary policy shocks are transmitted more 

strongly through new bank-firm relationships than through long-term stable relationships, is an 

interesting result. Our breakdown of this effect into its supply and demand components using loan-

level data is particularly interesting and, we believe, new in the literature. 

4.5.4 Loan Type       

Consider the term loan vs revolver loan effect. From the negative coefficients on the Term 

Loan dummy variable (equals 1 for term loan and 0 for revolver loan) in the supply curves in Table 

4.2, we see that banks with and without a pre-existing firm relationship always prefer revolver 

loans over term loans, ceteris paribus. This makes sense since revolvers often have covenants 

requiring the firm to maintain certain profitability and other conditions for the credit facility to 

remain active, while term loans can be harder to retract and thus, in this sense, may be riskier for 

the bank. From Table 4.2’s parameters, it appears a bank’s preference for revolvers is somewhat 

stronger in the case of No-Relationship than Relationship loans, which makes sense given the 

existence of better private information, and thus less uncertainty for the bank, in a Relationship 

setting. 

Next consider the demand curves. In the case of a No-Relationship loan, the firm seems to 

prefer a term loan over a revolver loan, due in part to the bank’s reduced ability to terminate the 

facility, hence the positive coefficient on the term loan variable in Table 4.2’s No-Relationship 

regression; note, however, that the effect in the demand curve is much weaker than in the supply 

curve. The resulting equilibrium effect of supply and demand together is plotted in Figure 4.9, in 
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which the blue lines show supply and demand for term loans (the Term Loan dummy equals 1) 

and the red lines show supply and demand for revolvers (the Term Loan dummy is 0). In 

equilibrium, term loans are smaller and have higher interest rates, ceteris paribus, in the No-

Relationship case. 

Interestingly, when a bank and firm are in a long-term relationship with each other, Table 

4.2 shows that the parameter on Term Loan in the demand curve is essentially zero. This makes 

sense if a firm in a long-term banking relationship is less concerned that the bank will cut off its 

access to credit and thus the firm does not perceive a revolver to be riskier than a term loan. The 

equilibrium effect is seen in Figure 4.10, in which the demand curve is essentially the same for 

Term Loan =1 or =0.  In equilibrium, banks and firms in a long-term relationship negotiate smaller 

term loans at higher rates and larger revolvers at lower rates, but where they end up depends on 

the bank’s supply curve shift along the firm’s essentially stationary demand curve. 

4.5.5 Other Common Variables       

Other variables that enter both the supply and demand curve (the remaining “C” common 

variables from equations (1) and (2)) are not as complex to analyze as the variables discussed 

above and thus do not benefit as much by plotting the supply and demand curves to visually 

uncover the equilibrium effects; we will therefore not plot their curve-shifts here but will rather 

work directly with the parameters from Table 4.2.  

For example, from Table 4.2 we see that the coefficient on the Maturity variable is strongly 

positive in both the supply and demand curves for both No-Relationship and Relationship loans. 

This indicates that both borrowers and lenders of all types seek larger loans as Maturity increases; 

i.e., both supply and demand curves shift outward to the right as maturity increases, ceteris paribus. 

The equilibrium result is therefore clearly an unambiguous increase in loan size as maturity 

increases (the equilibrium interest rate also falls very slightly in all cases as maturity increases). 

This makes sense insofar as loan contracting can be a time-consuming undertaking for all parties 

and thus reducing the frequency of negotiation, by lengthening maturity, might be viewed 

positively.  
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Similarly, the effect of an increase in the growth rate of industrial production on loan 

interest rates is unambiguous: Table 4.2 reveals the supply curve shifts out and demand shifts in as 

production growth increases thus decreasing the equilibrium interest rate, ceteris paribus (the 

equilibrium loan amount does not change much). The ceteris paribus qualifier here is particularly 

important in understanding this result; as noted above, Table 4.2’s regressions include year fixed 

effects and industry fixed effects and also already include variables for firm profit, bank 

nonperforming loans, Fed Funds rate, etc., all of which to some extent capture economic 

expansions and contractions – the production growth variable thus captures the marginal effect of 

production growth over-and-above all these other factors. It appears that, all else being equal, in a 

faster-growing economy (in which firms are likely more profitable and less risky and have easier 

access to public debt markets, and banks have more funds to lend) banks are eager to lend more 

but firms are less reliant on bank credit lines, the equilibrium result being lower loan interest rates 

without much change in loan amount.  

The only potentially puzzling finding in Table 4.2 concerns the Secured dummy variable 

(=1 if loan is secured, =0 otherwise). From Table 4.2 we see that the sign on Secured is positive in 

demand and negative in supply. This may seem to be a backwards result, however it can be 

understood given the ceteris paribus qualifier and given the fact loan terms are negotiated 

simultaneously and riskier firms likely have to both post security and pay higher interest rates, 

such that Security is then correlated with smaller loan amounts in equilibrium, ceteris paribus. 

Interestingly, the direction and magnitude of the equilibrium effect appears to be roughly the same 

for No-Relationship vs Relationship loans, suggesting that firms which are risky enough that banks 

ask for, and firms are willing to provide, security negotiate unambiguously stricter loan contract 

terms regardless of their relationship status (and would likely be even stricter in the absence of 

security).    

4.5.6 Single Curve Effects       

The effects of changes in variables that enter just the demand curve but not supply curve 

(or just supply and not demand) can be analyzed in a fashion similar to that above. However, they 

require less extensive analysis since the equilibrium effects are readily seen from the regression 
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results in Table 4.2 since only one curve shifts (just supply or just demand) and thus the more 

complex effects of simultaneous curve shifts are not at issue.  

For example, from the positive coefficients on Firm Assets in Table 4.2, we see that larger 

firms demand larger loans (holding all else constant including firm age, leverage, etc.), which is 

as expected. Similarly, from the positive coefficients on Banks Assets in Table 4.2, larger banks 

tend to supply larger loans. The positive coefficient on Firm Profit further reveals that banks are 

willing to give larger loans to more profitable firms, as expected. The negative coefficients on the 

Firm Age variable in the demand regressions of Table 4.2 reveal that older firms demand smaller 

bank loans, once all other factors have been accounted for (including firm size, credit rating, 

leverage, etc.) which makes sense since older firms likely have better access to public debt markets 

and thus need to rely less on bank loans ceteris paribus; this effect is stronger in the No-

Relationship case than in the Relationship case, as one might expect.  

Interestingly, the effects of changes in a bank’s Tier 1 capital are different for Relationship 

vs No-Relationship. From the significantly positive coefficient on the Tier 1 Capital variable in 

Table 4.2 in the No-Relationship regression, we see that with No-Relationship an increase in a 

bank’s Tier 1 capital results in a significant increase in the quantity of funds a bank is willing to 

lend to a new customer. Conversely, the insignificant coefficient on Tier 1 Capital in the 

Relationship regression reveals that a bank’s willingness to lend to a long-term customer is not 

significantly impacted by the bank’s capital adequacy, all else being equal (including bank assets, 

deposits, etc.).81 This is consistent with our previous result that banks tend to stick by their long-

term customers in the face shocks to monetary policy, economic growth etc., and that loans to new 

customers are more susceptible to the vicissitudes of business and the economy.         

Also interesting among the single-equation effects, the coefficient on Tangibility is much 

larger in the No-Relationship supply curve than in the Relationship supply curve. This is consistent 

 

81 This is consistent with prior literature. For example, Chu, Zhang, and Zhao (2019) study how bank capital can 
impact lending in syndicated loans.  They show better capitalized banks lend more.  Similarly, Acharya et al. (2018) 
find bank exposure to sovereign debt during the 2009 Sovereign Debt Crisis, which impairs a bank’s risk-adjusted 
capital ratio, reduces the loans that they supply.  However, our finding show there can be a difference in how bank 
characteristics influence lending after we differentiate loans by relationship vs. no relationship loan status.    
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with our earlier findings insofar as a bank cares most about the borrowing firm’s tangible assets 

when the bank is most uncertain about whether the borrowing firm will default, and the bank’s 

uncertainty about the firm is greater when the bank has little private information about the firm 

due to the lack of a previous relationship; hence the Tangibility parameter is large and significant 

in the No-Relationship regression and is small and insignificant, at the 95% confidence level, in 

the Relationship regression. This effect is seen visually in Figures 4.11 and 4.12, which plot the 

results of a +/- one standard deviation change in Ln Tangible Assets for the No-Relationship and 

Relationship cases, respectively.   

4.5.7 Explaining the Data   

The sections above analyzed the effects of changing one variable at a time, while holding 

all other variables constant, so that we could isolate and study the impacts of each specific factor 

on a bank’s supply of funds, a firm’s demand for funds, and the resulting equilibrium loan interest 

rate and loan amount. However, in reality, many variables can change simultaneously in the case 

of each loan observation. Allowing several variables to change simultaneously creates multiple 

sources of shifts in supply and demand and thus a wide range of equilibrium outcomes. 

Recognizing this allows for the explanation of the wide variety of dots (each representing a unique 

individual loan) in our data plotted in Figure 4.1.   

For example, the parameter estimates in Table 4.2, and comparative statics explored above, 

suggest that a large firm with a high credit rating, high tangible assets and high profit margin, 

negotiating a long-maturity revolver loan at a large bank with high tier 1 capital and low loan-to-

asset ratio in the context of a long-term bank-firm relationship in a low Fed Funds rate 

environment, should obtain a large loan with a low interest rate. In other words, all factors that 

shift the supply curve outward to the right would work together to shift the supply curve out as far 

as possible to meet a demand curve that jointly produces a supply-demand intersection in the 

bottom right corner of Figure 4.1. Such an intersection is shown as the red cross in the lower right 

corner of Figure 4.13 (which also displays Figure 4.1’s cloud of dots in shadow in the background 

for reference). If demand also shifted out as much as possible with low firm age and low reserve 

cash (i.e., a weaker firm desiring more cash), the intersection might be represented by the green 
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cross in the far right of Figure 4.13, where in equilibrium the firm pays a higher interest rate to the 

lending bank and obtains the larger loan it desires. 

To explain the loans (dots) in the upper left corner of Figure 4.1, the parameter estimates 

in Table 4.2 suggest considering a small firm with no banking relationship or credit rating, and low 

profit and tangible assets, negotiating a short-maturity term loan with a small, poorly capitalized 

bank having a high degree of non-performing loans, in a high Fed Funds rate low-growth 

environment; this would shift the supply curve inwards to the left as much as possible to intersect 

demand to obtain a small loan with a high interest rate. Such a supply-demand intersection is 

shown as the blue cross in the upper left corner of Figure 4.13. A larger bank with more deposits 

and fewer non-performing loans operating in a lower Fed Funds rate environment might offer 

increased supply thus producing an equilibrium in the middle left of Figure 4.13, as represented 

by the orange cross. 

One can see that as different firms and banks negotiate loans, the attributes of each 

particular firm, bank and macroeconomic environment (e.g., credit rating, leverage, size, bank-

firm relationship, monetary policy, etc.) combine to shift supply and demand curves in and out to 

produce as equilibria each point in the sea of dots in Figure 4.1, thus explaining the data.         

4.6 Relationship Intensity, Supply-Demand Effects and Loan Terms        

In our investigations above, we followed the previous literature (e.g., Bharath et al., 2011) 

and defined a “relationship” to exist between a bank and firm if the firm had any type of loan 

facility with that bank at any time in the previous five years. Here we examine how our earlier 

results are impacted by breaking the definition of “relationship” into smaller buckets, investigating 

changes in the strength of various supply/demand effects as the frequency of interactions between 

a firm/bank pair changes. 

Table 4.3 reports, for each loan, the number of previous loans between the bank-firm pair. 

From the first entry in the top left of Table 4.3 we see that, as was reported above, in 4531 of the 

loans in our full sample there was no prior loan between the bank and firm and thus no prior 

relationship. From the second entry in Table 4.3, we see that there are 2413 loans in our data with 
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just one loan between the bank-firm pair prior to the loan in question. This qualifies as a 

relationship loan, since there is at least one prior loan between the bank-firm pair, but the 

relationship is not very intense. As the relationship becomes more intense the number of 

observations with a given number of prior loans declines. For example, only 185 loans in our 

sample have more than 10 prior loans between the bank-firm pair.  

Table 4.4 reports mean values of loan, bank and firm variables for loans with relationships 

of different intensity, where by “intensity” we mean the number of prior loans such that a strongly 

intense relationship has more prior loans than a relationship of weak intensity. We have grouped 

intensities in Table 4.4 to maintain subsamples of approximately equal size. From Table 4.4, we 

see that as the number of prior loans increases, firms tend to be larger, more profitable, have higher 

credit ratings, higher leverage and lower cash/asset ratios, while banks tend to have higher Tier-1 

capital ratios and lower loan/deposit ratios.  

It is interesting to investigate what happens to the relationship effects documented in 

Section 4.5 above as the intensity of the bank-firm relationship increases. Figure 4.14 begins this 

investigation by plotting the supply and demand curves one obtains by estimating our system of 

supply and demand equations (equations 1 and 2) using only the 2413 loans that have one previous 

loan, and perturbing the Fed Funds Rate as we did in Section 4.5.3 and Figures 7 and 8 above.  

Table 4.5 reports the regression results used to obtain the estimated supply and demand curves.   

Notice from Figure 4.14 that as the Fed Funds Rate rises the equilibrium quantity of funds 

lent increases (from the blue to red equilibrium), which is the same result we found using all 11,446 

Relationship loans in Figure 4.8, and which is opposite to the finding for No Relationship loans in 

Figure 4.7 in which the quantity of funds lent to No Relationship firms decreased as the Fed Funds 

Rate increased. This reveals that the relationship effect in response to monetary policy shocks that 

we documented in Section 4.5.3 (i.e., banks lend more to relationship firms and less to no-

relationship firms as monetary policy tightens, and expand loans to new firms more than 

relationship firms as policy loosens) begins with the very first prior loan and remains strong as the 

number of prior loans increases.   
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Recall from Section 4.5.2 and Figures 4.5 and 4.6 above that firms in a banking relationship 

in equilibrium borrow more as the firm’s leverage increases, while without a relationship increased 

leverage does not increase the quantity borrowed and only impacts the interest rate. We saw in 

Section 4.5.2 that the difference between the Relationship and No-Relationship outcomes can be 

explained by the supply effect of banks cutting back much less on relationship firms, than they do 

on no-relationship firms, as leverage increases.  

We investigated at what level of relationship intensity this effect appeared by estimating 

supply and demand curves and plotting figures like Figure 4.6 for various subsamples with 

different numbers of prior loans. We found that the leverage-relationship effect is weak in the case 

of only 1 or 2 prior loans but becomes much stronger with 3 or more prior loans. This is seen in 

Figure 4.15, which plots estimated supply and demand curves and resulting equilibria for the 

subsample of 6642 loans with 3 or more priors. Note that the supply curve in Figure 4.15 shifts 

very little, compared to Figure 4.5 or even Figure 4.6, revealing the bank’s willingness to keep 

lending to the firm with which it has an intense prior relationship even as leverage increases (where 

an “intense” relationship in this instance is defined as 3 or more prior loans).     

Finally, we investigated at what level of relationship intensity the credit rating effect in 

Section 4.5.1 and Figures 4.3 and 4.4 becomes evident. Recall that the credit rating effect comes 

in two parts; in a Relationship, the bank’s supply curve is not impacted by the lack of a firm credit 

rating and neither is the firm’s demand curve (in Figure 4.4 the blue lines sit on top of the red lines 

indicating no shift). The ability of the firm and bank to share private information with each other 

in the context of their relationship means that neither party cares if the firm does not have an S&P 

credit rating (i.e., is Not Rated). Conversely, with No Relationship both the bank and firm seem to 

care if there is no external credit signal causing the supply curve to shift in and the demand curve 

to shift out in Figure 4.3, resulting in higher interest rates for firms without a public credit rating.       

We estimated supply and demand curves for different subsamples of relationship intensity 

and credit rating shocks and found that the supply effect of credit ratings is immediate: even with 

only one prior loan the bank has enough private information to not shift its supply curve if the firm 

is not rated; with just one prior loan the demand curve still shifts, however. This is seen in Figure 

4.16 where the supply curve does not shift inward (the upward-sloping blue line sits on top of the 
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upward-sloping red line) but the demand curve still shifts out in the case of a 1-prior-loan 

relationship as it did in Figure 4.3’s case of No Relationship (the downward-sloping blue line is to 

the right of the downward-sloping red line).                  

Figure 4.17, which is estimated on the 2-prior loan subsample, shows that as the intensity 

of the relationship increases from one-prior-loan to two-prior-loans, the firm also becomes more 

comfortable with the private information being shared with its banking partner and the demand 

curve also stops shifting (the downward-sloping blue sits on top of the downward-sloping red line). 

Indeed, in Figure 4.17, as was the case for the full Relationship sample in Figure 4.4, neither the 

supply nor the demand curve shifts in response to the lack of a public credit rating, suggesting that 

the exchange of private information within a bank-firm relationship significantly reduces the 

benefit of third-party public signals.      

4.7 Conclusions 

In this paper we have used loan-level data to simultaneously estimate equations for the 

supply of loanable funds by banks and the demand for loanable funds by firms, and then investigate 

the equilibrium loan terms that result. We documented significant and important differences in 

how firm credit ratings, bank capital, monetary policy shocks and other factors shift supply and 

demand curves to determine the terms of loans between banks and firms that have prior 

relationships with each other vs those that do not. For example, we have shown that the private 

information that banks and firms in a relationship share with each other reduces the benefit of 

third-party credit ratings and allows firms to be more highly levered at lower cost. We have also 

shown that monetary policy is transmitted more strongly through non-relationship lending than 

through relationship lending, with banks-firms maintaining stable credit lines within their 

relationship and using new relationships to expand (contract) loans as monetary policy loosens 

(tightens). We have also shown that these effects often begin with even just one prior loan and 

generally become stronger with an increase in the intensity of the bank-firm relationship. 
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Table 4.1 Summary Statistics for Chapter 4 

The table presents the descriptive statistics of the variables at the loan level.  The sample covers 

loans of U.S. public firms issued between 1993 to 2017 that are included in the LPC DealScan, 

Compustat Fundamentals and Compustat Bank databases.   See Section 4.3 for detailed description 

of the data.  See the Appendix for the definition of variables.     
   

         (1)      (2)        (3)     (4)       (5)    (6) 
                   Full Sample No Relationship               Relationship 

  Mean StdDev Mean StdDev Mean StdDev 
Loan Variables             

Ln Loan Amount 18.72 1.63 17.82 1.67 19.07 1.47 
Loan Interest Rate 5.28 2.37 5.95 2.30 5.02 2.34 

Ln Maturity 3.81 0.58 3.74 0.60 3.83 0.57 
Secured 0.71 0.45 0.78 0.41 0.68 0.47 

Term Loan 0.31 0.46 0.30 0.46 0.31 0.46 
Firm Variables       
Ln Firm Assets 20.68 1.82 19.69 1.78 21.07 1.68 

Ln Firm Age 2.85 0.76 2.68 0.74 2.92 0.75 
Cash Ratio 7.69 9.97 10.25 12.60 6.68 8.51 

Market-to-Book 2.70 4.33 2.62 4.23 2.73 4.37 
Firm Leverage 27.80 21.87 22.32 21.80 29.96 21.51 

Investment Grade 0.40 0.49 0.30 0.46 0.44 0.50 
Not Rated 0.24 0.42 0.29 0.46 0.21 0.41 

Ln Firm Profit 17.25 1.88 16.26 1.87 17.64 1.73 
Ln Tangibility 19.19 2.13 18.13 2.10 19.60 1.99 

Bank Variables       
Ln Bank Assets 27.14 1.32 26.69 1.42 27.32 1.23 

T1 Capital Ratio 9.50 2.25 8.98 1.96 9.70 2.33 
Loan/Asset Ratio 45.76 12.26 49.84 12.17 44.14 11.92 

Deposit/Asset Ratio 55.75 9.72 57.79 10.06 54.95 9.46 
Non-Performing Loans 1.36 0.96 1.34 1.01 1.36 0.94 

Number of Obs            15,997           4,531            11,466 
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Table 4.2 Regression Results for Simultaneous Estimation of Supply and Demand Curves  

The table reports the results for the simultaneous estimations.  See Section 4.4.2 for the 

description of the regressions and the Appendix for the definition of variables. 
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Table 4.3 Number of Previous Loans in a Relationship 

The table reports, for each loan, the number of previous loans between the bank-firm pair.  We 

count the previous loans between a firm and a bank by any type of loan facility in the previous 5 

years.  See Section 4.6 for the detailed description of the data.   
 

Number of  Number of  Number of  
Previous Number of Previous Number of Previous Number of 

Loans Observations Loans Observations Loans Observations 
0 4531 7 563 14 52 
1 2413 8 399 15 24 
2 2411 9 238 16 22 
3 1815 10 185 17 23 
4 1327 11 153 18 10 
5 946 12 67 19 7 
6 714 13 78 20 plus 19 
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Table 4.4 Mean Value of Variables and Relationship Intensity    

The table reports the mean values of loan, bank, and firm variables at the loan level for loans of 

different relationship intensity.  Relationship intensity is measured by the number of prior loans in 

the previous 5 years.  See Section 4.6 for the detailed description of the data and the Appendix for 

the definition of variables.     
 

 No 1 Prior 2 Prior 3or4 Prior 5plus Prior 
 Relationship Loan Loans Loans Loans 

Loan Variables      
Ln Loan Amount 17.82 18.71 18.86 19.08 19.46 

Loan Interest Rate 5.95 4.89 4.96 5.12 5.07 
Ln Maturity 3.70 3.80 3.80 3.84 3.88 

Secured Dummy 0.78 0.62 0.65 0.69 0.73 
Term Loan Dummy 0.30 0.20 0.26 0.32 0.42 

Firm Variables      
Ln Firm Assets 19.69 20.52 20.74 21.06 21.69 

Ln Firm Age 2.68 2.90 2.91 2.95 2.90 
Firm Cash/Assets 10.25 9.01 7.42 6.13 5.05 

Firm Market-to-Book 2.62 2.62 2.79 2.74 2.76 
Firm Leverage 22.32 21.62 26.31 30.03 38.17 

Invest Grade Dummy 0.30 0.43 0.43 0.44 0.46 
Not Rated Dummy 0.29 0.21 0.24 0.21 0.20 

Ln Firm Profit 16.26 17.12 17.33 17.62 18.24 
Ln Firm Tangibility 18.13 19.02 19.25 19.60 20.26 

Bank Variables      
Ln Bank Assets 26.69 27.20 27.30 27.28 27.46 

Bank T1 Capital 8.98 9.66 9.81 9.65 9.70 
Bank Loans/Assets 49.84 46.20 45.12 44.37 41.85 

Bank Deposits/Assets 57.79 56.12 55.74 55.06 53.50 
Bank Nonperform Ratio 1.34 1.45 1.42 1.31 1.30 

Number of Obs 4531 2413 2411 3142 3500 
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Table 4.5 Simultaneous Estimations of Supply and Demand Curves and Relationship Intensity 

The table reports the results for the simultaneous estimations with different relationship intensity.  

See Section 4.6 for details and the Appendix for the definition of variables.  
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Figure 4.1 Scatter Plot of Loan Amount vs. Loan Interest Rate 

 

Figure 4.2 Estimated Supply and Demand Curves for Loanable Funds 
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Figure 4.3 The Effect of Firm Credit Ratings in No-Relationship Loans 

 

Figure 4.4 The Effect of Firm Credit Ratings in Relationship Loans 
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Figure 4.5 The Effects of Firm Leverage in No-Relationship Loans 

 

Figure 4.6 The Effect of Firm Leverage in Relationship Loans 
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Figure 4.7 Monetary Policy Effects – the Fed Funds Rate in No-Relationship Loans 

 

Figure 4.8 Monetary Policy Effects – the Fed Funds Rate in Relationship Loans 
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Figure 4.9 Loan Type and No-Relationship Loans 

 

Figure 4.10 Loan Type and Relationship Loans 
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Figure 4.11 Tangible Assets and No-Relationship Loans 

 

Figure 4.12 Tangible Assets and Relationship Loans 
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Figure 4.13 Equilibria with Multiple Factors Changing Simultaneously 
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Figure 4.14 Monetary Policy Effects with Only One Prior Loan Relationship 

 

Figure 4.15 Leverage Effects with 3-Plus Prior Loans Relationship 
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Figure 4.16 Credit Rating Effects with One Prior Loan Relationship 

 

Figure 4.17 Credit Rating Effects with Two Prior Loans Relationship 
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Chapter 5: Conclusions  

 This thesis is a collection of three essays in empirical corporate finance that study the 

impact of supply chains, multinational firms, and bank-firm relationships on firm borrowing costs 

and investment decisions.  Although the topics are diverse, the essays share the common goal of 

seeking to address fundamental questions in corporate finance.  

 In Chapter 2, I studied the role of supply chain in the pricing of loan contracts.  To do so, 

I used large tariff reductions as an exogenous shock to import competition in the borrower’s 

downstream (and upstream) industries to study its effect on the intermediate firm’s borrowing 

costs.  The main finding of the paper is that loan spreads increase for borrowers linked to 

downstream industries that experience large tariff cuts.  In contrast, upstream tariff cuts do not 

seem to impact the loan spreads for the intermediate firm.   The results also seem to be asymmetric; 

only large downstream tariff cuts, but not large downstream tariff increases impact loan spreads. 

 To examine the mechanisms, I looked at customer-supplier outcomes and the real effects 

of downstream tariff cuts.  I document that an intermediate firm’s sales to a customer decreases 

following a tariff cut in the customer industry.  The intermediate firm’s performance, as measured 

by ROA and sales growth, also declines following downstream tariff cuts.  The negative spillover 

effects, from the downstream firm to the intermediate firm, follows from the industry outcome of 

tariff cuts in the downstream industry.  The findings suggest that supply-chain linkages are an 

important channel of the transmission in trade shocks across industries. 

 In Chapter 3, I studied the role of domestic versus multinational firms in the transmission 

of monetary policy.  I document that U.S.-headquartered multinationals increase investment more 

than domestically-focused U.S. firms following a loosening of U.S. monetary policy.  

Furthermore, I show that the response to monetary policy scales up positively along different 

measures of multinational activity based on a firm’s foreign sales, the number of markets the firm 

operates in, and a firm’s foreign market experience measured in number of years.  The findings 

are consistent with the view that exposure to foreign markets can give rise to diverse investment 

opportunities.  These results outlined in Chapter 3 may be of great interest to policymakers and 

economists concerned about the distributional implications of monetary policy across firms.   
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 Chapter 4 (a joint project with Glen Donaldson) investigated empirically factors that 

determine the supply and demand of loans, and the resulting equilibrium loan terms, for banks and 

firms that have prior relationships with each other versus those that do not.  To do so, we employ 

loan data from DealScan merged with firm-specific and bank-specific data from Compustat, and 

macroeconomic data from the Federal Reserve.  We then specify a model in which banks supply 

funds, firms demand funds, and loan terms are negotiated endogenously, to produce separate 

supply and demand curves which we estimate simultaneously. 

 We find significant and important differences in equilibrium outcomes following changes 

in factors that influence funding supply and demand for loans between banks and firms who have 

a pre-existing relationship with each other versus loans between banks and firms who do not have 

a pre-existing relationship.  For example, we show that private information that banks and firms 

in a relationship share with each other reduces the effect of changes in firm credit ratings, leverage, 

and other risk factors.  We find that banks and firms in a long-term relationship do not change their 

lending facilities with each other very much when the Federal Reserve changes its monetary policy 

rate.  However, banks (and firms) increase lending (and borrowing) much more with new partners 

when monetary policy loosens and cut back more on new partner borrowing (and lending) when 

monetary policy tightens.  Finally, we show that these effects often begin with just one prior loan 

and generally becomes stronger with an increase in the intensity of the bank-firm relationship. 
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Appendices 

Appendix A: Appendix to Chapter 2 

A.1 Variable Definitions for Chapter 2  

Firm-level Variables:  

Ln Firm Size ( $USD): size is measured by simply taking the natural log of total assets, i.e. 

ln(asset) for each firm.  Asset is measured in $US dollars.   

Tangibility: Tangibility is the measure of tangible assets a firm has and is scaled by the total 

assets of the firm.  Similar to other studies, tangible assets are measured by the property, 

plant and equipment.   

MtB: I measure MtB, market-to-book ratio, as the market value of assets to book value of assets.  

Market value of assets is computed as the market value of equity (price x shares 

outstanding), plus the sum of long-term and short-term debt, plus the value of preferred 

stock, minus the investment tax credit.  The ending value then is divided by total assets.   

Ln Firm Age (Years): Firm age is calculated as the natural log of the number of years a firm has 

been in the Compustat database following previous literature.   

Leverage: Leverage is computed as the sum of long-term debt and short-term debt (debt in 

current liabilities) divided by common equity.  It is the book value of leverage.   

Cashflow: Cashflow is measured by taking operating profits before depreciation and 

amortization divided by total assets.   

Return Vol: Return Vol is the standard deviation of past one-year daily stock returns of the 

borrower firms.   

Rated Firm: Rated is an indicator variable that equals one if the borrower is rated. 

Investment Grade Firm: Investment grade is an indicator variable that equals one if the rating of 

the borrower is investment grade (B+ or higher).   

 

Main Independent Variables:  

Downstream Tariff Cut: Downstream Tarff Cut is a gross flow weighted measure of tariff 

reductions in the downstream industries.  It is computed as: 
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∑ 𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡𝑠𝑠∈ 𝑆𝑆−𝑗𝑗             where 

𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 =
𝑟𝑟𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑇𝑇𝑆𝑆𝐷𝐷𝐷𝐷 𝐷𝐷𝑇𝑇 𝑤𝑤𝐷𝐷𝐷𝐷𝐼𝐼𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝑗𝑗 𝐷𝐷𝐷𝐷 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝐷𝐷

𝑇𝑇𝐷𝐷𝐷𝐷𝑎𝑎𝑆𝑆 𝑤𝑤𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑇𝑇𝑆𝑆𝐷𝐷𝐷𝐷 𝐷𝐷𝑇𝑇 𝑤𝑤𝐷𝐷𝐷𝐷𝐼𝐼𝐷𝐷 𝐷𝐷𝐷𝐷 𝑎𝑎𝑆𝑆𝑆𝑆 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝑗𝑗
 

where the weights are a measure of the importance of the downstream industry. The more the 

intermediate firm’s industry j sells to industry s, the higher the weight.   𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡 is 

an indicator variable for industry s which equals 1 if 1) there is a reduction in the tariff 

rate of industry s in the last three years and 2) the reduction is more than three times the 

absolute average level of change in tariffs in the entire sample.  The construction follows 

Acemoglu et al. (2016) and Martin and Otto (2018).  An industry s is considered 

downstream for industry j if it purchases from industry j.   

Upstream Tariff Cut:  Upstream Tariff cut is a gross flow weighted measure of tariff reductions 

in the upstream industries.  It is computed as:  

                                        ∑ 𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡𝑠𝑠∈ 𝑆𝑆−𝑗𝑗              where  

𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 =
𝑟𝑟𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑇𝑇𝑆𝑆𝐷𝐷𝐷𝐷 𝐷𝐷𝑇𝑇 𝑤𝑤𝐷𝐷𝐷𝐷𝐼𝐼𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝐷𝐷 𝐷𝐷𝐷𝐷 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝑗𝑗

𝑇𝑇𝐷𝐷𝐷𝐷𝑎𝑎𝑆𝑆 𝑤𝑤𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑇𝑇𝑆𝑆𝐷𝐷𝐷𝐷 𝐷𝐷𝑇𝑇 𝑤𝑤𝐷𝐷𝐷𝐷𝐼𝐼𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚 𝑎𝑎𝑆𝑆𝑆𝑆 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷 𝐷𝐷𝐷𝐷 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝑗𝑗
 

where the weights are a measure of the importance of the upstream industry.  The more the 

intermediate firm’s industry j buys from industry s, the higher the weight.  𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡 

is an indicator variable for industry s which equals 1 if 1) there is a reduction in the tariff 

rate of industry s in the last three years and 2) the reduction is more than three times the 

absolute average level of change in tariffs in the entire sample.    An industry s is 

considered upstream for industry j if industry j purchases from industry s.   

Downstream Sq. Tariff Cut: A gross flow weighted measure of tariff reductions in the 

downstream industries’ customers.  It is computed as: 

          ∑ 𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 ∗ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑚𝑚 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑠𝑠,𝑡𝑡𝑠𝑠∈ 𝑆𝑆−𝑗𝑗             where  

𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 =
𝑟𝑟𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑇𝑇𝑆𝑆𝐷𝐷𝐷𝐷 𝐷𝐷𝑇𝑇 𝑤𝑤𝐷𝐷𝐷𝐷𝐼𝐼𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝑗𝑗 𝐷𝐷𝐷𝐷 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝐷𝐷

𝑇𝑇𝐷𝐷𝐷𝐷𝑎𝑎𝑆𝑆 𝑤𝑤𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑇𝑇𝑆𝑆𝐷𝐷𝐷𝐷 𝐷𝐷𝑇𝑇 𝑤𝑤𝐷𝐷𝐷𝐷𝐼𝐼𝐷𝐷 𝐷𝐷𝐷𝐷 𝑎𝑎𝑆𝑆𝑆𝑆 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝑗𝑗
 

where the weight ratio is calculated the same as before.  Downstream Tariff Cut is the measure 

of Downstream Tariff Cut for customer industry s in period t (as defined above).  I then 

sum up across all the downstream industries.  This measures the second tier of 

“downstream” tariff cuts (i.e., the downstream industry’s downstream tariff cuts). 
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Cust. Tariff Cut: Customer Tariff Cut is the sales-weighted portfolio measure of downstream 

tariff reduction using firm-level measurement.  It is calculated as: 

�
𝑆𝑆𝑎𝑎𝑆𝑆𝐷𝐷𝐷𝐷𝑖𝑖,𝑗𝑗,𝑡𝑡

𝑇𝑇𝐷𝐷𝐷𝐷𝑎𝑎𝑆𝑆 𝑆𝑆𝑎𝑎𝑆𝑆𝐷𝐷𝐷𝐷𝑖𝑖,𝑡𝑡
 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑗𝑗,𝑡𝑡

𝑗𝑗

 

where 𝐷𝐷𝑎𝑎𝑆𝑆𝐷𝐷𝐷𝐷𝑖𝑖,𝑗𝑗,𝑡𝑡 is the total sales from intermediate firm i to customer firm j and 𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑆𝑆 𝐷𝐷𝑎𝑎𝑆𝑆𝐷𝐷𝐷𝐷𝑖𝑖,𝑡𝑡 is 

the total sales for intermediate firm i in year t.  The new weight, given as the sales to 

customer firm j from the intermediate firm i, measures the intensity of the sales 

relationship between the two firms.  The figure is obtained from the Compustat Segment 

files.  𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇𝑇𝑇𝐷𝐷𝑗𝑗,𝑡𝑡 is an indicator variable that equals 1 if customer firm j’s industry 

experienced a large tariff reduction in the last three years.  A tariff reduction in industry j 

is considered large if the reduction is at least 3 times the average absolute value change in 

tariff rates in industry j.     

Downstream Tariff Inc.: Downstream Tarff Inc is a gross flow weighted measure of tariff 

increase in the downstream industries.  It is computed as: 

∑ 𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 ∗ 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝐼𝐼𝐷𝐷𝑂𝑂𝑠𝑠,𝑡𝑡𝑠𝑠∈ 𝑆𝑆−𝑗𝑗             where 

𝐷𝐷𝐷𝐷𝑇𝑇𝑤𝑤ℎ𝐷𝐷𝑠𝑠,𝑗𝑗 =
𝑟𝑟𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑇𝑇𝑆𝑆𝐷𝐷𝐷𝐷 𝐷𝐷𝑇𝑇 𝑤𝑤𝐷𝐷𝐷𝐷𝐼𝐼𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝑗𝑗 𝐷𝐷𝐷𝐷 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝐷𝐷

𝑇𝑇𝐷𝐷𝐷𝐷𝑎𝑎𝑆𝑆 𝑤𝑤𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑇𝑇𝑆𝑆𝐷𝐷𝐷𝐷 𝐷𝐷𝑇𝑇 𝑤𝑤𝐷𝐷𝐷𝐷𝐼𝐼𝐷𝐷 𝐷𝐷𝐷𝐷 𝑎𝑎𝑆𝑆𝑆𝑆 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷 𝑇𝑇𝐷𝐷𝐷𝐷𝑚𝑚 𝑇𝑇𝐷𝐷𝐼𝐼𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀 𝑗𝑗
 

where the weights are a measure of the importance of the downstream industry. 𝑇𝑇𝑎𝑎𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇 𝐼𝐼𝐷𝐷𝑂𝑂𝑠𝑠,𝑡𝑡 is 

an indicator variable for industry s that equals 1 if 1) there is an increase in the tariff rate 

of industry s in the last three years and 2) the increase is more than three times the 

absolute average level of change in tariffs in the entire sample.  

Cust. T. Cut A1: Indicator variable that equals 1 if at least one customer firm’s industry 

experienced a large tariff cut in the last three years for the intermediate firm.  The tariff 

cut in the customer industry is considered large if the reduction is at least 3 times the 

average absolute value change in tariff rates in the customer industry.  

Cust. Tariff Cut: Indicator variable that equals 1 if the customer firm j’s industry experienced a 

large tariff cut in the last three years. The tariff cut in the customer industry j is 

considered large if the reduction is at least 3 times the average absolute value change in 

tariff rates in the customer industry j.   
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Outcome Variables:  

All-in-Drawn Spread: The all-in-drawn spread is the measure of loan pricing defined to be the 

total (fees and interests) annual spread paid over LIBOR for each dollar drawn from the 

loan.  The data is provided by DealScan. 

Ln Output: The natural log of real output is calculated using data from NBER-CES 

Manufacturing Industry Database (http://www.nber.org/nberces/) for the sample period 

1976 - 2015.  I follow Martin and Otto (2018) and measure the real output (in $USD 

millions) as the total value of shipments deflated by the price index.     

Import Growth: Import growth is the natural logarithm of the year-on-year growth rate of 

imports for consumption at the industry-level.  The data on imports for consumption is 

taken from Peter Schott’s website (http://faculty.som.yale.edu/peterschott/). The data is 

for the sample period 1976 - 2015.  

Wage Bill: The wage bill is the log of the real total payroll by industry.  This is computed as the 

nominal total payroll (in $US) by industry divided by the industry deflator.  The data is 

from the NBER-CES Manufacturing Industry Database (http://www.nber.org/nberces/) 

for the sample period 1976 - 2015.    

Cust. Sales: This variable measures the sales to customer j divided by the intermediate firm’s 

total sales to all customers.  Data is from the 1976 – 2015 Compustat Segment database.   

Ln Rel. Length: This measures the natural log of the customer-supplier relationship between 

intermediate firm i and customer firm s (measured in years).  Data is from the Compsutat 

Segment database as above.  

Rel. End: Rel. End is an indicator variable that equals 1 if the relationship between intermediate 

firm i and customer firm s ends.  We assume a relationship ends if the intermediate firm i 

no longer reports the customer firm s as its customer.  Data is from Compustat Segment.    

New Cust.: New Cust. is an indicator variable that equals 1 if a firm obtains a new customer in 

the following year.  A new customer is defined as a new reported customer for the 

intermediate firm i.  Data is from Compustat Segment.    

New Cust. Sales: This is the sales amount to new customers scaled by firm’s total sales. 

ROA: Return on assets is computed as the annual net income divided by total assets.  

Ln Sales Growth: The log of annual sales growth.        

http://www.nber.org/nberces/
http://faculty.som.yale.edu/peterschott/
http://www.nber.org/nberces/
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Other Variables: 

HHI: The Herfindahl-Hirschman Index (HHI) is a measure of competition based on sales data 

from all Compustat firms.  For each SIC industry j and year t, I calculate: 

                                      𝐻𝐻𝐻𝐻𝐼𝐼𝑗𝑗,𝑡𝑡 = ∑ � 𝑆𝑆𝑇𝑇𝑓𝑓𝑖𝑖𝑠𝑠𝑖𝑖,𝑗𝑗,𝑡𝑡

𝑇𝑇𝐺𝐺𝑡𝑡𝑇𝑇𝑓𝑓 𝑆𝑆𝑇𝑇𝑓𝑓𝑖𝑖𝑠𝑠𝑗𝑗,𝑡𝑡
�
2

𝑖𝑖   

TSIM: The total similarity index (TSIM) is the index used in Hoberg and Phillips (2016).  It is a 

firm-level measurement of competition created by processing similarity of words 

between firms in 10-K filings.  

Loan Type: An indicator variable that equals 1 if the loan is designed as a “term loan” in the 

DealScan database and 0 otherwise.   

Ln Loan Amount:  The natural log of the amount in $US dollars.  

Ln Loan Maturity: The loan maturity measured in the natural log of maturity in months.  

Relationship: An indicator variable if the firm has had a prior relationship with the same lending 

bank in the past 5 years.  This is constructed using the identity of the intermediate firm 

and the lender and date of each loan as reported in DealScan.    
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Appendix B: Appendix to Chapter 3 

B.1 Additional Tables for Chapter 3  

Table B.1 Income Distribution of U.S. Multinationals 

This table presents the income statistics of U.S. multinationals.  The sample covers the 1994 to 

2015 period for all U.S. public firms with total assets worth at least $5 million U.S. dollars. The 

sample excludes financial and utility firms.  Domestic income (foreign income)/sales is calculated 

as the ratio of the non-missing domestic (foreign) portion of a multinational’s income base to total 

consolidated sales.  Domestic (foreign) income percentage is calculated as the domestic (foreign) 

income base to total income.  The data source is Compustat.    

 

 

 

 

 

 

 

(Continued) 
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Year 
Domestic 

Income/Sales  
Foreign 

Income/Sales  
Foreign  

Income (%)  
Domestic 

Income (%)  

1994 7.72% 2.37% 28.85% 70.58% 

1995 7.77% 2.82% 32.03% 68.21% 

1996 8.41% 2.87% 33.49% 65.30% 

1997 8.35% 2.92% 31.23% 68.80% 

1998 7.65% 2.75% 34.69% 64.94% 

1999 7.59% 3.09% 41.78% 58.16% 

2000 8.32% 3.61% 41.98% 57.80% 

2001 7.50% 3.38% 45.96% 54.11% 

2002 6.74% 3.38% 48.69% 49.39% 

2003 6.92% 3.73% 53.77% 45.82% 

2004 7.39% 3.88% 44.13% 54.53% 

2005 8.06% 4.11% 43.27% 55.75% 

2006 7.96% 4.38% 48.18% 51.37% 

2007 8.36% 4.64% 49.53% 50.24% 

2008 7.83% 4.99% 50.26% 48.83% 

2009 7.84% 4.80% 52.80% 46.26% 

2010 7.97% 4.77% 47.75% 51.76% 

2011 8.11% 4.62% 45.98% 53.98% 

2012 7.93% 4.44% 46.20% 53.41% 

2013 8.23% 4.33% 44.80% 54.42% 

2014 8.19% 4.35% 45.62% 53.93% 

2015 7.69% 4.22% 47.15% 52.97% 
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Table B.2 Top Locations of U.S. Multinationals  

This table presents the top 40 countries for U.S. multinationals.  This is measured by the 

cumulative mentions of offshore output or offshore internal input (assets) that appear for each 

nation word for all U.S. public firms.  The source is the Hoberg-Moon Offshoring Database.   

Rank Country Mentions  Share (%) Rank Country Mentions Share (%) 

1 Canada 451250 12.514 21 Israel 42586 1.181 

2 China 384822 10.671 22 Malaysia 38625 1.071 

3 England 211784 5.873 23 Russia 37539 1.041 

4 Mexico 199261 5.526 24 Argentina 34833 0.966 

5 Japan 191071 5.299 25 Carribean 32876 0.912 

6 Germany 153821 4.266 26 Belgium 32546 0.903 

7 Australia 138878 3.851 27 Thailand 28828 0.799 

8 Singapore 123436 3.423 28 South Africa 27575 0.765 

9 France 115931 3.215 29 Philippines 26751 0.742 

10 Korea 109677 3.041 30 Poland 23756 0.659 

11 Hong Kong 107074 2.969 31 Swedan 23532 0.653 

12 Brazil 97840 2.713 32 Czech R. 22184 0.615 

13 India 81540 2.261 33 Indonesia 19749 0.548 

14 Italy 64921 1.8 34 Venezuala 19402 0.538 

15 Taiwan 61065 1.693 35 Bermuda 18085 0.502 

16 Netherlands 60595 1.68 36 Scotland 17073 0.473 

17 New Zealand 53598 1.486 37 Chile 16703 0.463 

18 Ireland 50857 1.41 38 Turkey 16201 0.449 

19 Spain 44992 1.248 39 Denmark 15837 0.439 

20 Switzerland 43579 1.208 40 Austria 15285 0.424 
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Table B.3 Monetary Policy, Exchange Rate and Corporate Investment  

The table shows the results for the following regression: 

𝐼𝐼𝐷𝐷𝑛𝑛𝐷𝐷𝐷𝐷𝐷𝐷𝐹𝐹𝑎𝑎𝐷𝐷𝐷𝐷𝑖𝑖,𝑡𝑡 = 𝛽𝛽MPt × 𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + 𝛿𝛿Δ log𝑈𝑈𝑆𝑆 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ×𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + 𝐷𝐷𝑖𝑖,𝑡𝑡 

where MP are the FFR and Policy News shocks.  MA defines the various measures of multinational 

activity.  Other controls are the same as in Table 3.5. Δ𝐹𝐹𝐹𝐹𝐹𝐹 is instrumented using the surprise 

change in FFR futures around FOMC announcements.  Robust standard errors clustered at the firm 

level are denoted in parentheses.  The significance levels at the 10%, 5%, and 1% levels are 

denoted *, **, and ***, respectively.  

 (1) (2) (3) (4) (5) (6) 
∆FFR x  

Foreign Sales 
-0.944***      

(0.322)      
       

PN Shock x  
Foreign Sales 

 -3.619***     
 (0.889)     

       
∆FFR x  

Log(Yrs Abroad) 
  -0.182***    
  (0.052)    

       
PN Shock x  

Log(Yrs Abroad) 
   -0.673***   
   (0.145)   

       
∆FFR x 

 Log(Num of Mkts) 
    -0.234***  
    (0.065)  

       
PN Shock x  

Log(Num of Mkts) 
     -0.720*** 
     (0.170) 

       
Delta Log US REER  

x Foreign Sales 
-1.366 2.911     
(1.993) (2.040)     

       
Delta Log US REER  
x Log(Yrs Abroad) 

  -0.440 0.375   
  (0.375) (0.388)   

       
Delta Log US REER  
x Log(Num of Mkts) 

    0.439 1.111** 
    (0.445) (0.455) 

       
Other Controls Yes Yes Yes Yes Yes Yes 
Firm & Qtr FE Yes Yes Yes Yes Yes Yes 

Obs 238069 238309 271854 272107 271854 272107 
Adjusted 𝐹𝐹2 0.056 0.477 0.053 0.467 0.053 0.467 
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Table B.4 Domestic Economic Crisis  

The table shows the estimation of growth opportunities based on various measures of multinational 

activity in the event of a negative U.S. economic shock.  The specification is: 

𝑆𝑆𝑎𝑎𝑆𝑆𝐷𝐷𝐷𝐷 𝑟𝑟𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ𝑖𝑖,𝑡𝑡 = 𝛽𝛽 𝐹𝐹𝐷𝐷𝑂𝑂𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷2001 × 𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + 𝛿𝛿 𝑀𝑀𝐴𝐴𝑖𝑖,𝑡𝑡−1 + 𝛾𝛾 𝐹𝐹𝐷𝐷𝑂𝑂𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷2001 + 𝜀𝜀𝑖𝑖,𝑡𝑡 

where MA represents the different measures of multinational activity.  𝐹𝐹𝐷𝐷𝑂𝑂𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐷𝐷2001is a dummy 

variable set to 1 for dates between Q2 and Q3, 2001.  Other controls include firm size, MtB ratio, 

leverage, return volatility, Δlog U.S. REER, and different measures of offshore activities. The 

sample is from 2000 Q1 to 2002 Q4. Robust standard errors clustered at the firm level are denoted 

in parentheses. The significance levels at the 10%, 5%, and 1% levels are denoted *, **, ***.   

 

Scope of Offshore Activity (1) (2) (3) (4) 
     

1{Recession 2001} -11.392*** -15.651*** -14.131*** -14.148*** 
 (1.890) (2.664) (1.891) (1.985) 
     

1{Recession2001}  
x FSales 

-2.616    
(7.425)    

     
1{Recession2001} 
 x Ln(No. Mkts) 

 2.186*   
 (1.262)   

     
1{Recession2001}  
x Ln (Yrs Abrd) 

  2.563***  
  (0.951)  

     
1{Recession2001}  

x MNE 
   4.981** 
   (2.303) 

     
Other Controls Yes Yes Yes Yes 

Ind FE Yes Yes Yes Yes 
Obs 32407 40997 40997 40997 

Adjusted 𝐹𝐹2 0.045 0.052 0.056 0.057 
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Table B.5 Offshore Activity and Domestic Investment 

The dependent variable is the domestic investment rate defined as the ratio of domestic investment 

to lagged assets.  Δ𝐹𝐹𝐹𝐹𝐹𝐹 is instrumented using the surprise change in FFR futures around FOMC 

announcements.  Other variables include firm size, tangibility, firm age, cash holdings, leverage, 

MtB ratio, ROA, return volatility, real GDP growth, ∆Log U.S. REER, and the various measures 

of multinational activity.  The sample includes variables at the annual frequency between 1995 to 

2014.  Robust standard errors clustered at the firm level are denoted in parentheses.  The 

significance levels at the 10%, 5% and 1% levels are denoted *, **, ***, respectively.    

 

 (1) (2) (3) (4) 
     

ΔFFR x Foreign Sales -0.812***     
(0.126)     

    
ΔFFR x Log(Yrs Abroad)  -0.905***    

 (0.121)    
    

ΔFFR x Log(Num of Mkts)   -0.056**   
  (0.026)   
    

ΔFFR x MNE    -0.329***  
   (0.047)      

ΔFFR -0.221*** -0.158*** -0.222*** -0.204***  
(0.049) (0.048) (0.062) (0.045)      

Other Controls Yes Yes Yes Yes 
Firm FE Yes Yes Yes Yes 

Obs 54243 62460 62460 62460 
Adjusted 𝐹𝐹2 0.122 0.115 0.115 0.113 
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Table B.6 Policy Rate Differences  

The table reports the results using differences in the policy rates.  The dependent variable is the 

investment rate.  Δ(rUS -rUK) is the change in policy spread between the US and UK.  Δ(rUS -

rEU) is the change in policy spread between the US and Eurozone.  ΔLog US-UK FX and ΔLog 

US-Euro FX denote the change in US-UK pound and US-Euro exchange rates in log terms.  Other 

variables include firm size, tangibility, firm age, leverage, cash holdings, MtB ratio, ROA, return 

volatility, real GDP growth, and various measures of multinational activity.  See the appendix for 

the definitions.  All regressions include firm fixed effects.  Robust standard errors clustered at the 

firm level are denoted in parentheses.  The significance levels at the 10%, 5% and 1% levels are 

denoted *, **, ***, respectively.        

 

 

 

 

 
(Continued
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 (1) (2) (3) (4) (5) (6) (7) (8) 
Δ(rUS -rUK)  -0.013        

x MNE (0.048)        
         

Δ(rUS -rEU)   -0.039       
x MNE  (0.079)       

         
Δ(rUS -rUK) x  
Foreign Sales   -0.111      

   (0.121)      
         

Δ(rUS -rEU) x  
Foreign Sales    -0.113     

    (0.162)     
         

Δ(rUS -rUK) x  
Log(Yrs Abroad)     0.009    

     (0.022)    
         

Δ(rUS -rEU) x  
Log(Yrs Abroad)      0.003   

      (0.031)   
         

Δ(rUS -rUK) x  
Log(Num. Mkts)       0.093***  

       (0.021)  
         

Δ(rUS -rEU) x  
Log(Num. Mkts)        -0.020 

        (0.039) 

         
Δ(rUS - rUK) -0.151***  -0.133***  -0.163***  -0.241***  

 (0.040)  (0.038)  (0.039)  (0.040)  
         

Δ(rUS - rEU)  -0.416***  -0.381***  -0.440***  -0.404*** 

  (0.064)  (0.060)  (0.060)  (0.086) 

         
ΔLog US-UK -2.044***  -1.884***  -2.038***  -2.251***  

FX (0.234)  (0.248)  (0.234)  (0.238)  
         

ΔLog US-Euro  -2.831***  -3.050***  -2.806***  -2.873*** 
FX  (0.234)  (0.252)  (0.234)  (0.234) 

Other Controls Yes Yes Yes Yes Yes Yes Yes Yes 
Firm & Qtr FE Yes Yes Yes Yes Yes Yes Yes Yes 

Obs 393025 245044 350649 203216 393025 245044 393025 245044 
Adjusted 𝐹𝐹2 0.441 0.493 0.447 0.510 0.441 0.493 0.441 0.493 
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Table B.7 Offshore Activity and Corporate Loans 

The dependent variables are the all-in-drawn spread and the loan amount (defined as the loan 

amount scaled by firm size).  The sample includes all USD-denominated loans issued by U.S. 

firms.  The top panel reports the results for Δ𝐹𝐹𝐹𝐹𝐹𝐹 which is instrumented using the surprise change 

in FFR futures.  The bottom reports the results for policy news shocks.  Other controls include 

different measures of offshore activities, firm size, MtB ratio, tangibility, firm ROA, return 

volatility, real GDP growth rate, ∆Log U.S. REER, default spread, term spread, loan maturity, 

investment grade, and secured loan dummy variables, as well as the FFR and Policy News shocks.  

The regressions include industry and quarter fixed effects.  Robust standard errors clustered at the 

firm level are denoted in parentheses.  The significance levels at the 10%, 5% and 1% levels are 

denoted *, **, ***, respectively.      

 

 

 

 

 

(Continued) 
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Offshore Activity (1) (2) (3) (4) (5) (6) (7) (8) 

 Loan Spread Loan Amount 
ΔFFR x  

Log(Yrs Abroad) 
0.039    -0.013***    

(0.038)    (0.005)    
         

ΔFFR x  
Foreign Sales 

 0.190    -0.031   
 (0.253)    (0.030)   

         
ΔFFR x  

Log(Num of Mkts) 
  0.027    -0.003  
  (0.041)    (0.006)  

         
ΔFFR x  
MNE 

   0.152    -0.029** 
   (0.093)    (0.012) 

Obs 26542 23884 26542 26542 29218 26403 29218 29218 
Adjusted 𝐹𝐹2 0.331 0.342 0.333 0.331 0.179 0.183 0.179 0.179 

         
PN Shock x  

Log(Yrs Abroad) 
0.053    -0.038***    

(0.101)    (0.013)    
         

PN Shock x 
 Foreign Sales 

 0.089    -0.136*   
 (0.618)    (0.074)   

         
PN Shock x  

Log(Num of Mkts) 
  0.302***    -0.009  
  (0.102)    (0.014)  

         
PN Shock x  

MNE 
   0.283    -0.070** 
   (0.244)    (0.031) 

Obs 26542 23884 26542 26542 29218 26403 29218 29218 
Adjusted 𝐹𝐹2 0.351 0.360 0.353 0.351 0.210 0.215 0.210 0.211 

Other Controls Yes Yes Yes Yes Yes Yes Yes Yes 
Ind & Qtr FE Yes Yes Yes Yes Yes Yes Yes Yes 
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Table B.8 Low Economic Growth and Corporate Investment 

This table presents the results for investment based on economic conditions. 1{LowGDP} is a 

dummy set to 1 when the U.S. real GDP growth rate is less than 1 percent.  Other controls include 

firm size, tangibility, firm age, leverage, cash, MtB ratio, ROA, sales growth, quarterly return 

volatilities, Δlog U.S. REER, 1{LowGDP}, ΔFFR, and the interaction term between ΔFFR and 

1{LowGDP}. ΔFFR is instrumented using the surprise change in FFR futures around FOMC 

announcements.  Robust standard errors clustered at the firm level are denoted in parentheses.  The 

significance levels at the 10%, 5% and 1% levels are denoted *, **, ***, respectively.      

 

Scope of Offshore Activity (1) (2) (3) (4) 
     

ΔFFR x  
Foreign Sales 

-0.486    
(0.340)    

     
ΔFFR x FSale 

 x 1{LowGDP} 
-1.783***    

(0.469)    
     

ΔFFR x  
Log(Yrs Abroad) 

 -0.094*   
 (0.056)   

     
ΔFFR x Log(Yrs Abroad)  

x 1{LowGDP} 
 -0.520***   
 (0.089)   

     
ΔFFR x  

Log(Num of Mkts) 
  -0.100  
  (0.069)  

     
ΔFFR x Log(No Mkts)  

x 1{LowGDP} 
  -0.726***  
  (0.111)  

     
ΔFFR x  
MNE 

   -0.237* 
   (0.132) 

     
ΔFFR x MNE  
x 1{LowGDP} 

   -1.089*** 
   (0.221) 

     
Firm & Qtr FE Yes Yes Yes Yes 
Other Controls Yes Yes Yes Yes 

Obs 238069 271854 271854 271854 
Adjusted 𝐹𝐹2 0.047 0.046 0.046 0.045 
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B.2 Additional Figures for Chapter 3  

Figure B.1 Geography of U.S. Multinational Firms 

The figure below presents the destination of U.S. multinationals aggregated across regions.  The 

regions are Africa, Asia Pacific, Europe, and Other Americas.  The aggregation is done across the 

period from 1997 to 2015.  This is measured by the number of mentions of offshore output or 

offshore internal input (assets) that appear near each nation word for U.S. public firms.  Africa 

includes all countries in Africa, except North African countries.  Middle Eastern and North African 

countries are denoted MENA. Other Americas include all North and South American countries, 

except the United States.  Asia Pacific includes the rest (includes Australia and New Zealand).  

The data source is Hoberg and Moon Offshoring Database.  
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Figure B.2 Investment and Degree of U.S. Multinational Activity  

The figures below plot the average and median corporate investment rate sorted by quantiles of 

various measures of the degree of multinational activity and their regional focus.  Panel A plots 

the corporate investment by the number of markets.  This variable is measured by the number of 

unique country names associated with foreign sales and assets.  Panel B plots the corporate 

investment by the number of years abroad.  Panel C reports the figure for foreign sales dependency 

measured by the foreign sales percentage.  Panel D reports the corporate investment by 

geographical focus.  A U.S. multinational is designated to focus on a specific region if it has the 

most mentions associated with the region with foreign sales and assets.   

 

               Panel A: Offshore Markets   



166 

 

               Panel B: Foreign Experience  

 
                Panel C: Foreign Sales Dependency  
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                Panel D: Regional Variation 
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Figure B.3 Sample of Geographic Segmentation Reporting 

The figures below represent a sample snapshot of the geographic reporting of Apple Inc’s 10K 

report for the fiscal 2015 year. The breakdown of segments is required by the SEC. However, the 

grouping of each report is not necessarily standardized across companies. Apple Inc reports their 

segment based on both continents (Americas, Europe) and countries (Japan). Source: Annual 

Report from Apple Inc (2015).   

 

Panel A: Segmentation by Region 

 
 

Panel B: Description of Segmentation  
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Figure B.4 Sample of Detailed Report  

The figures below represent a sample snapshot of the geographic reporting of General Motors.  

The breakdown is more detailed by regional sales and product.  Panel A reports the breakdown by 

region for GM, its industry competitors, and its market share.  The segmentation also reports the 

snapshot of sales across time from 2013 to 2015.  Panel B reports the description of segmentation 

and sales for GM.  Source: Annual Report from General Motors (2015).   

 

Panel A: GM Segmentation by Region and Subsidiary  

 

 

Panel B: Description of Segmentation and Sales 
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B.3 Variable Definitions for Chapter 3  

Firm-level Variables:  

Firm Size (Ln $USD): size is measured by simply taking the natural log of total assets, i.e. 

ln(asset) for each firm.  Asset is measured in $US dollars.   

Return Volatility: Return volatility is the quarterly standard deviation of log daily return of stock 

prices.  The return is calculated only if there is at least 2 trading weeks of data.   

Return on Assets (ROA): This variable is calculated as the net income scaled by assets.   

Firm Age: Firm age is calculated as the natural log of the number of years a firm has been in the 

Compustat database following prior literature.  

Cash: This variable is computed as the cash and short-term investments scaled by assets.   

MtB Ratio: MtB is the ratio between market value of equity (quarter closing price x number of 

shares) and the book value of equity.  

Leverage: The firm leverage is computed as the book value of debt to asset ratio.   

Sales Growth: This variable is the growth rate of quarterly sales revenue of a firm for this quarter 

measured against the same quarter last year.   

Investment Rate: This is calculated as quarterly capital expenditure scaled by assets times 4 to be 

interpreted as an annual rate (in percentage).   

Δ𝐿𝐿𝐷𝐷𝑤𝑤𝐹𝐹𝐷𝐷𝐷𝐷𝐴𝐴𝑇𝑇: This variable measures the annual foreign investment, which is defined as the log 

change in foreign assets (measured in $US dollars). 

rGDP Spread: This variable measures the weighted average of real GDP growth rate of a 

multinational’s foreign markets minus the real U.S. GDP growth rate.  The weights are 

given by the number of mentions in the Hoberg and Moon database.  For example, if a 

firm operates in China, Japan (and mentions China and Japan equally) and the U.S., then 

the rGDP Spread is calculated as the average real GDP growth rate of China and Japan 

minus the U.S. real GDP growth.   

Foreign Sales: This measures the ratio of foreign sales to total sales.   

Log (Yrs Abroad): The log years abroad measures the number of years abroad for a multinational 

firm plus 1 (in log terms).    
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Log(Num of Mkts): The log number of markets variable measures the number of markets a 

multinational firm operates in plus 1 (in log terms).  

MNE: This is an indicator variable that equals 1 if the firm is a “multinational” and 0 for a 

domestic firm.  A firm is designated a “multinational” enterprise (MNE) if it reports non-

zero foreign income or non-zero offshore income taxes at any point in the last two years.    

Macroeconomic Variables:  

Federal Funds Rate (FFR): The FFR is the effective federal funds rate. This is the main measure 

of monetary policy for the U.S. market.  The data source is from FRED St. Louis.  

FFR Shock: This variable is the high-frequency identified by changes in price of FF futures in 

30-minute window around FOMC announcements. The data source is from Nakamura 

and Steinsson (2018).  

Policy News Shock: The first principle component of surprise change in 5 interest rate futures 

over 30-minute window around FOMC announcements which include the FF future for 

the current month, the FF future for the month of next FOMC meeting, the 3-month 

Eurodollar futures at horizons of 2Q, 3Q and 4Q. Data is from Nakamura and Steinsson 

(2018).   

Real GDP Growth Rate: The real GDP growth rate is the quarterly real GDP growth rate 

measured at an annual rate relative to the same quarter last year. The data source is FRED 

St. Louis.     

US REER: This variable is calculated as trade weighted averages of bilateral rates adjusted by 

relative consumer prices.  The data source is the Bank for International Settlement (BIS). 

VIX Index: This variable is a forward-looking measure of U.S. stock volatility to proxy for 

financial uncertainty.  The VIX index is calculated as a constant, 30-day expected 

volatility derived from S&P 500 index call and put options.  The data source is the 

Chicago Board of Exchange (CBOE).   

Consumer Expectations: This variable is the Index of Consumer Expectations which is a 

forward-looking variable for U.S. consumers on general economic outlook.  The variable 

is from the University of Michigan’s Surveys of Consumers database.   

Default Spread: This variable is constructed as a spread between Moody’s Aaa and Baa 

corporate bond yield.  The data is sourced from FRED St. Louis.  
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Term Spread: The term spread is computed as the difference in yield between 3 months and 10 

years U.S. government bonds.  The data is sourced from the U.S. FRED St. Louis.   

Loan Variables: 

All-in-Drawn Spread: The all-in-drawn spread is the measure of loan pricing defined to be the 

total (fees and interests) annual spread paid over LIBOR for each dollar drawn from the 

loan. The data is provided by Reuters DealScan.  

InvestGrade: This variable is an indicator variable that equals 1 if the firm is considered to be 

investment grade.  The data is provided by S&P Capital IQ.    

Ln Maturity: This variable is the measure of loan maturity measured in the natural log of 

maturity in months plus 1. The data is provided by Reuters DealScan.    

Secured: Secured is a dummy indicator variable that equals 1 if the loan is secured.  The data is 

provided by Reuters DealScan.  

Loan Amount: This variable is the loan amount calculated as the loan amount divided by the total 

value of assets from the quarter prior to loan origination.  The data is provided by 

Compustat and Reuters DealScan.   
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Appendix C: Appendix to Chapter 4  

C.1 Variable Definitions for Chapter 4  

Loan Variables: 

Ln Amount: The natural log of loan amount in US dollars.   

Loan Rate: The total of the interest rate and all fees for each dollar drawn from the loan. 

Technically, DealScan reports the all-in-drawn rate in excess of 3-month LIBOR, so we 

add 3-month LIBOR to the number reported in DealScan to obtain the actual full all-in-

drawn rate (i.e., the interest rate the borrower actually pays the lender).      

Secured: A dummy indicator variable that equals 1 if the loan is secured and 0 otherwise.   

Ln Maturity: Loan maturity measured in the natural log of maturity in months.  

Term Loan: An indicator variable that equals 1 if the loan is designated as a “term loan” and 0 

otherwise.   

Relationship: Constructed using the identity of the borrower and lender and date of each loan as 

reported in DealScan: a bank-firm relationship exists if the borrower borrowed from the 

lender at any point in the 5-year period immediately prior to the date of the loan in 

question.   

Firm (borrower) Variables:  

Ln Firm Assets: The natural log of total assets for the firm in US dollars, used as a measure of 

firm size.   

Ln Age: The natural log of the number of years the firm has been in the Compustat database (this 

measure follows previous literature).   

Cash Ratio: Cash and short-term investments divided by total assets.  

Market-to-Book: The market value of equity (price x shares outstanding), plus the sum of long-

term and short-term debt plus the value of preferred stock minus the investment tax 

credit, all divided by book value of total assets.   

Leverage: The sum of long-term debt and short-term debt divided by the book value of common 

equity.   
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Investment Grade: An indicator variable that equals one if the S&P rating of the firm is 

investment grade (BBB and above) and zero otherwise.     

Not Rated: An indicator variable that equals one if the firm is not rated and zero otherwise. 

Ln Profit: The natural log of operating income before depreciation in US dollars.  

Ln Tangibility: The log of the book value of property, plant and equipment in US dollars.  

Bank (lender) Variables:  

Ln Bank Assets: The natural log of total assets of the bank measured in US dollars (a measure of 

bank size).   

T1 Ratio: The reported risk-adjusted (tier 1) capital ratio of the bank.   

Bank Loans Ratio: Net loans of the bank divided by bank assets.  

Deposits Ratio: Total bank deposits divided by the bank assets.   

Non-Performing Loans: The ratio of non-performing loans to total loans.  

Macroeconomic Variables:  

Fed Funds Rate: The effective Federal Funds rate, recorded monthly.   

Industrial Growth: The year-on-year percentage rate of change in industrial production from the 

U.S. Industrial Production Total Index, recorded monthly.  
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