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Abstract

The past decade has seen tremendous growth in how much data is collected
and stored, and consequently in the sizes of application working sets. On-
chip memory capacities, however, have not kept up: average CPU last-level
cache capacity per core (thread) has stagnated at 1MB. Similar trends exist
in special-purpose computing systems, with only up to tens of megabytes of
on-chip memory available in most recent AI accelerators.

In this dissertation, we explore hardware-friendly online data compres-
sion techniques to gain the performance benefits of larger on-chip memories
without paying the costs of larger silicon. We propose several solutions in-
cluding two methods to compress general workloads in CPU caches, and two
methods to compress AI workloads in special-purpose computing systems.

In order to efficiently compress on-chip data, the compression mecha-
nisms need to leverage all relevant data stored in on-chip memory. We
propose 2DCC, a cache compression mechanism that leverages redundancy
both within and across all cache data blocks, and results in a 2.12× com-
pression factor. We then extend this insight by observing that many on-chip
blocks are often similar to each other. We propose Thesaurus, a hardware-
level on-line cacheline clustering mechanism to dynamically form clusters as
these similar blocks appear in the data access stream. Thesaurus signifi-
cantly improves the state-of-the-art cache compression ratio to 2.25×.

Next, we apply our insights to special-purpose applications. We first pro-
pose Channeleon, which tackles the problem of compressing the activation
maps in deep neural networks (DNNs) at inference time. Leveraging the ob-
served similarity among activation channels, Channeleon first forms clusters
of similar activation channels, and then quantizes activations within each
cluster. This enables the activations to have low bit-width while incurring
acceptable accuracy losses. Lastly, we propose Procrustes, a sparse DNN
training accelerator that prunes weights by exploiting both software and
hardware knowledge. Procrustes reduces the memory footprint of models
by an order of magnitude while maintaining dense model accuracy.
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Lay Summary

This dissertation explores the potential to improve the performance and
efficiency of workloads through efficient representation of data. It pro-
poses workload acceleration for both general-purpose workloads and machine
learning workloads. We first address missed opportunities in the general-
purpose systems and propose techniques for in-hardware compression of
these workloads which makes them run faster compared with when using
the existing methods. Then, we propose two compression techniques for
machine learning workload memory footprint reduction and acceleration.
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Chapter 1

Introduction

1.1 Computing Trends and Storage
Requirements

Off-chip memory bandwidth has been considered one of the major limiting
factors to processor performance. The “Memory Wall” [257] describes the
disparity between the rate of CPU performance improvement and the rel-
atively flat rate of off-chip memory bandwidth increase. Researchers have
ameliorated the issue of limited off-chip bandwidth by adding on-chip caches
in CPUs and on-chip scratchpads in HW accelerators. This makes a subset
of memory requests, for example, more frequently accessed addresses, ac-
cessible at lower latencies. These on-chip memories had been useful for sev-
eral decades; recently, however, due to big data’s exponential growth [162],
memory requirements have surpassed on-chip memory capacities. Now, the
problem arises from not having enough on-chip memory capacity, which
translates to an increased number of accesses to off-chip memories with or-
ders of magnitudes more energy and latency costs [57, 105] compared to
on-chip memories.

Limited on-chip memory capacity is a challenging problem to solve. To
begin with, it is not practical to increase the chip size to provide more on-
chip memory storage space. Increasing the chip size makes the processor
unmanufacturable because of the silicon cost and yield problems [145, 244].
Moreover, progress in memory improvement has not kept up with demand
for faster and larger memories due to energy and cost limitations [121].
This means that even if we can allocate more silicon, simply increasing the
amount of on-chip memory may result in less overall chip efficiency: larger
SRAM memories, have larger number transistors, more complex routers,
longer wires, and larger sense amplifiers; thus, larger on-chip memories have
higher leakage power, higher dynamic power, higher access latency, and
higher silicon costs (see Figure 1.1).

Therefore, these challenges necessitate innovative solutions in order to
increase on-chip memory capacities without the drawbacks of increasing the

1



Figure 1.1: Area, leakage power, dynamic power, and access time are affected
by the SRAM array size. Measured at 32nm technology using CACTI [138].

silicon area.
An immediate alternative could be to use denser memories with the help

of emerging memory technologies. Unfortunately, there are some practical
limitations in using these memories. Although they can be built in dense
and higher capacities, they tend to have high latency and energy consump-
tion, reliability issues, limited bandwidth, and low endurance compared to
SRAM [60, 180].

Moreover, currently there is no commercial emerging memory that can
be used as a good replacement for current memories. Academic efforts [60,
75, 180, 217, 270] resulted in a few non-production level prototypes [75, 217];
to the best of our knowledge, Intel® Optane™ DC PMM [28] is the only
commercial device in production, but, this device suffers from high latency,
low bandwidth, and added software complexity in order to use it [130, 224].

Due to these limitations, the only solution left is to efficiently utilize
on-chip memory to fit more data on existing storage space. In this thesis, we
investigate the problem of increasing effective capacity of on-chip memories
through data compression. We use hardware-level efficient data compression
methods to store the same amount of information in smaller memory blocks
in on-chip memories. Although our techniques are not limited to SRAM and
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can be applied to all types of memories including the emerging memories
without the loss of generality, here we specifically focus on last-level cache
memories in general-purpose computing systems, and scratchpad memories
in special-purpose AI accelerators.

State-of-the-art techniques for last-level cache compression can gener-
ally fall into two classes: intra-cacheline compression, which places multiple
memory blocks within each cacheline [191, 200, 219], and inter-cacheline
deduplication [242], which helps capture data redundancy across cacheline
boundaries by detecting identical cachelines and storing only a single copy.
These methods suffer from either a small compression ratio, high hardware
complexity, or large decompression latency.

In the special-purpose computing domain, AI accelerators have attracted
special attention in recent years. Deep Neural Networks (DNNs) [152] were
developed to identify relationships in high-dimensional data, and now are
the driving technology for numerous application domains [65, 66, 99]. Re-
cent DNNs contain several millions [112, 216, 281] or even billions [74, 203]
of parameters with gigabytes of memory footprint. The memory footprint
can be reduced by leveraging more efficient values (i.e., parameters, activa-
tion maps) through various techniques such as pruning and quantization at
the cost of consequent accuracy degradation. A major drawback of existing
methods is their inability to significantly reduce the memory footprint while
preserving the network accuracy.

Although data compression can help tackle the trend of having larger work-
ing set sizes, it is not trivial to make data compression work in hardware for
these applications.

1.2 Challenges

Aside from achieving high compression ratio, the following considerations
need to be taken into account when designing a hardware compression
method:

• Low complexity and implementation cost: To make any com-
pression feasible in hardware, it should require minimal changes to
existing software and hardware stack. Significant changes to existing
hardware can hinder the integration and implementation of such meth-
ods, especially in commercial devices.

The focus of chapter 3 and chapter 4 is to develop efficient compression
methods for existing CPU caches; therefore, we make minimal changes
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to the structure of the conventional cache to be able to integrate our
compression modules. Furthermore, the compression happens almost
entirely in hardware, which means no changes to the software stack
are required.

• Low latency, area, energy, and memory management over-
heads: In order for the methods to be more feasible to be imple-
mented in on-chip memories, they should operate at reasonably fast
speeds. Many of the applications are latency-critical, and the compres-
sion methods should stay within the access times of on-chip memories
(only a few cycles). Further, the added area and energy overheads
should be low enough so that the benefits of having the compression
method surpass the overheads. Having data blocks with various sizes
also complicates the space management and block lookup procedures
on the memory. Therefore, more advanced replacement policies are
needed in order not to waste the memory space and keep the access
latency low.

In chapter 3, we develop a hardware-friendly compression method via
a novel combination of two well-known cache compression methods,
and develop a novel replacement policy to efficiently manage space in
a compressed cache. In chapter 4, we develop a novel in-hardware com-
pression method that captures and compresses similar data blocks by
using a dynamic clustering mechanism. We perform the dynamic clus-
tering using a hardware-friendly variant developed based on locality-
sensitive hashes (LSH) [127]; it computes the hashes using only addi-
tion and subtraction operations. We also propose a cache replacement
policy in order to avoid the issue of under-utilization of cache space
due to variable-sized blocks. Later in chapter 5, we use sampling be-
fore performing the clustering task in order to keep the computation
costs low. Lastly, in chapter 6, we replace the sorting algorithm needed
for model pruning with an on-the-fly cheap partitioning method. All
of these techniques help add compression to on-chip memories with
negligible overheads.

• Zero or low application quality loss: In most cases applying the
compression method to applications should not affect the quality of
results (QoR) which is measured by metrics such as accuracy. How-
ever, there exist some applications like machine learning applications
where relaxing some quality constraints enables higher memory sav-
ings. Therefore, application quality is being traded for memory com-
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pression, and so the least amount of quality degradation is desired for
any given compression ratio.

In chapter 3 and chapter 4, we propose lossless compression methods
targeted for general-purpose processors. The decompressed block can
be reconstructed to its original value using simple operations such as
subtraction and logical XOR. In chapter 5 and chapter 6, however, due
to the fact that machine learning models are able to tolerate errors,
we use and develop lossy compression methods such as low-bitwidth
quantization and pruning to significantly reduce the memory footprint;
these methods use domain-specific knowledge such as the statistics of
the values, and are specifically designed to keep accuracy losses low.

Considering all these challenges, we describe the insights we leveraged to
develop efficient on-chip compression methods in the following section.

1.3 Thesis Statement

This dissertation explores the potential to utilize in-hardware compression
of on-chip data in order to increase overall system performance without
incurring the energy and cost overheads of larger memories. Methods de-
scribed here enable efficient compression of on-chip data that are dynamic
and constantly changing.

First, it is essential to go beyond compressing values in isolation or only
a few consecutive data blocks. An effective compression scheme performs
the compression across a broader set of blocks by taking advantage of re-
dundancies across and within memory blocks. This essentially enables the
compression method to make better compression decisions (i.e., what data
blocks can be compressed together, what values can be dropped, etc.) based
on the relevant data points in the entire set of available on-chip data.

Second, efficient data compression methods, need to account for not only
exact repetitions (duplicates), but also more importantly for approximate
repetitions (near-duplicates). We observed that there are similarities among
memory blocks stored in on-chip memories both in general-purpose and
special-purpose computing systems. This similarity can be used toward de-
veloping compression methods that search for these near-duplicate memory
blocks throughout the memory, and efficiently stores non identical parts.

Third, dynamic clustering algorithms are well-suited to convert this sim-
ilarity in on-chip data to storage savings. Similar data blocks within each
cluster can be delta encoded with respect to the centroid of each cluster,
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therefore, occupying much less memory. Also, as the data comes to on-chip
memory when accessed and might be evicted after it is consumed, the clus-
tering and compression should be dynamic at run time.

Finally, efficient in-hardware clustering is crucial to convert storage sav-
ings into system performance. The benefits from the compression method
should outweigh the cost of having it; complex algorithms that work best
(i.e., form better clusters) in software are not necessarily the best choice
for in-hardware implementation. On-chip memories are latency and energy-
critical, and any compression methods should be hardware-friendly. Clusters
can be formed cheaply using approximate similarity search methods, while
keeping the compression method lossless for sensitive applications.

1.4 Contributions

We propose and develop two novel hardware-level techniques for compressing
last-level CPU caches, as well as two techniques for compressing the data in
machine learning applications.

In the first work, we identify the missed opportunity in compressing
cache memories due to not considering data throughout the on-chip memory
when capturing data redundancy. We show that leveraging redundancies
within cachelines, or only across cachelines leads to a significant loss in
compression opportunities for several applications: some workloads exhibit
either inter-block or intra-block redundancy, while others exhibit both. We
propose 2DCC, a simple technique that takes advantage of both types of
redundancy to compress the data by 2.12ˆ (geomean) over the baseline
with no compression. We evaluate 2DCC in an iso-silicon basis compared to
the baseline and show that it can cheaply be integrated into existing caches.

Next, we identify a previously untapped source of inefficiency in cache
compression methods: not accounting for similar memory blocks that is
stored on on-chip memories. we propose Thesaurus, a dynamic inter-cacheline
compression technique to efficiently detect and compress groups of memory
blocks that have nearly identical, rather than exactly identical, data values.
The similar data is clustered using a hardware-friendly variant of locality-
sensitive hashing. To compress the cache, Thesaurus stores the “clusteroid”
of each cluster together with the (much smaller) “diffs” needed to recon-
struct the rest of the cluster, which significantly improves cache compression
to 2.25ˆ (geomean).

As the third contribution we tackle the problem of data compression
in DNNs; more specifically, DNN activation map compression at inference-
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time, which can significantly reduce the memory footprint in scratch-pad
memories. We observe that many activation channels share similar statistics.
Thus, we propose Channeleon, a technique which looks at the entire set of
channels at each layer, clusters them based on activation statistics, and
performs non-linear quantization on each cluster separately. This method,
unlike prior work, does not need to have access to the training data and does
not need any tuning. Channeleon is able to compress the activation maps
to 5-bit while outperforming the best state-of-the-art method by 60% top-1
accuracy on large-scale visual dataset (ImageNet [71]).

As the final contribution, we propose Procrustes, an AI hardware ac-
celerator that produces compressed sparse weights from scratch based on
software-hardware co-design. This accelerator produces an order-of-magnitude
compressed models by considering the entire set of gradient values and keep-
ing the ones with the highest change, rather than looking at the gradients or
weights individually. In order to make this technique hardware-friendly, we
use a computationally simple quantile estimation method to track weights,
and also leverage a novel data-flow and load-balancing scheme that converts
sparsity into speedups. Procrustes results in up to 3.26ˆ energy savings
and up to 4ˆ speedup compared to the state-of-the-art accelerators, while
maintaining dense model accuracy.

1.5 Organization

The rest of this dissertation is organized as follows:

• Chapter 2 discusses the relevant background information for this dis-
sertation, such as data compression, memory hierarchy in general-
purpose and special-purpose systems, as well as compression tech-
niques for on-chip memories.

• Chapter 3 characterizes the workloads and studies the state-of-the-art
methods for data compression in cache memories. Then it presents a
compression method that leverages redundancy within and across data
lines in the cache memory.

• Chapter 4 extends the prior insight on granularity with approximate
nearest neighbour search to find similar blocks of data in cache mem-
ory. It proposes and evaluates a novel compression technique based on
dynamic clustering to compress blocks against similar data lines that
are already stored in the cache.
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• Chapter 5 identifies the trend in memory usage of modern machine
learning models, which is dominated by activation maps, and proposes
and evaluates a novel online compression mechanism to reduce the
memory footprint of activation maps at inference time.

• Chapter 6 demonstrates co-design approach for accelerating AI train-
ing. It adapts a model pruning method that achieves an order of mag-
nitude in weight footprint reduction by considering the entire set of
gradients to suit the hardware constraints. Then, it develops dataflow,
data layout, load balancing techniques and proposes a sparse train-
ing hardware accelerator to convert this compression to speedups and
energy gains.

• Chapter 7 discusses the related work for this dissertation.

• Chapter 8 concludes this dissertation and discusses directions for fu-
ture work.
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Chapter 2

Background

In this chapter, we give a concise overview of the necessary background
topics and materials, and place the rest of the thesis in the content of the
existing literature. We begin with an overview of computing systems and
their memory hierarchies. Then, we describe the motivation and potential
of data compression for on-chip memories. We continue with some back-
ground in data compression and outline a few of the traditional compression
methods. Next, we discuss the challenges of compression in hardware. Fi-
nally, we conclude this section by a brief overview of the state-of-the-art
methods and their drawbacks.

2.1 Computing Systems

Von Neumann computers, like general-purpose personal computers, have
separate processing and data storage components. This generalized design
enables these systems to run a wide range of everyday applications. In these
systems, energy efficiency and performance are bounded by the frequency of
data movement between processors and off-chip memory [182].

This easily becomes a limiting factor with the increasing volume of data
in massive-scale applications such as real-time sensor data and genetics
data [42, 174, 188].

However, due to energy and bandwidth constraints and difficulty in scal-
ing memory technologies, using large-size memory systems becomes infeasi-
ble [13, 49, 50, 168, 182, 215].

Moreover, the explosion of big data applications is driving the develop-
ment of machine learning applications [203, 248]; this imposes severe chal-
lenges of data processing speed and scalability on conventional computer
systems [54, 57]. Such applications require a stand-alone technical solution
and computing platforms that are specifically designed for them.

These special-purpose computing systems, namely AI accelerators [54,
57, 58, 105, 259], usually require a deep understanding of the target work-
loads and are often constructed with a large number of highly parallel com-
puting and storage units. Many of these systems are designed to be used

9



on the edge where data exists, therefore, they are constrained by limited re-
sources and energy budget. Thus, similar to conventional computers, using
large-size memory systems are infeasible in hardware in accelerators as well.

Over-provisioning of memory system resources alone cannot solve the
rising demands of data processing and storage; in fact, efficient approaches
for storing and processing data are critical in memory systems. Therefore,
there is considerable amount of effort not only to improve the compute
unit [18, 77] and memory technologies [75, 75, 175, 217, 270], but also to
reduce the data movement [21, 200, 242, 243, 260] and therefore make this
data movement cheaper throughout the memory hierarchy.

2.1.1 Multi-level Memory Hierarchy

Memory hierarchy separates computer storage into a hierarchy based on
response time (i.e., latency) and capacity. Latency and capacity are related,
as addressing a high-capacity memory incurs a higher latency.

An underlying assumption of the memory hierarchy is the data locality
principle, consisting of temporal and spatial locality. Temporal data locality
means that data that is accessed is likely to be accessed again in the near
future, whereas spatial data locality means that data stored in adjacent
memory blocks is likely to be accessed together.

Usually, when a piece of data is requested by the computing unit, it will
be retrieved from the closest level to the processor. These memories are faster
but have limited capacity. The request will be propagated further to the next
levels if the data is missing at that level. Memories farther from compute
unit have larger capacities, but take longer to access. Faster memories are
vital for faster computation; thus, storing more data on levels closer to the
processor will improve the system performance by reducing the access to
slower memory levels.

While processor is executing instructions, random-access memories tem-
porarily store data. Random-access memory cells are divided into SRAM
(Static Random Access Memory) and DRAM (Dynamic Random Access
Memory). Briefly, SRAM is fast but requires more silicon space, whereas
DRAM is slower but allows for a higher capacity due to their simpler struc-
ture and higher density.

Designing for high performance requires considering the restrictions of
the memory hierarchy, i.e., the size and capabilities of each memory. The
typical memory hierarchy in both general-purpose and specific-purpose com-
puting systems are as follows:
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Figure 2.1: Typical memory hierarchy illustrated for (a) single-core general-
purpose computing systems and for (b) special-purpose AI computing sys-
tems.

General-purpose systems

Applications are becoming more sophisticated and as a result, their memory
footprint keeps increasing [162]. In response, the number of levels in the
memory hierarchy and the performance at each level have increased over
time in the general-purpose computers. Latency, bandwidth, and capacity
of each level are the key determinants of each level’s performance.

Modern processors contain multi-level on-chip SRAM memories called
cache memories, which leverage data locality in order to mitigate the latency
and bandwidth limitations of accessing the main memory; therefore, levels
closest to the CPU (i.e., registers and cache memories) focus on providing
data with very low latency, constraining their physical size.

Moving away from the CPU, the latency cost of missing in a particular
level of a hierarchy grows rapidly: from a few processor cycles for a first-
level access, to hundreds of cycles for a main memory (i.e., DRAM) access,
to millions of cycles for a disk access.

The memory hierarchy can be seen as a pyramid of storage mediums.
Each computing system will have its specific design constraints and ex-
act numbers. The following hierarchy (illustrated on Figure 2.1(a)) is what
the typical memory hierarchy looks like in general-purpose computers these
days:
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• Processor registers and Level-0 cache: usually accessible in couple of
cycles with a few KB of capacity.

• Level-1 caches for instructions and data: accessible in a few cycles with
around hundreds of KB of capacity.

• Level-2 cache: with access times of a couple of tens of cycles with up
to a couple of MB of capacity.

• Last-level cache(s): shared storage with an order of magnitude higher
capacities and access latency of tens of cycles.

• Main memory : resides off-chip and requires hundreds of cycles to ac-
cess but offers GBs of capacities.

• Secondary storage: used to store bulk data with TBs of capacity and
can be an order of magnitude slower to access. Examples are SSDs and
HDDs.

• Tertiary and offline storage: can be an order of magnitude slower to
access than secondary storage but offer orders of magnitude bigger
capacity. Examples are optical disks and tapes.

Processors are typically running instructions on separate cores at the
same time, increasing overall speed for programs that support multithread-
ing or other parallel computing techniques. Each core has its own registers
and first-level and second-level caches, but all cores share the Last-Level
Cache (LLC) in current designs.

One of the major constraints with the increase in the number of on-
chip cores is the tremendous increase of bandwidth requirements, especially
off-chip bandwidth [182]. Off-chip bandwidth is mainly generated by the on-
chip LLC misses and writebacks. These off-chip accesses depend on cache
size and the cache replacement policy.

Improving cache memories can have a huge impact on overall computing
system performance by avoiding the expensive access to off-chip memories.

special-purpose systems

Typical memory hierarchy of AI accelerators, as illustrated in Figure 2.1(b)
is composed of an off-chip memory (e.g., DRAM) and multiple on-chip
scratchpad memories. Compute efficiency and power consumption are major
considerations especially in an edge deployment scenario.
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A DNN generally requires a large memory footprint which affects both
the energy and performance. The majority of the power consumption of
these applications is due to the on-chip and off-chip memory accesses rather
than compute unit. For large and complicated networks, it is unlikely that
the whole network can be mapped onto the chip. Due to the limited off-chip
bandwidth, it is important to reduce the off-chip data transfer to improve
the computing efficiency. Moreover, the cost of accessing off-chip DRAM is
orders of magnitude more than that of on-chip memory [58] which is another
important consideration in reducing the off-chip access as much as possible.

There has been a lot of research on improving the memories in these com-
puting systems in order to improve their performance and energy. Some [60,
75, 156, 175, 180, 217, 246] proposed emerging memory technologies as a
solution. Although these may become very attractive as a possibility for
future memory hierarchies, there are currently major issues with their reli-
ability and performance, as described in chapter 1. In addition, the lack of
compatibility of the technology with the fabrication process is also a very
important issue [40].

Intel® Optane™ DC, the only commercially available device nowadays,
suffers from lower bandwidth and higher latency compared to DRAM [130,
224], and targets the gap between DRAM and SSD memories. It is possible to
achieve speedups using this device, but this requires redesigning the software
specifically to access persistent memories directly [130].

2.2 Data Compression

Data accessed by real-world applications in the memory hierarchy of com-
puting systems show a significant amount of redundancy, which provides an
opportunity for compression [237, 243]. Such redundancy may arise due to
the nature of program inputs and operations.

Several applications use a common value (e.g., zeros) for initializing a
large array of integers that causes the most common data redundancy in
applications. Zero is also used to represent null pointers or false boolean
values, and to represent sparse matrices (in dense form).
Similarly, with variable assignment or on using memcpy(), two copies of
data may be stored in the memory. A large contiguous region of memory
may contain a single value repeated multiple times [223].

In several cases, programmers provision large-size data types to handle
worst-case scenarios even if most values can fit in a smaller data type, for
example, a 4-byte integer may store only a 1-byte value. Special cases such
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as null values (i.e., all zero bits) can be represented with a single flag bit
only. Further, in many cases, the differences between values stored within
a memory block may be small, and hence they are occupying the memory
space with repeated upper bits. A stride sequence might appear when a
data structure such as an array is being accessed in a regular fashion; loop
induction variables also have a stride characteristic [223].

Data compression is the process of encoding information using fewer
bits than the original representation. Assuming that data consists of some
number of symbols (i.e., bytes, words, etc.), compression methods replace
these symbols with a new set of codewords that occupy less space in memory.

Data symbols can be replaced with codewords using two types of cod-
ing: a) fixed-length coding and b) variable-length coding. Fixed-length cod-
ing uses the same number of bits for each codeword. Variable-length coding
can generate more efficient codes assuming that some of the symbols are
more likely than others. By assigning shorter codewords to the more fre-
quently occurring symbols and longer codewords to the symbols that occur
infrequently, the average size of output codewords can be smaller.

Compression methods can also be categorized as static or dynamic. Static
techniques provide a fixed mapping from data to the code words. Dynamic
techniques can change the mapping over time and require only one pass on
the input data to generate the encoded message on the fly.

Depending on whether the compression and decompression change the
original information, data compression algorithms can be categorized as ei-
ther lossless or lossy. In lossless compression methods, no information is lost
and the size of data is reduced by identifying and eliminating statistical re-
dundancy. On the other hand, lossy compression reduces bits by removing
unnecessary or less important information. Therefore, there is a correspond-
ing trade-off between preserving information and reducing size.

In the remainder of this section, we discuss common software-based lossless
and lossy compression methods used for data storage and communication.

2.2.1 Lossless Data Compression

A lossless technique means that the restored data is identical to the origi-
nal. This is absolutely necessary for many types of data such as executable
codes. Lossless compression is possible because most real-world data ex-
hibits statistical redundancy. For example, an image of snow may have areas
of white color that do not change over several pixels. Run-length encoding,
delta compression, Huffman encoding, and dictionary coding are among the
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most popular algorithms for lossless storage. The main performance metric
in these methods is compression ratio.

Run-length encoding

Run-length coding is a well-known method based on the assumption of long
data sequences without change of content. These sequences can be described
by the value being repeated and length. For instance, a data block contain-
ing a value repeated eight times can be compressed to a block storing the
repeated value itself followed by the value eight.

Therefore, run-length encoding is a good candidate for transmission of
streaming data where the consecutive data blocks does not differ signifi-
cantly from earlier data, but can be inefficient when there are lots of unique
occurrences of data blocks. It is also used for compressing bitmapped images
where many consecutive repeated values, for example, white pixel, might ex-
ist in the image. Image formats such as TGA [9] and BMP [7] are based on
run-length encoding.

Delta Compression

Delta compression is a way of storing or transmitting data in the form
of differences (known as diffs or deltas) between sequential values rather
than directly storing or transmitting the entire data. It is widely used in
HTTP servers [222] to send updated web pages, to perform the online backup
of user data with respect to the previous version [239], in the Git source
control system to pack objects where the source or data files are changed
incrementally between commits, to copy the data with lower bandwidth
requirement using the rsync [8] tool, and so on.

Delta compression performs best when data has some small variation.
Its effectiveness will be affected if it is applied on an unsorted data set where
there is not much similarity among consecutive values. The decompression
procedure also involves a sequential process depending on the delta calcula-
tion procedure.

Huffman Coding

Huffman coding eliminates data redundancy using the statistical properties
of data values. It is a static compression method and directly maps individual
symbols to binary words. The Huffman coding algorithm is a simple and
systematic way to design good variable-length codes given the probabilities
of the symbols; it generates a tree by repeatedly joining two nodes with the
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smallest probabilities to form a new node with the sum of the probabilities
just joined. It assigns a 0 to one branch and a 1 to the other branch. The
codeword for each symbol is given by the sequence of 0’s and 1’s starting
from the root node and leading to the leaf node corresponding to the symbol.

Huffman coding [126] assumes the probabilities of the symbols are known
apriori. This might not be possible for many applications where the data
cannot be studied statically. Moreover, the value distribution of data being
compressed is assumed to not changed (e.g., in the case of compressing
files). To overcome these challenges, dynamic Huffman coding [247] which
creates the tree as data enters at the cost of complicating the decompression
procedure.

Despite achieving optimal compression rates for individual symbols, Huff-
man coding can be highly inefficient for compressing groups of symbols,
particularly when the information content of each individual symbol in a
sequence is close to zero. Moreover, it is possible for an infrequent symbol to
have a wider Huffman codeword than its original representation [136]. This
inefficiency can be caused by a bad selection of symbol granularity.

Dictionary Coding

Dictionary coding works by going through a stream of symbols and sub-
stituting any sub-sequence which has already occurred in the stream with
an index or pointer to the previous occurrence of that sub-sequence. If the
length of the index or pointer is smaller than the length of the sub-sequence,
then this results in savings. This is done either by creating a table or using
sliding windows.

In methods that create a table, compression happens by analyzing the
file to create a list of the 2n most common words and then process the
file from beginning to end based on that. Methods using sliding windows,
create a search buffer and processing the file based on previous matches in
that buffer. If the current word is in the dictionary/buffer, then it is replaced
by a tag, followed by the position of the entry in the dictionary. If it is not
available in the dictionary, then it is replaced by another tag followed by the
word that remains unchanged.

The family of Lempel-Ziv(LZ) [285, 286] compression uses dictionary
based techniques to perform dynamic compression of data. A variant which
is a combination of LZ77 [285] and Huffman is called DEFLATE [2] and it
is used in methods including ZIP [10], zlib [11], and gzip [3]. These schemes
are generic and ideal for arbitrary collections of data, but at the same time
very complex.
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Figure 2.2: Percentage of the redundant cache blocks illustrated for several
benchmarks from Figure 1 of [242].

2.2.2 Lossy Data Compression

In these schemes, some loss of information is accepted as dropping nonessen-
tial detail can save storage space. For example, an image of the sky may have
variants of the blue color that are very similar to each other (but not iden-
tical) and the difference cannot be detected by eye if all are replaced with
a single (similar) blue color. Most forms of lossy compression are based on
transform coding which is widely used in multimedia formats such as in
JPEG for images.

Another common way to compress data with loss of information is called
quantization. Broadly, a quantization function maps the set of real values
(full-precision data) to low-precision data with lower bit-widths. The func-
tion is chosen to minimize the quantization error between the full-precision
values and their low-precision representations. This error is usually measured
as the mean squared error (MSE).

As these methods trade off information to data size, both the error in
data and the reduction in data size after compression (i.e., compression
ratio) should be considered.
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Figure 2.3: Potential storage savings when duplicate and near-duplicate data
blocks are compressed on several benchmarks from SPEC2017.

2.3 Hardware-Based Data Compression

2.3.1 Opportunities

In previous sections, we talked about potential cases that can cause data
redundancy. Now let us look into potential benefits if we avoid storing the
redundant data by compressing on-chip data. Figure 2.2 depicts the percent-
age of the redundant data in cache memory for four benchmarks. In the case
of zeusmp and GemsFDTD, the majority of the redundancy comes from null
blocks (i.e., zero lines). Therefore, an ideal method that avoids storing null
blocks can free up more than 90% of cache space in the case of zeusmp and
GemsFDTD.

Figure 2.3 shows how much storage space can potentially be saved if we
use a delta compression method to encode near-duplicate blocks as series
of differences with respect to other residing blocks in cache. The figure also
compares the amount of savings with respect to exact deduplication and
highlights the huge potential of compressing near-duplicate blocks.

Aside from the data redundancy, in some special applications such as
ones developed in AI field many works [48, 157, 161, 184, 229, 254] have
claimed that a full-precision operation is not necessarily needed. These works
propose various fixed-point systems with accuracies similar to the baseline
accuracy to reduce the computational cost and storage requirements. Simi-
larly, prior research [92, 107] verified that not all parameters of the neural
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Figure 2.4: Potential energy savings and speedup from ideally leveraging all
weight sparsity (here, 5ˆ using [92]) in the forward path of training VGG-S
(15M weights) to convergence.

networks are important, and the less important ones can be dropped from
the computation and storage. For example, Figure 2.4 illustrates how a com-
pressed model may lead to around 2 times energy reduction and speedup.

These insights about redundancies, inefficiency in data representation,
and the possibility of using low-bit data types motivate the use of data
compression in the hardware to make more efficient systems.

2.3.2 Software or Hardware Implementation

Compression performance is dependent on available computation resources
[186] and the compression techniques employed. There is a trade-off between
a compression technique that is implemented in software (i.e. mapping the
compression algorithms onto dedicated processing cores) in comparison to a
hardware compressor (i.e., application-specific compression logic embedded
in the memory): at software level, there is more information about the data
(e.g. related data) but less control over bit-level manipulations and data
placement in the memory which is essential for high performance compres-
sion [288].

Several mechanisms were proposed to perform memory compression with
software implementation for various modern operating systems in the com-
piler [151] or in the operating system [97, 250]. While using the additional
information that software have can be quite efficient in reducing applications’
memory footprint, the major limitation of these works is very slow decom-
pression [199, 288]. Further, there is also a read latency overhead which
comes from the fact that this way of decompression in software, consumes
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CPU cycles [275] and extra CPU-DRAM data traffic.
Another difference between a software implementation and the way data

is stored in the hardware is the block granularity. In filesystems that provide
transparent compression (e.g., ZFS [39], Btrfs [208], and NTFS [210]), data
compression is typically performed over fixed-size data chunks (e.g., 64 or
128 kB), and access to any 4 kB page requires reading and decompressing the
entire chunk [51]. However, for example in the last-level caches, data are be-
ing stored typically in 64-byte chunks which are orders of magnitude smaller.
Therefore, special considerations are needed to rearrange data in memories
so that bigger chunks of compressible data can be compressed and placed
together. Overall, these challenges require changing the file system or appli-
cation layers both by modifying their standard data access behaviors [288]
which imposes scaling challenges.

Aside from the block granularity, another fundamental difference is that
software does not have direct access to the data being stored in several
memories in memory hierarchy including on-chip cache memories which are
hardware managed. This means, in order to have better data management
in those memories, there is a need for special support and drivers, which
adds new levels of indirection.

In addition, as software must keep tracking the location and size of each
compressed data chunk (therefore, additional metadata look-up), the meta-
data management becomes more complicated. The variable sizes of com-
pressed data can create inefficiencies such as adding another level of indi-
rection, which slows down the whole compression and decompression pro-
cesses. Slow compression and decompression can be tolerated for files stored
in slower memories in the memory hierarchy (i.e. secondary storages) with
low bandwidth and slow access times.

As a result, software-based compression is usually employed when the
latency is not critical and storage capacity is the most important design
goal; they are usually designed to provide better compressibility for a large
amount of data whose size is several KBs and are not frequently accessed [288],
therefore, more suitable for a secondary storage device [155].

Problems of software-compression are mostly avoided once compression
is shifted down to the lowest level, i.e. by putting hardware compression
engines into memories [282]. Hardware compressors have an order of mag-
nitude higher data rates [16, 68, 240]. Moreover, valuable CPU bandwidth
can be freed by offloading the compression task to these specialized hard-
ware which can also reduce the power consumption [16], as a result, CPU
resources can be allocated to run other tasks in parallel.
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2.3.3 Challenges of Hardware Implementation

We briefly listed several major considerations for practical implementations
of compression in hardware in chapter 1. Here we describe them in more
detail:

• Reasonable complexity and implementation cost

• Minimum overheads

• Zero or low application quality loss

A main challenge to implement any compression method in hardware is
to balance the compression ratio and hardware simplicity. The conventional
way to achieve this is usually to aim for the highest possible compression
ratio (i.e., using existing software-based compression algorithms) and then
simplifying these algorithms so that they can be implemented in hardware.
An alternative option is to prioritize the simplicity of the compression algo-
rithm over its compression ratio and choose simpler methods.

Another major challenge is accounting for the overheads, for example,
the effect of a compression method on the latency of the system. As pro-
cessor performance is sensitive to memory access latency, it is critical that
the decompression latency be as small as possible when accessing any com-
pressed data in the memory hierarchy; otherwise, this may hinder the system
performance. Using compression methods in on-chip memories with a few
cycle budgets means that every added cycle can have an impact on sys-
tem performance and should be considered while designing or choosing the
compression method. The same considerations are needed for the area and
energy overheads.

Moreover, compressing data into variable-size blocks as well. poses sev-
eral challenges, including: a) where to store these variable-size blocks in the
memory, b) how to avoid the memory fragmentation, and c) how to later
locate these blocks in the memory.

One design consideration in compressed memories is how to store variable-
size blocks. For example, one can store the same-size blocks in the same
structure/region of the memory for lower hardware complexity as the bound-
aries of each block are known on that region. Another design can place all
the blocks with different sizes in a unified regime to make the most use of
the available space. This greatly depends on the application the compression
is applied to and should be studied carefully.

Another challenge posed by the variable size blocks is data fragmenta-
tion. The problem arises when an already stored compressed data block is
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updated with new data with a different compressed size. A bigger new block
means older blocks should be evicted and a new memory space should be al-
located for the new block. This can leave some of the old space empty (cause
fragmentation). Similarly, if the new compressed block is smaller than the
old one, one option is to store this compressed block in the same old space
and again end up with an empty leftover space. In naive implementations,
this could lead to significant energy waste and design complexity due to
shuffling data around.

Locating a variable size compressed block in the memory is also another
challenge. In uncompressed memory, finding a certain cache block is usually
trivial and calculated from the address/offset of the block being accessed. As
data is not stored in the conventional manner in the compressed memories,
there is another level of indirection (e.g., added offset or pointer) in order
to locate the data block. This usually means there is a need to repeatedly
recompute this new offset (or pointer), or store it somewhere in the mem-
ory. If not done carefully, this can lead to significant latency overheads and
considerable design complications.

Lastly, the effect of compressing data on final application quality should
also be considered. Most applications do not tolerate any errors, therefore,
need lossless compression methods, which can limit the amount of compres-
sion possible. In some cases, such as machine learning applications, some loss
of accuracy is acceptable for bigger compression gains. These lossy methods
should be carefully chosen and sometimes tune to make sure the amount of
quality loss is minimal.

2.3.4 Inefficiencies of Using Traditional Methods

As we mentioned, the performance of the compression is not only dependant
on the resource that runs it, but also depends on the algorithm that is being
performed. Most software-based compression algorithms are not suitable for
low-latency hardware implementation due to their high complexity. They
usually assume files are stored on disk, and their content will be intact
during and even after the compression process.

In contrast to accessing files from disk, three things are fundamentally
different with the data stored on-chip:

• Data is commonly accessed randomly, rather than sequentially

• Latency and also most of the time, energy are extremely critical

• File content does not change after compression
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In traditional methods, files are often accessed as sequential streams, and
the large decompression latencies are considered to be acceptable given that
disk accesses are already slow.

Lempel-Ziv algorithms need to trade-off compression latency with com-
pression ratio by tuning the sizes of sliding windows. Prior attempts to use
the optimized versions of the Lempel-Ziv algorithm [15] in hardware had
decompression latencies of more than 60 cycles, which makes it not suitable
for on-chip memories with 1-10 cycles of access time. One way to reduce the
time complexity, is to analyze the file statically and come up with some pre-
defined items in dictionary. Also, some variants of Lempel-Ziv [285] needs to
scan through the entire file, building up a dictionary of common character
sequences before the compression pass.

In the static Huffman algorithm, the frequency of the symbols should
be known beforehand or should be calculated by looking at the entire data
once to create the encoding for the Huffman tree stored in the frequency
table. The problem arises with the table size: a larger frequency table gives
a better compression factor but reduces speed, increases area and energy
consumption in a hardware implementation [136]. Besides, applying static
Huffman to compress the data during the execution of a program, may
degrade the compression ratio to unacceptable low levels [136]. The same
overhead exists with the dynamic version of this method. Dynamic Huffman
is even more complex due to the effort to form the tree dynamically and
requires more area and energy to operate [247].

Moreover, the fact that some memories in the memory hierarchy (e.g.,
on-chip caches and main memory) are accessed randomly creates additional
challenges including efficiently locating and decompressing arbitrary blocks
of potentially variable sizes.

Lastly, the data stored in files does not change after compression is done.
On the other hand, data stored in memory hierarchy, more specifically on-
chip memories, will constantly change upon every insertion and eviction
to and from that memory. Similarly, writes to any block that changes any
word of that block also require that the entire block be compressed again
and potentially produce a new uncompressed or compressed data block.
This requires in-hardware compression methods that can dynamically handle
these changes and still efficiently compress the data.

Therefore, directly applying well-known compression algorithms which
are usually implemented in software, leads to high hardware complexity
and unacceptable decompression/compression latencies, which in turn can
negatively affect performance.
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Off-Chip DRAM SRAM Buffer Register File
(ą 100KB) (0.5KB)

Normalized 200× 6× 1×
Energy

Table 2.1: Cost of accessing off-chip and on-chip memories in 65nm normal-
ized to a MAC operation (Table IV in [57])

2.4 Hardware-Based On-Chip Memory
Compression

Accessing the off-chip memories is orders of magnitude more energy costly
and considerably slower than on-chip memories (See Table 2.1); thus, it is
preferred to have larger on-chip memories to avoid these costly accesses.
Unfortunately, adding more on-chip silicon area is not an option. recalling
from Chapter 1, increasing the size of the on-chip memory not only increases
the area and leakage power, but also hurts the dynamic energy and the access
time; this makes larger memories challenging to be used in latency and/or
energy critical applications. In fact, in current multi-core systems, the last-
level cache capacity per logical core tends to be less than only 1MB [119].
Therefore, any optimization that results in increased effective capacity of
on-chip memories, rather than physical memory space, has a great impact
on energy and performance of the entire system.

Memory compression is an effective technique to increase on-chip mem-
ory capacity as well to decrease the on-chip and off-chip bandwidth usage.
Hence, there is a need for a simple yet efficient compression technique that
can effectively compress common data patterns, and has a minimal effect on
memory access latency.

Compression methods for on-chip memories deals with frequently ac-
cessed data whose size is only several bytes (e.g. 64B) as compared to sev-
eral kilo-bytes in software based methods [288]. Some of the drawbacks of
software-compression such as high decompression latency as mentioned in
the previous section, makes using the software-based implementations and
algorithm impractical with the tighter latency budget, smaller data block
granularities, and high bandwidth requirements of on-chip memories.

On the other hand, specific compression schemes are more suitable to
compress the data in on-chip memories as compared with the traditional
generic data compression methods. However, there are several inefficien-
cies of performing application specific compression techniques in software;
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Figure 2.5: Comparison of dynamic read power, leakage power, silicon area
and access latency when compressing the LLC (compressed 1MB) as op-
posed to doubling the size of the cache. All values are normalized to the
1MB uncompressed cache. Capacity indicates the effective capacity of each
cache. For speedup, only the workloads that benefit from compression are
considered (details in chapter 4).

these algorithms typically feature complex, scheme-specific bit manipula-
tions [21, 143, 200] and variable control, both of which are ill-suited to
the wide, deep processing pipelines found in modern CPUs [142]. As a re-
sult, application-specific compression schemes that require high performance
should be implemented in hardware.

Figure 2.5 illustrates how a hardware-based compressed 1MB cache
(described in chapter 4) can fit more than double the cachelines as the
conventional uncompressed 1MB cache and achieve similar speedups of un-
compressed 2MB cache. This compression technique requires only 1% of un-
compressed 1MB cache silicon area for implementing the compression logic.
Therefore, doubling the effective capacity in this way, does not incur the
area, latency, and power overheads of a uncompressed 2MB cache.

We continue this section by providing a brief background on on-chip
cache and scratchpad memories, and discussing existing compression pro-
posals.

2.4.1 Compression in Caches

As mentioned earlier in this chapter, memory hierarchy consists of multiple
cache memories with the smaller L1 cache being closer to the CPU and the
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bigger LLC being farthest. This way, more frequently needed addresses will
be accessed at the highest speeds. Cache compression can improve cache hit
rates by fitting more blocks in the cache, provided the blocks are compress-
ible.

One question that arises is: which of these caches are better targets for
compression? To answer this, we need to consider what are the challenges
of compressing each cache level and what will be the potential benefits.

Unlike compression, which takes place in the background upon a cache
fill, cache decompression is on the critical path of a cache hit access. Choos-
ing a cache close to CPU as the compression target, like the L1 cache, brings
mediocre benefits: first, L1 cache hit times are of utmost importance, there-
fore, there is a very tight cycle budget for decompression task before it
starts hurting the performance. Trying to constrain the method for faster
decompression means that only simple methods can be leveraged, limiting
the compression method’s storage savings. Second, the timing improvement
per cost of added overhead can be questionable, as it only reduces the access
to the next on-chip cache level (which is only a few cycles extra). Finally,
the amount of data stored at that level is pretty low, which means there is
less chance for compression to leverage spatial locality and redundant data,
and as a result less storage saving benefits.

LLCs on the other hand, have larger capacities, which can result in
capturing more data locality and considerable storage savings. They have
more cycle budget for decompression task to be performed as well; this
means not only that the compression method is not limited to only very
simple ones, but also that the penalty accessing the compressed line is low
given the original access latency. Finally and most importantly, improving
LLC will avoid the costly off-chip accesses, saving 100s of cycles on every
cache hit due to the increased effective capacity.

To better understand how data is stored and accessed in LLC, we need
to look into the LLC organization. The LLC logically consists of several sets
and each set contains multiple ways; modern LLCs have 4–16 ways per set.
Physically, the LLC consists of tag and data arrays, usually with a dedicated
tag and data array for each way in a set: e.g., an 8-way LLC has eight tag
and eight data arrays as illustrated in Figure 2.6. Each cacheline in the
data array is allocated one tag in its respective tag array: when an incoming
memory block is placed in the LLC, it is assigned to the set that corresponds
to its address, and replaces the tag and data entries for one of the ways. If
this way previously contained valid data, this data is first evicted.

The capacity of a cache has a major impact on performance, die area,
and power consumption. The decision of how large to make a given cache
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Figure 2.6: Structure of a 8-way set associative cache.

involves trade-offs: while larger caches often result in fewer cache misses, this
potential benefit comes at the cost of a longer access latency and increased
area and power consumption. Therefore the caches are limited in their sizes
and adding more silicon area is not a desirable way of increasing cache
capacity.

Several prior works [21, 78, 104, 191, 200, 242, 250, 260] have tried to
reduce cache misses, and improve the bandwidth requirements through cache
compression. This requires several changes to the cache organization, such as
resizing the size of arrays and changing the way the data lookup is performed.

In order to store more data in the cache via compression, the LLC needs
to have multiple tags per cacheline. One way to do this is to increase the
associativity of the tag array (e.g., double it) while keeping the associativity
of the data array intact. For example, Figure 2.8 shows a structure used
by [200] to store up to two memory blocks per cacheline. An alternative is
increasing the number of tags and decoupling the tag array and data array
so that multiple tags can point to any data entry in data array [242].

In general, cache compression proposals take advantage of either of two
different dimensions of redundancy in cached data:

1. Inter-block redundancy exists when multiple cache indices store the
same blocks of data. This can result from symmetry of some kind
(e.g., fluid flow around a symmetric object), when sizable parts of the
working set have the same value (e.g., the background of an image),
etc. In this scheme, each incoming memory block is examined in iso-
lation, and, if possible, compressed independently of other blocks.
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Figure 2.7: Last-Level Cache (LLC) implementing Deduplication
(Dedup) [242]. Dedup enables multiple tags to point to the same
cacheline containing a common memory block. During the LLC insertion of
the memory block, Dedup uses a hash-table of the most recently used data
values to identify exactly identical cachelines.

2. Intra-block redundancy exists when a single cache block contains com-
pressible patterns within itself. For example, integers are usually al-
located at 32-bit or 64-bit sizes but their values often fit in the least
significant byte; similarly, pointers used in a data structure may have
been allocated close by and so may have identical most significant bits.

Inter-Block Data Compression

Block-level data deduplication techniques leverage the observation that many
cache blocks are either entirely zero [76, 78, 200] or are copies of other blocks
that concurrently reside in the cache [59, 70, 117, 231, 242]. Instead of stor-
ing several identical copies, they aim to store only one copy of the block in
the cache, and propose techniques to point the redundant data entries to
this single copy.

To address inter-block redundancy, Dedup [242] modified a conventional
cache to store one copy of the redundant data and reference it with multiple
tags. The tag array is still arranged in sets and ways; the data array is
decoupled from the tag array, and is designed to be explicitly accessed by
pointers. An augmented hashing technique is used for faster duplication
detection. Thereafter, a quick look-up occurs in the hash table indexed by
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the hashed data.

Intra-Block Data Compression

A simple technique to increase the capacity of the LLC is to employ intra-
cacheline compression. For some applications, data values stored within a
block have a low dynamic range resulting in redundancies [21, 200, 250].
Prior work [200] categorized these into (a) repeated values, (b) a set of
values (especially zeros) repeated in a data block, and (c) near values, a set
of values with the same upper data bits and different lower bits.

One way to reduce redundancy within the memory block is to capture
the replicated data in dictionary entries and then point to that entry when
new replicated data is presented [21, 129, 250].

Another method to reduce redundancy of nearly identical values is to try
to separate repeated parts of values from distinct lower bits in a memory
block. [191] extracts distinct 4-byte chunks of a memory block and uses
encoding schemes to compress them, with dictionaries potentially shared
among contiguous blocks.

Base-Delta-Immediate (B∆I), a state-of-the-art intra-cacheline LLC com-
pression technique [200], exploits the insight that, in many workloads, data
values within a memory block are similar, and therefore can be compressed
as a “base” value combined with small offsets. To store up to two memory
blocks per cacheline, B∆I doubles the number of tag arrays for each way in
the LLC, as shown in Figure 2.8.

Figure 2.9 shows an example of this process. The block d1 consists of
64-bit floating-point numbers whose values are close. The intra-block com-
pression reduces the block to 40 bytes (an 8-byte base value followed by
eight 4-byte offsets), and compacts it to take up 5 segments in the set.

Limitations: Intra-cacheline compression schemes can work well when
the working set consists of arrays of primitive data types with a relatively low
range of values. However, they do not capture the structural properties of
more substantial, heterogeneous data structures, whose redundancy surfaces
only when considering multiple cachelines.

Moreover, aside from B∆I, none of the existing methods account for
the near-duplicate similarity in the data stored on-chip and miss a huge
potential in reducing the memory footprint. Proposals like exact dedupli-
cation can only exploit data regularity if multiple LLC lines have exact
data values [242], while techniques that directly leverage program-level data
structure information require pervasive program changes and ISA exten-
sions [243]. Some work like [21] suffers from high decompression latency
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Figure 2.9: Example of compressing a 64-byte cache block from roms r
benchmark (d1 ) using B∆I. The block consists of 64-bit floating-point num-
bers whose values are close; they are compressed to a 64-bit base value
followed by eight 32-bit offsets, for a total compressed size of 36 bytes.
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which can affect the system performance, while other proposals cannot
achieve significant compression ratios [200, 242] and therefore speedups.
Some cache compression methods that return approximate values [173, 211]
work well for noise-resilient data (e.g., images), but are unsuitable for general-
purpose workloads.

2.4.2 Compression in Scratchpads

DNNs have been applied to different applications and achieved dramatic
accuracy improvements in many tasks in recent years. These works rely on
deep networks with millions or even billions of parameters, and megabytes
to gigabytes of footprint.

Reducing off-chip memory accesses in AI applications saves a lot of en-
ergy [58, 105]. Scratchpads are high-speed memories used to hold data for
rapid retrieval and are explicitly manipulated by applications. Therefore,
there has been a lot of focus to improve the on-chip memory requirements
and footprint. Broadly, these works propose to employ novel methodologies
to make machine learning models more efficient. Efficient models are mod-
els with compressed values (i.e., weights, activation maps, etc.) and similar
performance (i.e., accuracy) having less computation and memory demand.
For the purpose of this thesis, we only focus on the two common techniques,
pruning and quantization.

Model Compression

Model (weight) compression techniques, which the majority of the DNN
compression proposals focused on [29, 30, 33, 67, 81, 94, 102, 107, 115, 116,
122, 131, 135, 146, 177, 234, 251, 274], can be divided into the following
general categories:

• Pruning: explores the redundancy in the model weights and try to
remove the redundant and uncritical ones. This makes the model small
yet sparse, thus reducing the off-chip memory access [67, 107, 122, 177].

• Quantization: allows the model to operate in a low-precision mode,
thus reducing the required storage capacity and computational cost [33,
81, 94, 131, 146].

• Low rank factorization: uses tensor decomposition to estimate the in-
formative weights of the DNNs [135, 234, 251].
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• Transferred convolutional filters: designs special structural convolu-
tional filters to reduce the weight space and save storage and/or com-
putation [29, 30, 102, 274].

• Knowledge distillation: learn a distilled model and train a more com-
pact neural network to reproduce the output of a larger network [115,
116].

Early works on model pruning showed that it is effective in reducing net-
work complexity and addressing the over-fitting problem [96]. The Optimal
Brain Damage [20] and the Optimal Brain Surgeon [21] methods, reduced
the number of connections based on the Hessian of the loss function. A fol-
lowing trend in this direction is to prune redundant, non-informative weights
in a pre-trained DNN model [106].

Prior work on DNN inference has established that it is unnecessary to
represent data — both model weights and model activations — at full (32-
bit) precision [94, 131, 146]. Often, instance, bit-widths can be reduced from
32-bit to 8-bit precision (reducing the memory footprint by 4ˆ) while in-
curring a top-1 accuracy drop of under 1% [96] on large-scale datasets such
as ImageNet [209].

Limitations: Pruning has become common practice to make compressed
sparse networks but one major issue those proposals are facing is their need
to train a network, prune, and then retrain to get the efficient sparse net-
work [92]. This means that they will see a negligible memory and compu-
tation savings over course of training a network. While this saves energy
at inference time, training the pruned network takes more time and en-
ergy than training an equivalent dense network to the same accuracy. Skip-
ping the pre-training step is not an option: even if oracular knowledge of
the pruned model connectivity is assumed, training the pruned model from
scratch sacrifices accuracy compared to the original network [107, 159].

Several works [179, 278] achieve only small pruning factors and suffer
accuracy loss. Some [84, 278] prune the model very gradually; this implies
(i) no peak memory footprint reduction, (ii) mediocre energy savings be-
cause the average sparsity is low during most of the training process. The
remaining technique [92] maintains the target weight sparsity throughout
training, but gives up computation sparsity — a significant drawback for
training, where weights are usually 32-bit floating-point numbers that are
energetically expensive to multiply.

The issue with the existing quantization based methods is that typically
they cannot achieve substantial memory savings without losing too much
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accuracy. Methods that quantize models after training, suffer from this more
severely. To compensate for this accuracy loss, several works proposed to
perform the quantization while training the network which again hinders
training-time storage savings. Ideally, we want a mechanism that has the
benefits of the efficient model from the beginning of the training task.

Finally, the majority of the DNN compression mechanisms miss com-
pression opportunities as they focus on the weight compression, however,
the activation maps have become the dominant data type in the modern
compact networks like ShuffleNetV2 [281] and MobileNetV2 [216]. Compres-
sion techniques are more difficult to apply to activations because activations
change for every input while weights stay constant once the model is trained.
Activation maps must be compressed dynamically, so the model cannot be
retrained offline to reverse the accuracy drop due to activation quantization,
as is commonly done with weight quantization [61, 106].

Activation Compression

DNNs not only can be accelerated by compressing weights, but also by mak-
ing the activation maps efficient. Unlike weights that are trainable parame-
ters and can be easily adapted during training, activation maps need special
consideration as they are input dependant and are generated dynamically
at the runtime.

Activation map size plays an important role in power consumption and
memory footprint of DNNs [58, 105]. In low-powered AI accelerators, on-
chip memory is extremely limited [54, 58, 105]. The accelerator is bound
to access both weights and activations from off-chip DRAM, which requires
approximately 2 orders of magnitude [58] more power than on-chip access,
unless the input/output activation maps and weights of the layer fit in the
on-chip memory.

Most modern Convolutional Neural Networks (CNNs) use the Rectified
Linear Unit (ReLU) as an activation function. As a result, a large per-
centage of activations are zero and can be safely skipped in multiplications
without any loss. One issue with pruning is that it introduces imbalance in
the working set, and so, compression may not translate directly to faster in-
ference since modern hardware exploits regularities in computation for high
throughput.

Zero-skipping input activation maps to save computation and storage
is widely used in AI accelerators [23, 105, 193]. A network would greatly
benefit in terms of memory usage and model acceleration by effectively
sparsifying even more activation maps. One drawback for pruning meth-
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ods is that they usually requires long fine-tuning times that may exceed the
original network training, for example by a factor of 3 or larger [177] in
the case of EIE [105]. There has been some work to prune the activation
channels [52] or to make activation maps sparser [87] using regularization
terms. Regularization-based pruning techniques require per layer sensitivity
analysis which adds extra computations.

Similar to quantization for model weights, there has been some work
on quantizing the activation maps, such as [48, 96]. These methods usually
suffer from huge accuracy drops in low bit-widths and need retraining before
they can be used.

Limitation: A drawback which is more prominent in compressing the
activation maps of networks is that reducing the bitwidth of the data to very
low bit-widths (i.e., below 6 bits) to date resulted in significant accuracy
degradation [125, 229], limiting the benefits.

Methods like quantization-aware training [61, 95] and fine-tuning [106]
try to mitigate the accuracy drop due to activation quantization during the
training phase, by calibrating quantization ranges on different inputs. How-
ever, they generally require access to at least some of the training data as well
as the details of the training procedure (hyperparameters etc.), something
often impossible with commercial vendors on account of security, privacy, or
trade secret concerns.

To address this challenge, recent work has proposed post-training quan-
tization (PTQ) techniques that do not require access to the original training
data [48, 164]. While these PTQ techniques are effective in quantizing acti-
vations down to 8 bits, they fail dramatically at lower bit-widths. Figure 2.10
shows the impact of low-bitwidth activation maps on the top-1 model accu-
racy using the best state-of-the-art method [48].

2.4.3 Addressing the Limitations of Prior Methods

Existing compression methods suffer from either a small compression ra-
tio, high hardware complexity, large decompression latency, or unacceptable
quality losses. These limitations restrict the expected benefits from the com-
pression task. There are lots of applications that are already increasing in
size [38, 43, 114] and contain considerable amount of redundant and similar
data that prior methods are not leveraging.

We capture larger amount of on-chip data: Throughout this disser-
tation, we develop novel compression techniques for on-chip data to further
reduce the memory footprint of workloads by considering and compressing
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Figure 2.10: Impact of best state-of-the-art activation value quantization
method [48] on the top-1 inference accuracy of the MnasNet1 0 network.

a larger amount of on-chip data that are dynamic and constantly changing.
This, essentially enables the compression method to capture more relevant
data and make better compression decisions.

We leverage data similarity, not just redundancy: We observe
that there are similarities among data stored in on-chip memories caches
and scratchpads, which we leverage towards developing efficient compression
methods.

We use dynamic clustering: We group data by searching the entire
on-chip memory and clustering or partitioning. The grouping is performed
based on statistical properties, similarity, and importance of data. Then we
apply specific compression to each group.

We utilize hardware-friendly algorithms: In order to convert these
compression methods to on-chip savings, we use hardware-efficient variants
of sorting and dynamic clustering methods.
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Chapter 3

Leveraging Redundancy
Within and Across Blocks

In this chapter1, we argue that in order to develop an efficient compression
method, it is essential to consider data redundancy both across and within
data blocks. In general, redundancy in workloads varies widely. Some bench-
marks have only intra-block redundancy, some only inter-block redundancy,
and there are several workloads that showcase both types of redundancy.
Moreover, we show that caches can be comprise a lightweight decoupled
approximation stage to reduce the redundancy in data.

To this end, we propose an in-hardware compression technique, 2DCC,
that leverages both the inter and intra block redundancies: it allows working
sets that contain either type of redundancy to be compressed while also
enabling compressing working sets that contain both types of redundancy.
We also demonstrate that approximation and compression are orthogonal,
complementary techniques that should be decoupled in cache designs and
propose a cache compression method for approximate data.

First, we illustrate the opportunity in the state-of-the-art cache com-
pression methods missed by not capturing the data redundancy in various
granularities dynamically. Next, we overview the proposed cache architec-
ture and describe the cache operations needed when a new line is inserted
and evicted from the cache, followed by the new structures and operations
added to support both types of redundancies in 2DCC. Because this requires
decoupling cache structures, replacement policies become a challenge. 2DCC
therefore uses separate replacement policies for the tag array and the data
array, which optimizes for both reuse and space savings. Then, we study
extensive set of benchmarks, categorize them based on their cache foot-
print, and evaluate 2DCC on them. When applied to the LLC in a server-
class CPU, compared with best prior methods that compressed the cache
to only 1.43ˆ–1.49ˆ, 2DCC achieves 2.12ˆ geomean compression factor

1Parts of this chapter appear as: A. Ghasemazar, M. Ewais, P. Nair, M. Lis, “2DCC:
Cache Compression in Two Dimensions,” In DATE, 2020.
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Figure 3.1: Space reduction in last-level cache images (100 per benchmark)
using entropy encoding (Huffman compression). The x-axis shows encoding
within each cache block (symbol size of 1 byte); the y-axis shows encoding
across cache blocks (symbol size 64 bytes). 0% indicates that no compression
was possible while 100% would indicate that the entire cache was completely
compressible. These results provide a motivation for 2D cache compression.

across cache sensitive subset of SPEC CPU2017 [14], SPEC CPU2006 [114],
and PARSEC [38]. 2DCC resulting in a geomean 11.7% speedup compared
with best prior methods given the same silicon budget. Finally, we propose
an approximate cache compression mechanism where approximation and
compression stages are decoupled, and evaluate it on extensive set of bench-
marks. When applied to LLC, it achieves better compression than bespoke
approximate caches.
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3.1 Beyond Single Type of Redundancy

As discussed in chapter 2, state-of-the-art cache compression methods [21,
78, 104, 191, 200, 242, 250, 260] have tried to increase effective cache capacity
by focusing on either inter-block or intra-block data redundancy, however,
real workloads exhibit a wide variety of redundancy patterns. To demon-
strate this, we estimated intra-block and inter-block entropy in last-level
cache snapshots from a range of SPEC [114] and PARSEC [38] benchmarks
(see section 5.6 for details) by using Huffman compression [126]. To estimate
inter-block entropy, we compressed the entire cache using 64-byte symbols
(i.e., one cache block); to estimate intra-block entropy, we compressed each
block independently using one-byte symbols.

Figure 3.1 shows how much space can be recovered for each benchmark
by taking advantage of inter-block entropy (y-axis) and intra-block entropy
(x-axis). Some benchmarks show significant savings by using only one type
of redundancy: for example, lbm has many identical blocks which are gen-
erally not amenable to intra-block compression, while the blocks cached by
canneal have intra-block value redundancy but most cache blocks are differ-
ent. Others, such as bwaves and roms, contain a mixture of identical blocks
and some compressible blocks. (The outlier, GemsFDTD, has nearly all of
its working set filled with zeros and is therefore trivially compressible.)

For example, Figure 3.2(a) shows cache block fragments of last-level
cache snapshots for three benchmarks, along with the number of exact copies
of each block found in the cache.

The top panel shows three blocks of the destination grid written in-
side LBM performStreamCollideTRT() in lbm r. The cache block is filled
with 64-bit floats, which differ enough that intra-block compression (e.g.,
B∆I [200]) is ineffective. Because of fluid flow symmetry, there are multiple
copies of many cache blocks, all of which can potentially be deduplicated,
allowing the size of the cache snapshot to be reduced by 67%.

The middle panel shows three blocks addressed by swap locations() in
canneal. In contrast to lbm r, the working set contains no duplicate blocks.
However, there is substantial intra-block redundancy: the data consists mainly
of small 32-bit integers (netlist elements and locations). This allows the cache
snapshot size to be reduced by 61%.

Finally, the third panel shows cache blocks from roms r, an ocean fore-
casting model. The locality of behaviour within an surface patch, together
with similarities across some patches, creates both intra-block and inter-
block redundancy: many cache blocks in the working set are present in sev-
eral copies, and each contains 64-bit floats that are close to one another.
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Figure 3.2: (a) Redundancy in LLC snapshots of three benchmarks: lbm r
shows inter-block redundancy: the three cache lines shown appear twice, 6
times, and 4 times; canneal shows different blocks each of which has a com-
pressible 0 prefix; in roms r, blocks appear in multiple copies but words also
have similar prefixes. (b) Cache space saved using inter-block compression
(y-axis) as well intra-block compression (x-axis) for these LLC samples.

For these cache snapshots, taking advantage of both forms of entropy can
potentially save 91% of the cache space.

Figure 3.2(b) shows the potential cache silicon savings for intra-block (x-
axis) and inter-block (y-axis) entropy by using an ideal compression method
on the cache snapshots analyzed.

3.2 Architecture and Operation

Unlike conventional caches, which store one full (e.g., 64-byte) data block
for every tag, compressed caches can either store multiple blocks in the same
space [20, 21, 200, 260] or store only one block for multiple tags [242]; 2DCC
similarly decouples the tag and data arrays. In contrast to prior approaches,
each tag may point to an 8-byte segment anywhere in the data array rather
than to only one index or a few possible locations; this maximizes data
array utilization. To avoid storing duplicate blocks, multiple tags may point
to the same segment. To detect inter-block redundancy, 2DCC adds a third
structure — the hash array — which stores summaries of cached blocks and
allows the controller to quickly identify duplicate lines.

When a 2DCC cache inserts a new block, it checks whether an identical
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block is already present; if the block is a duplicate, then a reference to the
existing block is inserted instead. If the block is unique, 2DCC attempts to
compress it and store it in a part of a line in the cache’s data array, with
the rest of the line usable by other compressed cache blocks.

This approach presents several challenges. Firstly, duplicate cache blocks
must be detected quickly. Secondly, allocating and evicting blocks with dif-
ferent compression factors must not cause fragmentation. Finally, the vary-
ing compressibility of workloads means that the cache may be limited by
either tag storage or data storage, with each storage structure requiring a
separate and different replacement policy.

3.2.1 Cache Architecture

2DCC cache consists of three structures: Data array, Tag array and Hash
array. Figure 3.3 illustrates these three structures and shows how these com-
ponents are interconnected with pointers.

Data Array

Storage of variable-sized blocks is accomplished by segmenting each set in
the data array into eight-byte segments (similar to prior work [200]): a single
cache block may occupy from one up to eight contiguous segments depending
on the compression factor.

Because the tag array is decoupled from the data array (unlike in [200])
and the cache can store more tags than uncompressed blocks, 2DCC may
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need to evict blocks when space in the data array runs out even if some tags
are still free. To identify the tags that point to a given data segment, 2DCC
uses a per-segment back-pointer to one of the corresponding tags.

To support the data array replacement policy, each segment also stores
a count of tags pointed to it. A free-list bit vector is used to allocate entries
and manage free space in the data array. Upon insertion in the cache, the
controller consults this free-list to find an empty set with free blocks, and
the compressed is inserted there. This helps the replacement policy to avoid
evicting blocks due to space limitation in a particular set, while there are
empty sets (example in section 3.2).

Tag Array

As in a conventional set-associative tag array, each entry contains the tag
itself, tag replacement policy state, and validity/coherence state. Each entry
also specifies the compression encoding. The tag entry also contains a “data
pointer” to identify the segment(s) storing the cached block.

Finally, multiple tags that point to the same data segment form a doubly-
linked list, used to remove all tags associated with an evicted block, and to
form a free-list of unused tags.

Hash Array

To detect identical cache blocks, 2DCC needs to compare the contents of
an incoming block with the contents of blocks that are already cached. Nat-
urally, scanning through the entire cache is not an option. Instead, 2DCC
detects candidates for deduplication by storing hashes of block contents in a
separate small hash array. Because the common case is that incoming lines
are unique, the hash array essentially serves to filter out most lines that
cannot be deduplicated.

The hash array is a set-associative table. Each entry points to the data
array segment where the original block is stored. (This is safe even if the orig-
inal block is modified or evicted, as hash collisions mean that hash matches
must in any case be verified against the full cache block.) Based on our ex-
periments, storing only 1024 hashes is the hash array is sufficient to capture
nearly all possible deduplication while reducing the hash collisions to less
than 1%.

In operation, each incoming block’s contents are hashed using a 64-bit
H3 hash [214]. If the hash is not found, insertion proceeds normally. If the
hash matches (i.e., a duplicate block may already exist in the cache), the

41



Read 
Request

Read 
Serviced

Data Array
Access

Tag Hit ?

Evict
Victim Tag

Evict DataLine
& change LL

Req from 
Memory

Hash & 
Compress

Hash Hit?
Data 

Similar?
Insert

Tag In LL

Insert Hash &
Pick Victim Data Set

Enough 
Space ?

Insert 
Data &Tag in LL

Pick Victim
Segment(s)

Evict 
Associated 

Tag(s)

N

Invalid
Line

N

N

Y

a)

b)

c)

End

N Y

YY

7

88

77

33 44 6655

66
22

11+1+1 +1+1

+1+1 +1+1

+1+1
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block it points to is fetched from the data array and the actual data are
compared; if the data are identical, then the line is deduplicated, otherwise
it is inserted as a new block.

3.2.2 Cache Operation

2DCC operation is largely similar to that of a conventional cache, with some
differences due to tag/data array decoupling and the need to deduplicate and
compress stored data. We detail those differences below.

Reads, evictions, and insertions. The operation of these accesses is illus-
trated in Figure 3.4. The critical-path portion of read accesses — both hit ¶

and miss · — corresponds to a conventional cache.
The hash and the compressed line size are calculated off the critical

path ¸ ¹. If the hash exists in the hash array, the new block is a deduplica-
tion candidate, and the existing block is retrieved from the data array and
compared against the newly arrived data º to determine if the block is a
duplicate.

If the entry is to be deduplicated, an unused tag is obtained either from
the tag free list or by evicting an existing tag ». If the entry cannot be
deduplicated, a data entry is also allocated, possibly following an eviction
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Figure 3.5: Example of compressing a 64-byte cache block from roms r (d1
from Figure 3.6). The block consists of 64-bit floating-point numbers whose
values are close; they are compressed to a 64-bit base value followed by eight
32-bit offsets, for a total compressed size of 36 bytes.

of some data segments and their associated tags ¼. If the entry was not
deduplicated, its hash is also inserted into the hash array to enable future
deduplicaton ½.

Writes. Writes reflect those in a conventional cache: with inclusive write-
back caches, which we use in this work, write requests always hit, and execute
off the critical path.

Writes may also change the compressed size. In parallel to the tag access,
therefore, the hash of the contents is computed; if this hits in the hash array,
the relevant block is fetched and compared to the newly written data. If the
newly written block can be deduplicated, the data pointer swings to the
existing copy and the redundant segments are freed.

If the written block cannot be deduplicated, it is first re-compressed. If
it fits in the same number of segments, the data array entry is overwritten,
possibly freeing some segments. If the line is larger, victim segments are
selected from the data array before inserting the block as if it were a new
insertion.

Intra-block compression/decompression. For compressing individual cache
blocks, we use the B∆I compression method [200]. Briefly, B∆I calculates
the mean of the words in the block to determine the number of bytes needed
to express the distance from this base value or from 0. If all distances can
be expressed in fewer bytes than the original value (e.g., 4 bytes), the com-
pressed block consists of the base value followed by a sequence of distance
offsets used to reconstruct the original words in the cache block. Decom-
pression consists of adding the offsets to the base, and is completed in one
cycle.

Figure 3.5 shows an example of this process. The block (d1 from Fig-
ure 3.6) consists of 64-bit floating-point numbers whose values are close. The
intra-block compression reduces the block to 40 bytes (an 8-byte base value
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followed by eight 4-byte offsets), and compacts it to take up 5 segments in
the set.

3.2.3 Walk-through Example

In order to better understand the operations, we describe the cache operation
by tracing “the life of a cache block” on a tiny version of 2DCC in Figure 3.6
with an example from the roms r ocean simulation workload. We begin with
the state in panel (a), with one uncompressible, unduplicated block in the
cache with tag t0 and data d0, such as block L0 in Figure 3.2(a).

In panel (b), a lower-level cache requests an address with tag t1, which
misses in the tag array ¶ and triggers a backing memory request for its
data d1. When d1 arrives, it is compressed to d1-c, and, in parallel, hashed
to search for duplicates ·. The hash is then looked up in the hash array
to determine whether the block can be deduplicated, but as it is the first
occurrence of this data, the lookup fails.

To insert the new block in the cache, the controller consults the freelist to
find that set 1 has a free block, and the compressed d1-c is inserted there ¸.
At the same time, t1 is inserted in the tag array with its data pointer set to
point at d1-c and vice versa ¹, and the hash for d1 is inserted in the hash
array º.

In panel (c), a lower-level cache requests an address with tag t2, which
also misses in the tag array »; this triggers another memory request. Once
data block d2 arrives, it is compressed (to d2-c) and hashed as before ¼.
This time, however, the hash hits in the hash array with the entry pointing
to d1-c, indicating that d2 is a possible duplicate of d1 ; to verify this, d1-c
is retrieved and compared against d2-c. An exact match is determined, the
deduplication count in d1-c is incremented ½, and t2 is inserted into the
tag array pointing to d1-c ¾.

3.2.4 Replacement Policies

As described in earlier, 2DCC has three decoupled structures: a tag array,
a data array, and a hash array. Unlike in a conventional cache, the three
arrays have different goals and need different replacement policies.

Tag array: The goal of the tag array replacement policy (RP) is to pref-
erentially retain addresses likely to be accessed in the future. The RP should
therefore be the same as the equivalent conventional cache RP. In this work,
we use the least-recently-used victim selection with most-recently used in-
sertion (LRU), but other eviction policies may be more appropriate for large
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Figure 3.6: Example of 2DCC operation on lines from roms r benchmark:
(a) initial state; (b) insertion of unique but compressible block; (c) insertion
of a new block whose data is identical to that of panel (b).
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caches and specific workloads [86, 252, etc.].
Data array: The data array, on the other hand, provides storage space

for the blocks identified as likely to be re-referenced. The storage is many-
to-one: when several cache blocks contain the same data, one data array
entry will be shared among several tags. When evicting a data array entry,
all of the tag array entries that point to it must also be evicted. This makes
conventional cache victim policies, which do not account for the cost of
evicting multiple tags, unsuitable.

Observe that the policy does not need to consider which blocks are likely
to be re-referenced, as the tag array replacement policy already ensures that
only useful blocks are cached. The goal of the data array, therefore, should
be to enable the tag array to store more blocks. Our policy has three stages:

1. If a set in the data array is free, insert the block there.

2. Otherwise, attempt to find space in a partly occupied block: randomly
select four sets, and, if one of them has enough space, insert the new
block there.

3. Finally, examine the four blocks from step 2, and select the one that
(a) has enough space, and (b) minimizes the number of evicted tags
from the tag array.

In effect, this process combines a random sampling process with a selection
policy that retains the most deduplicated entries.

Hash array: The main purpose here is to enable deduplication of blocks
stored in the data array. Thus, the hash array should identify (a) currently
cached blocks whose contents are likely to reappear in other, soon-to-be-
accessed blocks, and (b) incoming blocks whose contents are likely to reap-
pear later. We therefore use the LRU policy applied to content hashes.

3.3 Methodology

We extended ZSim [213] to implement 2DCC and the state-of-the-art hard-
ware compression techniques for intra-block compression (B∆I [200]) and
inter-block deduplication (Dedup [242]). We modeled detailed event timing
and interconnect congestion for both on- and off-critical-path events. The
simulated system is shown in Table 3.1; compression was applied to the L3
level only. We used CACTI 6.0 [138] to estimate silicon area requirements,
including all data structures for each compression method. For all perfor-
mance studies, we normalized the three designs to the same silicon area.
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CPU i5-750-like: x86-64, 2.6GHz, 4-wide OoO, 80 entry ROB

L1I 32KB, 4-way, 3 Cycle access lat, 64B lines, LRU

L1D 32KB, 8-way, 4 Cycle access lat, 64B lines, LRU

L2 Private, 256KB, 8 way, 11 Cycles lat, 64B lines, LRU

L3 Shared 1 MB, 8-way, 39 Cycles lat, 64B lines, 8 banks

Memory DDR3-1066, 1GB

Table 3.1: Configuration of the simulated system.

We used an extensive set of integer and floating-point applications from
SPEC CPU2017 [14] and PARSEC [38], as well as those applications from
SPEC CPU2006 [114] that are not in CPU2017. All were run with large
input sizes (native in Parsec and reference in SPEC). Simulations skipped
the first 40 billion instructions, and then sampled the last 20% of each 1
billion instructions for a total of 40 billion instructions.

Sizing data structures
Sizing decoupled structures (tag, data, and hash arrays) under a fixed sil-
icon area budget is key to our design. In 2DCC, we must make two sizing
decisions: (a) the ratio of tags to raw data blocks (which must exceed 1
to enable compression) and (b) the size of the hash array that captures
inter-block redundancy.

Tag array vs. data array
We observed that the compressibility of cache blocks varies not only among
applications, but also among different phases within an application, from as
low as 1ˆ in streamcluster to more than 10ˆ in fotonik3d r. Similar to prior
work [242], we allow the cache to store four times more compressed lines
than uncompressed lines.

Hash Table
For the hash array, the tradeoff is between, on the one hand, reducing the
silicon footprint to make more space for tags and data entries and, on the
other hand, making it large enough to capture enough of the inter-block
redundancy.

To examine the design space, we compared an oracle hash table — which
searches the entire cache for a match — against hash array sizes from 64 to
16,384 entries. In our experiments, 99.2% of the locality was captured with
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Baseline B∆I [200] Dedup [242] 2DCC
T

a
g

#Entries 16384 49152 40960 36864
Entry Size 39b 49b 85b 93b
Total Size 78KB 294KB 425KB 414KB

D
a
ta

#Entries 16384 12288 10240 9216
Entry Size 512b 512+0b 512+16b 512+104b
Freelist 1152b
Total Size 1024KB 768KB 660KB 694KB

H
a
sh

# Entries - - 1024 1024
Entry Size - - 3B 3.375B
Total Size - - 3KB 3.375KB

Total Size 1.08MB 1.05MB 1.07MB 1.08MB

Table 3.2: Storage allocation. All compressed caches are sized to fit in the
same silicon size of a 1MB conventional cache with 48-bit address space.

1,024 entries (64 sets ˆ 16 ways), with a collision rate of ă 1%. We use this
hash size for the remainder of the experiments.

Silicon area allocation
We configured 2DCC as well as our three baselines to match that of a conven-
tional, uncompressed cache with 1MB of data storage. For the compressed
caches, the total space available in the data array is less that 1MB because
more of the available silicon budget must be dedicated to tags; Table 3.2
shows space allocation details.

Metadata for each conventional cache tag entry consists of valid, dirty,
and LRU bits. 2DCC adds 4 bits for the compression type encoding, 32 bits
for the previous and next tag pointers, and 17 bits for the data pointer (11
bits to index the set and 6 bits to index the segment within that set). B∆I
adds 10 bits over the conventional cache for compression-type encoding and
the segment pointer. Finally, Dedup tag entries add 32 bits for tags pointers
and 14 bits for the data pointer. Data array overheads in 2DCC are 16 bits
per segment for the tag list pointer, while Dedup has one 16-bit pointer for
each cache block. 2DCC also requires a hash array, with each entry consisting
of 10 bits for the hash tag and 17 bits for the data segment pointer; Dedup
has a similar table but uses only 14 bits for the data pointer.
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Figure 3.7: The bubble sizes represent storage savings due to combined intra-
and inter-block compression, plotted against different compression factors.
Z is the amount of savings due to all-zero blocks.

3.4 Evaluation Results

3.4.1 Effectiveness of 2D compression.

Figure 3.7 shows the inter-block compression factor for each possible intra-
block compression factor averaged over all benchmarks; the bubble size
shows how much cache area was saved due to a specific combination. The
largest savings — 16.9% of cache — come from blocks that cannot be com-
pressed by themselves, but can be deduplicated, on average, 1.4ˆ (bubble
A). The next 12.1% is saved by blocks that cannot be deduplicated, but are
amenable to intra-block compression with a compression factor of 1.6ˆ on
average (B). Significant additional savings (14.3% cache space total) come
from blocks that are both compressible within each block but also identical
to other blocks (C, D, E). Finally, 9.5% cache space is saved by using a
special representation for zero-only blocks.

This validates the 2DCC intuition: both choosing the appropriate com-
pression for each block (A, B) and using both compress

3.4.2 Compression Analysis

Figure 3.8(a) shows the cache space needed by different workloads using
2DCC compared to state-of-the-art methods for intra- (B∆I [200]) and inter-
block compression (Dedup [242]), normalized to a conventional cache. The
compressed size indicates the ratio of number of tags in the cache over the
number of data blocks (compressed and uncompressed) which varies among
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Figure 3.8: Cache occupancy, cache miss rates, and performance improve-
ments of 2DCC compared to iso-silicon B∆I (intra-block) and Dedup (inter-
block) caches, normalized to an iso-silicon conventional (uncompressed)
cache for the cache-insensitive subset of benchmarks.
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Figure 3.9: Cache occupancy, cache miss rates, and performance improve-
ments of 2DCC compared to iso-silicon B∆I (intra-block) and Dedup (inter-
block) caches, normalized to an iso-silicon conventional (uncompressed)
cache for the cache-sensitive subset of the benchmarks.
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different phases within an application. We report averages over the entire
program runtime from an execution-driven simulation (see Section 3.3). All
caches take the same silicon area as a 1MB conventional cache (see Ta-
ble 3.2).

On average, 2DCC is able to reduce the cache footprint to 47.2% of the
original footprint (i.e., 2.1ˆ compression), a substantial improvement over
B∆I (67.1%) and Dedup (69.2%).

3.4.3 Miss Rates Analysis

We divided the benchmarks into cache sensitive (S) and cache insensi-
tive (NS): we consider a benchmark to be cache insensitive if there is ă 3%
change in MPKI when the conventional LLC size is doubled (this typically
means that their workloads mostly fit in the L2 or even L1D cache).

Figure 3.8(b) shows that 2DCC reduces cache misses per 1,000 instruc-
tions (MPKI) by 1.6ˆ compared to 1.3ˆ for B∆I and 1.2ˆ for Dedup on
average for the cache sensitive benchmarks. At the same time, the MPKI im-
pact of cache compression on the cache-insensitive benchmarks is negligible
(1.6%)

3.4.4 Cost Analysis

As with every compressed cache, there can be various overheads:
Area Impact: As described in section 3.3, all compressed caches are

sized to fit in the same silicon size of a 1MB conventional cache. Therefore,
2DCC incurs no area overheads.

We also implemented and synthesized the B∆I scheme [200]. The com-
pression/decompression units require 0.037mm2 (20k nand gates) for its
logics, which at 45nm is less than 1% of the silicon area required for even a
1MB cache.

Latency Impact: Latency overheads of 2DCC is very similar to Dedup
cache; as our technique and Dedup breaks the direct mapping between the
tag and data array, this means one additional data array lookup for locating
a data block in data array. This is a sequential event and cannot be masked
by requesting the tag and data in parallel, therefore we model it by adding
an extra access latency.

Another additional latency is due to having the compressed blocks. To
model the additional latency due to decompression, which is also on the
critical path of read requests, we use +1 cycles for both B∆Iand 2DCC
which is on par with [200]. We also experimented with +2 and +3 cycles
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Cache Size(MB) Dynamic read energy Leakage power

Conv. 1 0.35 nJ 677.66 mW

B∆I 1 0.37 nJ 679.21 mW
Dedup 1 0.39 nJ 699.70 mW
2DCC 1 0.39 nJ 695.16 mW

Table 3.3: Dynamic energy and leakage power of compressed caches and
conventional of 1MB (silicon area of 2.52mm2) in 32nm technology.

and observed that when decompression latency of 2DCC increases from 1
to 3 cycles, performance degrades by less than 0.6% on average.

Multiple tag eviction: In a compressed cache, there are cases which
multiple cache blocks may need to be evicted because evicting a single cache
block may not create enough space for the incoming or modified block. First,
when a new cache block is inserted into the cache. Second, when a block
already in the cache is modified such that its new size is larger than its old
size. In both cases, with the help of replacement policy, the cache evicts
multiple cache blocks to create enough space for the incoming or modified
blocks. Such a policy can increase the latency of eviction due to multiple
tag evictions. We also investigated whether evictions of multiple tags are a
significant problem, by measuring the ratio of evicted tags to cache accesses.
Because of its better compression, 2DCC has the lowest eviction rate of 0.032
evictions per access, compared to 0.049, 0.042, and 0.041 for the conventional
cache, B∆I, and Dedup, respectively. This means that multi-tag evictions
are very rare, and do not have any performance impact.

Energy and power Impact: We used CACTI [138] to measure the
latency, read energy, and leakage power of 2DCC and the three baselines (see
Table 3.3); results show that 2DCC uses 11% more energy for each read, and
has a 2.5% leakage power overhead. The added per access overhead of 0.04nj
is trivial compared to the energy of accessing external DRAM (32.61nJ using
the same CACTI model). This means that 2DCC can actually save energy
when the entire memory hierarchy is considered (by calculating the total
added power of compressed cache and total power saved by accessing off-chip
DRAM less frequently). We investigate this in more details in the following
chapter.

The B∆I decompression/decompression power is also 7.4 mW/20.59 mW
on average [200] which is a negligible number compared with the power
consumption of the entire processor.
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3.4.5 Speedup Analysis

Figure 3.8(c) shows that the lower MPKI allows 2DCC to improve perfor-
mance (IPC) by 11.7% for the cache-sensitive benchmarks, vs. 7.3% for B∆I
and 5.2% for Dedup. Cache-insensitive benchmarks can suffer a slight perfor-
mance degradation (avg. 2.6%): for example, bwaves is highly compressible
but cache-insensitive, so the compression/decompression latencies are not
offset by more frequent cache hits.

3.5 Reducing Redundancy with Approximation

3.5.1 Approximate Value Locality In Caches

Prior approximate cache proposals [173, 211] have observed that many values
stored in a cache are so close that replacing one value by another makes little
difference to the effectiveness of many applications; approximate caches can
substantially increase effective cache capacity by taking advantage of the
approximate value locality. This locality can be converted to increased cache
capacity by detecting cachelines with approximately equal value sequences,
storing only one of those lines in the cache, and returning an acceptable
approximation when a line is retrieved. For example, Doppelgänger [173]
treats the average of all values in the cacheline as a “signature” and stores
only one representative cacheline for each signature.

3.5.2 Decoupling Compression and Approximation

Existing designs, share two significant limitations. First, because they are
in effect lossy compression techniques, they can only compress data that
identified as approximable (e.g., by the programmer), and are of little use
for applications where approximation is not practical. Second, because ap-
proximation is an integral part of the lossy compression mechanism, they
can only compress approximable data that fit a single redundancy pattern:
for example, Doppelgänger captures value similarity between cachelines, but
ignores value similarity within each cacheline [173], and Bunker Cache is
only effective on image-like data [211]. Both of these are serious barriers to
adoption in commercial CPUs.

We argue that approximation and compression are orthogonal, comple-
mentary techniques that should be decoupled in cache designs. Such a de-
sign, illustrated in Figure 3.10, would comprise two stages: (a) a lightweight
approximation stage, applied only to data identified as approximable, and
(b) a cache compression stage, applied to all data, that leverages one of the
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Figure 3.11: Approximating and compressing a cacheline from jmeint [178,
263] using a base-delta representation [200].

many existing cache compression proposals [21, 26, 56, 88, 191, 200, 242?
]. To demonstrate the practicality of this approach, we combine approxima-
tion with 2DCC as well as the two other representative compressed caches,
B∆I [200] and Dedup [242]. The decoupled paradigm allows the designer to
choose a compression algorithm that is suitable for the application rather
than one that is dictated by the approximate cache design, which in turn
can result in better space savings: simulations on a range of applications
from AxBench [263], Parsec [37], and SPEC [114] show that, under the
same quality-of-results criteria, decoupled designs achieve up to 63% more
compression (7.4ˆ geomean) than a bespoke design like Doppelgänger.

Importantly, decoupled designs can also compress non-approximable data,
potentially making approximate caches more attractive for commercial ap-
plications.

3.5.3 Methodology

Quality of results criteria
For all benchmarks, we determined quality cutoffs where degradation was
(a) barely noticeable visually or (b) did not compromise the purpose of the
benchmark. The quality metrics are shown in Table 3.4.

We focused on floating-point array structures, and applied the maximum
single approximation level suitable for the entire workload; more approxima-
tion may be possible by using per-datastructure levels. Approximation and
compression are applied only at the LLC level whenever a new cacheline is
brought in from DRAM; decompression and deapproximation are applied
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BM fp64/fp32 Quality BM fp64/fp32 Quality

swaptions 45/0 MSEă1 fft 0/17 MSEă82.5
streamcluster 0/11 AE=0% sobel 0/18 PSNRą60
calculix 47/0 MSE=0 vips 43/17 PSNRą60
inversek2j 0/17 MSEă5e-3 milc 32/0 MSEă5e-8
blackscholes 0/18 MSEă5e-3 ferret 0/5 AE=0%
K-Means 0/6 PSNRą50 namd 32/0 AEă1e3
cactusADM 38/0 MSEă2e-7 jmeint 0/17 REă5e-3

Table 3.4: Quality cut-off levels for fp64/fp32 and QoR criteria.

whenever the line is read or written.

Bespoke approximate cache
We implemented Doppelgänger [173], the best-performing approximate cache
proposal to date (the more recent Bunker Cache [211] has worse compres-
sion [211, fig. 22]) Value ranges for the approximation maps were taken from
recorded runtime minimum and maximum values in the manually annotated
approximable regions of each benchmark using the 14-bit map space.

Decoupled approximation scheme
To approximate floating-point numbers, we zero the s rightmost bits of the
mantissa, where s is chosen per application according to the QoR metrics
above; we then right-shift the entire value by s bits. When an approximate
value is fetched, we left-shift the stored value by s bits and use that to service
the request. This mechanism, illustrated in Figure 3.11(a), naturally lends
itself to a simple, fast hardware implementation.

Like prior work [173, 211, 212], we assume that approximate data struc-
tures are annotated by the programmer. In our design, the approximation
level s is included in every cache request, as is a single bit identifying the
datatype (fp32 or fp64); this can be implemented either by extending the
ISA with approximate variants of load/store instructions or by adding a
hardware region lookup table that can be filled by the application and con-
sulted during load/store execution.

To fairly compare with Doppelgänger, we only approximate to cachelines
where all elements have the same type.

Decoupled compression schemes
Compression is applied after approximation and before deapproximation, as
shown in Figure 3.11(b). We combined this approximation scheme with three
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Figure 3.12: Compressed working sizes for Doppelgänger and several decou-
pled approximation+compression combinations.

representative cache compression techniques: base-delta-immediate compres-
sion (B∆I) [200], exact deduplication (Dedup) [242], and our proposal, 2DCC.

3.5.4 Evaluation Results

Figure 3.5.2 shows the savings from compression and approximation nor-
malized to the uncompressed footprint for all caches, measured as a running
average over each workload’s region of interest. The decoupled approximate
caches reduce workload footprints to as little as 36.5% (sobel) and 60%
on average (gmean); all outperform Doppelgänger, which only manages to
reduce the footprint to 95% (gmean).

This is largely due to two factors. One is that the decoupled approximate
caches capture the intra-line redundancy created by the approximation stage
(e.g., fft, inversek2j, jmeint, sobel, streamcluster); because Doppelgänger ef-
fectively implements near-deduplication, it cannot capture intra-line effects.
The other is that the decoupled designs can also compress non-approximable
data (e.g., ferret).

Overall, these results make a case for decoupling approximation and
cache compression — general-purpose designs where approximation is im-
plemented as a separate, optional stage in the cache compression pipeline.
These achieve better compression than bespoke approximate caches, and of-
fer a practical strategy for introducing approximation in commercial cache
hierarchies.

3.6 Summary

This chapter, demonstrates that a simple technique that takes advantage
of both types of of redundancy results in improvement in compression for
several applications: some workloads exhibit either inter-block or intra-block

57



redundancy, while others exhibit both. It proposes 2DCC, a simple technique
that fills this gap.

This chapter also demonstrates that approximation and compression are
orthogonal, complementary techniques that should be decoupled in cache
designs. Compressed caches can be comprise a lightweight approximation
stage and an effective cache compression stage.
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Chapter 4

Reducing Data Redundancy
via Dynamic Clustering

In this chapter2, we leverage similarity across memory data blocks in order
to reduce the redundancy in cache memories.

Below, we first describe the missed opportunity in compressing multiple
cachelines if we only consider exact values (duplicates). We demonstrate sig-
nificant similarity but not identity (i.e., near-duplicates) in the data values
of memory blocks across different cachelines for a broad range of workloads.
With that intuition in mind, we describe the opportunities for in-cache clus-
tering of the data. Then, we propose Thesaurus, a dynamic inter-cacheline
compression technique which uses dynamic clustering to efficiently detect
and compress groups of similar memory blocks. Thesaurus uses a novel,
hardware-friendly locality-sensitive hashing design in order for the approxi-
mate near data search. It continues the chapter with the architectural and
operational changes needed for this proposal as well as the detailed descrip-
tion on the compression formats. We also develop a replacement policy for
the data array in the LLC that balances the development of new clusters
with conserving existing clusters. Finally, we evaluate this design on an ex-
tensive set of benchmarks.

4.1 Near-Exact Data Redundancy

As described in chapter 2, several existing compression schemes [20, 21, 25,
26, 56, 76, 187, 191, 200, 218–220] take advantage of low entropy of data
within a small memory block (e.g., a cacheline) by compressing each block
independently. On the other hand, state-of-the-art inter-cacheline compres-
sion schemes such as exact deduplication [242], work on larger parts of the
memory (e.g., multiple memory blocks) and can reveal redundancies only
when multiple cachelines are considered.

2Parts of this chapter appear as: A. Ghasemazar, P. Nair, M. Lis, “Thesaurus: Efficient
Cache Compression via Dynamic Clustering,” In ASPLOS, 2020.
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Although exact deduplication can capture structural properties of more
substantial, heterogeneous data structures, it can only exploit data regu-
larity if multiple LLC lines have exact data values [242]. To see how much
opportunity is lost, consider an ideal inter-cacheline compression scheme
that inserts data by searching the entire LLC for similar cachelines and
stores only the bytes that differ from the most similar existing cacheline
whenever this representation is smaller than an uncompressed cacheline; we
refer to this setup as Ideal-Diff. Figure 4.1 shows the effective LLC capacity
for (a) a system without compression, (b) an idealized deduplication scheme
that also instantly searches the LLC for exact matches (Ideal-Dedup), and
(c) Ideal-Diff, on SPEC CPU 2017 suite [43]. The potential of detecting
and compressing similar lines is significant: Ideal-Diff increases the LLC
capacity by 2.5ˆ over the baseline (geomean), compared to only 1.3ˆ for
Ideal-Dedup.

Figure 4.1: Effective LLC capacity from data compression by executing the
SPEC-2017 suite [43]. On average, Ideal Deduplication (Ideal-Dedup) im-
proves the effective LLC capacity by 1.3ˆ. However, Ideal-Diff, that groups
nearly identical memory blocks, can increase effective LLC capacity by 2.5ˆ.

To achieve good compression with Ideal-Diff, the overheads of storing
diffs must be low (i.e., the diffs must be relatively small). We observed
that this tends to be true for a wide range of workloads. For example, Fig-
ure 4.2(top) illustrates this using an LLC snapshot of the mcf workload from
SPEC CPU 2017 [43]. The working set contains very few duplicate memory
blocks, making exact deduplication ineffective. Intra-cacheline techniques
also have limited effectiveness, as the primary datatype contains a variety
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l1: 00002AAAC02419D8 00002AAAC0237610 0000000000000000 FFFFFFFFFECEF790 00006A04FFFFFE67 ¨ ¨ ¨

l2: 00002AAAC024B8B0 00002AAAC023EE60 0000000000000000 FFFFFFFFFECEF73C 00006A2CFFFFEEE7 ¨ ¨ ¨

l3: FFFFFFFFFFFFFFC 4 00002AAAC11FE988 0000000000000000 0000000001312724 FFFFFFFFFECED8DC ¨ ¨ ¨

l4: FFFFFFFFFFFFFFC 4 00002AAAC11FA920 0000000000000000 00000000013123A0 FFFFFFFFFECEDC60 ¨ ¨ ¨

Figure 4.2: Top: Fraction of 64-byte cachelines in an LLC snapshot of mcf
that can be deduplicated with at least one other cacheline if differences
up to n bytes are permitted for 0 ď n ď 64. Bottom: Two clusters of near-
duplicate cachelines from mcf.

of fields with different types and ranges (see Listing 4.1).
On the other hand, exploiting similarity across cacheline boundaries and

relaxing the exact-duplicate requirement is very effective: almost half of the
cached memory blocks differ from another block by a maximum of 8 bytes,
and nearly all memory blocks differ only by a maximum of 16 bytes. There-
fore, we can obtain significant LLC storage capacity by storing 16-byte diffs
instead of full 64-byte blocks.

4.2 Capturing Near Exact Data

Unfortunately, working sets usually do not contain a single reference memory
block around which all other memory blocks could cluster; on the contrary,
we may require several reference memory blocks with vastly different data
values. This is the case in mcf : in Figure 4.2(bottom), lines l1 . . . l4 all come
from the same node data structure in mcf, but only tl1, l2u and tl3, l4u are
near-duplicate pairs. This is because node takes up 68 bytes (see Listing 4.1)
and is not aligned to the 64-byte cacheline size. The misalignment naturally
creates several “clusters,” each with its own reference memory block re-
ferred to as the “clusteroid.” To achieve effective compression, therefore,
multiple clusters must be identified; in addition, because the contents are
input-dependent, this must happen dynamically at runtime.
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struct node {
val (8 Bytes) potential;
val (4 Bytes) orientation;
ptr (8 Bytes) child, pred
ptr (8 Bytes) sibling, sibling_prev;
ptr (8 Bytes) basic_arc,firstout;
ptr (8 Bytes) firstin, arc_tmp;
val (8 Bytes) flow;
val (8 Bytes) depth;
val (4 Bytes) number;
val (4 Bytes) time;

};

Listing 4.1: The node data structure in mcf

4.3 The Opportunity for In-Cache Clustering

To determine whether in-cache clustering is practical, and whether it should
be dynamic, we asked three questions:

1. Do caches contain clusters with enough elements to provide substantial
opportunities for compression?

2. Are there few clusters with clusteroids that could be hardcoded, or
must clusteroids be computed at runtime?

3. Do cluster count and size vary among workloads enough to need a
runtime-adaptive solution?

To answer these questions, we performed DBScan clustering [80] on LLC
snapshots from the SPEC CPU 2017 suite, configuring similarity criteria for
each workload to target 40% space savings. The experimental setup here is
idealized in two ways: (a) the algorithm sees the entire LLC at once rather
than each memory block separately at insertion time, and (b) DBScan uses
far more computation and storage than is practical to implement within a
cache controller.

Figure 4.3 shows that the LLC in most workloads has significant clusters
of 10 or more members, with many exhibiting larger clusters of even 1,200
memory blocks (povray, roms). Because some workloads need many separate
clusters to achieve substantial compression (e.g., bwaves and cactuBSSN ),
hard-coding cluster parameters in hardware is impractical. Finally, because
cluster counts and sizes vary widely across the benchmark suite, cluster-
ing must be done dynamically at runtime, with performance considerations
dictating a hardware-based or hardware-accelerated solution.

62



0

100

200

300

400

bw
av
es

ca
ctu
BS
SN
ca
m4

de
ep
sje
ng

ex
ch
an
ge
2

fo
ton
ik3
d
gc
c

im
ag
icklbmlee

la
mc
f
na
b
na
md

om
ne
tpp
pa
res
t

pe
rlb
en
ch

po
vr
ay
ro
mswr

f
x2
64

xa
lan
cb
mk x

z
0

400

800

1200

m
em
be
rs

cl
us
te
rs

Figure 4.3: Cluster parameters after applying DBScan to LLC snaphots
from different SPEC workloads. Workloads were run for 40B instructions
after skipping the 100B instructions. Cluster distance was set to achieve an
average 40% space savings in each snapshot.

4.4 Dynamic Clustering

Directly applying clustering techniques to cache compression is complicated
by two challenges. Firstly, cache contents can change as often as every few
cycles as lines are inserted and evicted, so there is never a stable image
“snapshot” to be analyzed. Secondly, the need to incorporate clustering in
a cache controller requires that it is both relatively quick (on the order of a
few cycles) and inexpensive to implement in hardware. These requirements
exclude common clustering algorithms like DBScan [80].

To overcome these challenges, we observe that an approximate cluster-
ing technique — one where a point is placed in the “correct” cluster with
high probability, but can also end up in an entirely “wrong” cluster with low
probability — is sufficient for cache compression. This is because the few
lines that end up in the wrong cluster can simply be stored uncompressed;
provided this happens rarely, compression ratio will not be significantly af-
fected.

Thesaurus therefore uses a dynamic approximate clustering mechanism
based on locality-sensitive hashing [127]. In this section, we will briefly dis-
cuss two key underlying concepts: (a) how locality-sensitive hashing can be
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used for approximate clustering, and (b) how locality-sensitive hashing can
be efficiently implemented in hardware.

4.4.1 Locality-Sensitive Hashing (LSH)

LSH was initially developed as a data structure for the approximate-nearest-
neighbour problem [127]. It has been especially popular in big-data en-
vironments, and used for streaming nearest-neighbour queries [163, 190],
encrypted data search in cloud storage [283], detecting near-duplicate web
pages [169], finding DNA patterns [44], unsupervised learning [89], computer
vision [65], deep learning [79, 233], etc.

The idea is to create a family of hash functions that map points in some
metric space to discrete buckets, so that the probability of hash collision
is high for nearby points but low for points that are far away from each
other. Specifically, given two points x and y in an d-dimensional real space
Rd with a distance metric }x, y}, a family of hash functions H is called
locality-sensitive if it satisfies two conditions:

1. if }x, y} ď r1, then Prrhpxq “ hpyqs ě p1, and

2. if }x, y} ą r2, then Prrhpxq “ hpyqs ď p2,

when h is chosen uniformly at random from H, r1 ă r2 are distances, and
p1 ą p2 are probabilities [127]. In the context of cache compression, we want
a distance metric that (a) correlates with the number of bytes needed to
encode the difference between x and y, and (b) is easy to evaluate, the `1
metric being a natural candidate. Typically, we want r2 “ p1`εqr1 for some
small ε ą 0.

To see how such a hash family could be created, consider the space t0, 1ud

of d-bit strings under the Hamming distance metric, and, without loss of
generality, choose two bit strings x and y in this space. Let H “ th1, . . . , hdu,
where hi simply selects the ith bit of its input. Intuitively, if }x, y} is small
(i.e., few bits differ), the probability that hipxq ‰ hipyq (i.e., selecting a
different bit) with a randomly selected hi will be small; in contrast, if }x, y}
is large (i.e., many bits differ), the probability that hipxq ‰ hipyq will be high.
Observe that the difference between the two probabilities will be amplified
if we again select an hj at random and require x and y to match under both
hi and hj to conclude that hpxq “ hpyq.

The locality-sensitive hashing algorithm leverages this insight by map-
ping each point to an LSH fingerprint by concatenating the outputs of k
randomly chosen functions in family H. Typically, bit sampling is replaced
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Figure 4.4: Computing the fingerprint of a cacheline using dimensionality
reduction.

with multiplication by a matrix randomly sampled from a suitably con-
structed normal distribution, as illustrated in Figure 4.4; such random pro-
jections preserve the distance between any two points to within a small er-
ror [83, 137]. By carefully selecting the LSH matrix, an arbitrarily high prob-
ability of finding a near neighbour within a chosen radius can be achieved
(see [90] for details and a formal analysis).

4.4.2 Using LSH for Clustering and Compression

The fingerprint obtained by applying the chosen subset of H and concate-
nating the results naturally leads to a clustering scheme where all points
with the same fingerprint are assigned to the same cluster. Crucially for
cache compression, computing this fingerprint requires no preprocessing or
queries of previously cached data.

At the same time, there are two challenges. One is that a cacheline
may rarely be assigned to the “wrong” cluster, and be incompressible with
respect to that cluster’s clusteroid. Because this occurs very rarely, however,
the effect on the overall compression ratio is negligible.

The other challenge is that cluster diameters vary across workloads
(see section 4.3), but combining LSH functions in a single fingerprint re-
quires fixing the near-distance radius r1 (see subsection 4.4.1). Again, cor-
rectness is not compromised because the “misclassified” lines can be stored
uncompressed; however, the near-distance radius must be carefully chosen
to keep those events rare and provide good compression.

To effect compression, we must also select a base (clustroid) for each
cluster: the base will be stored uncompressed, and lines in the same cluster
will be encoded as differences with respect to this base (see subsection 4.5.1).
Because a clustering scheme based on LSH treats all points in a cluster
equally and does not identify a true centroid, we simply choose the first
cacheline to be inserted with a given LSH as the cluster base.
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Figure 4.5: A hardware-friendly variant of dimensionality reduction for com-
puting the fingerprint of a cacheline developed for Thesaurus

4.4.3 Hardware-Efficient LSH

A key disadvantage of the dimensionality reduction method for computing
LSH fingerprints (see Figure 4.4) is that applying the LSH matrix to the
cacheline requires many expensive multiplication operations (e.g., 64 if we
treat the cacheline as a byte vector); directly implementing this would incur
unacceptable overheads in silicon area, latency, or both.

The hardware-efficient LSH implementation in Thesaurus combines two
separate refinements of random projection. The first is that multiplication
can be avoided by replacing the elements of the LSH matrix with `1, 0, or
´1, chosen at random with probabilities 1{6, 2{3, and 1{6 respectively, with
negligible effects on accuracy [17]. Indeed, the sparsity can be further im-
proved by reducing the probabilities of non-zero values to d{logpdq (where d
is the number of dimensions in the original space), again at negligible accu-
racy loss [160]; this allows for very efficient hardware implementations [82].
(Refer to [17, 160] for a formal analysis of these optimizations.)

To reduce the resulting LSH fingerprints from many bytes to a small
number of bits, we combine this with another refinement: the idea that each
component of the LSH fingerprint vector can be replaced with 1 if it is
positive or 0 if it is negative while retaining the chosen LSH probability
bounds [53]. Besides resulting in small fingerprints, this allows us to select
the fingerprint size at bit granularity by simply varying the number of hash
functions used (i.e., number of LSH matrix rows).

Figure 4.5 illustrates the LSH fingerprint computation in Thesaurus. The
cacheline is first multiplied by a sparse matrix with entries from t´1, 0, 1u;
then, only the sign of each scalar is retained, resulting in a fingerprint bit
vector. Figure 4.6 illustrates the hardware implementation using only adders
and comparators.
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Figure 4.6: Hardware implementation using an adder tree and a comparator.

4.5 Cache Architecture and Operation

Briefly, Thesaurus operates by applying the LSH hash as each memory block
is inserted. When another “base” memory block with the same LSH exists,
the incoming memory block is stored as a byte-level difference with respect
to the base (if the difference is small enough to result in compression); if no
other memory blocks share the LSH, the incoming memory block becomes
the new “base” for the cluster.

Below, we first outline the Thesaurus compression format and storage
structures, then walk through an example, and finally detail how Thesaurus
operates.

4.5.1 Compression Format

Thesaurus uses two primary data encodings: a compressed base+diff for-
mat, and an uncompressed raw format used when compression is ineffective.
We also use secondary data encodings to optimize for three common-case
patterns: all-zero lines, base-only for lines that do not need a diff, and
0+diff for lines that do not need a base.

In the base+diff encoding, illustrated in Figure 4.7, memory blocks
within a cluster are represented as a compacted byte difference with respect
to a base memory block common to the entire cluster. The encoding consists
of a 64-bit mask that identifies which bytes differ from the base Ë, followed
by a sequence of the bytes that differ Ê. During decompression, the “base”
and the compressed “diff” encoding are combined by replacing the relevant
bytes Ì.

Lines encoded as all-zero are identified as such in the tag entry (see sec-
tion 4.5.2), and require no additional storage. Similarly, base-only lines are
equal to the cluster base, and so do not need a diff entry in the data ar-
ray. Finally, 0+diff lines are encoded as a byte-difference from an all-zero
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Figure 4.8: A two-set, two-way Thesaurus cache with two memory blocks
cached in the base+diff format. The entries share the same base but have
different diffs.

cacheline.

4.5.2 Cache Structures

Figure 4.8 shows the storage structures used to implement Thesaurus and
the connections among them. As is typical in prior compressed cache pro-
posals [202, 242, etc.], the tag array and the data array are decoupled to
enable the storage of a larger number of tags as compared to data entries.

Thesaurus stores the clusteroids for each possible LSH fingerprint in
main memory, and caches the most recently used clusteroids within a small
LLC-side structure similar to a TLB, which we refer to as the base cache.

Tag Array

The tag array is indexed by the physical address of the LLC request, and
entries are formatted as shown in Figure 4.9. The tag, coh, and rpl fields
respectively correspond to the tag, coherence state, and replacement policy
state of a conventional cache. The new lsh field identifies the LSH fingerprint
for the cached data, which points to the clusteroid for this LSH in the
base table (see section 4.5.2). The setptr field points to a set in the data
array, whereas segix identifies the segment within the set (see section 4.5.2
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Base DataBase Entry

Data Entry tagptr bit-mapData Entry Uncompressed Datatagptr

tagTag Entry coh rpl fmt segixsetptr

delta(s)
(BASE+DIFF)

lsh

(RAW)

cntr

Figure 4.9: Top: Data array entries for uncompressed data (left) and the
base+diff/0+diff encodings (right). Bottom: Tag entry format (left) and
the base table entry that contains base (right).

for details). Finally, the fmt field identifies the cacheline as an all-zero
cacheline, a base+diff encoding, or an uncompressed raw cacheline.

Data Array

As in a conventional cache, the data array is organized in individually in-
dexed sets. To facilitate the storage of variable-length compressed diffs,
however, each set is organized as a sequence of 8-byte segments: a single
data array entry (i.e., cacheline in base+diff or raw format) may take
up anywhere from two to eight segments. To avoid intra-set fragmentation,
segments in a set are compacted on eviction as in prior work [200, etc.].

As the data array is decoupled from the tag array, any set in the data
array can store the incoming memory blocks. Therefore, each data array
entry contains a tagptr that identifies the corresponding tag array entry.
This entry is used to evict the tag if the data array entry is removed to free
space for an incoming memory block.

Each set also contains a map called the startmap. The startmap helps
identify which segments begin new entries; this enables intra-set compaction
without the need to traverse the tag array and modify the (possibly many)
tag entries to reflect new data locations. The startmap has as many entries
as there are segments, where each entry is one of valid-raw, valid-diff,
or invalid (128 bits total).

The startmap works in conjunction with the segix field in the tag array:
segix identifies the ordinal index in the set (e.g., first, second, nth, etc.),
while the startmap identifies which entries are valid. The location of the
nth entry is obtained by adding the sizes of the first n ´ 1 valid-raw or
valid-diff startmap entries. Because evicted entries can set their startmap
tags to invalid without affecting the segix for the following entries, sets can
be recompacted without updating the tag array.

Entries can come in two flavours: raw and base+diff. Lines stored in
the raw format (Figure 4.9, top-left) contain a 15-bit tag pointer followed by
64 bytes of data across eight contiguous segments. Lines in the base+diff
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format (Figure 4.9, top-right) also begin with a 15-bit tag pointer; this is
followed by a 64-bit map that identifies which bytes differ from the base,
and then by a sequence of the differing bytes.

Base Table and Base Cache

To store the clusteroid (base memory block) for each LSH fingerprint, The-
saurus uses a global in-memory array allocated by the OS, which we refer
to as the base table. Each base table entry contains a counter of how many
current cache entries are using this base. When the counter decreases to 0,
the base is replaced with the next incoming cacheline for that LSH, which
allows Thesaurus to adapt to changing working sets.

For performance, the base table is cached in a TLB-like table near the
LLC, which we refer to as the base cache; for us, this is an pseudo-LRU-
managed, 64-set, 8-way set-associative structure. The entries in this cache
contain the base entry itself, an LSH tag, and replacement policy state.

4.5.3 Cache Operation

Read Requests

Figure 4.11 shows how Thesaurus services a read request. Shaded areas are
on the critical path, while unshaded areas occur after the read has been
serviced.

When the request is received, the address is looked up in the tag array
as in a conventional cache. If the tag hits, the setptr is used to index the
data array Ê (for 0+diff and base+diff formats) and, in parallel, the lsh
indexes the base cache Ë (for base-only and base+diff formats). If the
LSH is not in the base cache, an access is made to the memory to retrieve
the base entry for that LSH (not shown).
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If the tag misses, a request is made to the backing memory Ì; meanwhile,
the victim tag and its corresponding data array entry are evicted and the
new tag is inserted. The data is returned to the requesting cache as soon as
it arrives; inserting the new line in the cache happens off the critical path
as other read requests are handled.

If the newly arrived line consists of zeros, an all-zero tag is inserted
and processing ends. Otherwise, the LSH for the newly arrived line is com-
puted Í, and used to index the base cache; if the LSH is not in the base
cache, the data is inserted uncompressed (in raw format) while the base is
retrieved from the base table in memory (not shown). If there is currently
no base for the LSH, the new line is installed as the base and processing
ends Î by inserting a base-only tag entry. Otherwise, the byte-difference
with respect to the base is calculated Ï; if there are no differences, the a
base-only tag is inserted and no entries in the data array are made.

For non-base entries, the diff is packed together with a bitmask in the
base+diff or 0+diff format; if compression is not possible, the entry will
use the raw format. In either case, the appropriate tag is inserted, and a
block must be added to the data array. To make space, a data array victim
set is selected Ð as described in section 4.5.3; if there is not enough space
there, enough victim segments are selected to make space for then new block,
and their tags evicted Ñ. Finally, the block is inserted, possibly recompacting
the set Ò.

Write and Atomic Requests

Accesses that modify the data can change the mode of compression or the
size of the compressed block. If the diff is smaller, the data array entry
is either removed (for all-zero or base-only) or the block’s bitmap is
updated and the set is compacted. If the diff is larger, other entries are
evicted from the set to make space Ñ, and the set is updated and compacted.

For write operations in memory models without write acknowledgements
(most extant ISAs), the entire write is performed off the critical path.
For atomic read-modify-write operations (e.g., compare-and-swap), the read
part is serviced as soon as possible, and the write part is completed off the
critical path.

Replacement Policies

The tag array follows the corresponding conventional replacement policy (in
this work, we use pseudo-LRU); the base cache follows pseudo-LRU. Unlike
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in a conventional cache, however, the data array entry requires a separate
replacement policy: in this case, a policy that favours evicting fewer data
entries over recency makes sense, as not-recently-used data array entries will
have been evicted anyway by the tag array replacement policy.

To choose a victim set, we use a best-of-n replacement policy [88, 242].
First, we randomly select four sets. If one of the sets has enough free seg-
ments to store the incoming (possibly compressed) block, it is chosen and
no evictions are made; otherwise, we select the set with the fewest segments
that would have to be evicted to make enough space.

Observe that the randomness ensures that frequently used blocks do not
evict each other in a pathological pattern: if a block is evicted and soon
thereafter reinserted, it will likely end up in a different set than the block
that evicted it.

4.5.4 Walk-through Examples

Figure 4.12(b) shows an example lookup the Thesaurus LLC. First, as in
a conventional cache, the address is used to index the tag array Ê; in this
example, the cacheline uses the base+diff encoding. The LSH stored in the
tag entry is used to index into the base cache and retrieve the compression
base Ë. Concurrently, the set index from the tag entry is used to retrieve
the set. The segment index from the tag entry and the startmap from the
data entry are combined to identify the beginning of the encoded cacheline
in the set Ì. Finally, the bitmask and bytes stored in the diff entry are used
to replace the corresponding bytes from the base entry, and the resulting
line is returned Í.

Figure 4.12(c) illustrates how the startmap is updated during an eviction,
showing a set before and after evicting entry d1. Before the eviction, d1 is
the second valid index in the startmap Ê, d2 is the third, and so on. After
the eviction, the tag array entry for d1 has been invalidated Ë, the other
entries (d0, d2 ) have been compacted to form a contiguous set, and the
startmap entry that previously identified B has become invalid Ì. This
means that d2 is still the third overall entry, and the tag array entries for
d2 do not need to be updated to reflect the compaction.

Finally, Figure 4.12(d) shows an insertion of a new entry d3. First, the
access misses in the tag array and a request is made to the backing mem-
ory Ê. When the cacheline data arrives, it is immediately returned to the
requesting cache (e.g., L2) Ë. In parallel, the cacheline’s LSH fingerprint is
computed Ì and used to index the base cache. In our example this access
hits and returns the data for the base Í. The incoming line is then xor’d
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CPU x86-64, 2.6GHz, 4-wide OoO, 80-entry ROB
L1I 32KB, 4-way, 3-cycle access lat., 64B lines, LRU
L1D 32KB, 8-way, 4-cycle access lat., 64B lines, LRU
L2 Private, 256KB, 8-way, 11-cycle lat., 64B lines, LRU
LLC Shared 1MB, 8-way, 39-cycles lat., 64B lines, 8 banks
Memory DDR3-1066, 1GB

Table 4.1: Configuration of the simulated system.

with the base, and the non-zero bytes of the resulting difference are encoded
as a bitmask and a list of differing bytes Î; in the example, this encod-
ing takes up 16 bytes, or two segments. Next, this entry is inserted in the
cacheline from the previous example containing d0, d2, and d3 : the invalid
startmap entry is replaced by valid-diff Ï, and the entry is inserted in the
corresponding sequence in the set Ð.

4.6 Methodology

To evaluate effects on cache behaviour and performance, we implemented
Thesaurus and the comparison baselines in the microarchitecture-level sim-
ulator ZSim [213]. We simulated an out-of-order x86 core similar to an i5-
750, modelling on- and off-critical-path events as well as limited interconnect
bandwidths; the simulated system is shown in Table 4.1. Compression was
applied at the LLC level only.

To estimate silicon area and power impacts, we implemented all logic that
is required in Thesaurus but not in a conventional cache in Verilog RTL, and
synthesized these with Synopsys Design Compiler tool using FreePDK45 [236]
standard cell library. We used CACTI 6.5 [181] to estimate the area, access
time, and power of storage structures.

As the baseline, we modelled a conventional (uncompressed) LLC with
1MB capacity per core; we also modelled a hypothetical LLC with 2ˆ the
capacity (2MB), which has an effective capacity similar to a 1MB The-
saurus cache. To study relative improvements over prior state-of-the art
intra- and inter-cacheline compression, we also implemented B∆I [200] and
Dedup [242]. All compressed configurations (Thesaurus, Dedup, B∆I) were
sized to occupy the same silicon area as the baseline LLC: Table 4.6 com-
pares the storage allocations.

To find a suitable LSH size, we swept sizes of 8–24 bits. We found that
12-bit LSHs result in good compression for most workloads while keeping
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Conv. B∆I Tian:2014:LLCDedup Thesaurus
T

a
g

#Entries 16384 32768 32768 32768
Entry Size 37b 47b 81b 72b
Total Size 74KB 188KB 324KB 288KB

D
a
ta

#Entries 16384 14336 11700 11700
Entry Size 512b 512+0b 512+16b 512+32b
Total Size 1024KB 896KB 754KB 777KB

D
ic

t. # Entries - - 8192 512
Entry Size - - 24b 24+512b
Total Size - - 24KB 33KB

Total Size 1.07MB 1.06MB 1.07MB 1.07MB

the base table size low.
We evaluated all designs on the SPEC CPU 2017 suite [43]. For each

benchmark, we skipped the first 100B instructions, and executed the last
20% of each 1B instructions. For miss rate and speedup measurements, we
split the benchmarks into cache-sensitive (S) and cache-insensitive (NS). In
our evaluation, a benchmark was considered cache-sensitive if doubling the
cache size to 2MB improves the MPKI by more than 10%. (In a practical im-
plementation, the LLC could dynamically detect cache-insensitive workloads
by measuring average memory access times and disable LLC compression.)

4.7 Evaluation Results

4.7.1 Compression Analysis

Figure 4.14 shows the improvements over the uncompressed baseline and
state-of-the-art compressed caches. We also compare against the ideal clus-
tering method (which searches the entire cache for the nearest match and
diffs against it in one cycle) and a conventional cache with 2ˆ the capacity.

Figure 4.14(a) shows the effective cache footprint reduction — i.e., the
data array space taken up by the cached addresses normalized to the equiv-
alent space that would have been required to hold the same addresses in
a conventional cache. Overall, Thesaurus compresses the working sets by
2.25ˆ, compared to 1.28ˆ for exact deduplication and 1.48ˆ for B∆I com-
pression (all geomeans); this demonstrates that Thesaurus compresses more
effectively than state-of-the-art cache compression techniques.
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Figure 4.13: Compressed working set size, cache miss rates, and perfor-
mance of Thesaurus compared to baseline (uncompressed) cache, iso-silicon
B∆I (intra-block) and Dedup (inter-block), Ideal-Diff, and an uncompressed
cache with 2ˆ capacity on cache-insensitive benchmarks. All but ideal and
the 2ˆ baseline are sized to the silicon area of the uncompressed cache. a)
Average cache occupancy (100% = no savings,0% = perfect compression),
b)Misses per 1,000 instructions (MPKI) relative to a conventional (uncom-
pressed) cache (lower is better), c)Performance improvement normalized to
a conventional (uncompressed) cache.
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Figure 4.14: Compressed working set size, cache miss rates, and performance
improvements of Thesaurus compared to baseline (uncompressed) cache, iso-
silicon B∆I (intra-block) and Dedup (inter-block), Ideal-Diff, and an uncom-
pressed cache with 2ˆ capacity on cache-sensitive benchmarks. All but ideal
and the 2ˆ baseline are sized to the silicon area of the uncompressed cache.
a) Average cache occupancy (100% = no savings,0% = perfect compression),
b)Misses per 1,000 instructions (MPKI) relative to a conventional (uncom-
pressed) cache (lower is better), c)Performance improvement normalized to
a conventional (uncompressed) cache.
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The LSH scheme in Thesaurus also captures nearly all data that can be
effectively clustered: the cache footprint obtained using Thesaurus is within
5% of the ideal clustering scheme, which searches the entire cache for the
nearest match. In a few cases, compression is, in fact, slightly better (e.g.,
povray, perlbench, gcc): this is because Thesaurus can diff against a clusteroid
whose tag has since been evicted from the cache, while the ideal clustering
model is restricted to currently cached entries.

4.7.2 Miss Rates Analysis

Figure 4.14(b) shows that Thesaurus substantially reduces miss rates: for
the cache-sensitive subset of the suite, MPKI drops to 0.78 of the conven-
tional cache compared to 0.98 for exact deduplication and 0.89 for B∆I (all
geomeans). Thesaurus is also within 1.5% of the ideal clustering model, and
within 8% of the MPKI that can be attained with a conventional cache with
2ˆ capacity. This is because, thanks to the effective compression, more data
can be cached within the same silicon area, which benefits cache-sensitive
workloads.

4.7.3 Speedup Analysis

Figure 4.14(c) shows that the reduced MPKI rates result in execution time
speedups over the baseline as well as Dedup and B∆I. Thesaurus is up to
27.2% faster than the conventional baseline (7.9% geomean), and up to 9.1%
faster than B∆I (5.4% geomean). Indeed, performance is within 1.1% of the
ideal clustering model, and within 2.2% of a conventional cache with 2ˆ
capacity.

4.7.4 Cost Analysis

Latency. We modelled access times to each LLC structure using CACTI;
because compressed caches have smaller data array sizes, its overall access
time is slightly reduced („2% for Thesaurus). To measure compression and
decompression latencies, we implemented the logic for compression, decom-
pression, as well as locating and reading the compressed cachelines in 45nm
ASIC; the results are shown in Table 4.3. At the relevant CPU frequency
(2.66GHz), compression and decompression take one cycle each, while locat-
ing the compressed data block in the set (described in section 4.5.2) takes
four more cycles. This brings the total decompression latency to 5 cycles,
which we used for the performance simulations.
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45nm 32nm
dynamic leakage dynamic leakage
energy power energy power

Conv. 0.50 nJ 205.47 mW 0.28 nJ 109.96 mW
B∆I 0.55 nJ 196.47 mW 0.31 nJ 105.22 mW
Dedup 0.56 nJ 226.33 mW 0.32 nJ 121.06 mW
Thesaurus 0.56 nJ 236.01 mW 0.31 nJ 125.85 mW

Conv. 2ˆ 0.78 nJ 349.21 mW 0.44 nJ 186.50 mW

Table 4.2: Dynamic read energy and leakage power per bank of com-
pressed and conventional caches scaled to the same silicon area (1MB
uncompressed = 5.56mm2 in 45nm or 2.82mm2 in 32nm).
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Figure 4.15: Fraction of cache insertions that are potentially compressible
with respect to their clusteroid (avg. 87%).

Power. We used CACTI 6.5 [181] to estimate the read energy and leak-
age power of all cache structures; the results are shown in Table 4.2. While
Thesaurus uses „12% more energy for each read and has a „14% leakage
power overhead, these overheads are significantly lower than „57% increase
in dynamic energy and „70% increase in leakage power for conventional
cache with the same effective capacity.

Most importantly, the overhead of Thesaurus („0.06nJ per access at the
45nm node) is trivial compared to the energy of accessing external DRAM
(32.61nJ using the same CACTI model). This means that Thesaurus can
actually save energy when the entire memory hierarchy is considered. In
order to measure this, we calculated the total added power of compressed
cache (30.54mW + 6.4mW + 0.06nJ ˆ access rate) and total power saved by
accessing off-chip DRAM less frequently (32.61 nJ ˆ access rate difference
between Thesaurus and uncompressed).
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latency dynamic leakage area
power power

comp. 1 cycle
0.116
mW

2.44
mW

0.016
mm2

decomp. 1 cycle
0.084
mW

1.74
mW

0.013
mm2

segix
4
cycles

0.035
mW

0.49
mW

0.007
mm2

multi-bank -
0.101
mW

1.42
mW

0.025
mm2

Table 4.3: Synthesis results for the added logic area of Thesaurus: segix
refers to locating the compressed block within a set (decoding the indirect
segix format), while multi-bank refers to the muxing needed to access lines
across multiple banks; 64-byte cachelines were used. Latency is in units of
CPU cycles at the 2.66GHz frequency of the equivalent 45nm i5-750 core.
All results obtained Synopsys DC and the 45nm FreePDK.

While the power consumption of the Thesaurus LLC increases (from
36.87mW to 51.28mW) because of the added logic and more data array
reads (due to the higher LLC hit rate), accounting for DRAM accesses re-
sults in power consumption savings of up to 101mW in the cache sensitive
benchmarks. Cache-insensitive benchmarks do not see fewer off-chip DRAM
accesses despite effective compression, and therefore power overheads are not
outweighed by power savings; however, a practical implementation would de-
tect cache-insensitive workloads and simply disable compression for cache-
lines they access.

Area. We implemented and synthesized the compression and decompres-
sion units in Thesaurus. The logic required for Thesaurus incurs an area
overhead of 0.06mm2 in 45nm: this includes the compression (0.016mm2)
and decompression (0.013mm2), the logic to locate the segments in the set
using the indirect segix encoding (0.007mm2), and the additional muxing
needed to read a set across multiple banks (0.025mm2). This is equivalent
to 1% of the silicon area required for even a 1MB cache, and a tiny fraction
of a 4-core i5-750 in the same 45nm node (296mm2).

To compare with prior compressed caches, we also implemented and
synthesized the B∆I scheme [200], which at 0.037mm2 (20k nand gates)
is slightly smaller than Thesaurus (0.06mm2 or 32k nand gates); this is
not surprising as B∆I offers much less compression. We also used nand-
gate estimates for prior work from [56, 243] to compare against other prior
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Figure 4.16: Difference in total power consumption using Thesaurus com-
pared to the baseline. Positive values indicates less power consumption
whereas negative values shows additional power consumption.

compression schemes, all of which incur more area overhead than Thesaurus:
C-PACK [56] needs 0.075mm2 in 45nm (40k nand gates) and FPC [21] needs
0.544mm2 (290k nand gates) just for decompression [56], while BPC [143]
needs 0.127mm2 (68k nand gates).

As described in
, all compressed caches are sized to fit in the same silicon size of a 1MB

conventional cache. Therefore, overall, 2DCC incurs no area overheads.

4.7.5 Clustering Analysis

To investigate the effectiveness of cacheline clustering based on locality-
sensitive hashing, we first examined how many cache insertions are, in fact,
compressed. Figure 4.15 shows that, on average, 87% (a significant majority)
of cache insertions can potentially result in compression — i.e., their differ-
ences versus the relevant clusteroid are small enough that encoding them
would take ă 64 bytes even with the overhead of the difference bitmask.
This observation validates both our choice of LSH for clustering and the
effectiveness of our clusteroid selection strategy to increase compressibility.

Figure 4.17 shows that most working sets have many small clusters rather
than few large clusters. Nevertheless, because Thesaurus tracks clustroids
for many LSH fingerprints, effective compression can still be obtained.

Next, we examined the compression encodings used by Thesaurus. Fig-
ure 4.18 shows that different workloads tend to benefit from different en-
codings. For most of the benchmarks, the byte-difference-based encodings
are the most effective: the base+diff encoding covers an average of 76.2%
of LLC insertions, while 0+diff covers a further 13.2%. Another 6.1% are
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Figure 4.17: Distribution of clusters (= same LSH) with different sizes (av-
erage over the runtime of each benchmark).

bw
av

es

ca
ctu

BSSN
ca

m4

de
ep

sje
ng

ex
ch

an
ge

2

fo
ton

ik3
d
gc

c

im
ag

icklbmlee
la
mcfna

b
na

md

om
ne

tpp
pa

res
t

pe
rlb

en
ch

po
vr

ay
ro

ms
wrf

x2
64

xa
lan

cb
mk xz

Ave
rag

e
  0%

 20%

 40%

 60%

 80%

100%

%
 o

f 
m

em
or

y 
bl

oc
ks B+D 0+D Z RAW

Figure 4.18: Frequency of different compression encodings in com-
pressing benchmarks from SPEC. B+D=base+diff; 0+D=0+diff;
RAW=uncompressed; Z=all-zero.

83



bw
av

es

ca
ctu

BSSN
ca

m4

de
ep

sje
ng

ex
ch

an
ge

2

fo
ton

ik3
d
gc

c

im
ag

icklbmlee
la
mcfna

b
na

md

om
ne

tpp
pa

res
t

pe
rlb

en
ch

po
vr

ay
ro

ms
wrf

x2
64

xa
lan

cb
mk xz  

Ave
rag

e
0
8

16
24
32
40
48
56
64

B
yt

es

Figure 4.19: The average size of the byte difference from the relevant clus-
teroid for base+diff and 0+diff, in # bytes.

covered by the all-zero encoding. Finally, 17.7% of LLC insertions are left
uncompressed as the diff from the clusteroid (base) is too large.

Figure 4.19 shows the average size of the byte-difference block for the
base+diff and 0+diff encodings. In most cases, the differences tend to
be small, with a quarter of the benchmarks averaging about 8 bytes or less,
and half of the benchmarks averaging about 16 bytes or less. This confirms
that, for many benchmarks, caches have relatively tight data clusters with
very small intra-cluster differences even at cacheline granularity.

In fact, diff sizes can change significantly over the run time of even a
single workload. Figure 4.20 shows the diff sizes for 1 million cache inser-
tions after the first 100 billion instructions for four workloads. In mcf, the
data compression ratios are relatively stable; in xalancbmk, the tiny diffs of
most accesses are punctuated by rare spikes of 32-byte diffs; bwaves has two
distinct but small diff sizes; finally, cam4 intersperses blocks that offer little
compression with periodic short bursts of compressible data.

Together with the number of insertions that can be compressed (Fig-
ure 4.15), the diff sizes explain the compression ratios for each benchmark.
For example, more than 90% of inserted blocks in imagick can be com-
pressed, but the average diff size is 32.6 bytes, resulting in a compression
ratio of 1.3ˆ (see Figure 4.14). In contrast, xalancbmk and mcf combine
a high (ą 90%) proportion of compressible insertions with a small average
diff size (6 and 9 bytes, respectively), for a total compression factors of 2.6ˆ
and 3.7ˆ.

Finally, we established an efficient size for the base cache and examined
its effectiveness. To establish size, we swept sizes ranging from 32 to 2048
entries; results are shown in Figure 4.21. Compared to a 94.8% hit rate for
a 512-entry cache (33KB), a 2048-entry cache (+100KB storage) increases

84



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

32

64
B

yt
es

bwaves

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

32

64

B
yt

es

cam4

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

32

64

B
yt

es

mcf

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Millions of access to LLC

0

32

64

B
yt

es

xalancbmk

Figure 4.20: How the diff size varies over time: 1 million cache insertions
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the hit rate by only 3.9%; we therefore used a 512-entry base cache for the
remainder of our experiments.

On average, this cache has a 5.2% miss rate over all benchmarks; however,
all but 8% of misses (i.e., all but 0.5% of accesses) miss when a line is being
inserted in the cache, and are off the critical path. Because the data is
inserted uncompressed while the clusteroid (base) is fetched into the cache,
these misses represent a missed compression opportunity but do not affect
insertion latency.

Nevertheless, the lost compression opportunities due to base cache misses
can have a significant impact. The benchmarks with high off-critical-path
base cache miss rates — bwaves, nab, namd, x264 and, wrf with 8–13% —
also lose the most compression opportunity compared to the idealized Ideal-
Diff clustering (cf. Figure 4.14). For those workloads, a larger base cache
would improve compression.

4.7.6 Threats to Validity

Throughout this chapter and chapter 3, we illustrated how considering the
data throughout the cache, as well as leveraging the similarity among the
data lines, can improve the compression ratio of the data being stored in
the cache and as a result improve the entire system performance (speedup
and energy).

For consistency with prior work [20, 21, 200, 242, 260], our evaluations
have modeled an Intel Lynnfield core i5-750-like CPU [4] based on the Ne-
halem microarchitecture [5, 12] with 4-wide OoO and 80 entry ROB, man-
ufactured in 45nm and connected to a DDR3-1066 RAM. Below, we argue
that our insights apply to more recent devices, such as Intel Sunny Cove
microarchitecture [6] at 10nm (352-entry ROBs) and later.

Reorder-buffer size: Any architectural changes and designs comes with
a trade-off. While in general increasing the number of ROBs, can be a way to
reduce cache miss penalties, on the other hand, larger ROB entries increases
the demand for more storage space in the silicon; therefore, to be able to keep
our cache footprint within 1MB iso-silicon requirement, we need to trade-
off some other memory silicon or some logic silicon (with far less silicon
footprint than memory units).

Main memory technology: In general, technology advancement not
only impacts the area and power consumption, but also impact the latency
and access times of CPU and entire memory system. However, using better
technology nodes, does not have any effect on the number of unavoidable
more expensive off-chip memory accesses (i.e. LLC misses). Cache compres-
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sion is trying to reduce the negative impact of missing a block by reducing
the number of these misses seen at LLC.

On the one hand, better technology means miss penalties will become less
severe due to faster main memories, but on the other hand, better technology
also means having even faster CPUs(from 2.6GHz in i5-750 [4] to 3.7GHz in
i5-12600 [1]). The effective DRAM access latency in terms of the number of
cycles, then, tends to actually grow [1].

Overall, while the final speedup and power numbers reported for all
caches including the compressed and uncompressed will likely change due to
technology advancement, our techniques and insights are independent from
the technology being used. As our designs outperforms all other designs in
terms of reduced misses, the relative benefits versus prior compressed cache
designs should still hold.

Replacement policy: While our uncompressed baseline uses LRU re-
placement policy, we have reimplemented other baselines [200, 242] with
their proposed replacement policies (i.e. modified LRU in [200] and DFRR
in [242]). In both 2DCC and Thesaurus we have developed a customized
replacement policy based on two pillars: a) a timing aspect that accounts
for the frequency of accessing the blocks, and b) a compression-aware aspect
which takes the compressibility and size of the blocks being replaced, which
is orthogonal to the first aspect.

In theory, using a better and state-of-the-art replacement policies (e.g.,
SHiP[252] and RRiP [134]) can improve the first pillar (impacting the un-
compressed baseline’s speedup the most). However, these policies are not
aware of how compressed caches organize data (e.g., with independent tag
and data arrays), and redesigning them to apply to compressed caches is
not a trivial task. In addition, the benefits from a better replacement policy
mainly affect the first pillar (timing), and are orthogonal to the second pillar
(fitting more data in the cache).

Our results demonstrates that the second pillar used in our policy is
effective in managing the cache, outperforming all other compressed designs
and, therefore incorporating it into another timing-based policy would likely
still result in better result that other designs.

Capturing workload phases: Understanding the cycle level behavior
of a processor running an application is crucial to computer architecture
research. Simulating the full execution of industry standard benchmarks
in a detailed (cycle accurate) simulation takes on the order of weeks to
months to complete. This problem gets even worse as to properly perform
an architectural evaluation requires these benchmarks to be evaluated across
many separate runs. To address this issue a common practice is to use a
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sampling technique to gather simulation data.
There are several works [63, 228] that address this issue in a more sophis-

ticated manner for multi-core systems. SimPoint [228] tries to automatically
find a small set of Simulation Points to represent the complete execution of a
program by intelligently chosen sections from the full program. An assump-
tion of this work is that most of the important metrics of an application
are a function of the code executed, and that IPC is the key figure of merit.
This assumption makes it unsuitable for us, as IPC does not convey informa-
tion about data compressibility. Compressibility of data in an application
is generally a slowly changing value, rather than changing in phases like
IPC [63].

CompressPoints [63], addresses the limitation of [228] by choosing a re-
gion in the application that is representative of both compression ratio and
workload performance. Its benefits are more prominent when simulating
multiple workloads in a multi-core system with presence of compressed main
memory. Instead of capturing representative points individually for each
benchmarks, which can miss the fact that these workloads can compete for
resources, CompressPoints accounts for interplay between the benchmarks
running together.

By skipping the early instructions that fast forwards initialization phase
of workloads and then sampling afterwards, we were also able to capture
these kinds of workload phase changes. Figure 4.20 illustrates compression
phase changes in several benchmarks. Therefore, we believe our methodology
is effective in capturing both IPC and compressibility aspects of individual
workloads on particular benchmarks that we evaluated.

Other workloads: We chose SPEC 2017 benchmarks [43] for our evalu-
ations as they are representative of modern day workloads. They cover wide
range of application areas such as finance, database, AI, and so on, and use
different data structures and algorithms that are widely used. The bench-
mark set also consists of variety of cache sensitive and insensitive workloads
with different LLC MPKIs; this helps us evaluate our work on various work-
load scenarios.

We also applied our technique to other database and graph benchmarks
such as the GAP Benchmark Suite [34] and observed its effectiveness in
reducing cache memory footprint of these benchmarks. Most GAP bench-
marks have great locality and very low MPKI, especially those processing
the web [35].

As we only run each workload in isolation on a single core setup, cache-
insensitive workloads will not benefit from increased cache space, and in
come cases may experience minor performance degradations. However, in
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a multi-core setup with larger caches, we expect to see considerable bene-
fits: as cache-insensitive workloads can be compressed significantly, running
them along other cache-sensitive workloads which convert this extra avail-
able cache space to performance, will improve the overall system perfor-
mance.

4.8 Summary

In this chapter, we demonstrated that inter-cacheline compression can be
very effective if small differences among the cached memory blocks are al-
lowed. We proposed Thesaurus, an LLC compression based on dynamic clus-
ter detection, and describe an efficient in-hardware implementation based on
locality-sensitive hashing. We also develop a replacement policy for the data
array in the LLC that balances the development of new clusters with con-
serving existing clusters.
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Chapter 5

Dynamic Clustering of Layer
Activations in DNNs

In this chapter, we leverage the insights developed for clustering data blocks
in CPU caches from chapter 4 to reduce the memory footprint of DNNs.
We demonstrate the effectiveness of data clustering in compressing special-
purpose applications by designing a dynamic clustering method to tackle
activation maps compression in deep neural networks (DNNs).

First, After a brief overview of DNNs, we review the existing compres-
sion work on DNN and identify their drawbacks. Then, we show that acti-
vation distributions are similar across large groups of channels, and there-
fore channels can be clustered based on their statistical properties. We pro-
pose Channeleon, an activation compression technique for off-the-shelf, opti-
mized, deployment-ready models — all without relying on access to training
data, knowledge of the training algorithms and their hyperparameters, or
statistics from the batch-norm layers. We continue this chapter by argu-
ing that non-uniform quantization method is necessary to retain the model
accuracy as low-bit-widths.

Channeleon maintains accuracy at bitwidth ranges where prior meth-
ods fail: it can compress activations to as few as 4 bits, where existing
post-deployment methods fail below 8 bits. Channeleon results in 1.33ˆ the
compression factors achievable by the 8-bit prior art at the similar accuracy
levels.

5.1 Deep Neural Networks

Throughout the thesis, we use convolutional neural networks (CNNs) [112,
216, 230, 241, 273, 281] to evaluate our work. CNN is class of deep neural
networks (DNNs), most commonly applied to analyze visual imagery. There
are two phases involved in employing a DNN model: training and inference.

In training phase, DNN weights are optimized via approaches such as
stochastic gradient descent (SGD) [154] using a training dataset in order
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Figure 5.1: (a) A block representing convolutional layer and its activation,
weight, bias, and gradient values. (b) A demonstration of network layers
for building block of residual learning networks as in Figure 2 and Figure 3
of [112] (black arrows illustrate activation in forward path).

to minimize a certain loss function. In each training step, a forward pass is
first performed to calculate the loss, followed by a backward pass to back-
propagate the error. Finally, the gradient of each parameter is computed
and accumulated. Then, in the inference phase, only forward passes are
performed in order to make predictions.

DNNs are designed using a combination of multiple types of layers, most
notably convolutional (conv) layers, fully-connected (fc) layers, activation
layers, batch normalization layers, and so on. Depending on the type of
a layer, it may consist of various values such as activation, weight, bias,
and gradients. Weights and biases are the learnable parameters of a layer,
while activations and gradients are the intermediate values that needs to
be exchanged among layers. Learnable parameters do not change after the
training task is completed and therefore, they can be optimized statically.
whereas activation map depend on the input data and therefore, change
dynamically. We illustrate activation maps, weights, and other values of a
convolution layer in Figure 5.1(a).

conv layers contains a set of filters to identify meaningful features in
the input data. For visual data such as images, usually 2-dimensional filters
are employed which slide over the input of a layer to perform the convolu-
tion operation. Activation layers apply an element-wise activation function
to the input feature maps. The ReLU activation function [185] in particular
is known to provide state-of-the-art performance for CNNs, which allows

91



positive input values to pass through while thresholding all negative input
values to zero [27]. For example, we illustrate the layers within the build-
ing block of a widely used family of networks for image classification task,
ResNet [112], in Figure 5.1(b).

Running DNNs requires lots of computing power and memory and these
costs have increased as CNNs get wider and deeper to perform better pre-
dictions for a variety of applications [144]. Although a DNN may include
many types of layers, matrix multiplications and convolutions dominate
over 80% of the operations, and are the main targets of DNN computation
acceleration [267]. As mentioned in chapter 2, model compression meth-
ods [32, 48, 61, 62, 95, 106, 164, 184, 207, 253] try to reduce the memory
footprint as well as computation requirement of DNNs by removing or esti-
mating layer parameters and activations.

5.2 Existing Compression Techniques

Modern compact networks [216, 241, 281] aim to reduce the “size” of the
model, i.e., the number of model parameters that must be stored in, and
retrieved from, memory. Similarly, techniques like weight pruning [84, 92,
107, 113, 280] and weight quantization [32, 48, 61, 62, 95, 164, 184, 207, 253],
try to minimize the memory footprint used to store the weights of a trained
model, either by reducing the effective size or omitting some (often „90%)
of the parameters altogether.

As the weight footprints of such DNNs have shrunk, however, the rela-
tive footprint of their activations has increased to match or even exceed that
of the weights even without pruning. Figure 5.2 illustrates this: while older
(and larger) networks like VGG16-BN [230], ResNet18 [112], and WideRes-
Net50 [273] have 5ˆ–10ˆ more weights than activations, modern compact
networks like MnasNet1 0 [241], ShuffleNet v2 [281], and MobileNet v2 [216]
have as many activations as weights (or more) even when processing a single
input (i.e., no batching).

5.2.1 Drawbacks of Existing Techniques

Recalling from chapter 2, techniques like quantization and compression are
more difficult to apply to activations than weights. Because activations
change for every input at inference time while weights stay constant once
the model is trained, activations cannot be quantized off-line; as a result, the
model cannot be retrained to reverse the accuracy-drop due to activation
quantization, as is commonly done with weight quantization [61, 106].
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Figure 5.2: Share of the activation and weight values. The right side shows
older models where weights can be up to an order of magnitude more than
activations. On the other hand, the more modern and compact networks are
illustrated on the left side and contain almost equal number of weights and
activation values.

Methods like quantization-aware training [61, 95] and fine-tuning [106]
try to mitigate the accuracy drop due to activation quantization during the
training phase, by calibrating quantization ranges on different inputs re-
quiring access to some training data. Often it is impossible with commercial
vendors on account of security, privacy, or trade secret concerns to access
the training data. Because of this, these techniques cannot be used post-
deployment. Many of post-training quantization (PTQ methods attempt to
quantize the activations without retraining or fine-tuning [32, 48, 62, 164,
184, 207, 253], while other proposals fine-tune the model using synthetic data
that is distilled from the statistics stored in batch normalization layers [48].

While these PTQ techniques are effective in quantizing activations down
to 8 bits, they fail dramatically at lower bit-widths. Figure 5.3 demonstrates
this accuracy drop where weights are kept at 8-bit precision, but activation
values are quantized to 6/5/4-bit precision for the state-of-the-art technique,
ZeroQ [48]. When all activation layers are quantized, the accuracy of Mnas-
Net1 0 using 4-bit activations drops to 0.12%. In contrast, the Channeleon
technique we propose in this paper maintains a top-1 accuracy at 62.2%.

Apart from the accuracy loss, a key drawback of these state-of-the-art
PTQ techniques is that they rely on per-channel statistics from the batch
normalization layers, and require these to be stored in a full-precision format.
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Figure 5.3: Impact of our proposal on the top-1 inference accuracy of the
MnasNet1 0 networks compared to the best state-of-the-art activation value
quantization methods [48].

This means that these methods fail on “Normalization Free” networks [41],
which eschew batch normalization. Finally, batch normalization layers in off-
the-shelf networks are often folded into the preceding layers for computation
efficiency, and thereby lose the distinction between the weight values and
normalization constants.

5.2.2 Channeleon Key Insights

The approach we propose in this chapter is based on two key observations:

1. Activation distributions are similar across large groups of channels,
and that channels in each such group can be compressed together.

2. At very low bit-widths (less than 8 bits), the non-uniformity of acti-
vation distributions must be taken into account during quantization
and compression.

Compressing each channel group together avoids the overheads of com-
pressing each channel separately — especially prominent towards the end
layers of deep convolutional networks — as well as the accuracy losses due
to using the same quantization parameters for all of a layer’s activations.
Further, while traditional non-linear quantization techniques are too compu-
tationally expensive for inference, we develop a variant that incurs minimal
computation overheads.
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Table 5.1: Accuracy (top-1) improvement of the per-channel quantization
over per-layer quantization. Per-channel quantization matches the 6-bit bud-
get method match (or even outperform) the accuracy of the 8-bit per-layer
quantization method. All weights are quantized to 8-bit.

Method A bits MnasNet1 0 MobileNet v2 ShuffleNet v2

Per-Layer 8 71.300 68.898 65.200
6 58.812 38.438 56.490

Per-Channel 6 71.210 69.896 65.168

5.3 The Opportunity for Channel Clustering

5.3.1 Compressing Activation Tensors

Below, we first discuss two approaches to perform compression — com-
pression based on computing the statistics of the entire layer, and compres-
sion based on computing the statistics for every channel separately — and
their weaknesses, and then develop the proposed channel grouping technique
in the next section.

Per-layer compression. The most common [32, 48, 62, 164, 184, 207,
253] way to compress the activation values is to quantize and compress an
entire activation layer all at once based on statistics collected during calibra-
tion. In this approach, the quantization statistics — such as the min/max
thresholds and the scale — are shared across all activations in a layer.

While this approach is simple and induces minimal overheads — the
compression metadata are stored only once per layer — it also wastes com-
pression opportunities.

Figure 5.4(a)(1) shows the distribution of the entire activation tensor
after the first conv layer of ShuffleNet v2 (including batch-norm ReLU) for
two input samples. Quantizing the entire activation tensor uniformly will
yield min/max thresholds of 0 and 6. However, many of the channels, shown
in Figure 5.4(a)(2–7), have much narrower activation value ranges, and only
use a small portion of the r0, 6s range. This leads to overquantization, and
substantially impacts accuracy as compression factors grow: Table 5.1 shows
that while per-layer quantization works acceptably when targeting 8-bit ac-
tivations, it suffers significant accuracy loss when targeting 6-bit activations.

Per-channel compression. An alternative to compressing the entire
activation layer at once is to consider each channel independently [32]. This

95



(a)
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Figure 5.4: (a) Distribution of the activation values in the first layer of
the ShuffleNet v2 illustrated on 2 input images (blue and red colors). The
distribution of the entire values in the layer tensor is shown on the top; the
distribution of values for 6 of the channels also separately illustrated on the
bottom. The distributions and their statistics (µ, σ) vary for every channel,
and are different from the distribution of the entire tensor. (b) Visualizing
the same 6 channels as images for the first input image; while each image
has unique features, there is similarity among pairs in each row.
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allows the quantization to account for the different activation distributions
present in each channel (Figure 5.4), and maintains accuracy at lower bit-
widths (Table 5.1).

However, quantizing each channel independently also means an increased
storage cost for the quantization metadata, which can significantly reduce
the effective amount of compression. For example, consider the last three
blocks of MobileNet v2, where activations are 7 ˆ 7. Moving from 8-bit
quantization to 6-bit quantization theoretically saves two bits per activa-
tion, but with the overhead of storing the quantization metadata for each
channel, the savings reduce to only 0.7 bits per activation. Because of this,
per-channel quantization is also undesirable as activations are quantized to
narrower bit-widths.

5.4 Quantization Methods

Quantization is an effective technique to reduce bitwidth [33, 81, 94, 131,
146]. A quantization function Quant maps the set of reals R (full-precision
data) to Qb (low-precision data at bit-width b) with a bitwidth of b. Quant
is chosen to minimize the quantization error between the full-precision val-
ues and their low-precision representations, usually measured as the mean
squared error (MSE).

Broadly, there are two types of quantization methods: uniform and non-
uniform.

5.4.1 Uniform Quantization

A uniform quantizer linearly maps the full-precision data (x) into low-
precision data (x̂) with a scaling factor (denoted as scale). Uniform sym-
metric quantization (QU ,sym) maps full-precision data values as: QU ,sym

b “

scale ˆ t´2b´1, . . . 0, . . . ,`2b´1 ´ 1u, where b is the bitwidth of the low-
precision data. Because most activations in a layer generally fall into a lim-
ited range, the quantization is usually cut off at upper and lower thresholds
Xmax and Xmin , i.e., the maximum and minimum values.

Because the commonplace ReLU activations set all negative values to
0, activations often use asymmetrical quantizers (QU ,asym) which map the
values as: QU ,asym

b “ offset ` scale ˆ t0, ...,`2b ´ 1u, where the values are
shifted (denoted by shift) appropriately.

The quantized integer value xq and low-precision value x̂ are then defined
as:
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shift “ Xmin , step “ pXmax ´Xminq{2
b

xq “ t
x´ shift

step
s

x̂ “ shift ` step ˆ xq `
step

2

(5.1)

While uniform quantization can be performed with low latency over-
heads, it treats all data values equally and does not adapt to the the data
distribution. For instance, using a uniform quantization for data that follows
(say) a log-normal distribution will increase the quantization error and can
cause a drop in accuracy.

5.4.2 Non-Uniform Quantization

A non-uniform quantizer non-linearly maps the full precision data (x) into
low-precision data (x̂). While this increases complexity, a non-uniform quan-
tizer tends to have a smaller drop in accuracy as its quantization error is
low.

In non-uniform quantization, the quantized values no longer contain a
particular approximate value, but an index into a table of values. Finding
the intervals that should be quantized as one value is often accomplished
through clustering techniques (using, e.g., K-Means), with the centroids rep-
resenting the quantized values and the cluster boundaries representing the
quantization regions [106, 201].

Figure 5.5(b) shows how such a method chooses centroids cent0, . . . , centK´1.
The boundaries of the quantization regions rr0, r1q, . . . , rrK´1, rKq can be ex-
pressed as the mean of the centroid values. In iterative quantization (e.g.,
based on K-Means), these steps are repeated iteratively until the MSE for
the quantized values is less than the desired threshold. The quantized integer
value xq and low-precision value x̂, is then defined as:

x̂ “ cent i “ ErX|ri ď x ă ri`1s

ri “

$

’

&

’

%

Xmax , if i “ K

Xmin , if i “ 0

pcent i ` cent i´1q{2, otherwise

xq “ i s.t. ri ď x ă ri`1,

(5.2)
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Figure 5.5: Quantizing values of a non-uniform distribution (blue dots) with
a 2-bit budget. (a) uniform quantization: first, given the min/max of the
values, the entire range will be divided into 4 equally spaced regions, then
middle point of each region (i.e., the red cross c0 ... c3 ) will be chosen
as the approximate values of each region. (b) Non-uniform: Assuming an
initial region, the centroids are calculated for each region, and then the
region boundaries r1,... r3 will be re-calculated accordingly to the mean
of centroids. This process can happen iteratively to have less quantization
error. Finally, the centroids can be used as the approximate value of values
in each corresponding region. The approximated values using non-uniform
quantization better match the blue dots than the uniform method.
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5.5 Dynamic Clustering

Channeleon quantizes activations by combining two techniques: (i) it groups
channels whose activations exhibit similarity and compresses them together,
and (ii) it uses a Gaussian mixture approach to approximate and efficiently
represent activation values. We discuss each of these in turn, and then
present the quantization as part of the complete inference algorithm.

5.5.1 Dynamic Channel Grouping

To compress activation tensors, Channeleon dynamically groups subsets of
channels with similar activation statistics, and uses the common statistics
to compress those channels together.

Channel-Group quantization. To develop a better quantizations, we
observe that, while activations are distributed differently in different chan-
nels, there are groups of channels with similar distributions. This is visible
in the activation distributions in Figure 5.4(a): in each row, the distributions
are visually similar. Figure 5.4(b) shows the same pairs of channels as 2D
image; the similarity is also visible.

This observation suggests a best-of-both-worlds approach to activation
quantization: instead of treating all activations in a layer as one distribution
or treating all channels separately, detect similarity among channel activa-
tion distributions.

If an activation tensor has C channels and they can be arranged in K
groups, we only need to store one set of quantization parameters for each of
the K groups, not for each of the C channels.

The remaining question is how to detect channel similarity. We empir-
ically found that collecting xσ,min,maxy statistics for each channel and
clustering them using K-Means allowed us to detect channels that could
share quantization parameters without impacting inference accuracy.

Table 5.2 shows that applying this method gives an effective K that
is much smaller than C, resulting in significant savings: for example, for
MnasNet1 0, channel grouping can reduce the total number of quantizers
by more than 22ˆ (from 18.9K Ñ 0.8K) while maintaining top-1 accuracy.

5.5.2 Non-Uniform Quantization

Figure 5.4(a) also shows that — especially if channels are considered sepa-
rately — activations are not uniformly distributed between the cutoff thresh-
olds. Quantizing these ranges uniformly is acceptable if the range is suffi-
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Table 5.2: Accuracy (top-1) comparison of the group-channel quantization
and per-channel quantization. Grouping channels into 16 groups reduces the
number of quantizers by an order of magnitude while preserving the final
model accuracy with 8-bit weights.

Model Per-Channel (6-bit A) Per-Group (6-bit A)
Q. unit top-1 Q. unit top-1

MnasNet1 0 18,961 71.210 833 (22.8ˆ) 71.272
MobileNet v2 17,851 69.896 995 (17.9ˆ) 69.904
ShuffleNet v2 8,115 65.168 913 (8.9ˆ) 65.164

Quantizer1

Quantizer2

Quantizer3
 

Activation
Tensor

Compressed
Activation

Tensor

C×W×H
              

4-bit
values

C×W×H
              

32-bit
values
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Compression Module

Figure 5.6: Illustration of the channel clustering method in Channeleon on
tensor With C “ 8 channels, each with the dimension of W ˆH, and K “ 3
number of channel clusters. First, the similar channels will be grouped to-
gether, then each group will be quantized with their corresponding quantizer.
The output will be the the integer indices for each 8 channels with the same
W ˆH dimension (with lower bit-width per value) as well as the metadata
for each of the 3 groups.
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ciently fine-grained — say 8-bit quantization — but quickly fails as fewer
bits are used for the quantization: Table 5.3 shows that uniform quantization
causes significant accuracy losses at 4-bit quantizations.

One possibility is to use clustering-based non-linear quantization, as has
been proposed in the context of weight quantization [106]. However, there is
a key difference: while weight quantization can occur off-line before deploy-
ment, activation quantization must be done on-line during inference. And
clustering is computationally expensive: using three iterations of K-Means
to quantize the activations of MobileNet v2 requires 400M operations, com-
pared to the 287M operations required for the convolution operations.

Channeleon therefore adapts clustering-based quantization method to
the inference-time performance constraints by sampling and clustering a
subset of the activations. We sample about 1% of the activations from each
channel group as they are produced, and use them to determine the quan-
tization parameters. This produces computation overheads in the range of
„1%, well below the overhead needed for the actual quantization (cf. Fig-
ure 5.7).

Table 5.3: top-1 accuracy comparison of uniform quantization and non-
uniform quantization under the same group clustering setting (16 channel
groups). Accuracy is significantly improved at low activation bit-widths.

Quant. MnasNet1 0

method 6-bit 5-bit 4-bit

Uniform 71.272 68.628 57.328
Non-Unif. 71.436 (+0.164) 69.179 (+0.551) 62.228 (+4.9)

As the activation values are sparse after the ReLU layer, we refine the
compression by first encoding zero values with a bitmask (1 bit per value)
and then applying K-Means on the non-zero values.

5.5.3 Channeleon in the Inference Process

After the computation for each layer is complete (including batch-norm
and activation function), the output activation tensor T piq is collected and
quantized.

This proceeds by first clustering the channels of T piq into Kl clusters (a
hyperparameter selected independently for each layer to balance accuracy
and memory footprint). This process assigns a group ID g id to each channel.
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Next, each channel group is quantized separately by sampling „1% of
the activations and clustering them into Kg clusters using K-Means (Kg =
16 for 4-bit quantization, 32 for 5-bit quantization, and so on). This results
in the quantized activations qt for the channel group and the quantization
metadata (cluster centroids), which are collected in qT and Ml, respectively.

Finally, the quantized output activation tensor qT piq is used as input
activations for the next layer.

5.6 Methodology

We evaluate the benefits of Channeleon on three modern compact DNNs,
MnasNet1 0 [241], MobileNet v2 [216], and ShuffleNet v2 [281] on the Ima-
geNet [209] dataset.
We implement Channeleon in ‘Distiller’ [287] using the PyTorch [197] frame-
work. We quantize all the Convolutional (CONV) and Fully Connected (FC
) layers, including the first and the last layers. As it is common in inference,
the Batch Normalization values are folded into the weights of corresponding
layers. Furthermore, ReLU layers are also fused with corresponding previ-
ous layers. To highlight the benefits of compressing activations, we fix the
weights bit-width to 8-bit in all our experiments.

To quantify the impact of Channeleon on compressing non-zero acti-
vations, we encode the zero activations with a bitmask and only quantize
the non-zero activations. Channeleon uses K-Means clustering with linear
initialization to perform the quantization task. We observed that sampling
only 1% of the activations enables us to capture the characteristics of all
the activations in a group. Sampling reduces the computational overheads
of K-Means clustering significantly. This is even more beneficial when we
have multiple channels, especially at the later DNN layers, where the av-
erage number of members per cluster is observed to be significantly higher
than the earlier layers.

We observed that on average, K-Means clustering for a group requires up
to three iterations before ending the clustering task. We also tried various K
values and found K “ 16 forms good clusters while keeping a low overhead.
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Table 5.4: Accuracy improvement from channel clustering in Channeleon
over a naive layer-wise quantization. Channel clustering in Channeleon helps
significantly even at low (5-bit and 4-bit) activation bit-widths.

Act Model Layer Channeleon top-1
bits wise (ours) diff.

5-bit
MnasNet1 0 63.74 69.18 +5.44
MobileNet v2 64.61 67.45 +2.84
ShuffleNet v2 57.80 64.57 +6.77

4-bit
MnasNet1 0 48.85 62.23 +13.38
MobileNet v2 47.60 59.00 +11.40
ShuffleNet v2 39.92 60.12 +20.20

5.7 Evaluation Results

5.7.1 Ablation Study

We perform an ablation study for the two components of Channeleon, namely
(a) Channel Grouping, and (b) Non-Uniform Quantization.

Impact of Channel Grouping
We conduct experiments on MobileNet v2 and ShuffleNet v2 and Mnas-
Net1 0 with 8-bit weight quantization with 5-bit and 4-bit activation quan-
tization. Table 5.4 shows that Channel Grouping quantization outperforms
the accuracy of layer-wise quantization by at least 2.84% and up to 20.2%
points. This showcases that channel grouping in Channeleon benefits over
layer-wise quantization even for low activation bit-widths.

Impact of Non-Uniform Quantization
To validate the effectiveness of non-uniform quantization in Channeleon,
we use channel clustering methods on a fixed number of channel groups.
However, for each channel group, we perform non-linear quantization and
compare these against uniform quantization. Table 5.5 shows the effect of
non-uniform quantization with 5-bit and 4-bit activations. Channeleon con-
sistently outperforms the group-wise uniform quantization across all net-
works, and achieves up to 7.78% top-1 improvement (4.9% – 7.78%) for
4-bit activations.
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Table 5.5: Accuracy improvement from non-uniform quantization in Chan-
neleon over widely used uniform quantization at a channel-group granularity.
Non-uniform clustering in Channeleon helps significantly even at low (5-bit
and 4-bit) activation bit-widths.

Act Model Groupwise Channeleon top-1
bits Uniform (ours) diff.

5-bit
MnasNet1 0 68.63 69.18 +0.55
MobileNet v2 66.72 67.45 +0.73
ShuffleNet v2 63.14 64.57 +1.43

4-bit
MnasNet1 0 57.33 62.23 +4.9
MobileNet v2 52.25 59.00 +6.75
ShuffleNet v2 52.34 60.12 +7.78

5.7.2 Classification Results

Table 5.6 reports the accuracy of Channeleon compared to the state-of-the-
art ‘datafree’ PTQ method called ZeroQ [48]. We also report the results for
an idealized version of ZeroQ, denoted by ZeroQ+, which uses a part of the
training dataset for calibration. This establishes the upper bound for the
distillation mechanism in ZeroQ. Similar to ZeroQ, our baseline quantizes
weights into 8-bit integers and keeps the activation values at 32-bit floating
point. The baseline accuracies are reported with *. We also report the accu-
racy of a full-precision model in parenthesis below each model. The accuracy
gap between the baseline and the full-precision model is due to weight quan-
tization and can be mitigated by orthogonal weight quantization techniques.

Our experiments show that using 8-bit activation quantization can result
in close-to-baseline accuracies for the ZeroQ+ techinique. However, reduc-
ing the activation bitwidth to 6-bit (and below) has a significant impact on
the accuracy for all models. For instance, even with ZeroQ+, MobileNet v2
shows an accuracy drop from 68.9% to 38.44% when we reduce the activation
bitwidth from 8-bits to 6-bits. On the other hand, Channeleon consistently
outperforms ZeroQ and ZeroQ+ on all models at reduced bit-widths. Af-
ter using Channeleon, MobileNet v2 increases the accuracy to 69.35% even
while using 6-bit activation values. Furthermore, the 6-bit activation version
of Channeleon produces higher accuracies than the 8-bit ZeroQ+, and are
within 0.21% to 0.49% of the baseline accuracy.

The benefits from Channeleon start becoming more obvious at lower
bit-widths. On a setup with 4-bit activation values, the prior work including
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Table 5.6: Accuracy comparison of Channeleon on quantized post-training
models. The accuracy of the unquantized network is reported in the paren-
thesis below each model. The baseline is the model with INT8 weights and
unquantized 32-bit floating point activations. ZeroQ is our implementation
of [48] with batchnorm folding and ReLU fusion. ZeroQ+ denotes the ide-
alized version of ZeroQ when it has the ideal calibration dataset (subset
of the training dataset). Even idealized ZeroQ suffers on accuracy on lower
activation bit-widths while Channeleon consistently outperforms it at each
bit-width.

Method top-1 Accuracy

MnasNet1 0
(73.46)

baseline 71.93*

8-bit 6-bit 5-bit 4-bit

ZeroQ 12.13 10.23 5.10 0.75
ZeroQ+ 71.30 58.81 13.64 0.18
Channeleon 71.44 69.18 62.23

MobileNet v2
(71.89)

baseline 70.39*

8-bit 6-bit 5-bit 4-bit

ZeroQ 22.34 15.15 3.30 0.22
ZeroQ+ 68.90 38.44 2.64 0.13
Channeleon 69.35 67.45 59.00

ShuffleNet v2
(69.36)

baseline 65.50*

8-bit 6-bit 5-bit 4-bit

ZeroQ 15.60 14.77 8.36 2.98
ZeroQ+ 65.20 56.49 16.81 0.26
Channeleon 65.29 64.57 60.12
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Table 5.7: Activation storage requirements of a baseline already quantized
to 8 bits, and Channeleon at 6, 5, and 4 bit widths. The amount of overhead
of storing centriods and bitmasks are included below Channeleon activation
footprint. Channel index overhead is negligible and not included here. Last
column shows ZeroQ’s total activation size using 4 bits (per tensor scale
and shift parameters are negligible in size and ommited here). As ZeroQ
uses linear quantization only, the activation size of 8-bit ZeroQ is equivalent
to values reported in the 8-bit baseline.

Model baseline Channeleon ZeroQ

8-bit 6-bit 5-bit 4-bit 4-bit

MnasNet1 0 5.21MB 3.28MB 2.78MB 2.33MB 2.61MB
(20.82MB) 6%/20% 4%/23% 2%/28%

MobileNet v2 6.37MB 4.22MB 3.58MB 3.00MB 3.2MB
(25.48MB) 5%/19% 3%/22% 2%/26%

ShuffleNet v2 1.86MB 1.42MB 1.15MB 0.94MB 0.94MB
(7.44MB) 15%/16% 10%/20% 6%/25%

the idealized version ZeroQ+ has an accuracy of under 3% while Channeleon
maintains an accuracy of at least 59%. As an example, in the case of Shuf-
fleNet v2, Channeleon causes only a 5.38% reduction of baseline accuracy
while ZeroQ+ drops the baseline accuracy by a massive 65.24% points.

5.7.3 Memory footprint analysis

Table 5.7 reports the total activation size of each layer before and after the
compression. The total number of activation in the entire network is show-
cased in parenthesis below each network. We also report the overhead of the
metadata in the format of ‘(centriods/bitmasks)’ in terms of the percent-
age of the total footprint. For example, the activations of the MnasNet1 0,
can be compressed from 5.21MB to 2.33MB. This is 2.24ˆ lower as Chan-
neleon reduces the bitwidth from 8-bits in the baseline to 4-bits, including
the 2%(0.05MB) centroid and 28%(0.65MB) bitmask overheads.

The channel index that identifies the channel group incurs negligible
at overheads ranging from 0.2% to 0.4% of the compressed size, and so
we omit that in the table. This reduced memory footprint is crucial for
energy-efficient inferences as Dynamic RAM accesses are order of magnitude
expensive than arithmetic operations [105].
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Figure 5.7: The overhead of Channeleon normalized to the network inference
operation. Note that the gray bar shows the MAC operation in inference,
while the black and red bars, shows the overhead in terms of the simple
subtraction operations.

Cost analysis
To evaluate the overhead of Channeleon, we profiled the K-Means iterations
and sampled activation sizes etc during runtime. We calculate average oper-
ations performed by K-Means relative to network inference operations. As
shown in Figure 5.7, channel clustering adds only 2% to 3.5% more opera-
tions as compared with total inference operations. Furthermore, non-linear
quantization only adds an additional 10% to 22% as compared with total
inference operations. Moreover, the dominant primitive operations in K-
Means are subtraction whereas the more expensive multiply-and-accumulate
(MAC) operations dominate during network inference.

The energy consumption is more than than 4ˆ less for operations re-
quired for clustering compared with operations at network inference (based
on [105]). Therefore, we project that Channeleon only adds 3% to 6.4%
energy overheads. As DRAM accesses are an order of magnitude more en-
ergy consuming than arithmetic operations [105], this overhead is negligible
comparing to the saving obtained from the reduced memory footprint.

5.8 Summary

In this chapter, we tackle the problem of activation map compression in
DNNs. We observe that modern compact DNNs, unlike older networks, tend
to have almost equal proportions of weights and activations. Thus traditional
techniques that statically compress weights during training are not feasible
for activations (as they are dynamic) on these in-deployment devices.
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The key observation here is that many activation channels share similar
statistics and this makes them clusterable. Therefore, we propose Chan-
neleon, a computationally efficient technique that enables activation quanti-
zation by using sampling and K-Means clustering across channels. Moreover,
Channeleon does not require access to any training data or model hyperpa-
rameters.
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Chapter 6

Sparse Training Accelerator

In this chapter3, we tackle the problem of accelerating a sparse training from
scratch. First, we review an sparse training algorithm [92] where the weight
values are categorized as more important and less important over the course
of training. This is done by considering the entire set of gradient values and
keeping the ones with the highest change rather than looking at the gradients
or weights individually. Then, we show how to adapt this algorithm to make
it suitable for hardware accelerator implementation; the adapted algorithm
achieves 3.9ˆ–11.7ˆ sparsity while maintaining unpruned accuracy on tasks
like CIFAR10 and ImageNet.

We then propose a hardware architecture that adapts a standard 2D-
PE-array inference accelerator to enable sparse training without incurring
the dataflow limitations and interconnect complexity of the only prior sparse
training accelerator proposal [278] and achieves much higher sparsity.

Finally, we develop a sparse data representation suitable for training ac-
cess patterns, and an inexpensive load-balancing technique that preserves
maximum spatio-temporal reuse without complicating the on-chip intercon-
nect. Most of the modifications are not specific to the sparse training method
we adapt, but rather are necessary for accelerating any existing sparse train-
ing approach.

Compared to an equivalent accelerator that does not support training-
time sparsity, Procrustes uses 2.27ˆ–3.26ˆ less energy and offers 2.28ˆ–4ˆ
speedup without compromising accuracy on state-of-the art networks on
ImageNet and CIFAR-10.

6.1 DNN training

Stochastic gradient descent (SGD) — the de facto standard training algo-
rithm for deep neural networks [154] — comprises three stages, illustrated

3Parts of this chapter appear as: D. Yang, A. Ghasemazar, X. Ren, M. Golub, G.
Lemieux, M. Lis, ”Procrustes: a Dataflow and Accelerator for Sparse Deep Neural Network
Training”, MICRO, 2020.

110



in Figure 6.2:

1. The forward pass runs the inference algorithm to determine the model’s
predictions for training inputs and calculate the loss L (i.e., the train-
ing error). For a convolutional layer, this consists of convolving the
input activation (iact) tensor x with a set of filters w to obtain the
output activation (oact) tensor y (Figure 6.2a).

2. The backward pass back-propagates the loss gradient across the model’s
layers. For a convolutional layer, this is done by convolving the loss
gradient with respect to the oacts BL

By with filters w; unlike in the for-
ward pass, however, each filter is first rotated 1800 (Figure 6.2b).

3. The weight update pass determines how much a weight w should be
adjusted to decrease the loss by computing the gradient BL

Bw . For a
convolutional layer, this consists of convolving the backpropagated loss
gradient with respect to the oacts BL

By with the input activations (iacts)
x (Figure 6.2c).

In fully connected layers, x and y are 1D vectors, a weight matrix replaces
the weight filters, inner product replaces convolution, and matrix transpose
replaces the 1800 rotation.

6.2 Potential Savings of Sparse-From-Scratch

Pruning techniques can typically reduce the weight count by an order of
magnitude [106, 107, 109, 153, 159, 166, 261, etc.]. This sparsity comes
at the cost of irregular memory accesses and computation patterns, and
several accelerators have been proposed to enable efficient inference on sparse
models [58, 93, 105, 193, 279, etc.].

None of these approaches were, however, designed for energy-efficient
training. This is because they target a context where pruning occurs after
training: a model is first trained with the full parameter set, then pruned,
and finally re-trained to recover accuracy [107]. While this saves energy at
inference time, training the pruned network takes more time and energy than
training an equivalent dense network to the same accuracy. Skipping the pre-
training step is not an option: even if oracular knowledge of the pruned model
connectivity is assumed, training the pruned model from scratch sacrifices
accuracy compared to the original network [107, 159].

Still, the very existence of pruned networks suggests that it must be pos-
sible to somehow train them. Recent work has demonstrated that a model
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Figure 6.1: Potential training energy savings and speedup from ideally lever-
aging all weight sparsity (here, 5ˆ) while training VGG-S (15M weights) to
convergence with Dropback [92]. fw/bw/wu = forward/backward/weight-
update phases.

pruned by an order of magnitude can be trained provided that the initializa-
tion for the unpruned subset of weights is preserved [84]; this can be achieved
either by dynamically selecting the most productive gradient subspace [92]
or by iteratively increasing sparsity [179, 278].

Ideally, such sparse-from-scratch training can offer significant savings.
Figure 6.1 shows this for VGG-S [272] pruned 5ˆ (15MÑ3M weights) using
the Dropback algorithm [92], in an idealized 16ˆ16 PEs training system
where (i) sparsity is evenly distributed within each layer so all PEs receive
the same workload (i.e., perfect load balancing), and (ii) sparse weights are
stored in an idealized compressed format with no overhead, and (iii) retained
weights selection is instant and cost-free (see Figure 4.7.4 for setup details).
While the exact improvement varies with the geometry and sparsity of each
layer, leveraging 5ˆ sparsity can yield up to 2.6ˆ speedup with 2.3ˆ less
energy consumption over the entire network.

In practice, however, none of the existing sparse training methods can
reach this potential. Most [84, 92, 278] require sorting all weights to de-
termine the parameters to retain; with weight counts in the tens of mil-
lions, sorting is an expensive proposition. Several [179, 278] achieve only
small pruning factors and suffer accuracy loss. Some [84, 278] prune the
model very gradually; this implies (i) no peak memory footprint reduction,
(ii) mediocre energy savings because the average sparsity is low during most
of the training process, and (iii) the need to support two weight storage for-
mats (dense and sparse) and switch formats mid-way during training. The
remaining technique [92] maintains the target weight sparsity throughout
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Figure 6.2: CNN training consists of (a) the forward pass, (b) the backward
pass, and (c) the weight update pass; minibatch size adds a fourth dimension
to the activations. Weights are accessed in different order during the forward
and backward passes. Training fc layers is similar but uses multiplication
instead of convolution and WJ instead of Wþ in the backward pass. L =
loss; x = iacts; y = oacts; W = weights; þ = 1800 filter-wise rotation.

training, but gives up computation sparsity — a significant drawback for
training, where weights are usually 32-bit floating-point numbers that are
energetically expensive to multiply.

In addition, existing accelerators that support sparse inference are inad-
equate for sparse training. Weights are represented in formats that directly
correspond to the dataflow being used [58, 93, 105, 193, 279, etc.]; this works
well when weights are always accessed in the same order during inference,
but does not support the different weight access patterns that arise in dif-
ferent phases of training (see section 6.1). Accelerators that perform load
balancing (e.g., Sparten [93]) do this in software as a preprocessing step;
this works for inference where weight sparsity is static, but not for train-
ing where weight sparsity changes dynamically. Finally, recent proposals like
parashar2017scnn [193] and Sparten [93] use complex hardware to exploit
two-sided sparsity (i.e., both weight and activation sparsity); this can be
leveraged during the forward-pass phase of training, but usually does not
exist in the backpropagation or weight update phases because the ubiquitous
batch normalization destroys layer sparsity in the back-propagated gradient
BL
By , so the additional hardware costs are not warranted for training. (We
describe these challenges in more detail in chapter 2.)

6.3 Sparse Training Considerations

6.3.1 Sources of Sparsity

Inference accelerators that support sparsity [58, 93, 105, 193, 279, etc.] can
leverage two sparsity sources: (a) zero-valued weights that result from prun-
ing [107], and (b) zero-valued activations that result from the relu acti-
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Figure 6.3: A weight-stationary mapping: input and output channel dimen-
sions (C and K) are distributed spatially.

vation function [23]. With suitable hardware support, multiply-accumulate
(MAC) operations that involve zero weights or activations can be skipped,
while zero-valued weights and activations need not be stored if a suitable
sparse data format is used; some accelerators can take advantage of both
sparsity sources simultaneously [58, 93, 193].

During training, weight sparsity can also be used in the backward gra-
dient propagation phase, and input activation sparsity in the weight update
phase (cf. Figure 6.2). However, the back-propagated gradient BL

By does not
exhibit sparsity because of the prevalent use of batch normalization [128]:
batch normalization layers are commonly used between conv and relu
layers, which means that the BL

By sparsity generated from backpropagating
through relu is destroyed by backpropagating through the batch normal-
ization layer.

Designers of sparse training accelerators, therefore, are faced with a
choice: either spend additional hardware to accelerate one third of the train-
ing process, or reduce hardware complexity but give up on leveraging ac-
tivation sparsity in the forward pass. In this work, we focus on the latter
approach.

6.3.2 Mappings, Dataflows, and Load Balancing

The computation required to evaluate a conv layer can be represented as
a seven-dimensional nested loop, where each loop traverses a different di-
mension of the operation space [192] (single-sample inference accelerators
may not have the N minibatch dimension). Regions of this operation space
are then distributed as “work tiles” to different PEs by mapping two of the
loops to the horizontal and vertical dimensions of a 2D PE array; together
with exchanging the order in which loops are nested, this determines the
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Figure 6.4: DNN computation on a 2D PE array with a weight-stationary
C,K mapping: (a) dense model, equal work and spatial reuse; (b) sparse
model, unequal work but spatial iact/psum reuse; (c) sparse model, equal
work but no spatial iact/psum reuse. = work tile; = overhead due to
lack of reuse / complex interconnect. Each column is a full PE array’s worth
of work; a single layer’s computation comprises many of these. ˘bcast =
with/without spatial weight reuse.

dataflow [149, 192].
Figure 6.3 shows the ubiquitous weight-stationary dataflow [24, 54, 139,

189, 226, 227, 238, 276, etc.], which results from mapping the C,K dimen-
sions across the PE array in the forward pass (mapping R,S is less common
due to small filter sizes); the corresponding mappings for the backward and
weight-update passes are shown in the adjacent table.

In this mapping, each workload (e.g., DNN layer) is first divided into PE-
sized work tiles, all of which have the same number of weights. The tiles are
mapped among the PEs; once a PE receives one work-tile, the computation
begins and runs until all work-tiles have finished. Finally, the next set of
work-tiles is distributed among the PEs, and the process repeats until the
entire layer has been evaluated (Figure 6.4a).

This mapping results in advantageous dataflow properties in a 2D PE
array. Because all work tiles have the same amount of work, execution is
naturally synchronized, and data can be spatially reused by broadcasting
across multiple PEs. For example, in the forward pass in Figure 6.3, input
activations are broadcast horizontally (read-only reuse), while partial sums
are reduced vertically (read-write reuse). The dataflow patterns also allow
the on-chip network to be simple: our example requires two one-dimensional
flows (for the activations and the partial sums) and one unicast flow (for the
weights); typically, those would be three separate interconnects.

However, difficulties arise when the network is sparse. At reasonable
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Figure 6.5: Load imbalance histogram of full-PE-array working sets (columns
in Figure 6.4b) when training VGG-S [272]/CIFAR-10 [148] using Dropback
sparse training [92]. A perfectly load-balanced workload would have 100%
of the sets at 0% overhead.

pruning levels, on the order of 10% of the weights survive [107], with sparsity
distributed unevenly among the worktiles (by chance and learning pressure).
This leaves designers with two unpleasant alternatives:

1. Retain the same tiling and mapping of operations to the PE array
as in the dense case. This preserves the single-dimensional dataflow
patterns shown in Figure 6.3, allowing input activations and partial
sums to be spatially reused. However, different amounts of work are
distributed to different PEs, and utilization is low because latency
is limited by the “slowest” PE (Figure 6.4b). Figure 6.5 shows how
latency differs among full-PE-array sets of work tiles (i.e., columns
in Figure 6.4b): frequently, the load imbalance causes execution time
overheads in excess of 50%, and sometimes in excess of 100%.

2. Distribute an equal number of non-zero weights to each PEs. This
balances the workload among the PEs (Figure 6.4b), but destroys the
desirable single-dimensional on-chip traffic flow patterns of Figure 6.3
and severely reduces the benefits from spatial reuse. In addition, be-
cause related partial sums can be generated in any PE, a complex
interconnect is required to reduce them [58, 278].

Choosing other dataflows also does not provide a panacea: for example,
the activation-stationary dataflow used for some sparse accelerators [193]
suffers similar issues in the weight update pass, requires two datatypes to be
unicast, and suffers from low PE array utilization towards the tail of many
networks where the activation tensors are small [58].
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Subsection 6.5.3 describes how Procrustes employs the additional mini-
batch dimension available during training to achieve effective load balancing
while preserving a hardware-friendly dataflow and avoiding the need for a
complex interconnect.

6.3.3 Sparse Weight Representation

Existing sparse-weight inference accelerators [58, 93, 105, 193, 279] employ
a linear run-length encoding that is tightly coupled to the dataflow they use.
For example, EIE [105] stores non-zero entries as an interleaved compressed
sparse column (CSC) format, which permits a single column of an fc layer
weight matrix W to be streamed to the PE array to interact with the same
input activations. This layout matches the dataflow during the forward pass,
but makes it impossible to calculate addresses within a column of WJ in
the backward pass.

Similarly, the compressed format used for conv filters in SCNN [193]
organizes filter layers so that all sparse filters with the same input chan-
nel (and different output channels) are adjacent. In the forward pass, this
corresponds to SCNN’s input-stationary dataflow where a single input acti-
vation is multiplied by all filters from the same input channel and the partial
sums are distributed to different output channels; however, in the backward
pass the equivalent gradient-stationary dataflow would need to compute ad-
dresses for all filters from one output channel, which is not possible due to
varying filter sparsity.

Procrustes instead uses a variant compressed block format (CSB) [45]
(subsection 6.5.2) to ensure that weights can be compressed but still read
efficiently during all relevant training phases.

6.3.4 Sparse Training Algorithms

Training of sparse networks relies on the observation that dense deep neural
networks contain small subnetworks („20% weights) that can be trained
to match or exceed the original accuracy provided that the initial weight
settings for the subnetwork are retained [84, 158]. In effect, most („80%–
90%) of the weights serve as a scaffolding necessary only to identify the
weights that should survive in the final pruned subnetwork.

Most of the proposed sparse training algorithms work by gradually in-
creasing sparsity during the training process. The lottery ticket algorithm [84]
prunes 20% of the network every 50,000 training iterations by removing the
lowest-magnitude weights; the authors report 5–10ˆ model size reduction
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on CIFAR10 targets. Eager Pruning [278] follows a similar magnitude-based
approach, but adds a feedback loop and a checkpoint-based rollback scheme
to avoid overpruning; maintaining top-1 accuracy on ImageNet, it can prune
ResNet50 2.4ˆ (25.6MÑ10.8M weights) by removing 0.8% of the weights
every 24,000 iterations. Both approaches rely on sorting all weight values to
select which weights to keep.

Dynamic sparse reparametrization [179] starts by randomly distributing
zero weights at the desired sparsity level, but allows the zeros to redis-
tribute across the weight tensor during training. For ResNet50, for example,
„200,000 additional parameters are set to zero every 1,000–8,000 iterations,
but an equal number of weights are allowed to regrow after each pruning
step. It avoids the need to sort all weights by using a value threshold adjusted
via a set-point feedback loop whenever the network is pruned; however, the
initial value of this threshold becomes a hyperparameter. ResNet50 can be
pruned 3.5ˆ (25.6MÑ7.3M) with some top-1 accuracy loss on ImageNet
(´1.6%).

In contrast to the gradual pruning approaches [84, 179, 278], the Drop-
back algorithm [92] prunes the network from the beginning: only a fixed
percentage of the parameters (e.g., 10%) are ever allowed to change. In ev-
ery iteration, only the weights with the highest accumulated gradient survive
(which again requires sorting), on the theory that this represents learning
better than magnitude during early iterations; the pruned weights are reset
to their initial values rather than to 0. Dropback prunes ResNet18 11.7ˆ
(11.7MÑ1M) while maintaining top-1 accuracy on ImageNet.

In this chapter, we focus on Dropback algorithm, which offers by far the
highest compression ratios and introduces only one additional parameter
(the sparsity factor) during training. Unfortunately, two aspects stand in
the way of hardware acceleration: (a) pruned weights are not set to 0, and
so MAC energy is not saved; and (b) millions of gradients must be sorted to
determine which weights should be pruned. We demonstrate how to over-
come these drawbacks and make Dropback algorithm hardware-friendly in
section 6.4.

6.4 Sparse Training Algorithms in Hardware

To adapt Dropback algorithm to the requirements of an efficient hardware
implementation, Procrustes

(i) creates computation sparsity by decaying initial weight values W p0q

over the first 1,000 iterations, and
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Figure 6.6: Validation accuracy over the course of training when initial
weights decay 0.9ˆ every iteration, compared to a baseline without de-
cay (VGG-S on CIFAR-10). The dashed vertical line indicates the point
at which all initial weights have decayed to zero (1,000 iterations, or early
in the second epoch as epochs are 800 iterations each).

(ii) avoids the need to sort all gradients by using dynamic quantile esti-
mation to continuously determine a threshold value that tracks the
target sparsity.

We discuss the details below.

6.4.1 Creating Computation Sparsity

A key challenge in using Dropback algorithm [92] to enable energy-efficient
training is the fact that it never entirely removes pruned weights: instead,
pruned weights have their values returned to their initialization-time val-
ues. These are generally non-zero, so no MAC operations are saved, and,
because MAC computation accounts for much of the energy during training
(cf. Figures 6.1 and 6.15), energy savings are also limited.

To determine how to recover computation sparsity, we first considered
the function of the weights during training. We hypothesized that the initial
weight values are important during the early iterations when weights have
not moved far from their initial state and the accumulated gradients are
small compared to the initial weights. Later on, we reasoned, the accumu-
lated gradients are much larger than the initial weight values, and the initial
scaffolding could safely be removed.
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We therefore examined whether the initial weight values could be grad-
ually decayed to zero so that eventually only the accumulated gradients
remain and all pruned weights become zero. We decayed the initial weight
values 10% every iteration (decay parameter λ “ 0.9), eventually zeroing
them. Figure 6.6 shows how validation accuracy evolves over the course of
training compared to a baseline where weights do not decay: neither accu-
racy nor convergence time are affected.

In this experiment, the initial weight decay scheme results in 80% weights
set to zero by iteration 1000 (out of 234,400 total iterations). This means
that 60% of computation in 99.5% of iterations can be entirely skipped,
potentially resulting in significant energy savings.

6.4.2 Choosing Which Weights to Keep

The second key challenge of the original Dropback algorithm is the need
to sort all accumulated gradients to determine which weights should be
kept and which should be reset to their initial values. A comparison-based
sort requires a minimum of log2 pn!q comparisons in the worst case — 336M
comparisons for the relatively compact VGG-S with 15M weights, compared
to the 4.3G MACs required for one training iteration with batch 16. Even if
the DNN accelerator were modified to support sorting (i.e., to return both
indices and values), sorting would take in excess of 1.3M cycles on a 256-PE
device.

To overcome this challenge, we considered replacing the target sparsity
factor (such as 10ˆ) with a global value threshold ϑ. In this scheme, every
computed gradient is tested whether it should be added to the tracked set
T , and added to T only if it exceeds ϑ. This would reduce the number of
comparisons to one per produced gradient (15M for VGG-S).

The question is how to determine ϑ for each iteration. Dynamic sparse
reparametrization [179] accomplishes this via a set-point feedback scheme
that adjusts ϑ every 1,000–8,000 iterations, but this introduces an additional
hyperparameter, the initial value of ϑ. Instead, we determine ϑ dynamically
via a streaming quantile estimation technique [265]. To allow for peak update
rate (up to 4 per cycle in the last VGG-S conv layer), we extended the
technique to process four updates at once.

The tracking process proceeds as follows:

• If the gradient dimension δw is not in the tracked set T , |δw| is com-
pared against ϑ. If it is higher, δw evicts and replaces the lowest entry
in T ; otherwise, it is discarded. In either case, |δw| is used to update
the quantile estimate.
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Figure 6.7: Validation accuracy over training epochs when sparse training
is used and quantile estimation is used to determine the value threshold ϑ
under which accumulated gradients are discarded, compared to a baseline
with initial weight decay and exact sorting (VGG-S on CIFAR-10).

• If δw is tracked, it is added to the stored accumulated gradient δacc
w .

The quantile estimate is updated with |δacc
w ` δw|.

In our experiments, we found that the tracking accuracy sensitivity to the
values of Q̂qp0q and % is negligible, so we use the same values for all experi-
ments rather than treating them as hyperparameters.

To determine the accuracy of this estimate, we trained VGG-S using a
sparsity target of 7.5ˆ and streamed the computed accumulated gradients to
the estimator. Figure 6.7 shows that while the quantile estimation exhibits
minor deviations from ground truth (because different layers have different
amounts of sparsity), these estimation errors have no detrimental effect on
the validation accuracy of the trained network. Overall, the quantile estima-
tion error results in extra weights being tracked, and reduces the sparsity
factor slightly from 7.5ˆ to 5.2ˆ; however, this overhead is much lower than
that required to sort all weights or to train a dense network.

Note that selecting weights through quantile estimation is not specific
to the Dropback algorithm: separating some fraction of the highest-value or
highest-gradient weights is needed by all sparse training algorithms [84, 92,
176, 179].
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Figure 6.8: The compressed sparse block (CSB) weight representation in
Procrustes.

6.5 Dataflow and Sparse Data Format

6.5.1 Storage and Sparsity During Training

Weights (or, more precisely, accumulated gradients) are always stored com-
pressed using the format described in subsection 6.5.2. Typically, all weight
gradients are produced, but most gradients that are not already tracked will
not survive the comparison with existing accumulated gradients.

Activations are stored uncompressed for immediate reuse and in a com-
pressed format for long-term reuse. The forward pass reads sparse weight
tensor, and produces a dense output activation tensor, which is then immedi-
ately reused as inputs to the next layer; the activations are then compressed
using a sparse, zero-free format, and reused in the weight update stage. This
technique is similar in spirit to Gist [133].

6.5.2 Compressed Sparse Weight Representation

To avoid the challenges discussed in subsection 6.3.3, a sparse weight storage
format designed for training must support:

(i) iterating through 2D convolution filters across different dimensions in
different stages (for conv layers), and across both rows and columns
of weight matrices (for fc layers),
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(ii) rotating kernels (for conv layers) or transposing weight matrices (for
fc layers), and

(iii) different kernel sizes in conv layers.

Procrustes uses a modified compressed sparse block (CSB) format [45] shown
in Figure 6.8 to store weights in the on-chip global buffer and external
DRAM. Blocks store non-zero values and are variable in size because of
sparsity, but correspond to fixed-size regions in the corresponding dense
weight space — kernels for conv layers, square fragments of the weight
matrix in fc layers, etc. The region size can vary on layer granularity to
support different kernel sizes.

The Procrustes CSB format comprises three components, illustrated in
Figure 6.8:

(a) the weight array, which stores variable-size packed weight blocks cor-
responding to kernels, etc.;

(b) the pointer array, indexed by tensor coordinates, which identifies the
weight array location that stores the relevant weight values; and

(c) the mask array, also indexed by tensor coordinates, which stores a
mask identifying non-zero value locations in the unpacked block (and
therefore also the packed size).

The pointer and mask arrays are decoupled to support different mask lengths
for each layer (e.g., different kernel sizes in conv layers, flexible block sizes
in fc layers and during weight update, and so on); in all of our simulations,
mask arrays fit in the on-chip GLB.

Because the pointer array is indexed by coordinates in the original (dense)
operation space and is decoupled from the compressed contents, the format
makes computing kernel addresses straightforward while adapting cleanly
to different kernel dimensions. The indirection also makes it easy to deter-
mine the density of working sets assigned to each PE: it suffices to subtract
pointers of adjacent work tiles. In addition, because blocks are sized to and
retrieved on filter granularity, they can be rotated (to be used in the back-
prop pass) while being fetched from the global buffer to the per-PE register
files; similarly, transposition of the weight matrix for the fc layers can be
done by transposing subtensors piecewise.

Activations are stored uncompressed for short term reuse (as activations
in the next layer) and compressed in CSB format for long-term reuse (for-
ward pass to weight update).
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Figure 6.9: Load balancing in the weight-stationary C,K dataflow in a four-
PE array: (a) PE workload imbalance (shaded PEs) due to different weight
sparsities (shaded arrows); (b) PE workloads and the corresponding weight
(w) and partial sum (y) tiles split in half across the K dimension (note the
thinner arrows); (c) half-tiles exchanged between the top-left and bottom-
right PEs for load balancing. Activations must be sent on both rows and
columns, and require twice the buffer space in the PEs.

6.5.3 Load Balancing and Dataflow

First, every work tile (a) is cut into two halves along one of the tile dimen-
sions (b); because sparsity is almost certainly uneven within the tile, the two
halves will likely have different densities. Next, the halves are sorted accord-
ing to density, and half-tiles are matched starting from opposite ends (c):
the sparsest half-tile is matched with the densest half-tile, and so on. This
ensures that each newly formed tile is as close as possible to the average
density across all PE work tiles (d).

However, naively applying this rebalancing scheme to the entire PE array
without changing the dataflow would impact on-chip communications pat-
terns and require a complex interconnect. Figure 6.9 demonstrates this on
the weight-stationary C,K dataflow on a 4-PE array. In pane (a), input acti-
vations are broadcast horizontally (xA in the top row and xB in the bottom
row), partial sums are accumulated vertically (yA in the left column and yB
in the right column), while the weights are unicast (as in Figure 6.3); how-
ever, because the weights have different levels of sparsity (shaded arrows),
the PEs have different amount of computation (shaded PEs). In pane (b),
each PE’s workload is cut in half as discussed above; each weights tile (wA

and wB) is also split in half (e.g., into wA1 ` wA2 and wB1 ` wB2, note the
thinner arrows), as are the corresponding partial sums (yA and yB). Finally,

124



y – collect unicast

x – multicast V

w
 –

 m
ul

tic
as

t H

N (minibatch)

K 
(o

ut
. c

h.
)

fw bw wu

(H)orizontal w w BL{Bw
(V)ertical x BL{Bx x
(U)nicast y BL{By BL{By

w weights x input activations
y output activation partial sums
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Figure 6.11: Load balancing in the proposed K,N dataflow in a four-PE
array: (a) PE workload imbalance (shaded PEs) due to different weight
sparsities (shaded arrows); (b) PE workloads and the corresponding weight
(w) and partial sum (y) tiles split in half across the K dimension (note the
thinner arrows); (c) half-tiles exchanged between the top-left and bottom-
right PEs to load-balance across K. Each input activation tile is still sent
to only one column.
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in pane (c), the workload halves are balanced across the PE array, so that
the top-left and bottom-right PEs swap half their workloads; this, however,
means that all input activations (xA and xB) must now be sent to both
columns and rows, requiring more bandwidth and a more complex intercon-
nect, and double the activations must be buffered at the target PEs. The
P,Q input-stationary dataflow faces similar challenges in the weight update
pass (cf. Figure 6.2) and requires unicasting two of the three datatypes.

Procrustes addresses both of these problems by leveraging a simple ob-
servation: training is typically done across a minibatch of 32–64 samples
rather than on single items [36, 171].4

Because a training accelerator does not need to support single-sample in-
ference, the minibatch dimension can be used to distribute work tiles across
one dimension of the PE array. The other dimension can then be safely
chosen to be a dimension where sparsity exists — e.g., the input or out-
put channel dimensions (C or K) with weight sparsity. Because only one
dimension is sparse, and that dimension corresponds to spatial reuse, the
load balancing process needs to be applied only to one dimension of the PE
array (i.e., the dimension opposite to the spatial reuse pattern, here N).

Figure 6.10 illustrates how a K,N mapping (output channel, minibatch)
with load balancing across the output channel (K) dimension preserves the
single-dimension dataflow properties (cf. Figure 6.3) during the forward pass.
Weights are now the same across the minibatch and are multicast across the
horizontal dimension of the PE array, partial sums are collected across the
vertical dimension, and input activations vary across both dimensions and
so are unicast.

A detailed example is shown in Figure 6.11. As in Figure 6.9, pane (a)
shows the unbalanced workload, pane (b) shows each PE’s workload (and
consequently the weight and partial sum tiles) cut into half, and pane (c)
shows the PE array after load-balancing along the K dimension. Observe
that, in contrast to Figure 6.9, the load-balanced dataflow in pane (c) has the
same on-chip interconnect communication patterns and requires the same
interconnect bandwidth as the unbalanced dataflow in pane (c).

6.6 Architecture

The overall hardware architecture of Procrustes is based on 2D PE array
where each PE has a local register file (RF) and all PEs share an on-chip

4Minibatches in the 1,000s allow faster training on large multi-GPU clusters but can
incur some accuracy cost [19, 98].
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tile re-balancing.
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Figure 6.13: Validation accuracy over training time for Procrustes and the
unpruned baseline (SGD) on CIFAR-10: (left) VGG-S, (centre) DenseNet,
and (right) WRN-10-28.

global buffer (GLB); an off-chip DRAM completes the memory hierarchy.
PEs are interconnected via three simple interconnects: two support one-
dimensional traffic flows in the horizontal and vertical directions, and one
supports unicast traffic to any PE in the array. Because Procrustes focuses
on training, we use 32-bit floating point MAC units in the PE datapath, but
the design can be used with any datatype.

The design is illustrated in Figure 6.12, with differences from the baseline
accelerator dashed. Procrustes places one global quantile estimation unit
(QE) between global buffer and the external DRAM; the QE unit monitors
accumulated gradients flowing from the GLB to DRAM and discards all
except those above the target sparsity quantile.

In addition, each PE contains a weight recomputation unit (WR) re-
sponsible for generating the initial weight values. The WR accepts a weight
index and generates a 32-bit integer initial value for the relevant weight. It
consists of 3 xorshift [170] pseudo-random generators (RNGs) whose out-
puts are added to produce an approximately Gaussian output. Note that,
unlike conventional RNG, the WR unit does not contain hidden state, and is
purely a function of its seed and the weight index. The “RNG” output is then
scaled using an integer multiplier; this this enables popular initialization for-
mulæ like Xavier [91] or Kaiming [111], and allows the initial weights to be
decayed. Finally, the scaled value is converted to FP32 and added to the
accumulated gradient retrieved from weight storage if the weight is tracked,
or to zero if the weight has been pruned.

6.7 Methodology

We re-implemented the baseline Dropback training algorithm [92] using Py-
Torch [196] and verified the reported training sparsity levels and accuracy re-
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Baseline dense accelerator

PEs 256 (16ˆ16)
datatype 32-bit floating-point
pruning type none
interconnect 3ˆ 1D-flow interconnect
global buffer 128 KB
local buffer (RF) 1 KB per PE
dataflow optimal (via Timeloop+Accelergy)

Procrustes modifications

pruning type lowest accumulated gradients
pseudo-RNG xorshift [170], one per PE
quantile estimator DUMIQUE [265], max 4 requests / cycle
dataflow optimal spatial-minibatch dimension

Table 6.1: Hardware configurations for the baseline dense training accelera-
tor and Procrustes sparse training accelerator.

model dataset dense sparse sparsity #ep dense pruned
size size accuracy accuracy

Densenet CIFAR-10 2.7M 692k 3.9ˆ 340 94.2% 93.7%
WRN-28-10 CIFAR-10 36M 8.3M 4.3ˆ 462 96.0% 96.1%
VGG-S CIFAR-10 15M 2.9M 5.2ˆ 236 93.0% 93.1%

MobileNet v2 ImageNet 3.5M 0.35M 10ˆ 131 70.98% 71.13%
ResNet18 ImageNet 11.7M 1M 11.7ˆ 81 69.17% 69.31%

Table 6.2: Sparsity achieved using the Procrustes training scheme for the
CNNs tested, together with weight footprint and the final accuracy com-
pared to the dense baseline.
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Figure 6.14: Validation accuracy over training time for Procrustes and the
unpruned baseline for ResNet18 (left) and MobileNet v2 (right) on Ima-
geNet.
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model dataset dense dense sparse sparse sparsity
size MACs size MACs

Densenet CIFAR-10 2.7M 528M 692k 157M 3.9ˆ
WRN-28-10 CIFAR-10 36M 4G 8.3M 863M 4.3ˆ
VGG-S CIFAR-10 15M 269M 2.9M 113M 5.2ˆ

MobileNet v2 ImageNet 3.5M 301M 0.35M 75M 10ˆ
ResNet18 ImageNet 11.7M 1.8G 1M 359M 11.7ˆ

Table 6.3: Sparsity achieved using the Procrustes training scheme for the
CNNs tested, together with weight footprint and MAC reduction compared
to the dense baseline.

sults; we then implemented the initial weight decay and quantile-estimation
extensions needed for Procrustes.

We evaluated Procrustes on five CNNs: ResNet18 [112] (11.7M weights)
and MobileNet v2 (3.5M weights) applied to the ImageNet image classifica-
tion task [209], as well VGG-S [272] (a 9.2ˆ reduced version of VGG-16 with
15M weights), WRN-28-10 [273] (36.5M weights), and a small Densenet [123]
(growth rate 24, 3 blocks ˆ 10 layers, for a total of 2.7M weights), all CIFAR-
10 [148].

To determine optimal mappings and dataflows, we extended Timeloop
tool [192] to support sparse weight masks (retrieved from our PyTorch
model), model sparse computation, account for sparse encoding overheads,
and accurately reflect latency due to load imbalances. We also used Timeloop
to determine cycle-level latency; to determine energy costs, we use energy
access cost provided in Accelergy [256] with its default 40nm library. We
modelled all layers of all networks and all stages of training (forward, back-
ward, and weight update).

As a dense baseline, we used a 2D PE array architecture with 16ˆ16 PEs,
adapted to the 32-bit floating-point precision commonly used in training;
we used Timeloop to determine the optimal tiling and dataflow. Hardware
modules not present in the baseline were implemented in Verilog RTL and
synthesized using Synopsys DC in the 45nm FreePDK process. Accelerator
configuration details are shown in Table 6.1.

6.7.1 Pruning Ratios and Accuracy

Table 6.2 shows the sparsity factors achieved while maintaining the same ac-
curacy as the corresponding dense (unpruned) network using the Procrustes
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sparse training algorithm. Depending on the network, our training scheme
achieves 3.9ˆ–11.7ˆ weight sparsity without compromising accuracy.

Importantly, achieving unpruned-level accuracy does not require ad-
ditional convergence time. Figure 6.13 demonstrates this on the VGG-S,
DenseNet, and WRN, all on CIFAR-10. Figure 6.14 demonstrates the same
effect on ResNet18 trained on ImageNet at various weight pruning ratios.
Overall, Procrustes converges and reaches state-of-the-art accuracy as quickly
(or faster) than the baseline unpruned network.

6.7.2 Energy Savings and Speedup

Figure 6.15 shows the energy savings obtained by training with Procrustes
across several CNNs. Most of the energy is saved by performing fewer MAC
operations; because training is most often done on FP32 values, MACs dom-
inate the energy usage. Intra-PE register file (RF), global buffer (GLB), and
DRAM access energies are also substantially reduced, but account for less of
the baseline energy expenditure, and therefore contribute less to the overall
savings.

The figure also illustrates that Procrustes can transform higher sparsity
ratios into bigger energy savings: ResNet18, which has the highest pruning
factor (11ˆ), saves the most energy compared to the dense baseline (3.26ˆ),
while WRN has the best speedup (4ˆ). MobileNet v2 benefits less in energy
because its depth-separable convolutions limit reuse and so comparatively
more energy is spent on DRAM accesses; however, Procrustes still trains it
with 2.39ˆ less energy than the dense baseline, and almost as much speedup
as WRN (3.88ˆ faster than dense).

For most networks, the forward and back-propagation passes offer more
energy savings; this is because those passes can take advantage of weight
sparsity, which is generally higher than activation sparsity. VGG-S demon-
strates a less common case where the weight sparsity is concentrated in the
layers that perform relatively few MACs, so the activation sparsity leveraged
by the weight-update phase actually saves more operations.

Overall, Procrustes is effective in converting training-time sparsity to
energy savings.

6.7.3 Mapping and Dataflow Choice

Figure 6.16 shows how energy expenditure varies with different spatial par-
titioning schemes. Sparsity enables energy improvement across all phases
and all mappings. Because the number of MAC operations and the mem-
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ory hierarchy are the same across the different mappings, the lion’s share of
the energy use is the same across the different dataflows, and variations are
negligible. This is in agreement with prior work that also reported negligible
impact of the chosen dataflow on the energy during inference [262].

This finding enables us to select spatial partitioning that results in the
best performance (i.e., shortest execution time).

Figure 6.17 shows how execution times vary when the working set is
mapped to the PE array using different spatial partitioning schemes; all
schemes can be implemented using the simple network topology shown in
Figure 6.12 except the weight-stationary C,K scheme, which requires a com-
plex network to load-balance PE working sets across the entire chip. The
partitioning schemes that distribute the minibatch dimension along one of
the PE array dimensions (C,N and K,N) are the fastest mappings be-
cause they are able to achieve effective load balancing and good utilization
across all layers of the CNNs; K,N performs slightly better because it offers
slightly higher utilization in the first network layer. The C,K scheme per-
forms less well even though it requires a more complex interconnect, largely
because it is inefficient on layers that have few channels. The activation-
stationary P,Q scheme does not require load-balancing in the forward and
back-propagation phases, is hard to load-balance during the weight update
phase, and has low utilization when activation tensors are relatively small;
it is overall the slowest mapping.

Procrustes uses the overall fastest K,N scheme for all phases of training.

6.8 Evaluation Results

6.8.1 Scalability

Figure 6.18 shows how Procrustes scales when the PE array size is quadru-
pled from 256 cores (16ˆ16) to 1024 cores (32ˆ32); the global buffer size
is doubled over the 256-core size (a factor of

?
2). Overall, energy is very

similar same for all dataflows / passes because the number of MAC opera-
tions is the same. Latency scales near ideally (3.9ˆ on 4ˆ the cores) in the
K,N mapping used by Procrustes. Other mappings (especially activation-
stationary P,Q) do not scale as well since they trade off PE array utilization
to retain spatial reuse.
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Figure 6.15: Energy breakdown of using KN dataflow for (left) WRN-10-
28, (middle left) DenseNet, (middle) VGG-S, (middle right) ResNet18, and
(right) MobileNet v2. Lower is better. K = output channel dimension; N
= minibatch dimension. S = sparse; D = dense. fw = forward pass; bw =
backward pass; wu = weight update phase.

Figure 6.16: Energy Comparison across different dataflows for (left) WRN-
10-28, (middle left) DenseNet, (middle) VGG-S, (middle right) ResNet18,
and (right) MobileNet v2. Lower is better. C = input channel dimension; K
= output channel dimension; P and Q = output activation dimensions; N
= minibatch dimension. S = sparse; D = dense. fw = forward pass; bw =
backward pass; wu = weight update phase.
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Figure 6.17: Training latency across different dataflows for (left) WRN-10-
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Figure 6.18: Scalability of Procrustes on 16ˆ16 (256) to 32ˆ32 (1024)
cores on ResNet-18 and MobileNet v2 classifying ImageNet configured as
in Figs. 6.15–6.17. Energy differences are is negligible as the workload is
the same. Speedup scales best for the Procrustes mappings (CN and KN)
because other mappings trade off utilization for reuse.

Component Power (mW ) Area (µm2)

Per-PE area: Procrustes overheads italicized

FP32 MAC 7.29 18,875.72
Register File 15.61 198,004.71

PRNG 0.35 1,920.84
Mask Memory 2.65 44,932.66

System area: Procrustes overheads italicized

Global Buffer 73.74 17,109,596.5
Quantile Engine 1.38 9,861.4
Load Balancer 2.05 8,725.23

Table 6.4: Silicon area costs and overheads (synthesis using Synopsys DC
with the FreePDK 45nm library). For fairness, the power estimates assume
the same dense computation (i.e., no sparsity).
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6.8.2 Silicon Area Overheads

The silicon area and power overheads of Procrustes are detailed in Table 6.4.
Despite the RNG initial weight recomputation module being included in
every PE, its area and power pale in comparison to the FP32 MAC unit
which all PEs include.

Overall, the Procrustes accelerator has an area overhead of 14% over an
equivalent dense accelerator, and consumes 11% more power when executing
the same dense workloads. Both are a small price to pay for the 2.27ˆ–3.26ˆ
energy savings offered by sparse training.

6.8.3 Generality

Procrustes is the first sparse training accelerator to combine substantial
sparsity ratios, 2.27ˆ–3.26ˆ energy savings, and up to 4ˆ speedups while
maintaining state-of-the-art accuracy of the trained networks. While in this
work we use Procrustes to extend the Dropback training algorithm, the
quantile estimation and spatial-minibatch dataflow insights apply to all ex-
isting — and likely many future — sparse training algorithms.

6.9 Summary

This chapter introduces Procrustes, a sparse DNN training accelerator that
produces pruned models with the same accuracy as dense models without
first training, then pruning, and finally retraining, a dense model. The spar-
sification process considers the entire set of gradient values to decide on
what weights are important to keep, and what can be dropped.

Procrustes relies on three key techniques. First, it adapts an existing
training algorithm to create computation sparsity that can be converted
into energy savings. Next, it replaces the sorting step present in nearly all
sparse training algorithms with hardware-friendly, computationally simple
quantile estimation. Finally, it leverages a novel load-balancing scheme that
converts sparsity into speedup, and proposes a novel dataflow that enables
load balancing without significant changes to the on-chip interconnect.
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Chapter 7

Related Work

7.1 Cache Compression

In chapter 3 and chapter 4, we present two novel cache compression mech-
anisms that we develop to overcome limitations of prior methods. Prior
work on cache compression can generally be categorized into three categories
based on their compression granularities: (i) inter-block data compression,
(ii) intra-block data compression, and (iii) techniques that do not operate at
block granularity. Below, we outline past proposals in all of these categories,
and discuss prior work on orthogonal ideas on effective replacement policies
with compression.

7.1.1 Inter-Block Data Compression

Inter-block data deduplication techniques leverage the observation that many
cache blocks are either entirely zero [76, 78, 200] or are copies of other blocks
that concurrently reside in the cache [59, 70, 117, 231, 242]. Instead of stor-
ing several identical copies, they aim to store only one copy of the block in
the cache, and propose techniques to point the redundant data entries to
this single copy.

To address the inter-block redundancy at the cache level, Dedup [242]
modified a conventional cache to store one copy of the redundant data and
allow multiple tags to pointing to the unique copy. The key challenge here is
that probing the entire cache to search for duplicates is impractical (unlike
compressing a single cacheline, as B∆I does).

To overcome this limitation, Dedup uses a “hash table” that stores (say)
16-bit fingerprints of 64-byte memory blocks and their locations in the data
array. While a “hit” must be verified against the actual 64-byte block to
avoid false matches, in practice collisions are rare. Because cached values
have some temporal locality, using a limited-size hash table with the most
recently used fingerprints (say up to 1024 hashes) covers most of the dupli-
cation in typical working sets [242].

In addition to the limitations due to the exact-match requirement, Dedup
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has two performance challenges. One is that data insertion involves a refer-
ence to the hash-table followed by a reference into the LLC data array to
verify the exact contents of the memory block. Another limitation is that
evicting a deduplicated memory block from the data array requires evict-
ing all tags that point to it; in turn, this means that the tag array entries
must contain two pointers to form a doubly-linked list for each deduplicated
memory block value.

7.1.2 Intra-Block Data Compression

For some applications, data values stored within a block have a low dynamic
range resulting in redundancies [21, 200, 250]. Prior work categorized these
into (a) repeated values (especially zeros) repeated in a data block, and
(b) near values with the same upper data bits and different lower bits.

One way to reduce redundancy within the memory block is to capture the
replicated data in dictionary entries and then point to that entry when new
replicated data is presented. Frequent pattern compression [21] does this on
a word-by-word basis by storing the last 16 observed values as a dictionary.
Similarly, [250] uses an LZ77-like compression algorithm by reading through
the input data word by word and constructing a dictionary of observed
sequences. The authors of [129] propose a small cache placed alongside the
L1data cache to store memory locations with narrow values; this compactly
stores each 32-bit word at 1-, 2-, 4-, and 8-bit granularity.

Another method to reduce redundancy of nearly identical values is to try
to separate repeated parts of values from distinct lower bits in a memory
block. DISH [191] extracts distinct 4-byte chunks of a memory block and uses
encoding schemes to compress them, with dictionaries potentially shared
among a few contiguous blocks. It uses a fixed-width pointer that points to
one of the n dictionary entries: i.e., a cache block is encoded as a dictionary,
some fixed-width pointers, and some lower-bit deltas for each 4-byte chunk.

B∆I [200] uses one word-granularity “base” value for each compressed
cache block, and replaces the other words in the block with their distances
from the base value. B∆I can compress zero lines, as well as various com-
binations of base value and offset sizes; the type of compression selected is
encoded in the tag entry metadata. A data block is logically divided into
eight fixed-size segments, and compressed blocks are stored as multiple seg-
ments allocated at segment granularity.

SC2 [26] uses Huffman coding to compress memory blocks, and recom-
putes the dictionary infrequently, leveraging the observation that frequent
values change rarely. HyComp [25] combines multiple compression algo-
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rithms and dynamically selects the best-performing scheme, based on heuris-
tics that predict data types. Bit-Plane Compression [143] targets homoge-
neous arrays in GPGPUs to both improve the inherent data compressibility
and to reduce the complexity of compression hardware over B∆I by com-
pressing the deltas better. To reduce tag overhead of the compressed cache,
DCC [221] and SCC [218] use “superblocks” formed by grouping adjacent
memory blocks in the physical address space. More recently, YACC [219]
was proposed to reduce the complexity of SCC by exploiting spatial locality
for compression.

Broadly, intra-block methods are useful in compressing one block or
possibly a “superblock” of contiguous memory blocks. However, unlike The-
saurus, they do not consider value redundancy among different non-contiguous
memory blocks at far-away addresses, which still leads to repeated (albeit
potentially compressed) data values in different parts of the cache.

7.1.3 Non-Block-Granularity Compression

Unlike scientific applications, whose working sets are often dominated by
arrays of primitive-type values, many general-purpose applications traverse
and operate on blocks. Based on this insight, Cross-Block-Compression al-
gorithm (COCO) [243] uses data structure blocks (rather than cache blocks)
as the unit of compression. The authors also present the first compressed
memory hierarchy designed for block-based applications.

Our cache compression proposal, Thesaurus (chapter 4) is able to capture
the redundancy across objects stored in the cache memory. Thesaurus does
not require cachelines to be filled with a particular datatype, as it does
not impose any limitation on the structure of the data being compressed.
Nevertheless, if objects with various fields are stored across multiple lines in
the cache, Thesaurus can form clusters of similar cachelines (storing all or
parts of these objects) and efficiently compress them.

7.1.4 Replacement Policies With Compression

Prior works have also looked at the impact of compression on cache replace-
ment policy. ECM [31] reduces the cache misses using Size-Aware Insertion
and Size-Aware Replacement. CAMP [198] exploits the compressed cache
block size as a reuse indicator. Base-Victim [86] was also proposed to avoid
performance degradation due to compression on the replacement. These pro-
posals are effective for intra-cacheline compression, but do not consider the
inter-cacheline interactions present in Thesaurus and Dedup [242].
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7.2 DNN Compression

In chapter 5 and chapter 6, we present compression methods to efficiently
reduce activation and weight memory footprints. In what follows, we describe
the contributions of prior work towards reducing storage and energy costs
through lossy and lossless compression, both of weights and of activations
of DNNs

Techniques for weight compression usually explore redundancy in the
weights and try to approximate or remove the redundant and uncritical
parameters of deep CNNs [55, 67, 72, 84, 96, 101, 103, 106, 107, 110, 113, 161,
172, 179, 183, 184, 195, 204, 205, 235, 245, 254, 255, 258, 271, 278, 280, 284?
]. Techniques on activation compression [22, 32, 62, 64, 87, 87, 118, 124, 133,
140, 141, 165, 206, 207, 225, 249, 266] try to save the memory footprint of
the intermediate values as these activation maps can occupy up to 90% of
the GPU-side memory allocations on some networks [205, 232].

7.2.1 Weight Compression

Most of the work to date [67, 92, 101, 110, 161, 183, 184, 195, 284] has
focused on shrinking the size of the model parameters as a way to increase
memory efficiency. Weight pruning cuts the less-important connections in
networks [84, 92, 107, 113, 280] and results in sparse models, shrinking the
model size by an order of magnitude.

Most proposed sparse training algorithms gradually increase sparsity
during the training process. The lottery ticket algorithm [84] prunes 20%
of the network every 50,000 training iterations by removing the lowest-
magnitude weights; the authors report 5–10ˆ model size reduction on CI-
FAR10 targets. Eager Pruning [278] follows a similar magnitude-based ap-
proach, but adds a feedback loop and a checkpoint-based rollback scheme to
avoid overpruning; maintaining top-1 accuracy on ImageNet, it can prune
ResNet50 2.4ˆ (25.6MÑ10.8M weights) by removing 0.8% of the weights
every 24,000 iterations. Both approaches rely on sorting all weight values to
determine which weights to keep. Dynamic sparse reparametrization [179]
follows a similar magnitude-based pruning approach, pruning „200,000 pa-
rameters from ResNet50 every 1,000–8,000 iterations, but allows a fraction
of new weights to regrow after each pruning step. It avoids the need to
sort all weights by using a value threshold adjusted via a set-point feed-
back loop whenever the network is pruned; however, the initial value of this
threshold becomes a hyperparameter. This method prunes ResNet50 3.5ˆ
(25.6MÑ7.3M) with some top-1 accuracy loss on ImageNet.
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Dropback [92] prunes the network from the beginning: only a fixed per-
centage of the parameters (e.g., 10%) are ever allowed to change. In every
iteration, only the weights with the highest accumulated gradient survive
(which again requires sorting), on the theory that this represents learning
better than magnitude during early iterations; the pruned weights are reset
to their initial values rather than to 0. With Dropback, ResNet18 can be
pruned 11.7ˆ (11.7MÑ1M) while maintaining top-1 accuracy on ImageNet.
Procrustes adapts Dropback to the needs of an efficient hardware implemen-
tation, removing the requirement for sorting and decaying initial weights to
0 to create extra computation sparsity.

[235] explored the redundancy among neurons, and proposed a data-free
pruning method to remove redundant neurons.

Network quantization compresses the original network by reducing the
number of bits required to represent each weight. [245] showed that 8-bit
quantization of the parameters can result in significant speed-up with min-
imal loss of accuracy. The work in [103] used 16-bit fixed-point representa-
tion in stochastic rounding based CNN training, which significantly reduced
memory usage and float point operations with little loss in classification ac-
curacy. In [258], it was shown that Hessian weight could be used to measure
the importance of network parameters, and proposed to minimize Hessian
weighted quantization errors in average to cluster parameters.

Weight clipping methods [161, 184] help quantization by limiting the
data range. Weight sharing and quantization methods assume that many
weights have similar values, and can thus be grouped in order to reduce the
number of free parameters. The work in [55] proposed a hashing technique
to randomly group the connection weights into a single bucket and then
fine-tune the model to recover from the accuracy loss. The most important
property of the hashing trick is, arguably, its approximate preservation of
inner product operations. Other work also proposed grouping the weights
using K-Means [255]. [96, 254] applied K-Means scalar quantization to the
parameter values. Lower bit-width weights like binarization [204] has also
been used for the model compression. Extending this, [284] used ternary
quantization learned from the given data. Recently, [172] conducted the
network compression based on the float value quantization for model storage.
Proposed work on quantization sometimes needs significant manual effort
for each network to choose the right quantization precision and method.
The deep compression method in [106] removed the redundant connections
and quantized the weights, and then used Huffman coding to encode the
quantized weights.

Reducing weight dimensions by low-rank approximation saves storage
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and simultaneously reduces time complexity during training and testing.
Most methods [72, 132] approximate a tensor by minimizing the reconstruc-
tion error of the original parameters. However, these approaches tend to ac-
cumulate errors when multiple layers are compressed sequentially, and the
output feature maps deviate far from the original values with the increase
of compressed layers [271].

We propose Procrustes in chapter 6 with the energy efficiency in mind.
Prior work target a context where pruning occurs after training: a model is
first trained with the full parameter set, then pruned, and finally re-trained
to recover accuracy [107] whereas in Procrustes, the compression happens
during the training process from the very beginning. Also, most [84, 92,
278] require sorting all weights to determine the parameters to retain; with
weight counts in the tens of millions, sorting is an expensive proposition.
Several [179, 278] achieve only small pruning factors and suffer accuracy
loss. Procrustes also does not give up on the computation sparsity as in [92]
which is a significant drawback for training.

7.2.2 Activation Map Compression

Unlike model compression, surprisingly few work consider intermediate value
compression. This can most likely be explained by the fact that intermediate
values need to be compressed for every input as opposed to offline model
compression. A major drawback of these methods is that they don’t directly
translate to memory savings on recent networks, as their major bottleneck
is the size of activations. The goal here is to decrease computation, mem-
ory storage and bandwidth requirements during inference or training. The
memory and computations required for DNNs can be excessive for low-power
deployments.

In general, similar to model compression, there are some compression
work based on pruning, quantization and clustering.

There has been some work on activation map pruning with the same
insight as weight pruning [108] (i.e., to remove non-informative wights from
the network), which tried to introduce more sparsity to the intermediate ac-
tivation map values. Recently, [87] proposed a three-stage compression and
acceleration pipeline that sparsifies, quantize and entropy encode the activa-
tion maps of CNNs. The sparsification step uses L1-norm and increases the
number of zero values leading to model acceleration on specialized hardware.
The linear quantization and sparse encoding stages lead to compression by
effectively utilizing the lower entropy of the sparser activation maps.

Other work in pruning proposed to prune the entire feature maps of a
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channel such as [124, 165, 266] with respect to some threshold which yield
more compact networks. [165] performed channel-level pruning by attaching
a learnable scaling factor to each channel and enforcing L1´norm on those
parameters during the training.

Some methods are developed around the idea of quantization. The base
floating-point model is converted to the approximate quantized represen-
tation, and therefore the intermediate values; then, the quantized model is
retrained to restore accuracy.

Proteus [141] suggests that there is a significant variance in the precision
needed for both activations and the weights across different networks and
layers. So, quantizing the values to only a few bits, which can be highly
beneficial in over parameterized networks, can reduce data traffic and stor-
age footprint needed by DNNs significantly. The work in [133] extends this
insight and shows that the bit-width needed for every layer, as well as
each stage of the computation (i.e., forward and backward propagation)
are different and can vary a lot; therefore, they used layer-specific encod-
ing schemes (lossy and lossless) to code backward path activation maps
with as few as 8 bits while keeping forward activation in a 32-bit single-
precision format. Other work focused on bit-serial operation on the values,
such as [22, 140, 225] which significantly reduce the memory bandwidth
needs and exploit the variable bit-width need of values in the network. Re-
cently, ShapeShifter [150] adjusted the data type width at a much finer
granularity by grouping set of 16 values together.

Wen et al. [249] added a structured sparsity regularizer on each layer to
reduce trivial filters, channels or even layers. In the filter-level pruning, all
the above works used L1 or L2-norm regularizers.

In many cases, taking a model trained for full precision and directly quan-
tizing it to 8-bit precision, without any re-training, can result in a relatively
small loss of accuracy [94, 131, 146]; however, the accuracy degradation can
be significant on smaller bit-widths [32]. Many attempts have been made to
ameliorate this effect, usually by training the model with quantization con-
straints [61, 95] or modifying the network structure [258]. The work in [146]
introduces a dynamic range quantization scheme for activations using cali-
bration data to perform post-training quantization (PTQ).

Other work has focused on how to estimate the dynamic range of a layer
with a given activation distribution, ranging from naive min/max statistics
to more advanced methods utilizing statistical analysis. [207] duplicates and
halves outliers (large values affecting the dynamic range) in weight or acti-
vation values to move them to the center of the distribution, and effectively
shrink the range for better quantization resolution. ACIQ [32] approximates
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the optimal clipping analytically from the distribution of layer by minimiz-
ing MSE, similar to the minimum mean squared error problem formalized
in OMSE [62].

[100] compress activation maps by projecting them down to binary vec-
tors and then applying a nonlinear dimensionality reduction technique. How-
ever, the method modifies the network structure and it has only been shown
to sparsify activations slightly better over simply quantizing activation maps.

Several recent training-free methods cover zero-shot scenarios, where
none of the training data is accessible during the PTQ. DFQ [184], focus-
ing on the weights, equalizes the ranges of pre-trained models and corrects
biases of the quantization error using batch normalization parameters. Ze-
roQ [48] creates a calibration dataset by distilling the data distribution from
the statistics of batch normalization layers, stored at full precision.These
methods suffer from a severe accuracy degradation at lower precision, and
their applications are limited to networks where pre-trained batch normal-
ization layers store statistics of training dataset. In contrast, our proposed
In-Deployment method Channeleon does not need a full precision model and
does not require any distilled data.

The work to compress DMA engines [206] examines three lossless activa-
tion map compression techniques: run-length encoding, zero-value compres-
sion, and zlib compression. The first two are hardware-friendly, but only
achieve competitive compression when sparsity is high, while zlib cannot
be used in hardware in practice due to its high computational complexity.
Other work in [87] proposes an entropy coding algorithm that leverages on
the sparsity and statistical properties of the activation maps to compress
them. This algorithm can stand on its own in scenarios where lossy com-
pression is deemed unacceptable, but it is challenging to perform it cheaply
in hardware. [133] proposed two lossless encoding to reduce values taken
from ReLU layers followed by a specific layers and represent them by as
low as 1 bit. Recently, Buddy Compression [64] applied Bit-Plane Compres-
sion [143] to the values that has been shown to have high compression ratios
for GPU benchmarks when applied for DRAM bandwidth compression. Al-
though this method shows promising results, its focus is on values in GPU
and cannot be used directly for accelerator design.

Non-uniform quantization was suggested by [33] and V-Quant [194]. V-
Quant suffers a huge accuracy drop in low bit-widths and needs retraining
before it can be used for quantized inference. PWLQ [81] breaks the quan-
tization range of weights into non-overlapping regions for each layer while
uniformly quantizing activations. Other work used clustering in order to
compress the values in DNNs. For example, in [106, 201] parameters are
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approximated using K-Means. Because weights are static, this method can
be applied off-line, whereas activations are dynamic and the high cost of K-
Means prevents it from being computed once for every input image. ACP [52]
uses DBScan to identify similar channels and prunes them; a retraining phase
follows to recover lost accuracy. [201] proposes clustering of weights and ac-
tivations to quantize selected layers in AlexNet [147] and VGG16 [230], with
better accuracy than linear quantization methods. However, QUENN is ap-
plied to older models, and does not quantize all the layers. Moreover, the
cost of applying naive K-Means is not studied in this work.

[118] performs channel-wise quantization of activations and layer-wise
quantization of weights to compress the image super-resolution networks
with and without batch normalization.

We propose Channeleon in chapter 5 which eliminates the need for ac-
cessing the training data while maintaining the baseline model accuracy, a
draw back of prior works.

7.3 AI Hardware Accelerators

DRAM access requires approximately 100–200× more power than local on-
chip cache access [58]. Therefore, currently proposed DNN accelerator archi-
tectures propose various schemes to decrease memory footprint and band-
width. One solution is to keep only a subset of intermediate feature maps
at the expense of recomputing convolutions [24]. The presented fusion ap-
proach seems to be oversimplified but effective due to high memory access
cost. Channeleon is complementary to this work but proposes to keep only
compressed feature maps with minimum additional computations. Another
work [193] exploits model and feature map sparsity using a more efficient
encoding for zeros. While this approach targets similar goals, it requires high
sparsity, which is often unavailable in the first and the largest feature maps.
In addition, a special control and encoding-decoding logic decrease the ben-
efits of this approach. In our work, compressed feature maps are stored in a
dense form without the need of special control and encoding-decoding logic.

cDMA [206] exploit the sparsity inherent in the offload data (from GPU
to CPU) to reduces the size of the data structures that are targeted for
CPU-side allocations. To overcome the GPU memory capacity bottleneck of
DNN training, prior work proposed to virtualize the memory usage of DNNs
(vDNN) so that ML researchers can train larger and deeper neural net-
works beyond what is afforded by the physical limits of GPU memory [205].
By copying GPU-side memory allocations in and out of CPU memory via
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the PCIe link, vDNN exposes both CPU and GPU memory concurrently
for memory allocations which improves user productivity and flexibility in
studying DNN algorithms.

Eager Pruning [278], a sparse training accelerator, works by starting with
a dense network and very gradually pruning the lowest-magnitude weights,
with fewer than 1% of weights removed every tens of thousands of training
iterations; maintaining accuracy limits pruning to comparatively low fac-
tors of 1.5–3.5ˆ. The accelerator uses a weight-stationary dataflow where
denser filters are distributed over more PEs than sparser filters; to manage
the resulting irregularity in collecting partial sums, the authors propose a
module that connects the PEs and can either accumulate or route partial
sums. Although the Eager Pruning algorithm relies on sorting weights, this
does not appear to be considered in the hardware or the latency and energy
measurements. In contrast, Procrustes achieves higher pruning factors, does
not rely on sorting weights, and avoids the need for a complex interconnect
via a novel load balanced dataflow.

TensorDash [167] is a sparse training accelerator that exploits naturally
occurring sparsity during training, which appears predominantly in the acti-
vations and the gradients: MACs with zero as one of the operands. It borrows
upon the sparse-interconnect approach used by Bit-Tactical’s front-end [69]
and adapt it so that it can be used during training. This interconnect does
not sparsify the models, therefore TensorDash needs to add ideas from train-
ing acceleration that leverage weight sparsity to extracts additional benefits;
it borrows the method in [73] to add weight pruning during the training
which is based on sorting weights and as we described earlier, is not efficient
for hardware implementation. TensorDash achieves only 1.95ˆ speedups and
1.6ˆ energy savings on pruned models with 90% sparsity.

All other sparse accelerators only support inference. EIE [105] and Cam-
briconX [279] use variants of the compressed sparse column format, which
prevents them from efficiently accessing weights during the backward pass.
parashar2017scnn [193] and SparTen [93] use an input-stationary dataflow
to enable both weight and activation sparsity; however, both use a CSC-
like format to encode sparse weights, and neither can be used to accelerate
training.
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Chapter 8

Discussion and Future Work

In this chapter, we conclude the dissertation and discuss potential directions
for future research.

8.1 Conclusions

In the past decade, on-chip memory capacities have not kept up with the
tremendous growth in how much data is collected and stored: in the general-
purpose computing systems, CPU last-level caches have stayed around 1MB
per core (up to 8MB per core). Similarly, in the special-purpose comput-
ing systems used to accelerate applications including DNNs, there is only
up to 10s of Megabytes of on-chip memory available. In this context, in-
creasing effective capacity by compressing on-chip memory contents rather
than directly increasing memory sizes can reduce the costly off-chip accesses
without incurring the costs of a larger silicon area.

Throughout this dissertation, we demonstrate that in order to develop
efficient in-hardware compression mechanisms, it is essential to go beyond
compressing values in isolation or only a few consecutive data blocks; we can
make better compression decisions (which data blocks can be compressed
together, what values can be dropped) based on the relevant data points in
the entire set of available on-chip data.

In chapter 1, we argue that it is essential to consider both the intra-
line and inter-line data redundancy for improving the compression ratio in
cache memories as various workloads have different types of redundancy. We
propose 2DCC that goes beyond a single type of redundancy and improves
the compression ratio on the best performing state-of-the-art method by
1.42ˆ. We further analyzed its applicability to approximate data and showed
not only that our proposal improves the compression of exact data, but
also that it enables data approximation to achieve competitive compression
ratios.

In chapter 2, we discuss a novel method to reduce data redundancy in on-
chip cache memory that relies on data similarity. We observed that many
on-chip data are similar to each other and therefore can be used to form
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clusters, and these clusters are often quite distinct. We proposed Thesaurus,
a method to dynamically cluster the data as they come into the memory
and then perform delta compression on data within each cluster to avoid
storing the redundant chunks of the data. Thesaurus achieves a considerable
compression ratio of 2.25ˆ on an extensive set of CPU benchmarks.

In chapter 3, as the first attempt to demonstrate our insights in scratch-
pad memories, we attacked the problem of activation map compression in
DNNs through dynamic clustering. We observed that many activation chan-
nels share similar statistics. Thus, we propose Channeleon, a method that
looks at the entire set of channels at each layer, clusters them based on
activation statistics and performs quantization on each cluster, separately.
Compressing in channel-group-wise fashion, rather than compressing each
activation channel individually or all layer activations at once as it is done
conventionally, enables the values to be compressed to low-bit-widths while
retaining the network accuracy in acceptable ranges. We also observed that
the distribution of the activation values is often non-uniform and heavily
asymmetrical and propose to use an optimized K-Means clustering algo-
rithm as the non-uniform quantizer to further reduce the accuracy loss of
low bit-width quantizations.

In chapter 4, we propose an AI hardware training accelerator that pro-
duces compressed sparse weights from scratch to reduce the weight footprint
by an order of magnitude. In order to compress weights, the compression
algorithm looks at the entire set of gradient values and keeps the ones with
the highest change. In order to make this technique hardware-friendly, we
use a computationally simple quantile estimation method to track weights,
and also leverage a novel data-flow and load-balancing scheme that converts
sparsity into up to 4ˆ speedups.

8.2 Future Research Directions

This section discusses directions for potential future research based on the
work performed in this dissertation. While this dissertation focuses on on-
chip data compression of cache memories in CPUs and scratchpads in AI
accelerators, the techniques and main insights of this dissertation are not
limited to these devices.

8.2.1 A Unified and Dynamic Compressed Cache

A much more open-ended research direction would be to explore new ways
to structure cache memories. The emphasis of this dissertation in chapter 3
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Figure 8.1: Indication of how compressibility varies over time. Y-axis shows
the number of unique bytes at each cacheline using Thesaurus compression.
1 million cache insertions after skipping the first 40B instructions.

and chapter 4 is to make the cache compression practical for the existing
caches with minimal changed to the existing structures. But, if one can afford
to completely redesign how caches are made, there are bigger potential and
room to optimize the caches.

To better understand the missed opportunity in current cache designs,
let’s revisit the observations described in chapter 3 and chapter 4:

• Different workloads have different compression ratios meaning that
sizing the structures based on one application for other applications
leads to sub-optimal designs.

• Each workload has various phases with different compressiblilty be-
haviour (see Figure 8.1). This also indicates that during the runtime
of a single workload, the ratio of the data to the tag entries and amount
of the storage savings changes considerably.

Existing methods size the cache structures (i.e., tag array and data array)
based on the average working set footprint over all workloads. Picking this
point, will divide the applications into two general groups: tag-bounded and
data-bounded; tag-bound applications are ones that can compress data to
more than the chosen compression ratio, and data-bounded are the ones
that are less compressible.

For example, given a set of workloads, if we observe that the data can
be compressed by 2ˆ on average, conventionally we choose to have 2ˆ tag
entries compared to data entries. This makes all the workloads with the
compression ratio less than 2ˆ to become tag-bounded meaning that can-
not compress to more than 2ˆ although there is empty space available in
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Figure 8.2: Possible unified cache scheme. (a) a unified scheme where the
tag/data entry is not limited to be stored only on the tag/data arrays. (b) a
unified scheme where the tags and data are stored within a single structure.
The light gray box indicates the metadata used for jumping over the data
blocks.

the data array. Similarly, the workloads with less compressibility (i.e., un-
compressible data) will use up all the entries in the data array and leave
some space in tag array structure unused. These inefficiency in using the all
available space motivates a better silicon area division.

Now, consider a cache where the tags and data are not limited to only be
stored on their corresponding structures. Essentially, in this case, the cache
will adapt to the workload and dynamically decide how much of the memory
is taken by tags and how much by data. One way to achieve this is by letting
the data/tags to be stored on the other structure whenever needed assuming
some overhead (e.g., one more bits to indicate which structure that tag/data
entry is stored at). We illustrate such cache organization in Figure 8.2(a),
however, this complicates the replacement policies, as now a tag insertion
may result in a data eviction (and perhaps the eviction of the corresponding
tag) and vice versa.

As another possibility, consider a unified structure where the tags and
data are stored along each other and there is no physical or virtual division
on where the tags and data should be stored. DICE [269] proposes a similar
idea to increase the bandwidth of DRAM cache. Essentially, there will be
no more tag/data separation when storing each data but rather a bigger
block of data where the data and meta data are stored along each other.
For example, the first few bits will always be the size of this entry, the
next bits store the address/tag bits and the following bytes will be the
compressed/uncompressed data block. This cache organization is illustrated
in Figure 8.2(b). As the size of each block is known, a data lookup is just a
search for the relevant address in the metadata bits of each entry and jump
over the data bits until it reaches to the matching address.

One challenge might be the energy implications of such designs. In con-
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ventional caches, usually each address lookup results in a tag lookup, and
if the tag is located (tag hit) there will be another data lookup. If both the
tag and data are stored in the same structure, no matter if a lookup is hit of
miss, the entire cache line needs to be accessed. This might result in more
energy if the tag does not exists in the cache.

Obviously, there are many other design and algorithmic choices to make
here such as whether to align the blocks or dedicate some part of the mem-
ory to store some pointers for faster search which needs careful study and
evaluation.

8.2.2 Compressing Across All Levels of the Memory
Hierarchy

Chapter 3 and chapter 4 describe in-hardware mechanisms and evaluate
them on the last-level caches in CPUs. An interesting research direction
would be to understand how to apply those techniques to efficiently compress
the data across all levels of the memory hierarchy, from data origin to where
the data is being consumed.

Whole system compression could reduce the overheads of compression
and decompression at every level of memory hierarchy as now a block can
be transferred in a compressed format through various levels. Furthermore,
as each component plays a slightly different role while storing the data,
different applications with various memory access pattern will benefit from
them differently. For example, cache memories do well with temporal locality
as they cache the most frequently used blocks. Cache compression will have
more benefit with the applications with greater temporal locality, whereas
main memory compression might be helpful for the benchmarks with spatial
locality; main memory compression can reduce the bandwidth on streaming
patterns.

Hence, if the goal is to improve performance of a wide variety of appli-
cations in general-purpose computers, employing the compression across all
levels of the hierarchy can bring the best results.

Below, we list the benefits that compressing each part of the memory system
adds:
Compressing all cache levels: LLC compression improves performance by
reducing the number of main memory accesses, however, there still is consid-
erable data movement among the different levels of the cache. Compressing
the data in smaller and more latency critical caches like L1 cache can be ben-
eficial in reducing those data movements and needs special considerations.
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The methods we proposed in Chapter 2 and 3 can be used throughout the
entire cache hierarchy due to its very low decompression latency, but things
such as clustering parameters can be different for each cache. If different
compression/decompression process at each step, results in slightly different
format for the compressed block, there is a need for a fast format conversion
mechanism.

There is an interesting research topic here to study this trade-off as well
as figuring out where to put these compression decompression units, whether
to convert the compression format on the fly or after the data is stored at
each level, and so on.
Compressing the bus between LLC and main memory: There are
two major benefits in compressing the link between the caches and main
memory. First, it will reduce the the average latency of memory accesses if
both main memory and cache are compressed. Second it can decrease the
bus energy consumption as there will be less data (i.e., fewer bits per same
information) being transferred. Cache compression mechanisms reduce the
main memory bandwidth by reducing the LLC misses and therefore main
memory accesses due to the misses, but they cannot reduce the bandwidth
required to transfer this missed block from main memory to the LLC. As
we mentioned in chapter 2, delta compression methods are widely used to
compress streams. The method we propose in Chapter 2, reaches to delta
compressed blocks in more efficient way. Therefore, we believe our com-
pression format will be efficient for data movement in the bus as well. The
compression scheme of Thesaurus can be simplified to only consider multi-
ple blocks within an specific range (e.g., some number of consecutive blocks)
while performing the compression.

Compressing the traffic on the bus between LLC and main memory can
be especially beneficial for memory-bandwidth-intensive applications (i.e.,
applications where main memory bandwidth is the bottleneck for perfor-
mance).
Compressing main memory: Main memory compression can benefit the
system performance in couple ways: it can reduce high latency disk accesses,
and, it can enable less main memory bus contention by reducing the memory
bandwidth requirement.

Methods described in Chapter 2 and 3 can be leveraged for the entire
cache hierarchy compression. For the data being communicated on the bus
methods such as Huffman can be a good candidate. Lastly, for the memory
compression proposals like [120, 268] can be leveraged.
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Figure 8.3: Compute Cache overview from [18]. (a) Cache Geometry (b)
In-place compute in a sub-array

8.2.3 Compressed Compute Caches

Processing-in-memory methods reduces the overheads of moving the data
from where it is stored to where the computation happens [277]. The work
in [18] proposes Compute Cache, an architecture that enables in-place com-
putation in caches. Compute Caches uses emerging bit-line SRAM circuit
technology to transforms existing caches into very large vector computa-
tional units. In these architectures, several operations such as logical AND,
XOR, etc. can be performed on the cached data by simultaneously activat-
ing multiple word-lines and sensing the resulting voltage over the shared
bit-lines.

Neural Cache [77] further augments compute capability to efficiently
support fixed point arithmetic operations. It re-purposes the SRAM arrays
in LLC as bit-serial ALUs, and builds an accelerator for CNN inference.
Therefore, neural cache act as a massively parallel compute units capable
of running inferences for Deep Neural Networks. The proposed architec-
ture also supports quantization in-cache. Later, Duality Cache [85] extends
the operations to support the floating-point arithmetic functions to enable
general-purpose data parallel applications to run on caches.

These proposals are beneficial in eliminating the explicit data transfer
through PCIe from host to device memory; which can be a barrier to achieve
speedups. For example, the initial data transfer between the host (i.e., CPU)
and device memory (e.g., GPU) is costly especially when data reuse is not
high.

The efficiency of Compute Caches arises from two main sources: reduced
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data movement and massive parallelism. Compute Caches reduce the data
movement by a) reducing the transfer between caches and the cores and
different levels of hierarchy, as well as, b) reducing transfer between a cache
sub-array to its controller through in-cache interconnect. In order to make
parallelism, one challenge that these proposals have to overcome is to align
the data (with the help of compiler) so that data can be computed in bit-
aligned fashion.

Compression benefits: Aside from the obvious benefit of compressing
Compute Caches, which is being able to store more data, compression these
caches can make the data movement even less expensive. A study can look
into the gains and overheads of compressing the cache and memories in the
memory hierarchy, as well as, the interconnect.

Compression can make Compute Cache operations cheaper as well. The
two types of operation that takes place in Compute Caches are in-place
operations, where the data is manipulated in the structures itself, and near-
place operations where the source operands are read out from the cache sub-
arrays and the operation is performed in a logic unit placed close to the cache
controller [18]. While the benefits of the compression can be limited for in-
place operations, the benefits for near-place operations can be considerable;
as essentially less bit-lines needs to be turned on and transferred around,
the cost of reading data out from structures can be reduced for applications
requiring considerable amount of near-place operations.

8.2.4 Activation Map Compression in Training

There is plenty of efficient inference techniques that reduce the number of
trainable parameters and the computation FLOPs [46, 106, 216], however,
parameter-efficient techniques do not directly save the training memory [47].

While chapter 5 evaluates activation map compression mechanism in the
inference phase of DNNs, an immediate follow up work would be to investi-
gate how to efficiently apply that to the DNN training phase. It is essential
to reduce the size of intermediate activations required by back-propagation,
which is the key memory bottleneck for efficient on-device training [47].

The benefits from reducing the activation map memory footprint will be
significantly more than in the training phase: there is more data that needs
to be transferred around (i.e., activations, gradients, etc.) and stored for a
longer time to be reused in the backward step.

Moreover, training tasks are usually done on batches of images, rather
than single image. This potentially help compression to find more similar
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chunks of data to cluster and bring more benefit to the training phase.
One thing that is different in the training phase as compared to the in-

ference phase is the behaviour of batch-norm layer [128]. Batch-norm layer
is a layer that generally comes after the computation layer. It normalize
the batch by first subtracting its mean, then dividing it by its standard
deviation. Further scale and shift with the parameters of the batch normal-
ization layer. Once the training has ended, each batch normalization layer
possesses a specific set parameters, some being computed using an exponen-
tially weighted average during training [128]. During inference, the batch
normalization acts as a simple linear transformation of what comes out of
the previous layer, often a convolution layer. As convolution is also a linear
transformation, it means that both operations can be merged (folded) into
a single linear transformation. This is a common practice to make infer-
ence faster and reduce the number of parameters. Therefore, the activation
statistics coming out of compute layers in training is different from inference
with folded batch-norm (and even fused ReLU), which means they need spe-
cial considerations such as different clustering hyperparamters. In order to
form better clusters, it is also probable that there is a need for normalizing
activations of compute layer before compressing them.

Another challenge is that the parameters and therefore the range of
activations are constantly changing during the training, especially in the
early iterations. This requires that the method capture these dynamically
changing activation distribution. While the clustering method proposed in
Channeleon should be able to handle this, it might need different clustering
parameters for different training epochs, which needs careful investigation.
Later epochs won’t have this issue as the parameter distribution tends to
become stable and the parameters change relatively little compared to the
earlier iterations.

The last challenge is the precision requirements of training. While in in-
ference some accuracy can be traded for performance, introducing accuracy
errors can be critical in training. After each inference pass, the activations
are discarded; in training, on the other hand, they will be used in the back
propagation phase to tune the parameters for the next step, and therefore
using lossy compression methods might cause the model converge very slowly
or not converge at all. One possibility might be to use a different precision
to pass the activations to next layer and to store them to be reused in back
propagation as suggested by [133]. Then there will be a trade off between
the precision and the memory used for each of those paths.
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8.2.5 Compression-Aware Regularization

In chapter 5, we presented a compression mechanism to reduce the memory
footprint of the intermediate activation maps. This scheme does not change
the network structure and can work with pretrained models. One interest-
ing research direction here is that how this compression can be boosted
by knowing the training time information; in other words, developing an
efficient compression aware training algorithm.

Currently, the convention to make models more compact in the training
time is to make them sparse, i.e., bring unimportant values down to zero; an
example of such mechanism is illustrated in Figure 8.4(a) where values below
some threshold (boxes with lighter yellow and pink colors in the figure) are
pushed towards or replaced with zero (the white boxes in the figure). This
can be achieved by using terms such as L1-norm as in [87]. They propose to
aid training of neural networks by explicitly encoding in the cost function
to be minimized, the desire to achieve sparser activation maps.

Although sparse activations are more compressible, zeroing out values
will only be beneficial in a specific compression mechanism. Moreover, not
all the networks will tolerate the error introduce by ignoring the connec-
tions [264]. A more generic way of doing this is to reduce the entropy in the
values.

Therefore, we can propose a compression mechanism that goes beyond
value sparsification and uses a regularization term that produce more com-
pressible data, i.e., more repeated data. Such a regularization term can push
the activation maps to have identical value if they are similar to each other.
A possible way to accomplish this is by tiling the activation map tensor into
many chunks, clustering these chunks, and replacing the items within each
cluster with the their corresponding clusteroid. Therefore, the cost function
can be defined as the difference between these items in each chunk, from the
corresponding clusteroid.

Figure 8.4(b) illustrates the case where 3 ˆ 3 tiles of data are clustered
into 5 clusters based on the pixel similarity. These clusters are distinguished
by different colors (black, blue, red, green and maroon boxes, each with
3,2,2,1, and 1 members respectively), and the clusteroid for each of those
clusters (five 3ˆ 3 tiles) are depicted on top and right side of the figure. For
example, it is visible on the bottom of this figure that the tiles in the first
cluster with 3 members can be replaced by a single clusteroid tile; this tile
repetition enables a potential of 3 times compression on this cluster.

We can introduce a regularization term that encourages the values to be
similar with the following cost function using L1-norm:
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Figure 8.4: Activation map compression. (a) a sparsification method used in
conventional compression methods. (b) possible compression method where
similar chunks of activations are pushed to produce same values.

cost “
k
ÿ

i“0

n
ÿ

j“0

|chunkij ´ centroidi| (8.1)

where k indicates the total number of clusters(chunks), n indicates the total
number of items(tiles) in each cluster and centroidi is the centroid chosen
for that cluster.

The clustering task can be efficiently performed following the method
proposed in chapter 4. The clusteroids can be the average of the members
of each cluster, or simply the first member in each cluster, e.g., the first tile
that maps to an specific hash in an LSH-based clustering method. Since each
training iteration, forms the clutters dynamically, clusters repeatedly get
chances to better capture the similarity of the tiles if they are not perfectly
formed in an earlier iteration.

It is an interesting research question to see how much this regularization
term helps the compression and what will be the accuracy compression trade-
off as the values are being altered.
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[34] S. Beamer, K. Asanović, and D. Patterson. The GAP benchmark suite.
arXiv:1508.03619, 2015.

[35] Scott Beamer III. Understanding and improving graph algorithm per-
formance. PhD thesis, University of California, Berkeley, 2016.

[36] Yoshua Bengio. Practical recommendations for gradient-based training
of deep architectures. In Neural networks: Tricks of the trade. 2012.

[37] Christian Bienia. Benchmarking Modern Multiprocessors. PhD thesis,
Princeton University, 2011.

159



[38] Christian Bienia, Sanjeev Kumar, Jaswinder Pal Singh, and Kai Li.
The PARSEC Benchmark Suite: Characterization and Architectural
Implications. In PACT, 2008.

[39] J. Bonwick and B. Moore. Zfs: The last word in file systems. 2007.
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