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Abstract

This thesis entails developing analysis methods for evaluating seismic risk to oil and gas pipelines due to permanent ground deformation resulting from fault rupture. To address this, three modules are identified as core part of this research. Firstly, a finite element (FE) model for oil and gas pipeline crossing a seismic induced fault line is developed. Subsequently, uncertainty in input parameters is introduced in the developed FE model and analyzed in a multi-fidelity approach. Finally, probabilistic regional ground deformation due to fault rupture is assessed and integrated with the pipe-soil structural model.

A detailed FE analysis technique to study the behavior of buried continuous pipelines crossing fault movements is developed and established with appropriate evaluations. A non-linear sand constitutive model is adopted and implemented in commercial FE package ABAQUS. The adopted material model is first evaluated using available tri-axial test results. This material model is thereafter suitably calibrated for a large-scale test based on direct shear soil test data for that experiment. The pipe-soil FE model is then evaluated against full-scale experimental results.

Subsequently, structural response of a buried continuous steel pipeline undergoing fault rupture deformation is studied in a systematic manner. A detailed and efficient analysis framework for design of buried continuous steel pipelines crossing faults is proposed and explained with a case study using Taguchi method for design of experiments.

Further to this, uncertainty in input parameters, such as pipe diameter, pipe wall thickness, young’s modulus, yield strength, ultimate strength, sand confining pressure, sand relative density, operating temperature and operating pressure is considered using a multi-fidelity approach which relies on analyses results from a small number of detailed structural analyses and large numbers of simplified structural analyses. The approach efficiently relies on both types of results to predict structural performance accurately considering uncertainty and variability in geometrical and material properties. Significant computational cost savings is achieved where by 500 analyses are completed using 15 minutes computational time low-fidelity (LF)
models instead of 48 hours computational time high-fidelity (HF) models with a 3.20GHz eight-core processor with 32 GB RAM for 500 analyses.

Finally, extension of the structural analysis framework to a regional scale is completed. This is done by calculating fault rupture induced regional ground displacements from available analytical techniques using probabilistic approaches and thereafter integrating it with the developed structural analysis uncertainty quantification framework.
Lay Summary

Buried continuous energy pipelines traversing seismically active regions are vulnerable to failure due to permanent ground deformation resulting from fault rupture. Hence, it is important to develop efficient and reliable methods to characterise seismic risks to these pipelines arising from permanent ground deformations due to fault ruptures. To address this, an experimentally evaluated FE pipe-soil model to study pipeline response due to ground deformation loads with consideration to associated uncertainties in influencing geometric and material factors have been developed. To ensure efficiency of the developed method, a multi-fidelity approach using Gaussian processes is introduced. A multi-fidelity approach relies on the accuracy of detailed HF models and the efficiency of simplified LF models to predict reasonably accurate results in an efficient manner. Finally, this developed method is integrated with available probabilistic regional ground deformation assessment approaches for regional seismic risk assessment of a pipeline network.
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Chapter 1

Introduction

1.1 Motivation

Buried continuous energy pipelines are important structures transporting oil, gas and other petroleum byproducts over large distances. Energy pipelines can be classified primarily into major transmission pipelines and secondary distribution networks. These pipelines are generally designed for their operating condition loads, such as operating temperature and internal pressure. However, in addition to these loads, these pipelines are also faced with the risk of failure due to seismic activity in seismically active regions. Buried continuous pipelines are especially vulnerable to failure due to fault rupture induced permanent ground deformations during earthquakes.

A review of literature indicates that for buried pipelines, seismic hazards are primarily due to wave propagation and permanent ground deformation. Damage due to permanent ground deformations are found typically in localized areas with high tendency and degree of damage whereas, damage due to seismic wave propagation are found to be distributed over much wider zones with substantially lower chances and degree of damage [5]. In general, continuous welded pipelines are more vulnerable to permanent ground deformation hazard in comparison to wave propagation hazard. Majority of research works in earthquake engineering has been on the behaviour of structures under seismic wave propagation, where as, significantly less attention has been paid on the behavior of structures under permanent ground deformation due to tectonic fault rupture. The reason being, this hazard is observed in relatively localized areas and poses a threat when the rupture propagates to the surface.

Traditionally, seismic risk assessment of buried pipeline system has involved estimation of damage in the pipelines using empirical correlations between observed damage to seismic wave propagation and permanent ground deformation data. These empirical correlations have been derived by a number of authors based on historically collected data. These data collected from historical seismic events range in various locations and time. Permanent ground deformations can be localized, such as due to a fault movement
1.1. MOTIVATION

or spatially extended; for example, due to soil liquefaction over a region. A number of empirical relationships exist in literature to quantify fault displacements based on the earthquake moment magnitude derived from historical seismic data. Additionally, numerous empirical relationships are available to predict magnitude and extent of extended permanent ground deformations, such as landslides, liquefaction and settlement.

Buried pipelines can be subjected to both transient ground deformations and permanent ground deformations in the event of an earthquake. Transient ground deformations are caused by passage of seismic waves whereas, permanent ground deformations are a result of surface rupture or effects, such as liquefaction and landslides. The impact of earthquake on buried infrastructure can vary. Damages due to transient effects are felt over wide geographical areas and damages tend to be widespread. On the other hand, surface ruptures coinciding with buried pipelines result in significantly high pipeline damages but in localised areas. The response of buried pipelines vary from above ground structures due to the soil support available to balance the inertia forces in contrast to above ground structures where the structure must bear the loads. Damages in continuous steel pipeline due to transient ground deformations has been reported for the Michoacan earthquake in 1985 [6]. Damages to continuous steel pipelines due to permanent ground deformation on numerous occasions have been reported for the San Fernando earthquake in 1971 [7]. Numerous pipeline failures are observed in the 1971 San Fernando earthquake, such as flexural failure and shear failure. Buckling failure are observed mostly in pipelines crossing faults. Extensive damage in buried pipelines due to landslides are observed in the 1964 Alaska earthquake. Large numbers of damages to buried pipelines due to earthquakes in Japan with magnitude greater than 7 since 1920 has been attributed to direct seismic shaking [8].

Several methods to assess seismic risk to buried pipelines due to ground shaking have been proposed in the past by [9–16]. Seismic risk analysis approaches for buried pipelines faced with fault rupture hazard has been proposed by [17–19]. However, there are some major limitations of these works. Firstly, simplified pipe-soil models are used which are not capable of predicting the true behavior of the pipeline. Additionally, probabilistic ground deformation hazard is computed using available regression models. Moreover, the methods use empirical fragility functions for pipeline damage to characterize seismic risk. Finally, these approaches are suitable for single pipeline fault crossing sites and not for large regions.

Earthquakes result due to release of accumulated stress at tectonic plate boundaries. Fault rupture is associated with release of excess stress and
strain energy when the rock can no-more resist them. Faults can be primarily classified as ‘strike-slip’ and ‘dip-slip’. ‘Strike-slip’ fault rupture involves primarily movement in the horizontal direction. ‘Dip-slip’ fault rupture involves movement along the dip of the fault-plane. Under ‘dip-slip’ movement, when the horizontal movement is compression, it is called ‘reverse faulting’ whereas, when the horizontal movement is tensile, it is called ‘normal faulting’. The pipeline structural response to surface rupture is dependent on the orientation of the pipeline in respect to the rupture. Failure mode due to axial compression may include buckling and failure mode due to axial tension may result in rupture. ‘Strike-slip’ faulting leads to symmetrical loading on both sides of the pipeline, whereas, ‘dip-slip’ faulting leads to unsymmetrical loading on both sides of the pipeline. Generally, ‘dip-slip’ faulting is more damaging than ‘strike-slip’ ones because the bearing load on a buried structure moving downward in soil is greater than the load to move it in the lateral direction.

1.2 Research Objectives

Literature review suggests that, there is lack in availability of clear guidelines and methodologies for assessing risk to buried continuous pipelines due to permanent ground deformations arising from fault ruptures. This broad problem covers methods for appropriately modelling pipe-soil structural model to evaluate pipeline structural response including implementation of suitable soil constitutive models, consideration to associated uncertainties in the structural model inputs, considerations to efficiency with respect to computational time and effort to make the process usable for realistic purposes and integration of the pipeline behavior with state of the art probabilistic methods for evaluating ground deformations arising due to fault rupture over a region.

The overall objective of this research is to develop an improved and robust method for seismic risk assessment of buried continuous energy pipelines subjected to fault rupture permanent ground deformations, considering uncertainty at various levels. The specific objectives of this research are as follows:

1. Develop an experimentally evaluated model for soil non-linear material property. This includes modifying the elastic-perfectly plastic Mohr-Coulomb model in ABAQUS and introducing suitable constitutive relations for mobilized friction angle and dilation angle with varying plastic shear strain. Thereafter, the objective is to evaluate the modified Mohr-Coulomb
model with a sand triaxial test.

Develop an experimentally evaluated detailed 3D FE model of pipeline undergoing fault rupture deformations. This includes generating suitable sand constitutive relations with respect to the large scale test and developing a detailed FE model to simulate large scale experimental arrangement and evaluating the model with experimental results.

2. Develop a multi-fidelity-based uncertainty quantification approach for buried pipeline undergoing fault rupture deformations.

3. Develop a method for determination of target strain envelope curves and perform sensitivity analysis using Taguchi design of experiments for pipelines undergoing permanent ground deformations.

4. To estimate probabilistic ground deformation hazard due to fault rupture at a given region using available state of the art techniques and integrate it with a pipeline response uncertainty quantification framework to determine pipeline seismic risk as a result of permanent ground deformation.

1.3 Overview

Firstly, nonlinear structural response of a buried continuous pipeline undergoing strike-slip fault rupture, i.e., where soil masses get displaced in the horizontal plane along a fault line, is studied in a detailed manner. A detailed analysis technique employing ABAQUS/Standard with implicit formulation to study the behavior of buried continuous pipelines crossing fault movements is proposed and established with suitable evaluations. A three-dimensional nonlinear FE model including both material and geometric non-linearity is used for this study. Firstly, a non-linear sand constitutive model is adopted and implemented in commercial FE package ABAQUS. The adopted material model is evaluated with available experimental triaxial test results. This material model is thereafter suitably calibrated for a large-scale test based on direct shear soil test data for that experiment. The study identified important soil strength parameters from direct shear soil tests conducted for the large-scale test program and converted them suitably with respect to the adopted sand constitutive model. The FE model is then evaluated against full-scale experimental results.

Subsequently, nonlinear structural response of buried continuous steel pipeline undergoing fault rupture deformation is studied in a systematic manner. A detailed and efficient analysis framework for design of buried continuous steel pipelines crossing faults is proposed and illustrated with a case study. This analysis framework considers a number of levels for each
of the factors (input parameters) thereby allowing to predict peak strain expected as a function of fault displacement for a range of variation of the input parameters. A three-dimensional nonlinear FE model including both material and geometric non-linearity previously developed and evaluated is used for this study. Taguchi method for design of experiments is then employed to evaluate the structural performance of buried pipelines. It is also used to identify the influence of different parameters on the structural behavior of buried pipelines. A case study involving NPS 24 steel pipeline with a realistic maximum operating internal pressure of 9.1 MPa is also carried out. Various realistic steel grades are selected for the study, such as Gr 290, Gr 386 and Gr 483. The method presented here is suitable for pipeline strain hazard analysis, applicable for a single site.

A further extension to the above deterministic analysis approach is to include uncertainty in the input parameters. One of the simplest methods for uncertainty quantification and propagation is the Monte Carlo simulation (MCS). The general process involves identifying sets of random and fixed variables, generating realizations corresponding to the random variables and then analysing each case using deterministic FE method. The results obtained from the multiple runs of the FE solver are used for computing the probability distribution and statistical moments of the stochastic output. A large number of FE runs are needed for this method to converge making it infeasible for solving actual problems. An alternative to the simulation based approaches discussed above are the surrogate based approaches. The primary idea here is to train a machine learning model to act as a surrogate to the computationally expensive FE solver. MCS is then performed by using the trained surrogate model. However, even the most efficient surrogate models require hundreds of FE runs for generating the necessary training data. This is problematic for cases, such as the 3D pipe soil interaction problem undergoing fault displacement as the nonlinear 3D FE solver is extremely expensive.

Given the limitations with the simulation based and surrogate based approaches discussed above, a special type of surrogate model, referred to as the multi-fidelity (MF) surrogate for uncertainty quantification of buried pipeline undergoing strike slip fault rupture in sand is proposed. In MF surrogate models, the training data is generated from two solvers – a computationally expensive HF solver that yields highly accurate results and a computationally efficient LF solver that yields results of reasonable accuracy. The idea is to have a small number of training samples from the HF solver (in the order of tens) and significant number of training samples from the LF solver (in the order of hundreds). Since the LF solver is relatively
efficient, the data generating process in this case is relatively efficient. As the LF solver, the beam element pipe along with bi-linear soil springs model have been used. The 3D model developed in the authors’ previous study is used as the HF solver. Among different MF surrogates available in the literature, we have used the MF Gaussian process (MF-GP) also known as co-Kriging for the current study.

A novel method to estimate regional seismic risk to buried continuous pipelines probabilistically, due to earthquake-induced permanent ground deformations is proposed. The seismic risk assessment method is illustrated for buried gas pipelines in the City of Victoria considering seismic risk from the Leech River Valley Fault Zone (LRVFZ). The method considers uncertainty on earthquake rupture, soil properties, pipe geometry as well as operating conditions. It utilizes experimentally evaluated complex pipe-soil numerical models in an efficient manner. Major improvements of this method over existing studies are highlighted here. Firstly, stochastic source modelling and analytical Okada solutions are used in this study to generate regional ground deformation, probabilistically. Previous studies used regression equations to define probabilistic ground deformations along a fault. Secondly, in the current study complex experimentally evaluated pipe-soil FE models are employed including non-linear soil constitutive relations. Earlier investigations used simple soil spring – beam element pipe models to evaluate pipeline response. Finally, the current approach uses multi-fidelity Gaussian processes to ensure efficiency and limit required computational resource. This is required since a large number of runs are necessary for uncertainty quantification exercises. It is also necessary due to the computationally expensive nature of complex pipe-soil FE models used.

1.4 Thesis Organisation

The thesis is written based on manuscripts published/submitted in various journals. In chapter 1, introduction provides the research objectives and a brief background of the problem addressed here. A detailed literature review on various aspects of the research has been presented in chapter 2. Details on the developed pipe-soil FE model to study pipeline behavior under ground deformation loads are presented in chapter 3. A multi-fidelity based approach for uncertainty quantification on the above problem and development of associated fragility curves is presented in chapter 4. Integration of the developed uncertainty quantification model with regional probabilistic ground deformation approaches is presented in chapter 5. A
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Taguchi design of experiments based sensitivity analysis and strain envelope curve development approach on the above problem is presented in chapter 6. Concluding remarks are made in chapter 7.

Figure 1.1: Thesis chapters flowchart
Chapter 2

Literature Review

2.1 Introduction

The literature review conducted can be classified as shown in Figure 2.1. The objective of the literature survey conducted is to address the above subject under a number of different modules. The areas covered in the literature review include methods to analyze the structural performance of a buried pipeline undergoing fault rupture deformations, experimental tests to study pipeline behavior under fault rupture, soil (sand) constitutive relations to appropriately model non-linear behavior, available approaches for uncertainty quantification, multi-fidelity methods for uncertainty quantification and probabilistic approaches to estimate ground deformation due to fault rupture on a regional scale.

2.2 Pipeline-fault rupture analysis

Energy pipelines are an important element of oil and gas infrastructure which comprise of major transmission pipelines and distribution pipeline network. Energy pipelines play a vital role in regional, national and international economy linking geopolitical matters and matters of global security [20]. Oil and gas pipelines are linear structures of high importance and failure in high pressure oil and gas pipeline can lead to severe consequences, such as contents spill leading to ecological disaster, explosion leading to fire, severe economic losses and loss of lives [21]. Buried energy pipelines travelling across seismically active regions are faced with an inherent risk due to seismic activity. This make seismic risk assessment of buried pipelines important to safeguard against possible seismic hazard. International design codes and available guidelines for energy pipelines, such as [22], [23], [24], [25], [26], [27] provide pipeline strain limits; however, they do not provide clear and detailed guidelines on predicting the strain demands for pipelines. Numerical modelling is recommended in some guidelines but only in a very generic sense. Additionally, none of these guidelines provide methods to re-
Earthquakes are associated with fault ruptures, such as normal faulting, strike-slip faulting and reverse faulting as a result of bedrock thrusting. These ruptures propagate towards ground surface resulting in surface ruptures. These surface ruptures pose a serious threat towards the structural integrity of buried pipelines, along with other infrastructure. The response of buried pipelines to surface rupture has been studied extensively in numerous research investigations. Based on the method adopted, the available studies can be broadly classified into three categories – analytical and/or semi-analytical studies, experimental studies and numerical studies. In analytical and/or semi-analytical methods, simplified models are utilized to analyze the problem at hand ([28], [29]). The analytical and semi-analytical models-based approaches are generally based on beam on elastic foundation theory employing bi-linear steel material which are an approximate representation of the materials involved. These methods consider the pipe to be under tension and bending which covers only a partial loading scenario of the problem and are not accurate enough partly, due to their inability
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to capture ovalities or local buckling. Attempts to improve the simplified models can also be found in the literature ([30], [31], [32], [33], [34]).

Experimental studies to identify the effect of fault ruptures on buried pipelines can also be found in literature. [35] carried out centrifuge tests to investigate the effect of moisture content, strain rate, burial depth and pipe diameter on the pipeline. [36] studied effect of normal and strike-slip faulting and the effect of fault crossing angle on the generated pipeline strains. [37] conducted centrifuge tests to examine one positive pipe-fault crossing angle and another negative pipe-fault crossing angle. [38] performed centrifuge tests to study the effect of burial depth and pipe diameter. Full-scale studies for identifying the behavior of buried pipelines can also be found in literature ([39], [40], [41], [42], [43], [44]).

[45] carried out numerical studies where the beam element is used to model the pipe and bi-linear springs are used to model the soil. This model is used to simulate a pipeline damage due to faulting observed in Izmit (Turkey). Use of similar simple numerical models is also reported in [46] and [17]. Another analytical approach to model pipe-soil interaction include that of by [47] where a shell pipe supported by spring elements simulating the soil is considered. Unfortunately, numerical models considering the pipe as a beam and surrounding soil as bi-linear springs supporting the pipe in three mutually perpendicular directions are incapable of capturing the true three-dimensional nature of this problem due to its simplistic nature [26]. Therefore, researchers now-a-days are inclined towards using more detailed three-dimensional continuum pipe-soil interaction models for this problem [1, 48–55]. The simplified beam element pipeline model supported by soil springs in three mutually perpendicular directions, is computationally inexpensive due to the absence of contact simulation, due to the involvement of much lesser number of elements and simplified formulations. However, the soil springs can only approximately model the soil response due to its spring stiffnesses acting in three mutually perpendicular directions. These stiffnesses have been obtained for axial, lateral, vertically up and vertically down movements of a pipeline and are not applicable for the complex pipe-soil movement that takes place during a fault rupture. There do exist beam element with additional degree of freedom for capturing complex phenomenon, such as ovalization. However, even such advanced beam elements can only be associated with soil springs and hence, the above-mentioned problem persists.

A 3D continuum soil and shell element pipeline model, on the other hand, is capable to simulating the true nature of pipe-soil interaction along with associated local buckling and ovalization of the pipeline. However, one
must bear in mind that the computational cost associated with such model is significantly more as compared to the beam-element based models. One of the primary challenges associated with three-dimensional pipe-soil interaction model is development of material model for soil. The most popular material model for sand is the Mohr-Coulomb criteria. In this model, the stress-strain relation is represented by using two parameters namely, cohesion and internal friction angles. The stress-strain behavior of dense sand can be grossly defined as elastic zone, pre-peak plastic zone ([56]), ranging from the initial yield surface up to the failure surface and the post peak softening zone, ranging from failure to higher deformations. Some of the most comprehensive and simple to use equations to define this behavior are provided by [57] and [58] among others. [58] conducted a series of triaxial tests of sands with varying relative densities and varying confining pressures to propose these equations. [59] and [60] provide expressions to estimate elastic modulus of soils. [61] proposed a closed-form relation between the peak and critical internal angle of friction. Other works on sand constitutive model includes that of by [62], [63], [64], [65], [66] and [67].

In regards to the current study, [1], [53] and [55] had analyzed pipeline responses under fault movements using 3D soil continuum model but only with linear variation of friction angle and dilation angle as a function of plastic deviatoric strain. [53] considered an idealized dense sand for their study. [68] had successfully used non-linear soil strength with varying plastic shear strain to analyze 2D pipe-soil problems.

2.3 Uncertainty quantification and uncertainty propagation of buried pipeline response

An important aspect associated with the problem of pipelines under fault movement is the presence of uncertainties. For example, there is an inherent variability in the pipeline geometry and material strength due to the details involved in the production process. Additionally, soil properties are characterised by significant variability over location and time. The operating conditions in the pipeline, such as internal pressure and temperature also varies over time. All these variability leads to significant uncertainties in the prediction of structural performance of a pipeline. To account for these uncertainties, design engineers generally use a safety factor over a deterministic analysis design. However, considering a safety factor may result in unsafe design or in some cases over conservative design, resulting in higher costs. Therefore, for a safe and economical design, it is important to track
the propagation of uncertainties from the input variables to the output.

The literature on uncertainty quantification and uncertainty propagation in buried pipelines is quite sparse; this is primarily because of the computational cost associated with solving an uncertainty propagation problem. [69] considered variability of input parameters and used the response surface methodology to perform reliability analysis of a pipe-soil problem. [70] studied pipeline upheaval buckling using random variables for initial imperfection and pipe-soil interactions. Effect of spatial variability in pipe embedment depth, which in turn results in variable lateral resistance in sub-sea pipelines is studied by [71]. Reliability analysis of buried pipeline based on variability of traffic load is conducted by [72]. Upheaval buckling studies of pipeline considering variability in inputs using artificial neural network approaches is conducted by [73]. Studies which focused on studying variability of soil properties in pipe-soil interaction problems include that of by [74], [75] and [76]. Other probabilistic pipe-soil studies include [77], [78], [79], [80] and [81]. However, none of the studies discussed above deal with buried pipelines undergoing fault rupture displacements.

The only work in this domain is conducted by [18]. This work considers

---

**Table 2.1: Representative summary of different studies on buried pipeline undergoing fault rupture.**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study Type</th>
<th>Variation of Important Parameters Studied</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>29</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>30</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>31</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>32</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>33</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>34</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>35</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>36</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>37</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>38</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>39</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>40</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>41</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>42</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>43</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>44</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>45</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>46</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>47</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>48</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>49</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>50</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>51</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>52</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>53</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>54</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>55</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>56</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>57</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>58</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>59</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>60</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>61</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>62</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>63</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>64</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>65</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>66</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>67</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>68</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>69</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>70</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>71</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>72</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>73</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>74</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>75</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>76</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>77</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>78</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
<tr>
<td>79</td>
<td>Analytical</td>
<td>Fault Type, Crossing Angle, Soil Type</td>
</tr>
<tr>
<td>80</td>
<td>Experimental</td>
<td>Pipe Cross-section, Internal Pressure, Temperature, Pipe Material and Grade</td>
</tr>
<tr>
<td>81</td>
<td>Numerical</td>
<td>Pipe Material and Grade</td>
</tr>
</tbody>
</table>
uncertainties in defining the fault displacement hazard but is faced with a number of limitations, such as a simple approximate beam type pipe model supported by soil springs for structural analysis. Additionally, the study did not consider uncertainties with respect to important influencing parameters, such as pipeline geometric and material properties, soil material properties, operating conditions and pipeline-fault crossing angle. The objective of the current study is to address the limitations discussed above by conducting a thorough study to investigate the effect of input uncertainties on the response.

The simplest method for uncertainty quantification and propagation is the Monte Carlo simulation (MCS) ([82] and [83]). The general process involves identifying sets of random and fixed variables, generating realizations corresponds to the random variables and then analysing each case using deterministic FE method. The results obtained from the multiple runs of the FE solver are used for computing the probability distribution and statistical moments of the stochastic output. By post-processing the results, probability of failure of the system can also be calculated. Although MCS is simple to implement, the convergence rate of this method is extremely slow. Large numbers of FE runs are needed for this method to converge making it infeasible for solving actual problems. As an improvement to the classical MCS method, approaches, such as stratified sampling ([84] and [85]) and importance sampling ([86], [87] and [88]) have been proposed by researchers. However, even these methods often suffer from the curse of dimensionality. An alternative to the simulation based approaches discussed above are the surrogate based approaches. The primary idea here is to train a machine learning model to act as a surrogate to the computationally expensive FE solver. MCS is then performed by using the trained surrogate model. Popular surrogate models available in the literature include polynomial chaos expansion ([89] and [90]), neural networks ([73] and [91]), radial basis functions ([92] and [93]), analysis of variance decomposition ([94] and [95]) and Kriging ([93] and [96]). However, even the most efficient surrogate models require hundreds of FE runs for generating the training data. This is problematic for cases, such as the 3D pipe-soil interaction problem undergoing fault displacement as the nonlinear 3D FE solver is highly expensive.

Fragility curves provide a relation between the probability of exceeding a certain state of damage for a structure with that of the intensity of load acting on that structure. In regards to buried continuous pipelines there are a number of studies that have dealt with producing fragility functions of such systems, such as [97–105]. Most of these work however dealt with studying the effect of transient seismic ground deformations on continuous
2.4. MULTI-FIDELITY MODELS

pipelines. Study by [102] involved probabilistic risk assessment of a buried continuous pipeline under transverse permanent ground deformation due to landslide and thereby leading to the generation of fragility curves. Work by [104] covers damage due to both seismic wave propagation as well as permanent ground deformation. A part of the current scope has been to utilize the developed multi-fidelity model to develop fragility curves for the considered pipeline-fault problem.

Design of experiments are rational ways of investigating all possibilities in a test involving several factors and their respective ranges [106]. Design of experiments in the past have been used for a range of purposes, such as agriculture, chemical industries, pharmaceutical industries, manufacturing industries, product development and various other fields [106]. The standard orthogonal arrays by Taguchi [107] are extensions of the initial works by [108] and [109]. The fundamental basis for fractional factorial arrays and orthogonal arrays is proposed by [108]. Methods to derive mixed-level orthogonal arrays from difference matrices are proposed by [109].

2.4 Multi-fidelity models

Uncertainty quantification exercises require a number of scenarios to be analyzed. Advanced numerical models capable of predicting the true behavior of a process require significant computational resources. In regards to the current research, the experimentally evaluated geotechnical numerical models are computationally quite expensive. An uncertainty quantification exercise which preserves the complexity and accuracy of a process requires advanced numerical models. Fitting a surrogate model with such models, also called HF models require large numbers of analyses to be completed. On the contrary, LF models or approximate models although computationally cheap are not able to capture the complexity of a process and certainly not accurate.

Multi-fidelity approaches leverage the accuracy and complexity of HF models with the efficiency of LF models to predict nearly accurate results in an efficient manner. Multi-fidelity surrogates are surrogate models, that fit information between input variables and output parameters. [110] identifies the primarily three methods to combine fidelities namely, adaptation, fusion and filtering. Adaptation works to improve the LF prediction based on HF behaviour. Fusion on the other hand, simply integrates the LF and HF response. Filtering uses LF response to evaluate HF response at specific points. [111] categorizes multi-fidelity surrogate modelling under several
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types, such as multiplicative correction, additive correction and comprehensive correction. Multiplicative and additive correction methods modify the lower fidelity model with multiplicative or additive parameter. Comprehensive corrections introduce both multiplicative and additive corrections in the same surrogate.

A model \( g : x \rightarrow y \) is a functional relationship between inputs \( x \) and outputs \( y \). Considering that the uncertainty in inputs is defined by stochastic variable \( X \), uncertainty propagation characterizes the statistics of \( g(X) \), such as the model expectancy and variance. Variance reduction techniques use correlations between \( g(X) \) and a supplementary random parameter whose statistical characteristics are obtained from the lower-fidelity models. \([112]\) and \([110]\) employed the control variate method as the multi-fidelity estimator. Given the limitation in computational resources, the objective here is to minimize the mean square error of the multi-fidelity estimator. \([110]\) assumed a HF model \( g_1 \) and LF surrogate models \( g_1, g_2, g_3, ..., g_k \) and considered the same input for all these models. The objective of the process is to evaluate the estimator:

\[
t = E[g^1(Z)]
\]  

(2.1)

corresponding to the HF model \( g^1 \) from input random variable \( Z \). The \( k \) scenarios of the random variable \( Z \) are denoted as \( z_1, z_2, z_3, ..., z_{mk} \). Model \( g_i \) is evaluated for \( i = 1, 2, 3, ..., k \) at \( z_1, z_2, z_3, ..., z_{mi} \) resulting in \( g^i(z_1), ..., g^i(z_{mi}) \). \( m_i \) of \( m \) represents the number of assessments for model \( g_i \) for \( i = 1, 2, 3, ..., k \). The Monte Carlo estimator is then expressed as:

\[
y_m^{-i} = \frac{1}{m} \sum_{j=1}^{m} g^i(z_j)
\]  

(2.2)

which estimates \( E[g^1(Z)] \) by sampling \( z_1, z_2, z_3, ..., z_m \) of random variable \( Z \) where, \( i = 1, 2, 3, ..., k \). First the method estimates \( y_m^{-i} \) from \( m_i \) model evaluations \( g^i(z_1), ..., g^i(z_{mi}) \) for \( i = 1, 2, 3, ..., k \). Thereafter, it estimates Monte Carlo estimate \( y_{m-1}^{-i} \) from evaluations \( g^i(z_1), ..., g^i(z_{mi-1}) \) with \( i = 2, 3, ..., k \). The Multi-fidelity Monte-Carlo estimate is expressed as:

\[
t = y_{m-1}^{-1} + \sum_{i=2}^{k} \epsilon_i (y_{mi}^{-i} - y_{mi-1}^{-i})
\]  

(2.3)

The coefficients \( \epsilon_2, \epsilon_3, ..., \epsilon_k \) control the respective weights of \( (y_{mi}^{-i} - y_{mi-1}^{-i}) \). The framework for the multi-fidelity Monte Carlo estimator modifies the estimated HF quantities with a sum of estimates of differences of lower-fidelity
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quantities, there by fusing the outputs from both the high and LF models to predict the statistics of the HF model. The estimator is a function of the coefficients $\epsilon_2, \epsilon_3, ..., \epsilon_k$ and the number of model evaluations $m_0, m_1, ..., m_k$ and hence, these parameters are chosen in such a way to minimize the mean square error of the estimator for a given computational budget.

The work by [113] considers HF model $P_{\text{high}}(x, u)$ and LF model $P_{\text{low}}(x, u)$ with the input vectors defined by the design variables $x$ and model parameters $u$. $u$ is a random sample from random vector $U(\omega)$. The output from the HF model $P_{\text{high}}(x, U(\omega))$ is expressed as random variable $A(x, \omega)$. The statistic (mean and variance) of the HF model output is denoted as $\mathbb{s}_A$. The estimation of the mean for the HF model is considered as $\mathbb{s}_A = \mathbb{E}[A(\omega)]$.

The estimator corresponding to $\mathbb{s}_A$ is $\hat{s}_A$. Considering constant values for design variables $x_k$, the HF model is $P_{\text{high}}(x_k, U(\omega))$ and the output is $A(\omega)$. Considering constant values for design variables $x_k$, the LF model is $P_{\text{low}}(x_k, U(\omega))$ and the output is $B(\omega)$. If independent and identically distributed random samples $(u_i, i = 1, 2, 3, ...)$ are drawn from $U(\omega)$, the HF and LF models $P_{\text{high}}(x_k, U(\omega))$ and $P_{\text{low}}(x_k, U(\omega))$ are evaluated to derive $a_i$ and $b_i$. The control variate multi-fidelity estimator is then given as:

$$\hat{s}_A = \frac{1}{n} \sum_{i=1}^{n} a_i + \epsilon (s_B - \frac{1}{n} \sum_{i=1}^{n} b_i)$$ (2.4)

$\epsilon$ is the control parameter and statistic $s_B = \mathbb{E}[B(\omega)]$. The $s_B$ can be approximated as: $b_m = \frac{1}{m} \sum_{i=1}^{m} b_i$ when $m > n$. The multi-fidelity estimator thus becomes:

$$\hat{s}_A = \alpha_n + \epsilon (\bar{b}_m - \bar{b}_n)$$ (2.5)

The basic idea here is to enhance the original estimator $\alpha_n$ by $(\bar{b}_m - \bar{b}_n)$ using a large number of evaluations $m$ from the LF model. The variance of the multi-fidelity estimator is given as:

$$\text{Var}[\hat{s}_{A,p}] = \text{Var}[\alpha_n] + \epsilon^2 \text{Var}[b_m] + \epsilon^2 \text{Var}[b_n] + 2\epsilon \text{Cov}[\alpha_n, b_m] - 2\epsilon \text{Cov}[\alpha_n, b_n] - 2\epsilon^2 \text{Cov}[\bar{b}_m, \bar{b}_n]$$ (2.6)

$$= \frac{s_A^2}{n} + \epsilon^2 \frac{s_B^2}{m} + \epsilon^2 \frac{s_B^2}{n} + 2\epsilon \frac{1}{nm} \sum_{i=1}^{m} \sum_{j=1}^{n} \text{Cov}[a_i, b_j] - 2\epsilon \frac{\mathbb{E}[A(\omega)B(\omega)]}{n} - 2\epsilon^2 \frac{1}{nm} \sum_{i=1}^{m} \sum_{j=1}^{n} \text{Cov}[b_i, b_j]$$ (2.7)
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\[
\sigma_A^2 + \epsilon^2 \sigma_B^2 + \epsilon \frac{1}{nm} \sum_{i=1}^{n} \text{Cov}[a_i, b_i] - 2\epsilon \frac{\rho_{AB}\sigma_A\sigma_B}{n} - 2\epsilon^2 \frac{1}{nm} \sum_{j=1}^{n} \text{Cov}[b_j, b_j]
\]

\[
= \frac{1}{n}(\sigma_A^2 + \epsilon^2 \sigma_B^2 - 2\epsilon \rho_{AB}\sigma_A\sigma_B) - \frac{1}{m}(\epsilon^2 \sigma_B^2 - 2\epsilon \rho_{AB}\sigma_A\sigma_B)
\]

where, \(\sigma_B^2 = \text{Var}[B(\omega)]; \rho_{AB} = \text{Corr}[A(\omega), B(\omega)]\)

This variance can be minimized in terms of \(\epsilon\) and \(r\), where \(r = m/n\) to obtain the optimum value of \(\text{Var}[\hat{s}_{A,p}]\) which is expressed as:

\[
\text{MSE}[\hat{s}_{A,p}^*] = \text{Var}[\hat{s}_{A,p}^*] = (1 + r^*[(1 - (1 - r^*)\rho_{AB}\sigma_A^2])]^2 \frac{\sigma_A^2}{p} (2.10)
\]

where, \(\epsilon^* = \rho_{AB}\sigma_A^2; r^* = \sqrt{\frac{\rho_{AB}\sigma_A^2}{1 - \rho_{AB}^2}}; \sigma_A^2 = \text{Var}[A(\omega)]; \sigma_B^2 = \text{Var}[B(\omega)]; \rho_{AB} = \text{Corr}(A(\omega), B(\omega))\) being the variance correlation coefficient of \(A(\omega)\) and \(B(\omega)\).

[114] provides an account of application of co-kriging in multi-fidelity optimization. [115] and [116] discussed kriging from the fundamentals. To make a prediction at some point \(x\) in the domain, considering uncertainty, a random variable \(Y(x)\) is considered having a mean of \(\mu\) and variance \(\sigma^2\). Considering two distinct points \(x_i\) and \(x_j\) and assuming that the associated functional values are \(y(x_i)\) and \(y(x_j)\); these functional values are more likely to be close if the distance \(|x_i - x_j|\) is small. The correlation between the random variables is given as:

\[
\text{Corr}[Y(x_i), Y(x_j)] = \exp(-\sum_{l=1}^{d} \theta_l |x_{il} - x_{jl}|^{p_l}) (2.11)
\]

If the distance \(|x_i - x_j|\) is infinite, the correlation tends to be zero and if the distance is zero, the correlation tends to be 1. The \(\theta_l\) parameter controls the sensitivity of the correlation in the \(l^{th}\) coordinate direction. The \(p_l\) parameter controls the smoothness of the correlation in the \(l^{th}\) coordinate function. The uncertainty about the function’s value at the \(n\) points can be expressed as:
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\[ y = \begin{pmatrix} Y(x_1) \\ \vdots \\ Y(x_n) \end{pmatrix} \]  

(2.12)

By equating the derivative of log-likelihood function with \( \varsigma^2 \) and \( \mu \) to zero,

\[ \hat{\mu} = \frac{1' R^{-1} y}{1' R^{-1} 1} \]  

(2.13)

\[ \hat{\varsigma}^2 = \frac{(y - 1\hat{\mu})' R^{-1} (y - 1\hat{\mu})}{n} \]  

(2.14)

Replacing the above expression in the log-likelihood function becomes:

\[-\frac{n}{2} \log(\hat{\varsigma}^2) - \frac{1}{2} \log |R| \]  

(2.15)

The function may be maximized to estimate \( \hat{\theta}_l \) and \( \hat{p}_l \) \((l = 1, 2, 3, \ldots d)\), as the expression depends on \( R \). These estimated values may be used to derive \( \hat{\mu} \) and \( \hat{\varsigma}^2 \). To predict values at an unknown point \( x^* \), a function \( y^* \), is assumed. To assess its accuracy, the point \((x^*, y^*)\) is added to the observed data as the \((n+1)\)th observation and the likelihood function is computed using parameter values determined in maximum likelihood estimation. Using the determined fixed parameters, the log-likelihood is a function of \( y^* \) and the corresponding \( y^* \) that maximizes the likelihood function is the kriging predictor. The standard formula of kriging predictor is:

\[ y(x^*) = \hat{\mu} + r' R^{-1} (y - 1\hat{\mu}) \]  

(2.16)

[114] provides the fundamentals from co-kriging. Assuming there are two data sets, one with HF data \( y_e \) at points \( X_e \) and LF data \( y_c \) at points \( X_c \) \((X_c \subset X_e)\). The combined set can be expressed as:

\[ X = \begin{pmatrix} X_c \\ X_e \end{pmatrix} = (x^T_{c1}, \ldots x^T_{cn_c}, x^T_{e1}, \ldots x^T_{ne}) \]  

(2.17)

The value at point \( X \) is a sample from a Gaussian random variable.

\[ Y = \begin{pmatrix} Y_c(X_c) \\ Y_e(X_e) \end{pmatrix} = (Y_c(x^T_{c1}), \ldots Y_c(x^T_{cn_c}), Y_e(x^T_{e1}), \ldots Y_e(x^T_{ne})) \]  

(2.18)
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It is considered that, if the value of the HF model output is known at \( x^i \), no further information can be obtained from the LF model at that point. Gaussian processes \( Z_c(\bullet) \) and \( Z_e(\bullet) \) represent the local features of the LF and HF models. The HF model function can be expressed as:

\[
Z_e(x) = \rho Z_c(x) + Z_d(x) \tag{2.19}
\]

Where, \( \rho \) is a scaling function and represents a Gaussian process defining the difference between \( Z_e(x) \) and \( \rho Z_c(x) \). The co-variance is defined as:

\[
cov\{Y_c(X_e), Y_c(X_c)\} = cov\{Z_c(X_c), Z_c(X_e)\} = \varsigma_c^2 \psi_c(X_c, X_c) \tag{2.20}
\]

\[
cov\{Y_e(X_e), Y_e(X_c)\} = cov\{\rho Z_c(X_e) + Z_d(X_e), Z_c(X_e)\} = \rho \varsigma_c^2 \psi_c(X_c, X_e) \tag{2.21}
\]

\[
cov\{Y_e(X_e), Y_e(X_c)\} = cov\{\rho Z_c(X_e) + Z_d(X_e), \rho Z_c(X_e) + Z_d(X_e)\} \tag{2.22}
\]

\[
= \rho^2 cov\{Z_c(X_e), Z_c(X_c)\} + cov\{Z_d(X_e), Z_d(X_e)\} \tag{2.23}
\]

\[
= \rho^2 \varsigma_c^2 \psi_c(X_e, X_c) + \varsigma_d^2 \psi_d(X_e, X_e) \tag{2.24}
\]

\[
C = \begin{pmatrix}
\varsigma_c^2 \psi_c(X_c, X_c) & \rho \varsigma_c^2 \psi_c(X_c, X_e) \\
\rho \varsigma_c^2 \psi_c(X_e, X_c) & \rho^2 \varsigma_c^2 \psi_c(X_e, X_e) + \varsigma_d^2 \psi_d(X_e, X_e)
\end{pmatrix} \tag{2.25}
\]

where, \( \psi_c(X_e, X_c) \) for instance is a matrix of the form \( \psi_c \) for correlations between \( X_e \) and \( X_c \) and is similar to Equation 2.20. Similar to kriging, the LF model data are evaluated independently and maximum likelihood estimate of \( \mu_c, \varsigma_c^2, \theta_c \) and \( p_c \) are calculated by maximizing the log-likelihood. To estimate \( \mu_d, \varsigma_d^2, \theta_d, p_d \) and \( \rho \) from the difference Gaussian Process, the following relation is considered:

\[
d = y_e - \rho y_c(X_e) \tag{2.26}
\]

where, \( y_c(X_e) \) are the values of \( y_c \) at locations common to \( X_e \). By maximizing the log-likelihood of \( d \), the hyperparameters of \( \mu_d, \varsigma_d^2, \theta_d, p_d \) and \( \rho \) can
be obtained. The co-kriging predictor based on the knows hyper-parameters is given as:

$$\hat{y}_e(x^{(n_e+1)}) = \hat{\mu} + u^T C^{-1}(y - 1\hat{\mu})$$ (2.27)

$$u = \begin{pmatrix} \hat{\rho}_c^2 \psi_c(X_c, x^{n+1}) \\ \hat{\rho}_c^2 \psi_c(X_e, x^{n+1}) + \hat{\rho}_d^2 \psi_d(X_e, x^{n+1}) \end{pmatrix}$$ (2.28)

Given the limitations with the simulation based and surrogate based approaches discussed above, we propose to use a special type of surrogate model, referred to as the multi-fidelity (MF) surrogate for uncertainty quantification of buried pipeline undergoing strike slip fault rupture in sand. In MF surrogate models, the training data is generated from two solvers - a computationally expensive HF solver that yields highly accurate results and a computationally efficient LF solver that yields results of reasonable accuracy. The idea is to have a small number of training samples from the HF solver (in the order of tens) and significant number of training samples from the LF solver (in the order of hundreds). Since the LF solver is relatively efficient, the data generating process in this case is relatively efficient. As the LF solver, the beam model previously discussed have been used. The 3D model developed in the authors’ previous study is used as the HF solver. Among different MF surrogates available in the literature, we have used the MF Gaussian process (MF-GP) [82], also known as the co-Kriging [83] for the current study. HF models yield highly accurate results but are computationally expensive and time consuming in nature. HF models are generally more detailed, complex leading to accurate results. On the other hand, LF models yield approximate results due to the simplified nature of the models but are highly time efficient and require much less computational effort. LF models are generally more simplified in nature. Multi-fidelity approaches aim to combine the accuracy of hi-fidelity models with the efficiency of LF models to predict nearly accurate results in a reasonably efficient manner. Multi-fidelity models generally involve the construction of surrogate models, which are approximations that fit to available data of a process and define a relationship between input variables and output quantities of interest. Construction of surrogate models lead to reduction in the computational efforts required for optimization or uncertainty quantification problems. Multi-fidelity models may however consider both surrogates as well as non-surrogates.
2.5 Probabilistic ground deformation due to fault rupture and the Leech River Fault Zone

Characterizing seismic risk to buried pipeline infrastructure and other structures due to surface rupture require due consideration to the uncertainties regarding surface displacement values as a result of fault rupture. Initial studies to probabilistically characterize fault displacement hazards can be found in [117, 118]. Broadly, the work adopts the ‘Probabilistic seismic hazard analysis’ level 4 (PSHA) practice as provided in [119]. The approach to estimate the hazard involves several expert evaluations of seismic sources along with their potential for fault displacement. To consider for uncertainties in their evaluations, the experts propose several weighted alternative evaluations. Fault displacements are classified as principal and distributed to differentiate between the main plane of fault rupture and the secondary ruptures occurring in the region adjacent to the main plane. The basic formulation by [117] estimates the fault displacement hazard as a product of the frequency of fault displacement occurrences at a point and the conditional probability representing the fault displacement above a certain magnitude. In this regard, primarily two approaches namely the ‘displacement approach’ and ‘earthquake approach’ are used; the former uses point specific historical surface displacement data to define the frequency of fault displacement occurrences and the later uses seismic source evaluation to relate the frequency of earthquake occurrences at the source to the frequency of fault displacements. The work in [118] provides probabilistic distributions from global data sets for normal faulting.

Further improvement to [118] is [120] in which, data regarding strike-slip faulting ground deformations at faults, maps of fault trace prior to an earthquake and maps of surface rupture from various earthquakes are compiled. These data are suitably processed to generate regression equations for principal fault displacement vs. distances along the fault, distributed fault displacement magnitudes vs. perpendicular distances from the principal fault and off-fault probability of surface rupture. Data compiled includes fault displacement value and location data in addition to the corresponding magnitude of earthquakes along the principal faults and distributed fault displacement data as a function of perpendicular distance from principal fault along with corresponding earthquake magnitudes. This approach [120] uses four probability distribution functions: firstly, to characterize the earthquake magnitude and fault rupture location along the fault; secondly, to define the perpendicular distance from the considered site to the fault trace;
thirdly, to characterize the fault displacement along the principal fault and
lastly to characterize distributed fault displacements at locations perpendicular
to the rupture. In addition, probabilities to define the ratios of cells
that have ruptured in the principal fault region, distributed fault region and
to define the probability of surface rupture for a given earthquake magnitude
are also used. The procedure considers uncertainty of both "epistemic" and
"aleatory" origins.

An alternative approach to probabilistically characterize ground deformation due to fault rupture is proposed by [121] which uses stochastic source modelling and analytical Okada solutions instead of regression models. This method relies on analytical solution by [122]. In this method, firstly the source parameters of the rupturing fault are generated by empirical methods or other means. Uncertainties in fault rupture are considered in the analyses, both in terms of uncertainties in fault geometric parameters and fault slip distributions. In order to do so, statistical scaling relationships from [123] are used, for modelling the source of the earthquakes probabilistically, which define important features of a fault rupture. Other scaling relationships are also available based on empirical equations, such as by [124–129]. Source parameters considered include geometry parameters of the fault, statistics of the slip parameters for fault rupture and spatial distribution parameters for fault rupture slip. These scaling relationships for the source parameters based on a given rupture nature and earthquake magnitude are obtained with the use of publicly available extensive earthquake data and regression analyses. Thereafter, uncertainty is considered for the slip process [123] to stochastically generate earthquake slip. Ground displacements are finally computed probabilistically using analytical solutions based on Okada equations [122, 130]. Okada equations generate the surface displacements for both inclined shear as well as tensile faults. In Okada equations, the surface displacements are deterministically calculated in a three-dimensional field allowing to calculate differential displacement between any two points for a certain earthquake. Surface displacements calculated at different locations hold physical consistency with one another.

The Leech River Valley Fault Zone (LRVFZ) is about 60 km in length and is a potential threat for producing earthquakes having moment magnitude (MW) more than 6 [131]. This fault zone is in the proximity of the City of Victoria. [131] further highlights the destructive potential from surface ruptures arising due to earthquakes at shallow sources in the LRVFZ. [132] indicates that the LRVFZ can be divided into two parts towards the east, one on the north probably connecting with the Devil’s Mountain Fault (DMF) and the other towards south probably connecting with the Southern
Whidbey Island Fault (SWIF). They further confirm the existence of crustal fault in the Victoria region and suggest the potential of micro seismicity due to slow movement of the active crustal faults. [133] mapped the DMF and indicated that the DMF and LRVFZ may be parts of the same fault network. They estimate that this fault network has the potential of generating earthquakes of MW 7.5 at very close vicinity of the City of Victoria.

[134] conducted a seismic hazard study for the Victoria region by considering the combined effects of the LRVFZ and DMF considering varying fault lengths and slip lengths as well as inter fault interplay. This hazard is thereafter included in the 2020 – 6th Generation Seismic Hazard model of Canada. Additional study, such as [135] also included LRVFZ as a potential source of seismicity to evaluate probabilistic seismic hazard at Victoria. They predicted an increase of 1 to 23 percent from National Building Code of Canada (NBCC) 2015 uniform hazard spectra ground motions due to the inclusion of LRFZ as an earthquake source. Uncertainties with respect to LRVFZ source is suitably considered in this study. [136] conducted a probabilistic seismic hazard analysis of the Victoria region due to seismicity from the LRFZ-DMF system using a probabilistic method based on the fault source of this region. Their study concluded a 10 to 30 percent increase in seismic hazard in the Victoria region due to the inclusion of LRVFZ-DMF as a potential cause of earthquake.

2.6 Probabilistic pipeline strain risk analysis

Methods to convert seismic hazard to pipeline strain risk using pipeline structural analysis can be found in works by [18] and [17]. In this approach, the seismic hazard is represented by a fault displacement vs mean annual rate of exceedance. The pipeline structural analysis provides a relation between fault displacement and generated strain. Pipeline strain risk is determined by combining pipeline structural analysis and seismic hazard as a relation between mean annual rate of exceeding strain values vs the corresponding strains. In this work, a comprehensive study on the pipeline response for a wide range of independent fault displacement components are conducted. However, it is highlighted that, an efficient way would be perform only a set of structural analysis for fault displacement components specific to the pipe fault crossing system at hand.

[19] performed a study to evaluate probabilistic pipeline risk based on probabilistic permanent ground deformation hazard. The method computed failure probability of buried continuous pipelines under different permanent
fault displacement levels as well as pipe cross-section properties. The study combined probabilistic fault displacement hazard, pipeline mechanical response due to fault displacement loads and empirical fragility functions to derive annual exceedance rate of pipeline failure. [137] deals with simulation based seismic risk assessment of gas distribution networks. [138] provides an assessment framework for seismic risk assessment of a gas pipeline infrastructure at a regional scale. The method employs fragility functions from literature to estimate losses resulting from liquefaction and landslide hazard due to earthquake. The basic framework consisted of hazard assessment and risk assessment components. [97] conducted a comprehensive seismic risk analysis using spatial coordinates of Azerbaijan natural gas pipeline in Iran; the objective being to estimate corresponding losses.
Chapter 3

Finite Element Modelling and Evaluation of Buried Pipeline Response undergoing Fault Rupture Deformations

3.1 Introduction

Literature review suggested that no study until now has been attempted to use non-linear soil strength constitutive relations to investigate pipeline response under fault movements. Employment of non-linear soil strength include considerations to suitably evaluate soil non-linear mobilized shear strength behavior in FE model with respect to triaxial test results for 3D applications. Further, the objective of this study is to develop an improved 3D FE model for buried pipeline undergoing fault rupture in sand using suitable properties for the non-linear sand relevant for a large scale pipe-soil test. The novelty of this work is two folds. First, we have incorporated an experimentally evaluated non-linear soil constitutive model with pre-peak hardening and post-peak softening behavior. Secondly, the soil model is calibrated suitably based on direct-shear soil test data corresponding to a large-scale experimental test.

To that end, the Mohr-Coulomb soil model has been modified based on experimentally derived constitutive relations available in the literature. The updated Mohr-Coulomb model with pre-peak hardening and post-peak softening behavior has been imported into the FE package ABAQUS by developing a user-defined subroutine, USDFLD. This developed model is then suitably calibrated for a large-scale test based on direct shear soil test data for that experiment. Thereafter, this calibrated soil model is used to simulate large scale experiment of a pipe undergoing fault rupture. The accuracy
of the developed FE model is evaluated in two-stages. First, we evaluate the material model with triaxial test results available in the literature. The model used in this study is found to yield good results as quantified later on. Second, the detailed three-dimensional FE analysis results are compared against other numerical results and experimental results of a full-scale test carried out at Cornell University [1, 2, 39]. The developed FE model is found to yield the best results.

The rest of the paper is organized as follows. In section 3.2, details about the physical system considered in this study have been provided. The details about the developed FE model is discussed in section 3.3. Evaluation of the material model and the developed FE model are presented in section 3.4. Finally, section 3.5 provides the concluding remarks.

### 3.2 Physical model of buried pipeline

We consider the large-scale experimental test carried out at Cornell University. Two separate case studies are considered. The experiments considered no internal pressure and no operating temperature on the pipeline and are carried out using split-boxes. The tests involved fixing one end of the pipe, its associated soil mass and applying a displacement on the other end of the pipe and its associated soil mass. Displacement applied is a combination of displacement along the lateral direction of the pipe and a displacement along the axial direction of the pipe. One of the tests involved a lateral displacement along with an axial compressive displacement and the other test involved a lateral displacement along with an axial tensile displacement. The difference between the two experiments considered resides in the fact that one exerted compressive force in the pipe in addition to bending and the other exerted tensile force in the pipe in addition to bending due to the experimental displacement arrangement.

Soil used for the large-scale tests are well graded glacio-fluvial sand. The experimental sand is tested using direct shear tests with normal stresses of 15 kPa which is similar to the vertical stresses developed at a depth of 1.25 m in sand situated above water table. This is the expected vertical stress at a depth to the centerline of the HDPE pipes used for these experiments. The length of the pipeline used in the experiments are 10.6 m in length. The experimental setup consisted of two soil boxes containing the pipe. Each half of the soil box is 6.6 m in length by 3.2 m in width by 2.3 m in depth. Total length of the setup is however, 10.6 m. The boxes are aligned at 65° with respect to the pipe. The pipe ran perfectly horizontally through the
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The pipeline is reported to be fixed at each end of the box [139]. Figure 3.2 shows the experimental configuration of the ‘tensile’ strike-slip test as a FE mesh. The FE mesh is generated to closely represent the actual experimental setup. Hence, the soil blocks are arranged to be staggered initially and gradually displaced along the fault plane. The pipe is modelled to be placed close to the right edge of the stationary soil mass similar to the experimental arrangement. Soil strength are determined using direct shear tests. Consistent peak shear strength is maintained for the tests. The sand used for the large-scale test is termed “RMS graded sand”. The mean grain size $D_{50}$ of the soil is 0.67 mm [40]. It is reported that a consistent direct shear peak friction angle of $39° - 40°$ and dry density of 15.5-15.8 kN/m$^3$ is maintained for these tests. A schematic representation of the described model is shown in Figure 3.1. ‘$\alpha$’ and ‘$\beta$’ in the schematic diagram are the fault angle in the vertical plane and fault angle in the horizontal plane. As stated previously, the objective of this study is to develop a detailed three-dimensional FE model for simulating the physical model described below.

![Figure 3.1: Pipeline-fault schematic diagram](image-url)
3.3 Numerical modelling

The overall ABAQUS model is developed to closely represent the large-scale experimental pipe-soil specimen at Cornell University to simulate buried pipeline response under fault movement loads. Pipeline segment is considered to cross continuum soil partitioned into two blocks. One block being stationary and the other being the moving block. The two blocks are separated by a planar shear band. Since a finitely thick shear band is not modelled here, the propagation of fault rupture through the soil is not simulated here. Only the interaction of the moving and stationary soil blocks with that of the pipe and with each other is simulated. Interaction between the soil blocks in the normal direction has been modelled using "hard" contact and interaction between the soil blocks in the "tangential" direction is modelled using frictionless contact. The nature of loading on the pipe with a planar shear band is expected to be quite similar as compared to a finite thickness shear band. It is so expected as the normal stresses will get readily transferred from one block to the other due to "hard" contact and the blocks can freely slide past one another due to "frictionless" contact. The fault rupture propagation nature will however, differ with a planar shear band when compared to a finite thickness shear band; however, it is not expected to affect the pipeline performance significantly differently.

Pipe end in the stationary block is axially restrained whereas the pipe end in the moving block is modelled to move in the intended direction and magnitude along with the moving block. This arrangement of boundary conditions correspond to a buried pipeline under restrained conditions at two ends of the pipe which is expected to induce higher strains due to the imposed fault displacements. Boundary surfaces of the stationary soil block are restricted to displace in their normal directions but can move in their tangential direction. Fault movement displacement is applied in the appropriate boundary surfaces in the moving block. Modelling ensured that the soil mass rupture is initiated from the bottom. Pipeline modelled is devoid of any imperfection and soil surfaces and boundaries are modelled to be perfectly horizontal and vertical surfaces.

3.3.1 FE Modelling details

The finite element method (FEM) is used to study the performance of buried pipeline undergoing fault rupture using ABAQUS [140]. The pipe is modelled using 4-noded doubly curved general-purpose shell elements with reduced integration (ABAQUS element S4R). This element allows for trans-
verse shear deformation and based on the shell thickness, either use thick shell theory or discrete Kirchhoff thin shell theory. These properties make it suitable to model pipes of various thicknesses. These elements possess six degree of freedom at each node; three translations and three rotations defined in their global co-ordinate system. It consists of a single integration point at the mid-surface to form the element internal force vector. The number of integration points through the thickness of the element is chosen to be 5. Soil continuum are modelled using general purpose 3D stress elements (ABAQUS element C3D8R). These elements are 8-node linear brick elements with reduced integration. Reduced integration elements use a lower order integration to form the element stiffness reducing running times, especially in three dimensions [140]. The integration point is located at the center of the element. Details on pipe-soil interaction are discussed below.

The optimal mesh configuration is determined based on a convergence study. Pipe mesh size of 25 mm and soil mesh size surrounding the pipe of 10 mm are used. A schematic representation of the model is shown in Figure 3.1. The FE model developed using ABAQUS is shown in Figure 3.2.
and Figure 3.3. The shear band width for sand can range in between 3 and 25 $D_{50}$ [65, 66]. [67] recommended a value of 16 $D_{50}$ for sand shear band width. In the current study, for a given $D_{50}$ of 0.67 mm and a multiplicative factor of 15, the shear band is calculated to be 10mm. [68] illustrates a method to update the strain softening factor with a scaling factor to consider for scaling effects and reduce FE mesh related inaccuracies. For fault rupture propagation, an exponential scaling factor of 1 [67, 68] is used. Additionally, an element size of 10 mm is used, which is same as the shear band width. Hence, no further modification to the strain softening factor is found necessary.

### 3.3.2 Soil material model

For sand, the Mohr-Column yield criterion is considered:

$$\tau = c - \sigma \tan \phi$$  \hspace{1cm} (3.1)

where $c$ is cohesion, $\phi$ is internal angle of friction, $\sigma$ and $\tau$ are the normal and shear stresses acting on the plane where failure occurs. The above criterion assumes $\sigma$ is negative in compression and implies, larger the normal force, higher the shear the material can sustain. Primary features of stress-strain behavior of sand are its peak strength, initial elastic stiffness, pre-
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peak hardening and post-peak softening [56, 58]. Shear strength of sands are influenced by its relative density, its confining pressure and are governed by its internal angle of friction [61, 68, 141–143]. Past test data show that dense sands generate plastic strains before failure and undergo softening post peak strength. Relatively softer sands exhibit lesser degrees of softening. A number of constitutive models are available in literature to define this behavior. The stress-strain behavior of dense sand can be grossly defined as elastic zone, pre-peak hardening zone [56], ranging from the initial yield surface up to the failure surface and the post peak softening zone, ranging from failure to higher deformations leading to the critical state conditions. The elastic modulus $E$, defining the behavior of sand in the elastic zone is computed according to [144] as:

$$E = Kp_a' (p'/p_a')^n$$ (3.2)

where, the confining pressure is denoted as $p'$, the atmospheric pressure is denoted as $p_a'$ and following [59, 60] $K = 150$ and $n = 0.5$.

In the plastic zone, sand behaves as a nonlinear material where the friction angle and the dilation angle vary with the plastic shear strain $p$. Note that the variation of friction and dilation angle with the plastic shear strains are different in the pre-peak plastic zone and in the post peak softening zone. In the pre-peak plastic zone, the variation of the friction and dilation angles are represented based on [57] as:

$$\phi' = \phi'_{in} + \sin^{-1}\left[\frac{2\sqrt{\gamma_p^p \gamma_p^p}}{\gamma_p^p + \gamma_p^p} \sin(\phi_p' - \phi_p'_{in})\right]$$ (3.3)

$$\psi = \sin^{-1}\left[\frac{2\sqrt{\gamma_p^p \gamma_p^p}}{\gamma_p^p + \gamma_p^p} \sin(\psi_p)\right]$$ (3.4)

where, $\phi'$ is the mobilized friction angle, $\psi$ is the mobilized dilation angle and $\gamma_p^p$ is the plastic shear strain corresponding to the instant of peak internal angle of friction and is calculated as [68]:

$$\gamma_p^p = \gamma_c^p \left(\frac{p'}{p_a'}\right)^m$$ (3.5)

where, $\gamma_c^p$ is a strain softening variable given as:

$$\gamma_c^p = C_1 - C_2 I_D$$ (3.6)

The constants $C_1 = 0.22$, $C_2 = 0.11$ and $m = 0.25$ have been used as realistic values [68], which generally need to be calibrated from experimental
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data. $\phi'_m$ is the internal friction angle at yielding. A $\phi'_m$ of 29° has been used. $\phi'_p$ is the peak friction angle and obtained as [61]:

$$\phi'_p = \phi'_c + A \psi I_R$$  \hspace{1cm} (3.7)

where, $\phi'_c = 31$° is the internal angle of friction at critical state conditions. $A$ for tri-axial test conditions assumes a value of 3. The relative density index is denoted as $I_R$ and defined as [61]:

$$I_R = I_D(Q - \ln p') - R$$  \hspace{1cm} (3.8)

where, $Q = 10$ and $R = 1$. $\psi_p$ is the peak dilation angle and can be calculated according to [61] as:

$$\psi_p = \frac{\phi'_p - \phi'_c}{k_\psi}$$  \hspace{1cm} (3.9)

$k = 0.5$ for triaxial conditions [61]. The post-peak nonlinear strain softening zone is defined according to [58] as:

$$\phi' = \phi'_c + (\phi'_p - \phi'_c)exp[-\left(\frac{\gamma_p - \gamma_p^p}{\gamma_c}\right)^2]$$  \hspace{1cm} (3.10)

$$\psi = \psi_p exp[-\left(\frac{\gamma_p - \gamma_p^p}{\gamma_c}\right)^2]$$  \hspace{1cm} (3.11)

Unfortunately, in ABAQUS, it is not possible to provide a varying dilation and/or friction angle. Therefore, the above equations are introduced into ABAQUS by using user-defined field (USDFLD).

An elasto-plastic representation of the soil in combination with a Mohr-Coulomb yield surface is frequently applied for soil-structure interaction analyses. The basic assumption in the Mohr criteria is that, the maximum shear stress controls failure. At yield, the critical value of shear stress is a function of the normal stress and corresponds to the point of tangency between the Mohr circle of stress and the yield surface. The Mohr-Coulomb soil model is an elastic perfectly plastic model which is widely used for the design applications in geotechnical engineering to simulate material response due to monotonic loading and is available in ABAQUS. The Mohr-Coulomb criterion assumes that yield occurs when the shear stress on any point in a material reaches a value that depends linearly on the normal stress in the same plane. The Mohr-Coulomb material model however is not equipped to produce the strain softening behavior observed in dense sand, as it employs a constant internal friction angle and dilation angle for the model.
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Hence, the Mohr-Coulomb model is upgraded to include a non-linear behavior using user subroutine. The modified Mohr-Coulomb model which includes pre-peak strain hardening and post-peak strain softening behavior is implemented into ABAQUS/Standard via the user subroutine USDFLD. The subroutine allows for defining the variation of mobilized friction angle and mobilized dilation angle with the increase in deviatoric shear strain. The subroutine employs three solution dependent state variables and one field variable. In order to implement the strain softening behavior, the maximum and minimum principal plastic strain increment values are obtained for each increment using the current maximum and minimum principal plastic strains and the previous maximum and minimum principal plastic strains called from the last increment using subroutine GETVRM. These values are in-turn used to obtain the current plastic shear strain increment. The maximum deviatoric shear strain is obtained as a field variable at the end of each increment integrating the deviatoric shear strain increments over the period of analysis, which is in turn used to define the corresponding mobilized friction angle and mobilized dilation angle in the ABAQUS input file. To ensure the strain softening models validity, single element tests are carried out exhibiting softening behavior.

Figure 3.4: Mobilized friction angle and dilation angle
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Figure 3.5: Mobilized friction angle and dilation angle for varying relative density

3.3.3 Pipe material model

Selection of proper material models are an important aspect of the FE model. The current study involves two materials – high density polyethylene (HDPE) pipe and sand. The HDPE is modelled as an elasto-plastic material. von-Mises yield criterion is adopted. The adopted stress-strain curve based on [145], considering a typical laboratory strain rate and ambient temperature of 21°C is shown in Figure 3.6.

3.3.4 Soil-pipe interaction modelling

Contact modelling is crucial to simulate the interaction between the soil and the pipeline in an appropriate manner. Contact between pipeline and soil introduce severe non-linearity in 3D soil-pipeline interaction problems. Pipeline outer surface and soil surface surrounding the pipe are defined as separate surfaces namely the “master” and “slave” surface for “surface to surface” contact definition. ABAQUS/Standard takes into consideration the shape of both the surfaces while defining contact using “surface to surface” contact discretization by forming equations in an average sense over regions adjacent to “slave” surface nodes. A realistic tangential friction coefficient of 0.3 is adopted for contact in the tangential direction between the surfaces. Although in reality, friction can be varying, to keep the analy-
sis simple, a constant friction has been assumed. A “hard” contact using ABAQUS/Standard non-linear “penalty” method is adopted for contact in the normal direction between the surfaces. The non-linear “penalty” method approximates a “hard” normal contact with a nonlinear pressure-overclosure relationship between the two surfaces.

### 3.3.5 Solution procedure

ABAQUS/Standard with implicit formulation is used for all analyses. In ABAQUS/Standard, the solution for a non-linear problem is found by applying the specified loads gradually and incrementally towards a final solution. The process involves discretizing the analysis into numerous small load increments and obtaining equilibrium at the end of each load increment. Generally, it takes numerous iterations to determine acceptable solution to a given load increment. Hence, ABAQUS/Standard consumes significant amount of time, memory, storage and in some cases, has convergence problems in reaching the ultimate solution [140]. The Newton-Raphson method is used to solve the non-linear equilibrium equations. Displacement controlled solution strategy has been used. The desired displacement is applied as a smooth step at the boundary surfaces of the moving soil block excepting the top surface as well as the pipe end of the moving side. Axial strains along the pipe are noted for varying fault displacements at specific locations similar to what has been reported from experiments and are in turn
3.4 Results and discussion

In this section, the performance of the adopted material model and the developed FE model are presented to evaluate the accuracy of the proposed approach. For both the cases, results obtained have been compared with experimental results available in the literature. Moreover, comparison with other FE based work available in the literature have also been presented so as to evaluate the superiority of the proposed models.

3.4.1 Evaluation of material model

To simulate triaxial test, axisymmetric element (ABAQUS element CAX8R) is employed as shown in Figure 3.7. Based on sensitivity analysis, it is observed that the aspect ratio of the discretized element has almost no effect on the response. The optimal mesh size is found to be 100 mm. Figure 3.8 and Figure 3.9 show the variation of deviatoric stress to mean effective stress ratio with axial strains. Results obtained using triaxial test and other FE
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Figure 3.8: Evaluation of material model considered in this study

Based models are also reported. The test performed is for a confining pressure of 39 kPa with a relative density of 80 percent. It is observed that the material model used in this study closely matches with the triaxial test results reported in [146]. To evaluate the accuracy of the current FE model, a comparison of root mean-square errors (RMSE) between FE results and experimental results are performed. Root mean-square error is calculated as

\[
RMSE = \sqrt{\frac{1}{n} \sum (a_i - b_i)^2}
\]

where, \(a_i\) is the FE analysis result data point and \(b_i\) is the corresponding experimental result data point. \(n\) indicates the number of data-points. RMSE of FE4 model from [68] is found to be 0.0392. RMSE from the current FE model is found to be 0.0036. Finally, the effect of relative density (RD) on the stress-strain behavior is shown in Figure 3.9. RD of 80 percent, 90 percent and 100 percent have been considered. An increase in RD results in a reduced peak strength.

3.4.2 Evaluation of full-scale FE model

Having evaluated the material model, we now focus on the evaluation of the full-scale FE model. A FE model to closely represent the Cornell University large scale test specimen is created. The geometry of the pipeline
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Figure 3.9: Effect of relative density on the stress strain behavior of sand cross-section considered for this test had an outside diameter of 400.5 mm with a wall thickness of 24 mm. The displacement offset considered is 1.22 m for this test. The objective is to ensure the capability of the developed FE model to accurately simulate soil-pipe interaction mechanism and the generated pipeline strains from the large-scale experimental test. For the purpose of evaluation of the developed FE model two large scale tests from Cornell University are considered – HDPE pipe undergoing strike-slip fault rupture at a crossing angle of 65° with the fault plane under compression and tension. For sand, a $\phi_{in}'$ of 29° is used for this analysis similar to the triaxial test based on recommendations by [56] for typical contributions from different factors towards mobilized friction angle. A plane strain friction angle at peak direct shear strength of 43° and a plane strain cohesion of 1.2 kPa is reported by [40] for the experimental tests. [139] reported a plane strain critical state friction angle for RMS graded sand of 41° ± 2°. [139] presents a detailed account of direct shear strength and dilation characteristics of RMS graded sand.

In this analysis, the plane strain peak friction angle $\phi_{ps}'$ and plane strain critical friction angle $\phi_{cs}'$ are converted to triaxial peak friction angle $\phi_{ps}'$ and triaxial critical friction angle $\phi_{cs}'$ using suitable correlations. Using the set of experimentally determined constitutive equations by [61], a relative density index IR of 0.4 is obtained using $A_{\psi}$ of 5.0 [61] for plane strain conditions. Based on experimental study by [147], triaxial critical state fric-
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Figure 3.10: Failure plane computed using the proposed FE model

tion angle $\phi_c^{TX}$ is considered to be about 4° smaller than the plane strain critical state friction angle $\phi_c^{PS}$ equaling 37°. This observation is supported by other studies, such as that by [148–150]. Using equation by [61], IR of 0.4 is used to obtain the peak triaxial friction angle $\phi_P^{TX}$ of 38.2°. A peak dilation angle of 2.4° is estimated using expression in [61]. This value is found to be consistent with peak dilation angle reported in [139] corresponding to a dry density of 15.5-15.8 kN/m3. Figure 3.10 to Figure 3.15 show the results obtained from the proposed FE model. It is observed that the FE model is able to closely predict the failure plane in the soil as shown in Figure 3.10, when compared with experimental observations in [40]. Figure 3.11 shows soil failure plane extending from pipe to the surface under a combination of axial and lateral displacement applied during the tensile faulting test. Lateral interaction between the pipe and soil being primarily concentrated at the fault, failure planes are more prominent close to the fault. Peak plastic shear strain can be located in Figure 3.11 (c) due to
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Figure 3.11: Plastic shear strain (FV1) at different locations under 300 mm displacement – (a) 2 m from fault plane on the moving soil mass (b) 2 m from fault plane on the stationary soil mass (c) vicinity of the fault plane on moving soil mass, and (d) vicinity of the fault plane on static soil mass.

the interaction between the deforming side of the pipe and the lateral soil boundary. Pipe cross-sectional east springline strain comparisons from the experimental tensile test with that of the FE analysis are presented in Figure 3.12. A close match is observed between experimental and FE analysis results. To illustrate the superior performance of the proposed approach, the RMSE between the results obtained using the FE models and the experimental results is computed. Under 300 mm displacement, RMSE for the proposed FE model is 0.0017. RMSE for the ‘coupled’ model and ‘interface’ model are found to be 0.0031 and 0.0035 respectively. Under 600 mm and 900 mm displacements as well, the proposed approach is found to predict a close match. Summary of the current FE analysis result error calculations and error calculations from other FE analysis results from literature for the experimental tensile test are shown in Table 3.1. Summary of mesh sensitivity on the peak tensile strains generated for the experimental tensile test FE analysis are presented in Table 3.2. A pipe mesh of 25 mm is selected for analyses.

Pipe axial strain comparisons from the compressive test case with that
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Figure 3.12: Strain profile (tensile) under a displacement of (a) 300 mm, (b) 600 mm and (c) 900 mm obtained using current study, interface model, coupled model and full-scale experimental test [1] (d) Bending strain profile from current FE analysis.

of the FE analysis are presented in Figure 3.13. Axial strains are obtained as the average of springline strains in accordance with [2]. A good match is observed between experimental results and FEA. Comparison of strain plots between current study, experimental data and beam element model by [2] are presented. Similar to the tensile case, RMSE has also been computed. Under 300 mm displacement, RMSE for current study and the beam element model by [2] are found to be 0.3766 and 0.5528, respectively. Under 600 mm displacement, RMS error for the current study is 0.5018 and RMS error for beam element model by [2] is 0.6537.

It is observed that this analysis results are not significantly better than

Table 3.1: Performance of the proposed approach in predicting the east spring line axial strain (under tension) under displacements 300 mm, 600 mm and 900 mm

<table>
<thead>
<tr>
<th>Methods</th>
<th>Interface Model</th>
<th>Coupled Model</th>
<th>Current Study</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.3 m</td>
<td>0.6 m</td>
<td>0.9 m</td>
</tr>
<tr>
<td>RMSE (10E-3)</td>
<td>3.5</td>
<td>7.6</td>
<td>12</td>
</tr>
</tbody>
</table>
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Figure 3.13: Strain profile (under compression) with a displacement of (a) 300 mm and (b) 600 mm obtained using the proposed approach, beam-element model and full-scale experimental test [2] (c) Bending strain profile from current FE analysis.

Figure 3.14 compares the deformed shape of the pipe at varying displacements for both the compressive and tensile large-scale tests. Figure 3.15 compares the axial strain of the pipe at varying displacements for both the compressive and tensile large-scale tests. Pipe under compression failed due to initiation of local buckle as evident from axial strain plots in Figure 3.13 whereas pipe under tension failed due to tensile rupture. Initiation of local buckle resulted in an undulated axial strain profile at the center of the pipeline as can be seen in Figure 3.13.
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Table 3.2: Peak tensile strains for varying mesh sizes of the pipeline for displacements 300 mm, 600 mm and 900 mm

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>15 mm</th>
<th>25 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault displacement</td>
<td>0.3 m</td>
<td>0.6 m</td>
</tr>
<tr>
<td>Strain (%)</td>
<td>3.8</td>
<td>6.2</td>
</tr>
<tr>
<td>Mesh size</td>
<td>45 mm</td>
<td>75 mm</td>
</tr>
<tr>
<td>Fault displacement</td>
<td>0.3 m</td>
<td>0.6 m</td>
</tr>
<tr>
<td>Strain (%)</td>
<td>3.7</td>
<td>6.0</td>
</tr>
</tbody>
</table>

3.5 Summary

In this study, we have developed a nonlinear three-dimensional FE model for studying structural performance of buried pipeline undergoing fault rupture displacements in sand. For modelling the constitutive relation of sand, a modified Mohr-Coulomb criterion is adopted which results in a nonlinear variation of the sand shear strength with variation in plastic shear strain. The non-linear variation in shear strength is characterized by initial linear zone, pre-peak strain-hardening and post-peak strain-softening. A USDFLD based user-subroutine is developed to include the same within ABAQUS. The adopted material model is evaluated with available experimental triaxial test results. This material model is thereafter suitably calibrated for a large-scale test based on direct shear soil test data for that experiment. Thereafter, a detailed FE model with material and geometric nonlinearity for a pipeline undergoing fault rupture displacements incorporating this new sand constitutive relation has been developed. The developed FE model is then used to simulate the full-scale test carried out at Cornell University. Results obtained using the developed FE model has been evaluated against experimental results available in the literature. In order to evaluate the performance of the developed FE model to predict pipeline strains in comparison to those already available in the literature, comparative studies have been carried out. Proposed approach is found to yield superior result than the FE models which do not consider non-linear sand constitutive relation. This indicates that the analysis methodology presented here is relevant to perform detailed FE analyses of critical fault crossings involving major energy transmission pipelines. The key findings of the study are as follows:

(1) The nonlinear material model adopted for sand successfully provided a good match with triaxial test results for sand specimen. RMSE from the current FE model is found to be 0.0036 in comparison to 0.0392 from [68].
(2) The non-linear material model adopted for sand is found to have minimal dependence on mesh size and aspect ratio of the elements. Non-linear material model FE predictions show relatively better match with respect to available numerical results in the literature.

(3) The non-linear FE model developed is found to provide good correlation with experimental results for large-scale tests. RMSE calculated for evaluation of Cornell University pipeline-fault rupture large scale “tensile” and “compressive” experiments with that of the developed FE model predictions showed errors are consistently lower than available numerical results in the literature for varying fault displacement magnitudes. At 300 mm displacement for the large-scale tensile test, an RMSE of 0.0017 is achieved in comparison to previous 0.0031 and 0.0035 for the 'coupled' and 'interface' model by [RSO16]. At 600 mm displacement for the large-scale tensile test, an RMSE of 0.0041 is achieved in comparison to previous 0.0059 and 0.0076 for the 'coupled' and 'interface' model by [RSO16]. At 900 mm displacement for the large-scale tensile test, an RMSE of 0.0044 is achieved in comparison to previous 0.0094 and 0.012 for the 'coupled' and 'interface' model by [RSO16]. At 300 mm displacement for the large-scale compressive test, RMSE for current study and the beam element method [2] are found to be 0.3766 and 0.5528, respectively. At 600 mm displacement for the large-scale compressive test, RMS error for the current study is 0.5018 and RMS error for beam element model by [2] is 0.6537. Additionally, failure patterns in the FE analysis predictions are found to closely match experimental observations.
Figure 3.14: Deformation of the pipe under compression and tension at a displacement of (a) 300 mm (compression), (b) 600 mm (compression), (c) 300 mm (tension), (d) 600 mm (tension), (e) 900 mm (tension).
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Figure 3.15: Axial strain of the pipe under compression and tension at a displacement of (a) 300 mm (compression), (b) 600 mm (compression), (c) 300 mm (tension), (d) 600 mm (tension), (e) 900 mm (tension).
Chapter 4

Multi-fidelity approach for Uncertainty Quantification of Buried Pipeline Response undergoing Fault Rupture Displacements in Sand

4.1 Introduction

A new efficient approach for uncertainty quantification of pipeline structural response undergoing reverse-slip fault rupture displacements in sand is presented using multi-fidelity Gaussian processes. Uncertainty quantification problems generally take large numbers of scenarios to be analyzed considering variations in the influencing parameters. Analysing large numbers of computationally expensive detailed geo-technical numerical models is practically not feasible. Hence, a multi-fidelity approach employing Gaussian processes is proposed to tackle this problem which combines the accuracy of a relatively few number of detailed geo-technical numerical models and the efficiency of large numbers of simplified numerical models to track the uncertainty response. The detailed model utilizes a previously evaluated pipe-soil FE model including a non-linear sand constitutive model implemented in FE software ABAQUS. The simplified model utilizes beam element pipe and bilinear soil springs. The multi-fidelity model is first trained using data from HF and LF model analyses, thereafter cross-evaluated and subsequently used to quantify uncertainty in the peak compressive strains generated and to identify the most sensitive input variables. Finally, fragility curves are derived for a site specific pipe-soil fault rupture problem.
4.2 Problem Statement

The objective of this research is to propose a solution to uncertainty quantification of detailed and complex geo-technical problems, maintaining the complexity of the numerical models capable of defining the true nature of those problems. As a demonstration, the case of a buried continuous pipeline undergoing fault rupture deformations is explored. A detailed geometrically and materially nonlinear FE model, including a nonlinear sand constitutive model implemented into it is used for this purpose.

A number of input factors are varied for the uncertainty quantification analysis. Input parameters that are varied for these analyses include outer diameter of the pipe, wall thickness of the pipe, Young’s modulus of the pipe steel, yield strength of the steel, pipeline-fault crossing angle, peak friction angle calculated from the confining pressure and relative density using the adopted constitutive relations, operating temperature in the pipeline and operating pressure in the pipeline. A mean outer diameter of 609.6 mm is considered with lower and upper bounds of 600 mm and 620 mm with a coefficient of variation of 0.05. A mean pipe wall thickness of 9.52 mm is considered with lower and upper bounds of 8.57 mm and 10.47 mm, respectively with a coefficient of variation of 0.05. A truncated Gaussian distribution is adopted for both these parameters [151]. The Young’s modulus mean is considered to be 207,000 MPa with lower and upper bounds to be 82,000 MPa and 331,200 MPa respectively with a coefficient of variation of 0.15. The range considered for Young’s modulus is quite broad. However, since a probability distribution is considered, bulk of the data is centered in the proximity of 207,000 MPa. The yield strength mean is considered to be 414 MPa with lower and upper bounds to be 289.8 MPa and 540 MPa respectively with a coefficient of variation of 0.075. The ultimate strength mean is considered to be 517 MPa with lower and upper bounds to be 310 MPa and 725 MPa with a coefficient of variation of 0.1. A lognormal distribution is adopted for all three steel material parameters [152].

Soil confining pressure is assumed to be at a mean of 39 kPa varying from a minimum of 7.8 kPa to a maximum of 70 kPa with a coefficient of variation of 0.2 and a lognormal distribution. Relative density of the soil is assumed to be at a mean of 80 percent with a coefficient of variation of 0.025 ranging from a minimum of 55 percent to a maximum of 95 percent with a lognormal distribution. Operating temperature and pressure in the pipeline depend on the state of the pipe, if it is under operation or not. Hence, bi-modal distribution using a mixture of gaussian has been used [153]. Minimum and maximum temperature considered are $0^\circ C$ and $56.5^\circ C$. 
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Minimum and maximum pressure considered are 100 kPa and 10.35 MPa respectively. Operating mean value has been assumed as 7 MPa.

4.2.1 High-fidelity FE model

As mentioned previously, [1, 34, 41, 43, 44, 48–50, 52–55] had employed 3D soil continuum model to study the problem. [1, 53, 55] had considered linear variation of soil strength and dilatancy with varying plastic deviatoric strain in their analyses. [68] employed non-linear variation of soil strength as a relation to plastic shear strains to study 2D pipeline-soil interaction problems. The authors [154] incorporated soil constitutive model with pre-peak hardening and post-peak softening behavior in the soil model to study the structural performance of pipelines under fault movement loads using a 3D continuum soil approach. The HF model adopted here is created following the experimentally evaluated pipeline-fault model developed in [154]. The FE model created here however, considers different geometric configurations and material properties for soil as well as pipe in view of the uncertainties associated with these parameters. The model length is considered to be 100 m as shown in Figure 4.1.

![Figure 4.1: HF finite element model mesh](image)

The FE model is created using general purpose FE analysis software.
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ABAQUS [140]. The pipeline steel is modelled using elastic-plastic behavior with yield criterion defined by von-Mises theory. The adopted stress-strain relation is defined according to Ramberg-Osgood relation [22]. For sand, the yield criterion based on Mohr-Coulomb theory is considered. Figure 4.1 shows the FE model mesh. Table 4.1 shows the effect of mesh size variation towards the generated strains for the HF models.

Salient characteristics of the mobilized soil strength for sand are its peak shear strength, stiffness in the initial elastic zone, strain hardening in the pre peak strength zone and strain softening in the post peak strength zone. This relation of sand is defined by the relative density and confining pressure of the sand. A typical non-linear sand material constitutive relation is shown in Figure 4.2. \( \phi'_{in} \) is the initial friction angle and \( \phi'_p \) is the peak friction angle. \( \psi_p \) is the peak dilation angle. \( \gamma'_p \) is the plastic shear strain at which the peak strength is reached. Figure 4.3, Figure 4.4 and Figure 4.5 presents nonlinear mobilized friction angle curves and nonlinear mobilized dilation angle curves adopted for the 30 HF analyses. Literature review suggests the presence of a number of constitutive relations to define this behavior [57–67]. In terms of stress space, the mobilized strength behavior of sand can be grossly classified as the elastic region at low strains within the initial yield surface, pre peak strength plastic zone defining the stress space from...
### Table 4.1: Compressive strain percent generated for HF model analysis 1-3 for varying fault displacement and mesh size

<table>
<thead>
<tr>
<th>Serial Number</th>
<th>Mesh Size (mm)</th>
<th>Analysis Number</th>
<th>Fault Displacement (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>1</td>
<td>0.0123</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>2</td>
<td>0.0042</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>3</td>
<td>0.0082</td>
</tr>
<tr>
<td>4</td>
<td>75</td>
<td>1</td>
<td>0.0123</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>2</td>
<td>0.0042</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>3</td>
<td>0.0082</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>1</td>
<td>0.0138</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>2</td>
<td>0.0048</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>3</td>
<td>0.0096</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>1</td>
<td>0.0150</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>2</td>
<td>0.0051</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>3</td>
<td>0.0100</td>
</tr>
</tbody>
</table>

Initial yield surface to the surface at failure and the post peak strength strain softening plastic zone defining the space from failure surface to critical state [56, 58].

Soil material models with Mohr-Coulomb yield criterion are extensively used in geo-technical engineering problems [155–159]. The soil material model in ABAQUS based on Mohr-Coulomb theory is upgraded to enable it to simulate the true nature of the sand behaviour in compliance with the constitutive relations discussed above. An user subroutine USDFLD is used to implement this behaviour.

#### 4.2.2 Low-Fidelity FE model

The objective of utilizing a LF model is to arrive at approximate results using limited computational resources. LF models use simplified material models, formulations and geometry of the actual problem. However, the material properties, geometrical dimensions and loads in both the HF and LF models are same for a given case. A beam element FE model [17, 34, 45, 46] is adopted as the simplified model to simulate the pipeline response under going fault displacement using ABAQUS/Standard analysis software. Two types of elements are used to prepare the model. The pipe itself is modelled using PIPE32 elements which employ Timoshenko beam formulation allowing for both shear and bending deformation. These elements are 3 node quadratic beam elements. The elements representing mutually perpendicular soil springs supporting the pipelines are modelled using PSI34...
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(three-dimensional pipe-soil interaction elements). These elements allow for bi-linear elastic perfectly plastic stiffness definition in the axial, lateral and vertical directions. One end of these springs are connected to the pipeline and the other end are connected to the ground. The intended fault displacements are applied in the moving side of the fault at the soil spring nodes representing ground. Fault displacements are also applied on the pipe end on the moving side. The intended resultant fault displacement is converted to axial, lateral and vertical components and applied to the axial, lateral and vertical springs respectively. Soil spring nodes representing ground on the stationary side and the pipe end on the stationary side are kept restrained. The complete model consisted of 400 elements with nominal element length of 0.5 m. Based on a mesh sensitivity study, the element length is found to yield satisfactory results where, no difference in results are noticed with further decrease in mesh size. The length of the pipeline section in the model is considered to be 100 m. The steel pipeline material is modelled with a bi-linear elastic-perfectly plastic stress-strain relation. The von-Mises yield criterion is used to define the steel material properties. Elastic perfectly plastic relations are utilized for the steel. Various yield strength values are used based on the distributions as discussed in section 4.2. Static analyses are performed to analyze this problem. Figure 4.6 shows 1D schematic diagram of the LF pipe-soil model.

Soil springs are calculated using the fundamental soil properties based on [4] guidelines. For all analyses, drained soil properties are assumed. Since, cohesionless soil, such as sand can drain water readily, drained soil properties are used for this study. To derive the drained soil properties, undrained shear strength value is not used in the prescribed equations by [4]. Peak effective friction angle is used instead to obtain the peak forces.

For axial soil springs, coefficient of pressure at rest is obtained based on the internal friction angle. Maximum force values in the axial direction are calculated based on pipe diameter, depth to pipe centerline, co-efficient of pressure at rest and interface angle of friction for pipe and soil as shown in (Equation 4.1):

\[ T_U = \pi D \omega c + \pi DH \tilde{\gamma} \frac{(1 + K_0)}{2} \tan \delta \]  

(4.1)

where \( D \) is pipe outside diameter, \( c \) soil cohesion representative of the soil back fill, \( H \) is the depth to pipeline center line, \( \tilde{\gamma} \) is effective unit weight of soil, \( K_0 \) is coefficient of pressure at rest, \( \omega \) is adhesion factor, \( \delta \) is interface angle of friction for pipe-soil.

For lateral springs, maximum force values are calculated based on inter-
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Peripheral friction angle of soil, pipe diameter, depth to pipe centerline and effective unit weight of soil as shown in (Equation 4.2):

\[ P_u = N_{ch}cD + N_{qh}\bar{\gamma}HD \]  

(4.2)

where \( N_{ch} \) is horizontal bearing capacity factor for clay, \( N_{qh} \) is horizontal bearing capacity factor for sand.

For vertical uplift springs, maximum force values are obtained using internal friction angle of soil, depth to pipe centerline, pipe diameter, effective unit weight of soil as shown in (Equation 4.3):

\[ Q_u = N_{cv}cD + N_{qv}\bar{\gamma}HD \]  

(4.3)

where \( N_{cv} \) is vertical uplift factor for clay, \( N_{qv} \) is vertical uplift factor for sand.

For vertical downward springs, maximum force values are obtained based on internal friction angle of soil, depth to pipe centerline, pipe diameter, total unit weight of soil as shown in (Equation 4.4):

\[ Q_d = N_c cD + N_q\bar{\gamma}HD + N_{\gamma}\gamma D^2 \frac{\gamma}{2} \]  

(4.4)

where \( N_c, N_q \) and \( N_{\gamma} \) are bearing capacity factors and \( \gamma \) is total unit weight of soil.

4.3 Uncertainty quantification using multi-fidelity surrogate

One of the primary challenges in uncertainty quantification in buried pipelines is scarcity of data. Simulating the buried pipeline response undergoing fault rupture deformations using HF FE method is quite expensive from a computational resource point of view. As a result, one can only afford to run the simulator a limited number of times. An alternative is to resort to LF simulators however, this will result in a loss of accuracy. In this work, we propose to use multi-fidelity Gaussian process (MF-GP) for uncertainty quantification of buried pipeline undergoing reverse-slip fault rupture in sand. MF-GP combines data generated from a HF simulator with data generated from a LF simulator. This enables it to learn from very few (in the order of tens) HF data. In this section, we first provide a brief description of MF-GP followed by its use in uncertainty quantification.
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4.3.1 Multi-fidelity Gaussian process

MF-GP is a type of Gaussian process (GP) where one uses LF and HF data by using an autoregressive scheme [160]:

$$Z_e(x) = \rho Z_c(x) + Z_d(x),$$  \hspace{1cm} (4.5)

where $Z_e$ is the MF-GP model also representing the HF model, $Z_c$ is a GP representing the LF model, $Z_d$ is a GP representing the difference model $Z_e - \rho Z_c$ and, in this setting, $\rho$ is a scaling factor. The MF-GP model $Z_e$ can be developed in two steps [161]. The first step involves training the GP model $Z_c$ with respect to the LF training data $(X_c, Z_c)$, which consists of tuning the $Z_c$ hyper-parameters through maximization of the log-likelihood function. The second step involves training the $Z_d$ GP model with respect to the difference training data $(X_e - \rho X_c, Z_e - \rho Z_c)$, by simultaneously optimizing the corresponding $Z_d$ model hyper-parameters and the $\rho$ constant, again using log-likelihood maximization (see [161] for details). Each one of the GP models $Z_c$ and $Z_d$ consists of a mean function and a correlation function. If it is assumed herein that the same form of mean functions $f(x)$ are considered for models $Z_c$ and $Z_d$. The MF-GP best linear unbiased estimator $\widehat{Z}_e$ is then given as:

$$\widehat{Z}_e(x) = h(x)^T \widehat{b} + v(x)^T V^{-1} \left( Y - H \widehat{b} \right),$$ \hspace{1cm} (4.6)

where $Y = [Y_e^T, Y_e^T]^T$, $h(x) = \left[ \rho f(X_c), f(x)^T \right]^T$, $\widehat{b} = (H^T V^{-1} H)^{-1} H^T V^{-1} Y$, and $v(x)$ is computed as:

$$v(x) = \left[ \begin{array}{c} \rho \xi_c^2 r_c(x, x_c) \\ \rho^2 \xi_c^2 r_c(x, x_e) + \xi_d^2 r_d(x, x_e) \end{array} \right],$$ \hspace{1cm} (4.7)

the $H$ matrix is given as:

$$H = \left[ \begin{array}{ccc} f(X_c)^T & 0 \\ \vdots & \vdots \\ f(x_e)^T & 0 \\ \rho f(x_1)^T & f(x_1)^T \\ \vdots & \vdots \\ \rho f(x_n_c)^T & f(x_n_c)^T \\ \rho f(x_n_e)^T & f(x_n_e)^T \end{array} \right],$$ \hspace{1cm} (4.8)

and the covariance matrix $V$ takes the form,

$$V = \left[ \begin{array}{cc} \xi_c^2 R_c(X_c, X_c) & \rho \xi_c^2 R_c(X_c, X_e) \\ \rho \xi_c^2 R_c(X_e, X_c) & \rho^2 \xi_c^2 R_c(X_e, X_e) + \xi_d^2 R_d(X_e, X_e) \end{array} \right].$$ \hspace{1cm} (4.9)
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Correlation matrices $R_c$ and $R_e$ in Equation 4.9 are defined in a similar way as for an ordinary GP model, with the difference that there are now two of them, corresponding to models $Z_c$ and $Z_d$, respectively. The same hold for correlation vectors $r_c$ and $r_e$ in Equation 4.7. For further details on GP and how correlation matrices are defined in GP, interested readers may refer to [162, 163].

The kernel function to define the correlation between the random variables is given as Equation 4.10:

$$
cor[Y(x^l), Y(x^l)] = \exp\left(\sum_{j=1}^{k} \theta_j |x^l_j - x^l_j|^p_j\right) \tag{4.10}
$$

In this study constant terms are selected as mean functions of the two GP models, denoted as $\mu_c$ and $\mu_d$ for models $Z_c$ and $Z_d$, respectively. With this, the MF-GP estimator (Equation 4.6) is now written as:

$$
\hat{Z}_c(x) = \hat{b} + v(x)^T V^{-1} \left( Y - 1\hat{b} \right), \tag{4.11}
$$

where $\hat{b} = (1^T V^{-1} 1)^{-1} 1^T V^{-1} Y$ and $H = 1$, a vector of ones. Additionally, the prediction variance at $x$ is [161]:

$$
\hat{\xi}_c^2(x) = \rho^2 \xi_c^2 + \xi_d^2 - v(x)^T V^{-1} v(x). \tag{4.12}
$$

One of the important challenges with ML algorithms is its extrapolation capability. MF-GP being a Bayesian ML algorithm addresses extrapolation problems based on priors. In this work, we have used GP priors.

### 4.3.2 Uncertainty quantification using MF-GP

The uncertainty in the pipeline response is a function of all the variabilities in the input parameters, such as fault-pipe crossing angle, soil properties etc. A total of 30 HF and 500 LF models are analyzed. The number of HF and LF models are selected based on trial and error to achieve a high coefficient of determination with minimal computational effort. Table 4.3 presents the improvement in coefficient of determination of MF-GP model trained with increasing number of HF models. Input parameters are randomly selected from uniform probability distributions of the upper and lower bound ranges for the numerical analyses inputs. Data (peak compressive strains) generated from the numerical analyses are fed to train the multi-fidelity surrogate model. Subsequently, the surrogate model is used to predict peak compressive strains for a separate set of prediction data.
where the input parameter values are randomly selected from corresponding predefined probability distributions of the input parameters as discussed in section 4.2. Figure 4.7 shows the MF-GP uncertainty quantification process through a flowchart.

The vulnerability of a structure can be expressed as a cumulative probability of it reaching a failure limit state as a function of the load intensity it is subjected to. Generally, a fragility function is used for this purpose and assumes the shape of a log-normal function. The cumulative lognormal function is adopted in accordance with [164] as shown below in (Equation 4.13):

\[ P(di|IM = x) = \nu \left( \frac{\ln(\frac{x}{\theta})}{\lambda} \right) \]  \hspace{1cm} (4.13)

wherein, the probability that a structure will be at a failure state \((di)\) caused by a load intensity \(IM = x\), is \(P(di|IM = x)\); \(\nu\) denotes the standard normal cumulative distribution function; \(\theta\) is the load intensity level denoting a failure probability of 50 percent; \(\lambda\) signifies the standard deviation for \(ln(IM)\). Initially, realistic values for the parameters defining the fragility equation are assumed. The parameters are finally obtained by maximizing the logarithm of the likelihood function as shown below (Equation 4.14):

\[
\{ \hat{\theta}, \hat{\lambda} \} = \arg\max_{\theta, \lambda} \sum_{j=1}^{m} \left\{ \ln \left( \frac{n_j}{z_j} \right) + z_j \ln \phi \left( \frac{\ln(\frac{x_j}{\theta})}{\lambda} \right) + (n_j - z_j) \ln \left( 1 - \phi \left( \frac{\ln(\frac{x_j}{\theta})}{\lambda} \right) \right) \right\}
\]  \hspace{1cm} (4.14)

where, \(m\) is the number of load intensity levels. At each load intensity level \(IM = x_j\), it is assumed that the structural analyses produce \(z_j\) failures out of \(n_j\) analyses. To derive the fragility curves, the multi-fidelity model is trained at incremental fault displacements and strains are predicted for the prediction data set. Number of failure instances are calculated for each fault displacement using [22] compressive strain limit criterion. The load intensity (fault displacement) vs probability of failure data points are thereafter used for generation of the fragility curves. The same procedure is repeated for models trained with only HF data points and only LF data points.

4.4 Results and discussion

Results presented include comparison of HF model vs LF model peak compressive strains generated with increasing fault displacements. Compressive strains are studied since the pipeline fails under compression due
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Table 4.2: Coefficient of determination for surrogate models trained with only 30 HF models, only 500 LF models and combination of 30 HF and 500 LF multi-fidelity models

<table>
<thead>
<tr>
<th>Serial Number</th>
<th>Fault Displacement (mm)</th>
<th>HF Model Results</th>
<th>LF Model Results</th>
<th>Multi-fidelity Model Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>25</td>
<td>0.609</td>
<td>0.620</td>
<td>0.897</td>
</tr>
<tr>
<td>2.</td>
<td>100</td>
<td>0.604</td>
<td>0.576</td>
<td>0.944</td>
</tr>
<tr>
<td>3.</td>
<td>300</td>
<td>0.476</td>
<td>0.571</td>
<td>0.924</td>
</tr>
</tbody>
</table>

Table 4.3: Coefficient of determination for multi-fidelity models trained with varying number of HF models and constant 500 LF models

<table>
<thead>
<tr>
<th>Serial Number</th>
<th>Fault Displacement (mm)</th>
<th>20 HF 500 LF</th>
<th>25 HF 500 LF</th>
<th>30 HF 500 LF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>25</td>
<td>0.759</td>
<td>0.885</td>
<td>0.897</td>
</tr>
<tr>
<td>2.</td>
<td>100</td>
<td>0.800</td>
<td>0.907</td>
<td>0.944</td>
</tr>
<tr>
<td>3.</td>
<td>300</td>
<td>0.696</td>
<td>0.911</td>
<td>0.924</td>
</tr>
</tbody>
</table>

to buckling under reverse fault rupture displacements. Additionally, results include cross-evaluations of the developed multi-fidelity model predictions with HF model predictions, sensitivity of the input parameters towards the generated peak compressive strains, probability distribution of the peak compressive strains at various fault displacement levels and development of pipeline fragility curves for this specific problem.

4.4.1 Cross-evaluation test

The peak compressive strain outputs obtained from the HF and LF FE analysis models at different fault displacements are used to train the multi-fidelity model. Figure 4.8 shows a representative stress plot of the HF FE model. Figure 4.9 to Figure 4.11 shows the comparison between HF and LF model peak generated compressive strains vs fault displacement values. Comparisons from a total of 30 analyses which are performed both for the HF and LF models are presented. The multi-fidelity models are cross-evaluated using the k-fold cross-evaluation technique. Using this technique, the HF data set are split into 'k' number of sections.

In the first step, the first section is used to test the model and the remaining sections are used to train the multi-fidelity model. In the second step, the second section is used to test the model and the remaining sections are used to train the multi-fidelity model. Likewise, this process is repeated for all the 'k'-sections. The multi-fidelity model test prediction data from the k-fold are then compared with the original HF model observations. The accuracy of the multi-fidelity model is then checked using the coefficient of determination (R-square). Figure 4.12, Figure 4.14 and
Figure 4.16 show excellent coefficient of determination of 0.897, 0.944 and 0.924 for cross-evaluation tests at fault displacements of 25 mm, 100 mm and 300 mm, respectively. Figure 4.13, Figure 4.15 and Figure 4.17 also show the cross evaluation attempts on only HF data trained surrogate model and only LF data trained surrogate model. Table 4.2 shows the comparison of coefficient of determination obtained from the multi-fidelity model, only HF data trained surrogate model and only LF data trained surrogate model. Table 4.3 shows the coefficient of determination for the MF-GP model with a fixed number of 500 LF model data and varying number of HF model data. It is observed that the coefficient of determination increases with the increase in number of HF model data. At 25 mm fault displacement, the MF-GP model bias error and variance are found to be 5.85E-6 and 2.15E-6 respectively. At 100 mm fault displacement, the MF-GP model bias error and variance are found to be 0.00036 and 2.42E-5 respectively. At 300 mm fault displacement, the MF-GP model bias error and variance are found to be 0.312 and 4.095 respectively.

As mentioned previously, the MF-GP model allowed the use LF models with its significantly less run time of 15 minutes in contrast to 48 hours of the HF models for 500 runs and still achieve high accuracy in comparison to the HF models as demonstrated in Table 4.2 coefficient of determination results.

4.4.2 Sensitivity analysis and generation of fragility curves

After the multi-fidelity model for pipeline crossing fault rupture to estimate peak compressive strains at certain fault displacement levels is evaluated, the model is used to predict peak compressive strains at those fault displacement levels. Suitable distributions of input parameters (10 parameters) as described previously are fed to the the multi-fidelity model to predict distribution of peak compressive strains.

The current study uses the Pearson’s correlation coefficient for sensitivity analyses. Two of the most sensitive input parameters are identified as the pipe-fault angle and the sand confining pressure as shown in Figure 4.18 for 25 mm and 100 mm fault displacements. For 300 mm displacement as shown in Figure 4.18, the most sensitive parameter is however pipe outer diameter as larger diameter pipes are more prone to local buckle. Other input parameters which had their sensitivity within 10 percent include internal pressure, pipeline temperature, soil relative density, pipe steel ultimate strength, pipeline yield strength, steel yield strength, steel young’s modulus and pipe wall thickness. Pipe outer diameter had a sensitivity of around 30 percent.
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Since, the primary mode of failure in this problem is compressive buckling, the pipe-fault angle which governs the amount of compressive displacement is one of the most sensitive parameters. Similarly, the pipe outer diameter which greatly influences buckling is significantly sensitive here since, the primary mode of failure for this problem is buckling. Confining pressure has significant sensitivity due to its influence towards soil strength with which the soil loads the pipe. Positive sensitivity indicates that the quantity of interest, peak compressive strain increases with the increase in the parameter value. Negative sensitivity indicates that the quantity of interest, peak compressive strain decreases with the increase in the parameter value. In this regard, yield strength and young’s modulus can be seen having negative sensitivity at lower displacements. However, their sensitivity changes to positive at higher displacements. At smaller displacements, higher young’s modulus and yield strength leads to lower peak compressive strains due to higher resistance. However, at higher displacements as buckles starts to form, higher yield strength and young’s modulus will result in higher forces feeding into the buckle, resulting in higher peak compressive strains.

Figure 4.19 - Figure 4.20 shows the variations of the predicted peak compressive strains with pipe-fault angle and sand confining pressure for different fault displacement values. At 25 mm fault displacement, fault rupture angle on the higher side showed no variation in compressive strains with the variation in sand confining pressure. However, for lower fault rupture angles, where the pipe is subjected to a higher degree of compressive loading, higher sand confining pressure resulted in higher compressive strains due to larger soil resistance. At 100 mm fault displacement, irrespective of the fault rupture angle, increase in sand confining pressure resulted in increased peak compressive strains, quite reasonably due to higher soil resistance. Compressive strains are noted to be increasing with lesser fault rupture angle which will impart more compression loading to the pipe in comparison to a larger fault rupture angle. At 300 mm fault displacement however, no specific trend is observed with respect to the above two parameters and is most likely due to the fact that at such high displacements, the pipe has undergone local buckling failure irrespective of the loading pattern and soil resistance. It is observed that with the increase in fault displacement the mean peak compressive strains increased and also the range of uncertainty increased. Figure 4.21 shows the probability distributions of the peak compressive strain predictions at 25 mm, 100 mm and 300 mm fault displacements.

Figure 4.22 shows the fragility curves derived for this specific problem which plots probability of pipeline failure as a function of fault displacement.
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Results show that the fragility curve obtained using the MF-GP has a significantly different characteristic than the surrogate models which used only the HF model data and LF model data. The HF surrogate model showed higher failure probabilities at lower fault displacements (less than 350mm) in comparison to both the MF-GP and LF surrogate model. The LF surrogate model on the other hand showed significantly lower failure probabilities at lower fault displacements in comparison to the MF-GP and HF surrogate models. This is due to the fact that, the LF models in general predicted significantly lesser peak compressive strains than the corresponding HF ones. At higher fault displacements (350 mm and more) however the HF model predicted failure strains for lesser number of cases as a proportion of the total number of cases analyzed in comparison to the LF model, resulting in a smaller slope of the fragility curve post 350 mm fault displacement. Overall, it is observed that the multi-fidelity model reduces conservatism in the pipeline design in comparison to the HF surrogate model and at the same time captures the structural vulnerability of the pipeline which is not captured by the LF surrogate model.

4.5 Summary and future work

In this paper, a multi-fidelity approach employing Gaussian processes to study uncertainty in pipeline response subjected to fault displacement loads is developed. The multi-fidelity approach developed uses a previously developed and evaluated detailed pipe soil continuum model with a nonlinear soil constitutive model implemented into it, as the HF model. The multi-fidelity model uses a beam element pipe supported by bi-linear soil springs as the LF model. Important inputs in the analysis that may contribute to peak compressive strain uncertainty are identified. Numerical analyses of both the HF and LF models are performed to generate the training data for the multi-fidelity model. There after the evaluated multi-fidelity model is used to quantify uncertainty in the pipeline strains generated and develop fragility curves. Results obtained have been summarized accordingly.

The key findings of the study are as follows:

(1) Uncertainty quantification in a complex geo-technical engineering problem, such as pipeline undergoing fault rupture deformations can be studied efficiently employing multi-fidelity Gaussian processes.

(2) Excellent coefficient of determinations are achieved between HF observed values and multi-fidelity model predicted values during cross-evaluation of results, there by establishing the validity of the multi-fidelity model. Co-
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efficient of determinations obtained for the multi-fidelity surrogate models for fault displacements of 25 mm, 100 mm and 300 mm are 0.897, 0.944 and 0.924 respectively.

(3) Among the input parameters considered, the pipeline-fault crossing angle and the confining pressure of the soil are found to be the most sensitive parameters in influencing the peak compressive strains generated. Other input parameters which had their sensitivity within 10 percent include internal pressure, pipeline temperature, soil relative density, pipe steel ultimate strength, pipeline yield strength, steel yield strength, steel young’s modulus and pipe wall thickness. Pipe outer diameter had a sensitivity of around 30 percent. Since, the primary mode of failure in this problem is compressive buckling, the pipe-fault angle which governs the amount of compressive displacement is one of the most sensitive parameters. Similarly, the pipe outer diameter which greatly influences buckling is significantly sensitive here since, the primary mode of failure for this problem is buckling. Confining pressure has significant sensitivity due to its influence towards soil strength with which the soil loads the pipe.

The current case study entails uncertainty quantification of the structural performance of a buried continuous pipeline undergoing fault rupture loading in an efficient and accurate manner using MF-GP. The case study undertaken here considers a site specific pipeline-fault movement case with due regards to variations in the input parameters with respect to a specific site. Further extension to this work would be to characterise the regional seismic risk to pipelines due to fault rupture which involves integration of pipeline uncertainty quantification at a specific site to probabilistic regional ground deformation hazard due to fault rupture.
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Figure 4.3: Non-linear variation of (a) mobilized friction angle and (b) mobilized dilation angle with plastic shear strain used in HF soil material models for analyses 1 to 10 among a total of 30 analyses.
Figure 4.4: Non-linear variation of (a) mobilized friction angle and (b) mobilized dilation angle with plastic shear strain used in HF soil material models for analyses 11 to 20 among a total of 30 analyses.
Figure 4.5: Non-linear variation of (a) mobilized friction angle and (b) mobilized dilation angle with plastic shear strain used in HF soil material models for analyses 21 to 30 among a total of 30 analyses.
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Figure 4.6: Schematic diagram of LF pipe-soil model

Figure 4.7: MF-GP uncertainty quantification flowchart
Figure 4.8: HF pipe-soil model: pipe von Mises stress plot and soil plastic shear strain plot
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Figure 4.9: Peak compressive strain percent generated in the pipe at various instants with increasing fault displacements: (a) analysis 1 - 5 (b) analysis 6 - 10
Figure 4.10: Peak compressive strain percent generated in the pipe at various instants with increasing fault displacements: (a) analysis 11 - 15 (b) analysis 16 - 20
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Figure 4.11: Peak compressive strain percent generated in the pipe at various instants with increasing fault displacements: (a) analysis 21 - 25 (b) analysis 26 - 30
Figure 4.12: Cross-evaluation data (peak compressive strain percent) at 25 mm fault displacement for multi-fidelity model trained with both HF and LF data.
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Figure 4.13: Cross-evaluation data (peak compressive strain percent) at 25 mm fault displacement for multi-fidelity model trained with only HF or LF data
Figure 4.14: Cross-evaluation data (peak compressive strain percent) at 100 mm fault displacement for multi-fidelity model trained with both HF and LF data
Figure 4.15: Cross-evaluation data (peak compressive strain percent) at 100 mm fault displacement for multi-fidelity model trained with only HF or LF data
Figure 4.16: Cross-evaluation data (peak compressive strain percent) at 300 mm fault displacement for multi-fidelity model trained with both HF and LF data
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Figure 4.17: Cross-evaluation data (peak compressive strain percent) at 300 mm fault displacement for multi-fidelity model trained with only HF or LF data
Figure 4.18: Sensitivity of input variables at 25 mm, 100 mm and 300 mm fault displacements
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Figure 4.19: Peak compressive strain predictions at (a) 25 mm fault displacement and (b) 100 mm fault displacement
Figure 4.20: Peak compressive strain predictions at 300 mm fault displacement
Figure 4.21: Peak compressive strain predictions at (a) 25 mm fault displacement and (b) 100 mm fault displacement
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Figure 4.22: Fragility curve for pipeline failure under compression
Chapter 5

Regional Probabilistic Seismic Risk Analysis of Buried Pipelines due to Permanent Ground Deformation Hazard for Victoria, British Columbia, Canada

5.1 Introduction

A novel method to estimate regional seismic risk to buried continuous pipelines probabilistically, due to earthquake rupture induced permanent ground deformations has been proposed. The seismic risk assessment method has been illustrated for buried gas pipeline in the City of Victoria considering seismic risk from the Leech River Fault Zone (LRVFZ). The method considers uncertainty in a comprehensive manner on various aspects and levels of the assessment, as well as utilizes experimentally evaluated complex geotechnical numerical models in an efficient manner. Major improvements of this method over existing studies include: (1) Stochastic source modelling and analytical Okada solutions to regionally generate ground deformations instead of regression equations to characterize ground deformation along a fault (2) Complex experimentally evaluated geotechnical FE models employing non-linear soil constitutive relations instead of simple soil spring – beam element pipe models to evaluate pipeline response (3) Use of multi-fidelity Gaussian processes to ensure efficiency and limit required computational resource, given the high number of runs necessary for uncer-
tainty quantification exercises and the computationally expensive nature of complex geotechnical FE models used. Probabilistic regional ground deformations generated has been suitably applied to the FE models, to transfer the uncertainty in ground deformation towards the pipeline response.

The current study aims to quantify uncertainty in buried gas pipeline response in the City of Victoria due to permanent ground deformations resulting from LRVFZ fault rupture. The study probabilistically generates the ground deformations over a region to capture uncertainty and considers variations in pipe geometry, soil conditions, operating conditions together using a multi-fidelity Gaussian processes (MF-GP) analysis framework in association with FE analysis \[154, 165\]. The significance of this study in comparison to existing comparable studies \[18, 19\] is integration of probabilistic regional ground deformation with MF-GP surrogate model. Stochastic source modelling and analytical Okada equations are used to characterize probabilistic ground deformation regionally. On the other hand, MF-GP surrogate model enabled experimentally evaluated complex pipe-soil numerical models are used to quantify uncertainty of pipeline response. The case study performed for the City of Victoria due to permanent ground deformations resulting from LRVFZ fault rupture indicated potential for significant differential ground deformations at many instances and locations. A fragility curve is generated for pipe failure at a specific site based on \[4\] strain limit.

## 5.2 Integrated risk assessment method for buried pipelines

The proposed methodology for integrated risk assessment of buried pipelines first characterizes the permanent ground deformation over a region, probabilistically using the approach by \[121\]. Thereafter, the pipeline response is evaluated using FE analysis coupled with multi-fidelity Gaussian processes (MF-GP) surrogate model \[165\]. To consider uncertainties in the pipe response, variations in pipe geometry, soil conditions and operating conditions are considered in this method. The integrated assessment of uncertain permanent ground deformation and uncertain pipeline response result in the seismic risk assessment of pipelines due to permanent ground deformation. Figure 5.1 presents the method in a flow chart form.

The probabilistic ground deformation approach computes ground deformations over a region using statistical models for earthquake source parameters, simulated earthquake slip models and analytical Okada equations. To do so, fault geometry is defined based on regional geological and seismo-
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logical studies and is discretized into sub-faults to allow heterogeneous slip distribution over a fault plane. An earthquake scenario is defined based on regional seismicity and are typically represented by truncated exponential and characteristic earthquake recurrence models. A logic tree approach is used to consider uncertainties in various parameters involved in the earthquake occurrence modelling. Thereafter, based on an earthquake scenario, earthquake source parameters are sampled from statistical scaling relationships derived from the earthquake rupture model database. Subsequently, realistic fault slip fields are generated and ground deformations computed using Okada equations, all constrained to the fault geometry set initially. The resultant probabilistic ground deformations are strictly of tectonic origin and can be obtained at any locations within a region. More importantly, differential probabilistic ground deformation between any two points can also be estimated.

To consider uncertainty in the pipeline response, large numbers of scenarios considering variations in input parameters are required to be analyzed. In addition to variation in pipe operating conditions, soil material properties, pipe geometry, variation of differential ground deformation between two ends of the pipe section are also to be considered. This variability in differential ground deformation between the two ends of the pipe is obtained from the generated probabilistic ground deformation. From pipeline infrastructure maps and fault alignments, potential sites for pipeline risk assessment can be identified. The probabilistic differential ground deformations between two surface points can be converted to local co-ordinates corresponding to the pipe section under consideration and included in the FE analysis. In case of the HF type of FE models, these variations in differential ground deformations will translate to varying interface fault angles between the two soil blocks both in the horizontal plane and vertical plane. Additionally, these will translate to variations in the axial, lateral and vertical differential displacements between the two sides of the pipeline, true for both the HF and LF models. To derive training data for the MF-GP surrogate model, the HF and LF models are to be fed with uniformly randomly sampled axial, lateral and vertical differential displacements. These differential displacements are to be obtained from the range of probabilistic differential ground deformations between two surface points of interest in local co-ordinates corresponding to the pipe section.

Finally, to assess pipeline risk, the two primary variables of interest namely peak axial tensile strain and peak axial compressive strain are extracted from the pipeline at the end of both the HF and LF analyses. These data are used to train the MF-GP model. Data from a small number of
5.3. Probabilistic ground deformation hazard assessment for Victoria, British Columbia

The LRVFZ is located in the vicinity of the City of Victoria and is of important consideration for seismic risk assessment in the region [131, 131, 133]. To generate ground deformations probabilistically due to fault rupture, the method proposed in [121] is adopted. Broadly, it involves the definition of an earthquake scenario comprising of earthquake magnitude and faulting type. Additionally, it requires the selection of a fault rupture source region, which reflect the seismological information of fault rupture in the region. The source region is subsequently divided into a number of sub-faults to enable random generation of candidate rupture models to consider uncertainty. To model the fault rupture source stochastically, first earthquake source parameters comprising of geometry and slip distribution parameters are randomly sampled from [123]. Then, the geometry of the fault plane is selected and slip distribution is defined. Finally, Okada equations [122] are employed to generate surface deformations. The final ground deformations calculated are solely of tectonic origin and can be used to characterize probability distributions of ground deformations in the North-South, East-West, and Up-Down directions.

5.3.1 Leech River Valley Fault Zone (LRVFZ) Source Characterization and Rupture Occurrence

The LRVFZ consists of a North-North East dipping zone [132]. The North-East ward reverse faulting dipping region of the LRVFZ is close to 70° steep and extends for about 60 km [131, 134, 135]. The fault geometry of the LRVFZ in the current study has been adopted from [134], with a fault length of 67.8 km. A dipping angle of 70° is used [134], resulting in a width of 25 km. The fault geometry is, thereafter, divided into a
total of 525 sub-faults: 35 along strike and 15 along dip. Fault ruptures in the LRVFZ fault plane are simulated by rectangular finite-fault sources. The earthquake magnitudes are modelled based on [166, 167]. A truncated exponential model and characteristic model are used to define the magnitude vs. annual frequency relationship. Details of the earthquake modelling approach for the LRVFZ can be found in [165]. To this end, first the slip rate is obtained by considering the representative slip rate of 0.25 mm/year [3, 134, 168]. The fault zone area is calculated based on the adopted fault length and width. A shear modulus of 35 GPa is adopted in the calculations [136]. A value of 0.796 is used for the slope parameter of the truncated exponential model [169].

A minimum magnitude of 6 is used [134]. The magnitude intervals to define probability density value for the characteristic part and the magnitude intervals for the characteristic part is set to 1.0 and 0.5 [134, 166]. For each of the two earthquake magnitude models, variations of discrete values of these parameters are considered. These parameters are randomly selected using a logic-tree approach in association with a combination of characteristic and truncated exponential magnitude-annual frequency relationships to characterize a fault rupture and their occurrence. Once, a fault rupture occurs within a specified magnitude range of 0.1 bin in between 6.0 and 7.7, earthquake magnitude is generated from a discrete distribution and subsequently, stochastic source models are generated [121] for that given earthquake magnitude using earthquake source scaling relationships [123], which consider uncertainties in fault rupture by means of variations in both geometrical parameters and slip distributions. 1000 stochastic sources are generated for the selected magnitude range of 0.1 and one of them are randomly selected for extraction of fault plane and fault slip information.

5.3.2 Probabilistic Ground Deformation Hazard Assessment

In the ground deformation computation phase, the randomly selected source parameters based on magnitudes are utilized to define the fault plane. Additionally, an earthquake slip field is generated randomly based on the spatial slip distribution parameters which are also generated from the scaling relationships [123]. An iterative approach is adopted to ensure consistency between the generated fault length, fault width and mean slip by matching the target and simulated seismic moment. Subsequently, Okada equations are used to compute surface displacements of an elastic half space due to a rupture in a rectangular fault. The inputs for the Okada computations are
rake angle and slip value in addition to the rupture geometry, such as the strike angle, dip angle, fault length, fault width and depth. Depth indicates the depth of the fault centroid, strike is the azimuth angle of fault trace with respect to North, dip angle is the angle between the fault plane and horizontal plane, fault length is the dimension of the fault along the strike, fault width is the dimension of the fault along the dip, rake angle is the angle between the hanging wall movement direction with that of the strike and slip defines the value of hanging wall movement. To limit computational time, Okada equations are pre-computed at locations of interest in the East-West, North-South and Up-Down directions for every sub-fault by considering an unit displacement (reverse faulting). A thorough review of the gas pipeline network for the City of Victoria is performed and a pipe location susceptible to differential permanent ground deformation (48°25′59.49″N, 123°31′42.80″W) and (48°26′27.67″N, 123°29′6.64″W) is identified. Post stochastic synthesis of slip for all sub-faults, pre-computed deformation values for unit slip can be scaled to derive the final ground deformations using Okada equations [122]. Since the ground deformation computed using Okada equations are physically consistent for a given rupture, differential deformations in the East-West, North-South and Up-Down directions can also be evaluated at the two sites of interest and used for FE analyses.

5.4 Finite Element Models of Buried Pipelines

The FE models used in the analyses involve both HF models and LF models. The FE models are created in ABAQUS [140]. [1, 34, 41, 43, 44, 48–50, 52–55] previously employed shell pipes with surrounding continuum soil to analyze pipeline response undergoing fault rupture deformations. The HF model in the current study employs shell pipeline and continuum soil with geometric and material nonlinearity. The HF and LF models are created in accordance with [165] which successfully performed a multi-fidelity uncertainty quantification analysis for buried pipeline undergoing fault rupture displacements. The HF model is based on [154]. The model employs tri-axial test evaluated nonlinear soil constitutive models. It is based on a full-scale pipeline fault rupture experimental test evaluated FE model. [18, 34, 45, 46] employed beam elements to study this problem in a simplified FE approach.

5.4.1 Variation in Model Parameters

To conduct an uncertainty quantification exercise, variation in pipeline geometrical parameters, such as pipe diameter and wall thickness is con-
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The pipeline diameter at the location of study is 114 mm (email communication with Fortis BC). Variations of pipe wall thickness from 104 mm to 124 mm is considered. Pipe wall thickness varies from 6.02 mm to 17.1 mm, which is the available range of wall thickness for the given pipe diameter. Additionally, among operating conditions, internal pressure varies from no pressure up to a maximum of 550 kPa (email communication with Fortis BC). The soil conditions at the concerned site is sandy in nature (BC Soil Information Finder Tool). Uncertainty in the sandy soil conditions is considered by varying confining pressure and relative density. Mean confining pressure of 39 kPa is assumed with values ranging from 7.8 kPa to 70 kPa and mean relative density of 80 percent is assumed with values ranging from 55 percent to 95 percent. The effect of uncertainty in permanent ground deformation due to fault rupture is considered by varying the axial, lateral, and vertical displacement boundary conditions in the FE analyses. The uncertainty in permanent ground deformation is estimated from the probabilistic regional ground deformations, as discussed in section 3. The differential North-South, Up-Down and East-West probabilistic ground deformations between the two ends of the pipeline section under consideration are converted into the pipe axial, lateral and vertical directions and applied in the FE model. In this analysis, differential East-West, North-South and Up-Down displacements are varied as -0.185 m to 0.216 m, -0.458 m to 0.079 m, and -1.238 m to 0.219 m respectively which is consistent with the values obtained from the probabilistic ground deformation at the site of interest.

5.4.2 **High-Fidelity FE Model**

A total of 30 HF models are created. The pipeline segment is modelled by employing 4-noded general reduced integration shell elements (S4R element). The soil continuum is modelled using three-dimensional reduced integration stress elements (C3D8R element). A mesh convergence study is performed and an optimal mesh size is chosen accordingly. Pipe mesh size of 25 mm and soil mesh size surrounding the pipe of 10 mm are used. Figure 5.2 shows how the displacement boundary conditions for the FE analyses are obtained from the regional ground deformations (section 3). The pipe material is polyethylene PE80 and accordingly, a Young’s modulus of 800 MPa, poison’s ratio of 0.4, yield strength of 21 MPa and ultimate strength of 30 MPa are considered. A yield criterion based on von-Mises criteria is adopted. The soil material model is adopted based on the Mohr-Coulomb yield criterion with non-linear constitutive relations. Sand shear strength response is a function of the confining pressure and relative density and is directly dependent on
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the internal angle of friction [61, 68, 141–143]. The salient features of a sand
constitutive relation are its elastic stiffness, pre-peak hardening behavior,
peak strength, and post-peak softening behavior [56, 58]. The default Mohr-
Coulomb model in ABAQUS is not capable of modelling varying mobilized
friction angle and dilation angle. The Mohr-Coulomb model in ABAQUS is
hence modified using the user-defined field subroutine (USDFLD).

5.4.3 Low-Fidelity FE Model

The pipe is modelled using 3-noded quadratic PIPE32 elements, constit-
tuting Timoshenko beam formulation allowing for both shear and bending
derformation. The soil springs supporting the pipe in the mutually perpen-
dicular axial, lateral, and vertical directions are modelled using 3D pipe-soil
interaction elements PSI34. These elements allow for bi-linear elastic per-
fectly plastic force displacement response in simulating the soil resistance to
the pipeline. One end of these springs are connected to the pipe nodes and
the other end are connected to the ground. The ground ends are assigned
to be fixed on the stationary side of the fault. The ground ends are assigned
a certain movement displacement boundary condition on the moving side
of the fault. The LF FE model represents a 100m-long pipe segment and
is made up of a total of 400 elements. Based on a mesh-sensitivity study
the element length is chosen to be 0.5 m. Out of the 400 elements, 200
elements are PIPE32 elements and 200 elements are PSI34 elements. The
soil resistances are calculated based on [4].

5.5 Uncertainty Quantification using
Multi-Fidelity Surrogate Modelling

Uncertainty in pipeline response can be due to variations in the pipe
geometry, soil conditions, operating conditions as well as variations in the
ground deformations resulting out of fault rupture. It is evident from [69–
71, 73–76, 78–80] that variations in soil conditions can impact pipeline re-
sponse significantly. Additionally, pipe geometry, such as diameter and wall
thickness, can also influence pipeline response [73, 78, 80]. Uncertainty
quantification studies typically require large numbers of scenarios to be an-
alyzed to gather information on structural response under varied conditions.
Some of the more commonly used uncertainty quantification techniques in-
clude simulation-based techniques, such as Monte-Carlo simulation [82, 83]
or surrogate model-based techniques, such as polynomial chaos expansion
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 Monte-Carlo simulations require large numbers of scenarios to run in order to achieve desirable accuracy. Similarly, surrogate model-based methods involve training a surrogate model using data from several analyses and using it to predict data for a large number of cases using Monte-Carlo simulation. Both approaches practically require a large number of analyses to be performed. Traditionally, uncertainty quantification exercises for buried pipelines are performed using simplified numerical models or analytical models [18, 19, 69–71, 73–76, 78–80] requiring minimal computational efforts.

 An uncertainty quantification exercise allowing for maintaining the intricacy and reliability associated with detailed pipe-soil numerical models will provide deeper and realistic insight of the behavior of the pipeline. Solving detailed pipe-soil numerical analysis problems, such as the current one at hand involving continuum elements with non-linear soil constitutive relations as well as geometric nonlinearity and contact nonlinearity requires significant amount of computational efforts. Hence, a multi-fidelity surrogate; multi-fidelity Gaussian processes (MF-GP) [170, 171] is used to quantify uncertainty in buried pipeline response in Victoria, British Columbia due to fault rupture induced ground deformations. [165] successfully applied the technique to study this problem for a hypothetical reverse faulting case. MF-GP learns from a small number of HF data (in the order of 10s) and a large number of LF data (in the order of 100s) and predicts data as good as HF. This approach helps in reducing enormous amounts of computational efforts as it allows for learning from a large number of computationally inexpensive LF data instead of an equal number of computationally expensive HF data.

5.6 Results and Discussion

 This section presents results regarding probabilistic ground deformation in the City of Victoria and its further application to quantify uncertainty in structural response of buried pipelines. The results also include cross-evaluation of the MF-GP surrogate model for both the pipeline response parameters of interest namely, peak axial compressive strains and peak axial tensile strains. Uncertainty in pipeline response has been studied by generating probability density functions of pipeline peak axial compressive and tensile strains as well as their relationship with the most sensitive input variables. A sensitivity analysis has also been included to identify the most
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influential parameters towards the pipeline response.

5.6.1 Probabilistic Ground Deformation Hazard Estimation for LRFZ

Figure 5.4 and Figure 5.5 present some of the critical rupture scenarios including the slip distribution along the fault as well as computed ground deformations in the North-South, East-West and Up-Down directions. It is to be noted that the location of interest in this study as identified by a square and circle in Figure 5.4 and Figure 5.5 is seen to be having significant differential ground deformations. Since, ground deformations computed using Okada equations regionally are physical consistent, the ground deformations computed for each scenario at point 1 and point 2 hold physical dependency. Thus, once the probabilistic ground deformations are computed at point 1 (48°25’59.49”N, 123°31’42.80”W) and point 2 (48°26’27.67”N, 123°29’6.64”W), the differential probabilistic ground deformations are obtained by computing the difference in ground deformation between point 1 and point 2 in the corresponding North-South, East-West and Up-Down directions. Figure 5.8 and Figure 5.9 shows the differential probabilistic ground deformation between point 1 and point 2.

5.6.2 Cross-evaluation and uncertainty quantification of pipeline response

The peak axial compressive strains and peak axial tensile strains from the HF and LF FE models are utilized to train the MF-GP surrogate model. Thereafter, to ensure the validity of the models a k-fold cross-evaluation method is used. To do so, HF data are divided equally into 6 parts. Thereafter, the first part is used to test the surrogate model and the rest of the data are used to train the surrogate model. Similarly, the second part is then used to test the surrogate model and the rest of the data are used to train the surrogate model. This process is repeated for all the parts. The validity of the MF-GP surrogate model is measured with the coefficient of determination (R-square). Figure 5.7 presents the cross-evaluation results for both the axial tensile strains and axial compressive strains. High values of the coefficient of determination of 0.92 and 0.96 are obtained for the axial compressive strains and axial tensile strains, respectively. For peak axial tensile strains, the most sensitive parameters are identified to be pipe outer diameter, sand confining pressure and differential ground deformation in the up-down direction. For peak axial compressive strains, the most sensitive
5.7. SUMMARY

parameters are identified to be sand relative density, differential ground deformation in the North-south direction and differential ground deformation in the Up-down direction.

Figure 5.10 presents variations of the peak axial tensile strains and compressive strains with their corresponding most sensitive input variables. The variation of peak axial tensile strain with outer diameter is non-linear in nature. The variation of peak axial compressive strain with relative density is linear in nature and the strains increase with the increase in relative density. Figure 5.11 presents the generated histograms for the pipeline peak axial tensile and compressive strains for the given location and considered set of input parameters and their respective variations. The peak tensile strain histogram gradually increases from 0 to about 0.025 and thereafter, drops drastically. The compressive strain histogram gradually increases from to 0 to about 0.014 and thereafter, drops drastically. A cumulative lognormal function based on [164] is used to generate fragility curve for the pipeline at the site. To evaluate damage, strain limit based on [4] has been used. Figure 5.12 shows the probability of pipeline damage at the site of interest as a function of differential ground deformation. It is to be noted here that, based on ultimate strain capacity of PE 80 pipes, no significant failure is observed.

5.7 Summary

In this paper, an integrated risk assessment technique for buried pipelines under fault rupture induced permanent ground deformation hazard is developed. It can be applied both regionally and at specific sites. To do so, a previously available probabilistic ground deformation approach has been employed. Additionally, a previously developed method to quantify uncertainty in pipeline response using a MF-GP surrogate model has been used. The primary contribution of this work has been to bridge these two approaches suitably to present an integrated risk assessment approach for buried pipelines. The method considers regional fault source characteristics, site specific soil conditions, pipeline geometry and operating conditions to quantify uncertainty in pipeline response. The method considers uncertainty in a comprehensive manner on various aspects and levels of the assessment as well as utilizes experimentally evaluated complex geotechnical numerical models in an efficient manner. The method uses MF-GP surrogate model to ensure efficiency.

The developed method is used to illustrate a case study for the city of
Victoria buried gas pipeline. Pipeline risk assessment is conducted due to rupture in the LRVFZ. The MF-GP surrogate model is successfully cross-evaluated with excellent coefficient of determinations of 0.92 and 0.96 between HF observed values and MF predicted values for peak axial compressive strains and peak axial tensile strains, respectively. Finally, the uncertainty in peak axial tensile and compressive strains are presented as histograms. Additionally, a fragility curve based on [4] strain limit is developed. Its is also found that based on ultimate strain capacity of PE 80 pipe no appreciable failure is identified at this site. Although the case study performed here is for a specific pipe location, the same approach can be used for multiple locations of concern over a region. In that case, either separate MF-GP surrogate models can be created for each site or, a global MF-GP surrogate model can be created with wide variations in the input variables considering every situation for all the sites and then separate prediction data can be used to evaluate each site individually.
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Probabilistic Regional Ground Deformation (Goda 2017)

Probability distribution of ground deformations in North-South (N-S), East-West (E-W) and Up-Down (U-D) Direction

Probability distribution of differential ground deformations in N-S, E-W and U-D directions

Probability distribution of differential axial, lateral and vertical displacements between two sides of the rupture in the pipe-soil FE model

Probability distributions of sand relative density, confining pressure, pipe diameter, wall thickness, internal pressure

Uniformly random selected data within the probability distribution ranges to train MF-GP model

Randomly selected data from the probability distribution to predict response uncertainty

Multi-fidelity Gaussian Process (MF-GP) model for uncertainty quantification of pipeline response (Dey et al., 2021)

Quantification of pipeline response uncertainty

Figure 5.1: Integration of regional probabilistic ground deformation with pipeline response uncertainty quantification

93
5.7. SUMMARY

Global North-South, East-West, Up-Down Displacements
Local Axial, Lateral and Vertical Displacements

Converted to Pipeline Grid – with minimal ground displacement
Grid – with significant ground displacement

Pipeline

Figure 5.2: Schematic diagram of FE model displacement boundary conditions derivations from probabilistic ground deformation analyses

Figure 5.3: LRFZ finite fault model and sub-fault discretization along with [3] fault scarp information
Figure 5.4: Sample critical rupture scenario slip distribution and regional ground deformation profiles in the East-west, North-south and Up-down direction in the City of Victoria
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Figure 5.5: Sample critical rupture scenario slip distribution and regional ground deformation profiles in the East-west, North-south and Up-down direction in the City of Victoria
Figure 5.6: City of Victoria buried gas pipeline network under consideration
Figure 5.7: Cross-evaluation of MF-GP surrogate model for (a) peak axial compressive strains and (b) peak axial tensile strains.
Figure 5.8: Histograms of the simulated differential ground deformations in the (a) Up-Down and (b) North-South direction at the location of interest.
Figure 5.9: Histograms of the simulated differential ground deformations in the East-West direction at the location of interest
Figure 5.10: Variation of predicted peak axial strains with the most sensitive parameters at the location of interest (a) compressive strain vs relative density (b) tensile strain vs outer diameter
Figure 5.11: Histograms of the pipeline peak axial (a) tensile strains and (b) compressive strains generated at the location of interest
Figure 5.12: Fragility curve for pipeline damage using [4] strain limits
Chapter 6

Design of Buried Pipeline undergoing Fault Rupture Deformations in Sand using Taguchi Design of Experiments

6.1 Introduction

Nonlinear structural response of buried continuous steel pipeline undergoing fault rupture deformation is studied in a systematic manner. A detailed and efficient analysis framework for design is proposed and explained with a case study. A three-dimensional nonlinear FE model previously developed and evaluated by the authors is used for this study. Taguchi method for design of experiments is employed to evaluate the structural performance of buried pipeline. It is also used to identify the influence of different parameters, such as the fault crossing angle, faulting type (Reverse/Normal, Strike-slip), the operating conditions of the pipeline, geometry of the pipe cross-section and material properties of the pipe and soil on the structural behavior of buried pipelines. The proposed method can be successfully employed to derive peak strain demands as a function of fault displacements for a given set of input conditions in an efficient manner leading to an efficient and safe design solution to this problem. A case study involving NPS 24 steel pipeline with a maximum operating internal pressure of 9.1 MPa is also carried out. The method presented here is suitable for pipeline strain hazard analysis, applicable for major oil and gas transmission lines crossing seismically active faults.
6.2 Problem statement

The objective of the research includes establishing an appropriate framework to quantitatively evaluate the structural performance of buried continuous steel pipelines undergoing fault rupture deformations in a comprehensive manner. The aim is establishing a detailed structural analysis method for this problem suitable for design purposes which is highly efficient and reliable. To quantitatively evaluate the structural performance, engineering demand parameters, such as tensile and compressive strain demand are required to be obtained from systematic FE analyses. The structural performance of the pipeline is affected by several parameters, such as fault type, fault-pipe crossing angle, pipe material grade, pipe diameter, pipe internal pressure, pipe temperature and soil conditions. Considering the non-linearity of the system, the influence of the concerned parameters towards the peak pipeline strains generated is characterized by significant variability.

To address this, the research employs a previously developed and experimentally evaluated FE model by the authors [154]. The pipe-soil FE model employs pipe material (steel) and soil (sand) non-linear material properties as well as geometric non-linearity. The steel is modeled using von-Mises yield criterion and elastic plastic Ramberg-Osgood non-linear stress strain relation. Non-linear soil strength relations are used to model the soil. section 6.4 provide further specifics of the steel and soil material properties used. An experimentally evaluated Mohr-Coulomb yield criterion for sand with pre-peak strain hardening and post-peak strain softening is adopted using suitable constitutive relationships. The adopted FE model [154] provides a better match with experimental results in comparison to numerical studies in literature. For the material model evaluation, root mean square error (RMSE) of the [154] model is found to be 3.6E-03 in comparison to 3.9E-02 for the model by [68]. For large scale tensile experimental test [40] evaluations, RMSE of the [154] model at 300 mm, 600 mm and 900 mm fault displacements are found to be 1.7E-03, 4.1E-03 and 4.4E-03 respectively in comparison to 3.1E-03, 5.9E-03 and 9.4E-03 respectively for the [1] ’coupled’ model and 3.5E-03, 7.6E-03 and 12E-03 for the [1] ’interface’ model. For large scale compressive experimental test [40] evaluations, RMSE of the [154] model at 300 mm and 600 mm fault displacements are 0.3766 and 0.5018 respectively in comparison to 0.5528 and 0.6537 respectively for the [2] model.

A process employing Taguchi method to efficiently study several important parameters affecting the structural performance of pipeline undergoing fault-rupture deformations is presented. The Taguchi method is employed
to project the peak compressive and tensile strains generated for varying fault displacement values as well as to study the influence of the variation of the factors towards the peak projected strains. These peak strain values provide the strain demand. The research presents details of the method adopted and the analysis technique employed to obtain pipeline strain demand for a chosen pipe diameter and maximum internal pressure in concert with [22], as a case study. This analysis methodology is applicable to perform pipeline strain hazard analysis for buried energy pipelines due to fault rupture.

6.3 Taguchi’s Method for Sensitivity Analysis

Buried continuous energy pipeline undergoing fault rupture displacement is a complex phenomenon and the pipeline response is expected to be highly non-linear. The effect of non-linear soil strength which includes pre-peak strain hardening followed by post-peak strain softening, on the pipeline response has not been studied till now. The influence of soil type on the pipeline response is also expected to be non-linear. [46] reported that with the increase in pipe diameter to wall thickness ratio, a reduction in peak compressive strain is noted. Contrary to that, a pipeline with higher diameter to wall thickness ratio is expected to undergo local buckling more readily, resulting in higher strains. In another study, [46] reported a reduction of compressive strain with the increase in pipe wall thickness. Hence, the effect of diameter to wall thickness ratio towards the maximum pipeline strains generated with increasing fault displacements can vary. [46] reported that, the faulting angle with respect to the pipe can have varying effects toward the pipeline failure. [172] showed that the relation between maximum compressive strain generated with the fault crossing angle is highly non-linear and characterized by significant variability. [173] reported that the critical fault displacement to initiate buckling increased with the increase in the internal pressure up to an optimum level, beyond which, the critical fault displacement decreased with the increase in internal pressure. [48] showed that, the influence of pipe internal pressure towards the maximum strains may vary depending on the value of other concerned parameters. Instead of a parametric analysis approach as conducted by [1, 17, 31–38, 40–46, 48–50, 52–55], the method proposed here consider all the important factors influencing the pipeline structural behavior in a comprehensive manner suitable for design purposes.

Figure 6.1 summarizes the proposed methodology. Firstly, the uncertain
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- Selection of parameters for analyses
  (Fault rupture – pipe crossing angle, Fault rupture type, Pipe diameter to pipe wall thickness ratio, Pipe steel grade, Soil type, Temperature, Pressure)

- Selection of number of levels
  (Low, Medium, High)

- Creation of Taguchi Design of Experiments (TDOE)

- Prediction of optimum performance (Peak strains)
  using TDOE
  - Post-processing of simulation results
  - Prediction of peak strain values as a function of fault displacement

Figure 6.1: Analysis methodology using Taguchi design of experiments

Factors affecting the pipeline response are to be identified, such as pipe-fault crossing angle, pipe geometric factors, soil and pipe material properties and pipe operating conditions. Range of steel grade, pipe wall thickness, operating temperature can be decided based on concerned design codes and project requirements. Likewise, range of soil types can be decided based on available data. Other important parameters, such as range of pipe-fault crossing angle and faulting types (Reverse/Normal, Strike-slip) can be decided based on regional seismological information.

Parametric analyses involving large numbers of factors and their respective levels are not feasible, considering a full factorial design given the computationally expensive nature of the complex FE models used. To overcome this, design of experiment employing Taguchi method is proposed. Basics of Taguchi method can be found in [106]. Taguchi method includes a series of orthogonal arrays to cover a wide range of experimental situations as well as methods to analyze results. Design of experiments using orthogonal arrays provide high experimental efficiency, however, are more suitable for cases where there is minimal interaction between the factors. Details of the method and analysis technique adopted to generate strain envelopes are explained here supported by a case study. After selecting concerned parameters, a set of experiment is planned based on Taguchi approach. Pipeline
undergoing fault rupture deformation being a complex mechanism and the non-linear pipeline response being characterized by significant variability as discussed, it's difficult to predict the appropriate combination of level for various factors involved, that may lead to maximum strains for increasing fault displacements. The Taguchi method allows for predicting the maximum strains possible at increasing values of fault displacement by projecting the maximum value of the compressive and tensile strains. Subsequently, these strain values at discrete fault displacement values are combined to generate maximum compressive and tensile strain envelope curves as a function of fault displacement.

The mixed level orthogonal array employed for this study consists of 6 factors of 3 levels each and one factor of 6 level. The array $A_{18}(6^1 \times 3^6)$ considered for this study is a matrix of 18 rows and $(1+6) = 7$ columns in which the first 1 column has all the 6 elements and each of the next 6 columns have 3 elements each. Additionally, another property of this array is that, in every 2 columns all the ordered pairs of levels appear a fixed number of times. The construction of the array involves difference matrix, Kronecker sums, saturated orthogonal arrays and column replacement. Taguchi’s $A_{18}(6^1 \times 3^6)$ are based on [109] approach employing difference matrix $D_{3^6}$. A difference matrix $D_{3^6}$ is a 6 by 6 matrix whose columns have the property that the differences between any two columns is a column where each of the 3 elements occur equally often. Taguchi’s $D_{3^6}$ matrix is given by Table 6.1:

<table>
<thead>
<tr>
<th>Table 6.1: Matrix 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>0 0 1 1 2 2</td>
</tr>
<tr>
<td>0 1 0 2 1 2</td>
</tr>
<tr>
<td>0 2 2 1 1 0</td>
</tr>
<tr>
<td>0 1 2 0 2 1</td>
</tr>
<tr>
<td>0 2 1 2 0 1</td>
</tr>
</tbody>
</table>

The Kronecker sum of a 6 by 6 difference matrix $D_{6}(3)$ and a 3 x 1 vector b of 3 elements, column vector (0,1,2) is a matrix of 6 x 3 = 18 rows and 6 columns created by adding the finite arithmetic from each element of the vector b to each element of the difference matrix $D_{6}^{3}$. Hence, the Kronecker sum can be determined as Table 6.2:

The matrix $A_{18}^{3}$ is further expressed as Table 6.3.

To generate the final target orthogonal array, a matrix is constructed, comprising of 6 times 3 = 18 rows. 6 columns of the matrix are created from the Kronecker sum of the generated $D_{6}^{3}$ difference matrix and column vector
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Table 6.2: Matrix 2

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6.3: Matrix 3

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
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Table 6.4: Matrix 4

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

given by (0,1,2). This matrix forms the columns 2 to 7 of the target matrix and is an $A_{18}^{36}$ matrix. Now, the target matrix is generated by adding column 1 to the previously constructed matrix. Column 1 is created consisting of three 1s, three 2s, three 3s, three 4s, three 5s and three 6s. The resulting saturated orthogonal array $A_{18}(6^1b^3o)$ is given as Table 6.4.

To project the maximum value of the desired performance output the following technique is adopted. For this problem, a total of 7 factors can be considered namely, ‘A’, ‘B’, ‘C’, ‘D’, ‘E’, ‘F’, ‘G’. ‘A’ is fault-pipe crossing angle, ‘B’ is fault type, ‘C’ is wall thickness, ‘D’ is steel grade, ‘E’ is soil type, ‘F’ is temperature and ‘G’ is internal pressure. ‘A’ can be considered to comprise of 6 levels, ‘B’ to ‘G’ can be considered to consist of 3 levels each. Possible input corresponding to a specific factor along with its level can be expressed as say, ‘A1’. ‘A1’ being the input corresponding to factor ‘A’ and level ‘1’. Average of the performance output from all the set of experiments consisting a particular set of factor and level say, factor ‘A’ and level ‘1’ can be expressed as ‘A1’.

For a given fault displacement, this parameter needs to be evaluated for all possible combinations of factors along with their respective levels. Subsequently, maximum values of the
parameter need to be stored for every factor and the corresponding levels influencing the maximum value need to be identified. The combination of the factors along with their respective levels influencing the maximum values define the optimum condition of input variables for a maximum desired performance output. Once the optimum condition of input variables is identified as say, ‘A2’B3’C2’D3’E2’F1’G1”, projected peak performance output can be expressed according to [106] as Equation 6.1:

\[ O_{projected} = \frac{X}{M}+(A_2'X/M)+(B_3'X/M)+(C_2'X/M)+...+(G_1'X/M) \]

(6.1)

where, ‘X’ is the sum of all the results and ‘M’ is the number of results.

6.4 Case study

The case study illustrates the proposed method using taguchi design of experiments to efficiently design buried pipelines faced with fault rupture hazard. To achieve this, the previously developed experimentally evaluated FE modelling technique by [154] is used. To consider for variations in some of the most influential input factors in an efficient manner, taguchi design of experiments is employed to obtain the strain envelope curves and to study influence of various factors towards the generated strains. NPS24 pipeline is considered for the case study. A maximum operational internal pressure of 9.1 MPa is selected and steel grades of Gr 290, Gr 386 and Gr 483 are selected. [22] is used to select a minimum wall thickness based on pressure design criteria considering the lowest grade from the selected steel grades. Subsequently, [22] is used to determine a maximum operating temperature of 47°C.

6.4.1 Design of experiment using Taguchi method

A series of numerical experiments are first designed using taguchi method and subsequently performed to investigate the effects of various factors towards the structural performance of the pipeline. Structural performance measures considered are tensile and compressive strains. Since, the number of possible combinations for the input factors and their respective levels in a full-factorial experimental design is very large, a logical test plan involving orthogonal arrays based on Taguchi approach is adopted. The numerical simulations planned here are devoid of any repetitions for a specific test combination. To study the nonlinear effect of the factors a minimum of
three levels are considered for all the factors. Six levels are considered for the pipe-fault crossing angle factor to investigate a range of values. Hence, a mixed level array is employed. The design of experiment assumed that the factors are independent of one another. Hence, no interaction between the factors are considered.

The faulting mechanism type factor is assigned two levels namely, strike slip type and normal/reverse faulting type. The primary difference between these two categories is that, in the former, the rupture propagates from the lateral direction and the gravity load acts out of the bending plane of the pipe; whereas in the later, the rupture propagates from the base and the gravity load acts in the bending plane of the pipe. The experimental design adopted here considers six three-level factors and one six-level factor. Hence, to accommodate two levels for the faulting type factor in the experiment plan, a degraded column approach is adopted, wherein the third level is replaced with reverse/normal type faulting. The taguchi design of experiment adopted can be found in the Table 6.5. To summarize, analyses parametric factors consisted of fault-pipe crossing angle (-33.33°, -20°, -6.67°, 6.67°, 20° and 33.33°); faulting type (Reverse/Normal and Strike-slip); pipe wall thickness (12.7 mm, 14.27 mm and 17.48 mm); steel grade (Gr 290, Gr 386 and Gr 483); soil type (soft sand, medium sand and dense sand); temperature (0°C, 23.5°C and 47°C) and pressure (0 MPa, 4.6 MPa and 9.1 MPa).

6.4.2 Analysis of results using Taguchi method and development of envelope strain demand curves

Figure 6.2 to Figure 6.3 show plastic shear strain mobilized from the analyses conducted at various instances and locations. Structural response of the pipeline is evaluated in terms of the engineering demand parameters of interest namely, the maximum compressive strain and maximum tensile strain. Projection of peak values of engineering demand parameters are conducted for varying fault displacements. For simplicity, fault displacement magnitudes are discretized into a number of bins and peak strain values are projected for each of those bins. Peak strain envelopes are obtained as functions of fault displacements. Figure 6.6 shows the maximum tensile strains obtained from the 18 numerical analyses with increasing fault displacements. 9 of the 18 analyses showed no accumulation of noticeable compressive strains. Figure 6.6 also shows the maximum compressive strains obtained from 9 of the 18 numerical analyses with increasing fault displacements. Figure 6.6 presents the developed compressive strain envelope and
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tensile strain envelope curves.

Under reverse faulting or compressive strike slip faulting, the pipe failed in buckling; whereas, under normal faulting and tensile strike-slip faulting the pipe failed in tensile rupture. Peak compressive strain is found to increase linearly with increase in fault displacement up to a certain level before assuming very large values. Its evident from the curve that with the onset of buckling, strains tend to reach very high values. Peak tensile strains are found to increase fairly linearly with increase in fault displacement before reaching a plateau and increasing thereafter. The nature resembles somewhat similarity to the steel stress-strain relation. Figure 6.4 and Figure 6.5 show influence of all the factors towards the generated peak compressive and tensile strains. Influence of a factor towards the generated strains are studied by keeping all other factors at a constant level. Case 1 corresponds to results where all other factors are at their lowest level and case 2 corresponds to results where all other factors are at their highest level. Results are obtained at two discrete fault displacement values of 300 mm and 750 mm.

Results on the variance analysis (ANOVA) to evaluate the relative influence of different input variables on the variance of the generated strains are provided in Table 6.6 and Table 6.7. Peak strains are extracted at discrete fault displacement values and variance analysis is performed for both compressive and tensile strains. Tables presenting the results for tensile strains and compressive strains are presented there. Pipe-fault crossing angle is identified as the most prominent factor influencing the variance of peak strains generated.

Strain response as a function of variation of the input factors are found to be non-linear in nature, as shown in Figure 6.4 and Figure 6.5. Figure 6.4 shows that, compressive strains increased significantly with the decrease in pipe-fault crossing angle and vice versa for the tensile strains. This is reasonable since, decrease in pipe-fault angle results in more contraction in the pipe and increase in pipe-fault angle results in more extension of the pipe. For compressive strains, reverse faulting resulted in higher strains in comparison to strike-slip faulting as shown in Figure 6.4. Higher strain levels resulted due to thinner pipe walls as shown in Figure 6.4 due to increase in severity of local failure with decrease in pipe wall thickness. Strain levels are found to decrease with increase in steel grade as shown in Figure 6.5 primarily due to sooner yield in the lower grades. However, the strain response is found to be varying mildly in relation to the steel grades. In general, higher peak strains are observed with the presence of internal pressure as shown in Figure 6.5 due to increase in severity of local failure zones in the
Figure 6.2: Plastic shear strain in sand corresponding to analysis 7 (a) at fault side 1 in the vicinity of the fault (b) at fault side 1, 5 m away from fault (c) at fault side 2 in the vicinity of the fault (d) at fault side 2, 5 m away from fault; analysis 8 (e) at fault side 1 in the vicinity of the fault (f) at fault side 1, 5 m away from fault (g) at fault side 2 in the vicinity of the fault (h) at fault side 2, 5 m away from fault
Figure 6.3: Plastic shear strain in sand corresponding to analysis 12 (a) at fault side 1 in the vicinity of the fault (b) at fault side 1, 5 m away from fault (c) at fault side 2 in the vicinity of the fault (d) at fault side 2, 5 m away from fault; analysis 11 (e) 5 m away from fault (f) at the vicinity of fault
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Figure 6.4: Influence of fault-pipe crossing angle on the peak axial strains generated at 300 mm and 750 mm fault displacements: (a) tensile strain (b) compressive strain; Influence of faulting type: (c) tensile strain (d) compressive strain; Influence of pipe wall thickness: (e) tensile strain (f) compressive strain
Figure 6.5: Influence of steel grade on the peak axial strains generated at 300 mm and 750 mm fault displacements: (a) tensile strain (b) compressive strain; Influence of soil type level: (a) tensile strain (b) compressive strain; Influence of temperature: (a) tensile strain (b) compressive strain; Influence of pressure: (a) tensile strain (b) compressive strain
Figure 6.6: Peak strain envelope as a function of fault displacement: (a) tensile (b) compressive
pipeline due to additional pressure load. Increase in temperature also led to higher strains as shown in Figure 6.5 due to similar reasons. At lower displacements of 300mm, pipe strains are found to increase with sand density as shown in Figure 6.5 since it is expected that the majority of the soil is still in their pre-peak strain hardening phase. Higher sand density that is, soil strength results in higher pipe strains. Pipeline compressive strains are found to increase for medium dense sands in comparison to loose sands and then decrease for dense sands in comparison to medium dense sands for 750 mm fault displacements. This is caused by the non-linearity in the soil mobilized shear strength comprising of strain-hardening and strain-softening. Similar non-linear response is observed for 750 mm tensile strains where the strains first decrease and then increase with increase in soil strength.

### 6.5 Summary

An experimentally evaluated FE model for buried continuous pipeline undergoing fault rupture deformations is adopted. Thereafter, nonlinear 3D FE analyses of buried continuous energy pipelines under fault displacement loads considering variation in faulting mechanism, such as reverse faulting, normal faulting and strike slip faulting, variation in sand type, pipe wall thickness, pipe steel grade, internal pressure, temperature are performed to evaluate the structural performance of a typical oil and gas steel buried pipeline. The analyses provided information on the tensile and compressive strain demands on the buried pipeline. The findings of the study can be

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Fault-pipe crossing angle (degree)</th>
<th>Fault type</th>
<th>Wall thickness (mm)</th>
<th>Steel grade (MPa)</th>
<th>Soil type</th>
<th>Temperature (degree C)</th>
<th>Pressure (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-33.33</td>
<td>Reverse/Normal</td>
<td>12.7</td>
<td>290</td>
<td>Soft</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-33.33</td>
<td>Strike Slip</td>
<td>14.27</td>
<td>386</td>
<td>Medium</td>
<td>23.5</td>
<td>4.6</td>
</tr>
<tr>
<td>3</td>
<td>-33.33</td>
<td>Reverse/Normal</td>
<td>17.48</td>
<td>483</td>
<td>Dense</td>
<td>47</td>
<td>9.1</td>
</tr>
<tr>
<td>4</td>
<td>-20</td>
<td>Reverse/Normal</td>
<td>12.7</td>
<td>386</td>
<td>Medium</td>
<td>47</td>
<td>9.1</td>
</tr>
<tr>
<td>5</td>
<td>-20</td>
<td>Strike Slip</td>
<td>14.27</td>
<td>483</td>
<td>Dense</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>-20</td>
<td>Reverse/Normal</td>
<td>17.48</td>
<td>290</td>
<td>Soft</td>
<td>23.5</td>
<td>4.6</td>
</tr>
<tr>
<td>7</td>
<td>-6.67</td>
<td>Reverse/Normal</td>
<td>14.27</td>
<td>290</td>
<td>Dense</td>
<td>23.5</td>
<td>9.1</td>
</tr>
<tr>
<td>8</td>
<td>-6.67</td>
<td>Strike Slip</td>
<td>17.48</td>
<td>386</td>
<td>Soft</td>
<td>47</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>-6.67</td>
<td>Reverse/Normal</td>
<td>12.7</td>
<td>483</td>
<td>Medium</td>
<td>0</td>
<td>4.6</td>
</tr>
<tr>
<td>10</td>
<td>6.67</td>
<td>Reverse/Normal</td>
<td>17.48</td>
<td>483</td>
<td>Medium</td>
<td>23.5</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>6.67</td>
<td>Strike Slip</td>
<td>12.7</td>
<td>290</td>
<td>Dense</td>
<td>47</td>
<td>4.6</td>
</tr>
<tr>
<td>12</td>
<td>6.67</td>
<td>Reverse/Normal</td>
<td>14.27</td>
<td>386</td>
<td>Soft</td>
<td>0</td>
<td>9.1</td>
</tr>
<tr>
<td>13</td>
<td>20</td>
<td>Reverse/Normal</td>
<td>14.27</td>
<td>483</td>
<td>Soft</td>
<td>47</td>
<td>4.6</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>Strike Slip</td>
<td>17.48</td>
<td>290</td>
<td>Medium</td>
<td>0</td>
<td>9.1</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>Reverse/Normal</td>
<td>12.7</td>
<td>386</td>
<td>Dense</td>
<td>23.5</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>33.33</td>
<td>Reverse/Normal</td>
<td>17.48</td>
<td>386</td>
<td>Dense</td>
<td>0</td>
<td>4.6</td>
</tr>
<tr>
<td>17</td>
<td>33.33</td>
<td>Strike Slip</td>
<td>12.7</td>
<td>483</td>
<td>Soft</td>
<td>23.5</td>
<td>9.1</td>
</tr>
<tr>
<td>18</td>
<td>33.33</td>
<td>Reverse/Normal</td>
<td>14.27</td>
<td>290</td>
<td>Medium</td>
<td>47</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 6.6: ANOVA analysis results for axial tensile strains

<table>
<thead>
<tr>
<th>Fault displacement (mm)</th>
<th>Factor</th>
<th>Degrees of freedom</th>
<th>Sum of squares</th>
<th>Variance</th>
<th>Contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>0.559</td>
<td>0.111</td>
<td>49.14</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.069</td>
<td>0.069</td>
<td>6.12</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.121</td>
<td>0.060</td>
<td>10.05</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>0.031</td>
<td>0.015</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>0.031</td>
<td>0.015</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.137</td>
<td>0.068</td>
<td>12.08</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.130</td>
<td>0.065</td>
<td>11.48</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.056</td>
<td>0.056</td>
<td>4.99</td>
</tr>
<tr>
<td>200</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>5.005</td>
<td>1.001</td>
<td>53.56</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.572</td>
<td>0.572</td>
<td>6.13</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.198</td>
<td>0.099</td>
<td>2.12</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>0.992</td>
<td>0.496</td>
<td>10.62</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>1.017</td>
<td>0.508</td>
<td>10.89</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.159</td>
<td>0.079</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.995</td>
<td>0.497</td>
<td>10.05</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.402</td>
<td>0.402</td>
<td>4.30</td>
</tr>
<tr>
<td>300</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>18.904</td>
<td>3.780</td>
<td>70.90</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.054</td>
<td>0.054</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>1.947</td>
<td>0.973</td>
<td>7.26</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>1.856</td>
<td>0.943</td>
<td>7.09</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>2.035</td>
<td>1.017</td>
<td>7.59</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>1.841</td>
<td>0.920</td>
<td>6.86</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.138</td>
<td>0.069</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.005</td>
<td>0.005</td>
<td>0.02</td>
</tr>
<tr>
<td>400</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>19.219</td>
<td>3.843</td>
<td>66.42</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.085</td>
<td>0.085</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.953</td>
<td>0.476</td>
<td>3.29</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>3.375</td>
<td>1.687</td>
<td>11.66</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>2.717</td>
<td>1.358</td>
<td>9.39</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>1.498</td>
<td>0.749</td>
<td>5.17</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.611</td>
<td>0.305</td>
<td>2.11</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.473</td>
<td>0.473</td>
<td>1.63</td>
</tr>
<tr>
<td>500</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>23.841</td>
<td>4.768</td>
<td>72.28</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.476</td>
<td>0.476</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.934</td>
<td>0.467</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>3.302</td>
<td>1.751</td>
<td>10.62</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>3.341</td>
<td>1.670</td>
<td>10.13</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.540</td>
<td>0.270</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.229</td>
<td>0.114</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.114</td>
<td>0.114</td>
<td>0.34</td>
</tr>
<tr>
<td>600</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>28.352</td>
<td>5.670</td>
<td>74.24</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>1.102</td>
<td>1.102</td>
<td>2.88</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.985</td>
<td>0.492</td>
<td>2.58</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>3.964</td>
<td>1.982</td>
<td>10.38</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>3.308</td>
<td>1.654</td>
<td>8.66</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.360</td>
<td>0.180</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.116</td>
<td>0.058</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>750</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>28.408</td>
<td>5.681</td>
<td>74.34</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>1.295</td>
<td>1.295</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.891</td>
<td>0.445</td>
<td>2.53</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>4.801</td>
<td>2.400</td>
<td>12.56</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>1.990</td>
<td>0.995</td>
<td>5.21</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.396</td>
<td>0.298</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.128</td>
<td>0.064</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.099</td>
<td>0.099</td>
<td>0.25</td>
</tr>
</tbody>
</table>
6.5. SUMMARY

summarized as follows:

(1) Design of buried continuous pipelines faced with permanent ground deformation hazard due to fault rupture can be conducted using a Taguchi design of experiment approach considering variations in influential factors affecting pipeline response.

(2) The projection of peak performance approach employed using Taguchi design of experiments is an efficient way of estimating peak strain demands for tensile as well as compressive strains.

(3) Only 18 analysis are carried out instead of a full factorial design of total 2916 possible combinations to arrive at the peak strain demands for increasing fault displacement magnitudes.

(4) Maximum compressive strain envelope generated from a case study for NPS 24 pipe from Taguchi design of experiment showed linearly increasing strains up to 1.33 percent for approximately 600 mm displacement and increasing sharply thereafter. Maximum tensile strain envelope generated for the same case study showed a linear increase in strains up to 4.42 percent for 300 mm fault displacement followed by a plateau and further increase from 5.2 percent at 750 mm fault displacement.

(5) Analysis of variance showed that pipe-fault crossing angle is the most influential factor affecting the variance in pipeline strains generated.
### 6.5. SUMMARY

Table 6.7: ANOVA analysis results for axial compressive strains

<table>
<thead>
<tr>
<th>Fault displacement (mm)</th>
<th>Factor</th>
<th>Degrees of freedom</th>
<th>Sum of squares</th>
<th>Variance</th>
<th>Contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>0.059</td>
<td>0.011</td>
<td>84.27</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.003</td>
<td>0.001</td>
<td>4.26</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>0.001</td>
<td>0.000</td>
<td>2.73</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>0.002</td>
<td>0.001</td>
<td>2.82</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.002</td>
<td>0.001</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>1.29</td>
</tr>
<tr>
<td>100</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>0.157</td>
<td>0.031</td>
<td>69.36</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.003</td>
<td>0.003</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.013</td>
<td>0.006</td>
<td>6.06</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>0.008</td>
<td>0.004</td>
<td>3.88</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>0.012</td>
<td>0.006</td>
<td>5.34</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.009</td>
<td>0.004</td>
<td>4.38</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.012</td>
<td>0.006</td>
<td>5.36</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.008</td>
<td>0.008</td>
<td>3.78</td>
</tr>
<tr>
<td>200</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>0.314</td>
<td>0.062</td>
<td>61.96</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.017</td>
<td>0.017</td>
<td>3.49</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.026</td>
<td>0.013</td>
<td>5.17</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>0.021</td>
<td>0.012</td>
<td>4.88</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>0.023</td>
<td>0.011</td>
<td>4.67</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.023</td>
<td>0.011</td>
<td>4.54</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.045</td>
<td>0.022</td>
<td>8.95</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.032</td>
<td>0.032</td>
<td>6.30</td>
</tr>
<tr>
<td>300</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>0.705</td>
<td>0.141</td>
<td>64.65</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.051</td>
<td>0.051</td>
<td>4.70</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.032</td>
<td>0.016</td>
<td>2.98</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>0.053</td>
<td>0.026</td>
<td>4.92</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>0.027</td>
<td>0.013</td>
<td>2.51</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.049</td>
<td>0.024</td>
<td>4.54</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.106</td>
<td>0.053</td>
<td>9.76</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.064</td>
<td>0.064</td>
<td>5.91</td>
</tr>
<tr>
<td>400</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>1.296</td>
<td>0.259</td>
<td>67.18</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.112</td>
<td>0.112</td>
<td>5.82</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.044</td>
<td>0.022</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>0.050</td>
<td>0.025</td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>0.053</td>
<td>0.026</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.057</td>
<td>0.028</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.220</td>
<td>0.110</td>
<td>11.44</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.093</td>
<td>0.093</td>
<td>4.85</td>
</tr>
<tr>
<td>500</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>2.354</td>
<td>0.470</td>
<td>74.02</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.086</td>
<td>0.086</td>
<td>2.70</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>0.108</td>
<td>0.054</td>
<td>3.40</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>0.052</td>
<td>0.026</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>0.149</td>
<td>0.074</td>
<td>4.70</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>0.080</td>
<td>0.040</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>0.252</td>
<td>0.126</td>
<td>7.94</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>0.097</td>
<td>0.097</td>
<td>3.65</td>
</tr>
<tr>
<td>600</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>266.191</td>
<td>53.238</td>
<td>59.78</td>
</tr>
<tr>
<td></td>
<td>Fault type</td>
<td>1</td>
<td>0.094</td>
<td>0.004</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Wall thickness</td>
<td>2</td>
<td>21.647</td>
<td>10.823</td>
<td>4.86</td>
</tr>
<tr>
<td></td>
<td>Steel grade</td>
<td>2</td>
<td>28.260</td>
<td>14.130</td>
<td>6.34</td>
</tr>
<tr>
<td></td>
<td>Soil type</td>
<td>2</td>
<td>33.094</td>
<td>16.547</td>
<td>7.43</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>2</td>
<td>34.026</td>
<td>17.013</td>
<td>7.64</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>2</td>
<td>39.602</td>
<td>19.801</td>
<td>8.89</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>22.386</td>
<td>22.386</td>
<td>5.02</td>
</tr>
<tr>
<td>750</td>
<td>Pipe-fault crossing angle</td>
<td>5</td>
<td>222</td>
<td>47.02</td>
<td>59.78</td>
</tr>
</tbody>
</table>
Chapter 7

Summary and Conclusions

7.1 Summary

The overall purpose of this research is to develop an improved and robust method for seismic risk assessment of buried continuous energy pipelines subjected to fault rupture permanent ground deformations, considering uncertainty at various levels. The specific objectives met for this research are as follows:

1. Conducted a state-of-the art literature review of existing approaches to study pipeline structural behavior undergoing fault rupture deformations, as well as a literature review of existing easy to use soil (sand) constitutive relations. This includes review of approaches to evaluate pipeline response using analytical approaches, simplified numerical approaches and complex numerical approaches. Additional literature review are conducted on available approaches to model nonlinear mobilized soil strength properties as well as dilatancy properties.

2. Developed an experimentally evaluated FE model for soil non-linear material property and developed an experimentally evaluated detailed 3D FE model of pipeline undergoing fault rupture deformations. To do so, first a nonlinear Mohr-Coulomb soil model is implemented in FE software ABAQUS. Thereafter nonlinear mobilized soil strength and dilation behavior is incorporated in ABAQUS. Axis-symmetric uni-element is used to evaluate the model against triaxial test results for sand. Finally, this developed soil model is suitably fed with soil material properties from a large scale pipeline-soil fault rupture test and used to evaluate a FE model of pipeline undergoing fault rupture against large scale experimental tests.

3. Conducted a state-of-the art literature review of existing methods for uncertainty quantification and propagation as well as multi-fidelity-based approaches for uncertainty quantification. A detailed review on Monte Carlo simulation, surrogate based approaches and multi-fidelity surrogate approaches for uncertainty quantification is carried out.

4. Developed a multi-fidelity-based uncertainty quantification approach for buried pipeline undergoing fault rupture deformations. This includes
identifying suitable machine learning techniques applicable to this problem and implementing suitable methods for pipeline response uncertainty quantification. In this study a multi-fidelity Gaussian processes based method is used. Specifically, Gaussian processes regression has been used. Gaussian processes are probability distribution over functions and generalize multivariate Gaussian distributions. To achieve this, small number of data from HF models which are computationally expensive but yield highly accurate results and data from large numbers of LF models which are computationally cheap but yield approximate results are utilized. The approach combines the accuracy of hi-fidelity models with the efficiency of LF models to predict nearly accurate results in a reasonably efficient manner.

5. Conducted a state-of-the art literature review of existing approaches to probabilistically predict permanent ground deformation due to fault rupture. This includes review of regression equation based methods to quantify fault rupture induced ground deformations as well as review of stochastic source modelling based method to predict fault rupture induced ground deformations. Additionally, literature review on existing methods to quantify seismic risk to buried pipelines due to fault rupture induced permanent ground deformations are also studied.

6. Probabilistically estimated ground deformation hazard at a given region and integrate it with pipeline structural performance to determine pipeline strain hazard. The integrated pipeline seismic risk assessment methodology is first established and illustrated with a case study for the city of Victoria gas pipelines.

The integrated seismic risk assessment approach utilizes seismological information of the regional fault to stochastically model the earthquake source and thereafter use Okada equations to analytically compute probabilistic regional ground deformations. Additionally, the method utilizes site specific soil information, pipeline orientation, pipeline structural and operating properties, computed probabilistic differential ground deformation in a multi-fidelity analysis framework to quantify uncertainty in pipeline response. The multi-fidelity Gaussian processes uncertainty quantification includes one of the variable input parameters as the site specific differential ground deformation derived from the computed probabilistic differential ground deformation, thereby integrating the two studies.
7.2 Conclusions

1. Nonlinear material model for sand provided a match with experimental results. An RMSE of 0.0036 is achieved with the current study instead of existing 0.0392 [68]. Additionally, the pipe-soil FE model is found to predict large scale tensile experimental results with high accuracy. At 300 mm displacement for the large scale test, an RMSE of 0.0017 is achieved in comparison to previous 0.0031 and 0.0035 for the 'coupled' and 'interface' model by [1]. At 600 mm displacement for the large scale test, an RMSE of 0.0041 is achieved in comparison to previous 0.0059 and 0.0076 for the 'coupled' and 'interface' model by [1]. At 900 mm displacement for the large scale test, an RMSE of 0.0044 is achieved in comparison to previous 0.0094 and 0.012 for the 'coupled' and 'interface' model by [1].

2. The nonlinear sand material model is found to have negligible dependence on mesh size and aspect ratio of the elements. Both the material model as well as the pipe-soil model is found to provide better results compared to available numerical results.

3. Coefficient of determinations of 0.897, 0.944 and 0.924 are achieved between HF observed values and multi-fidelity model predicted values during cross-evaluation of results, thereby establishing the validity of the multi-fidelity model. A significant savings of computational effort is achieved where 15 minutes run are used instead of 48 hours run for a total of 500 analyses using 3.2GHz processor and 32 GB RAM.

4. Probabilistic regional ground deformation approach is subsequently linked with multi-fidelity uncertainty quantification model to derive seismic risk of pipelines. The practical implications of this is significant. The method allows for quantifying uncertainty in pipeline response due to permanent ground deformation hazard arising out of fault rupture over a wide region. Uncertainty is considered in pipe response as well as fault rupture.

5. A method employing Taguchi Design of Experiments is successfully used to design pipelines faced with the risk of permanent ground deformations. The method predicted peak tensile strains and peak compressive strains as a function of differential ground deformation between the two ends of the pipe for a varying set of input parameters. Additionally, the most influential parameters are identified. The pipe-fault crossing angle is identified as the most influential factor affecting the variance in pipeline strains generated. The method has significant computational benefits as only 18 analyses are carried out instead of a full factorial 2916 possible combinations to arrive at the peak strain demands with increasing differential ground deformations.
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