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Abstract

Spin polarized muons are widely known as extremely sensitive local probes of magnetism. Muon spin

rotation (µSR) spectroscopy has made key contributions in the study of complex condensed matter

systems such as frustrated and dilute magnetic systems and superconductors. Additionally, positively

charged muons implanted into semiconductors and insulators often bind an electron to form muonium

(Mu= [µ+e−]), a charge-neutral muon-electron bound state. Muonium has been studied extensively in a

wide range of semiconducting and insulating materials, motivated by the fact that its electronic structure

inside a material is virtually identical to that of isolated hydrogen defects, one of the most ubiquitous

impurities in semiconductors. However, such measurements are thought to be limited to non-magnetic

compounds; in magnetic materials, muonium is widely assumed to be unobservable, and charge-neutral

muon states are generally not considered relevant.

Here, we present strong evidence that charge-neutral muon centers do exist in magnetic compounds.

Detailed µSR investigations of the prototypical antiferromagnets Cr2O3, Fe2O3 and MnF2 reveal that

charge-neutral muon states can form and take on different shapes, including muon-polaron complexes

and interstitial centers with large muon-electron hyperfine coupling. Crucially, we find that in magnetic

materials, charge-neutral muon states do not display any signatures conventionally associated with muo-

nium, effectively “hiding” their presence. Despite their inconspicuous signals, charge-neutral centers

can significantly change how the muons interact with their host material and thus significantly alter the

µSR signals. In addition, we clearly demonstrate for MnF2 that the charge-state of the muon and the

magnetic properties measured by µSR are closely related, and both aspects have to be considered when

using µSR to determine the intrinsic magnetic properties. These results indicate that µSR may be useful

to study not only the electronic impact of hydrogen defects, but also their role as magnetic impurities in

non-conductive magnetic compounds.

For comparison, we also investigate charge-neutral muon-polaron complexes in non-magnetic TiO2

as well as vacuum-like muonium diffusing through the voids of an amorphous silica aerogel. These

examples are used to highlight the differences and similarities between charge-neutral muon states in

magnetic and non-magnetic materials.
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Lay Summary

Spin-polarized beams of muons µ+, short-lived elementary particles that can be thought of as light-

weight protons, are a powerful tool to study material properties, and are frequently used to investigate

magnetic compounds. In addition, in semiconductors, muons often capture an electron to form a muon-

electron bound state called muonium (µ+e−), which can be used as an analogue for hydrogen, one of

the most important and elusive impurities in semiconductors. However, the study of magnetism and

muonium are considered separate fields with little overlap; muonium is widely assumed to be unim-

portant in magnetic materials. In this thesis, we challenge this assumption and present strong evidence

that muonium-like muon-electron bound states do exist in magnetic materials and significantly influence

the observed signals. Crucially however, they do not display any signatures conventionally associated

with muonium, concealing their presence. The implications and possibilities for the study of magnetic

materials with muons are discussed.
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Preface

A version of Chapter 3 (with exception of the theory review in Sec. 3.2) has been published:

• M. H. Dehn, R. Scheuermann, P.-X. Wang, Y. Cao, M. J. MacLachlan, V. M. Zamarion, D.

G. Fleming, and R. F. Kiefl: Precision measurement of the muonium hyperfine interaction in

mesoporous silica and aerogel” Phys. Rev. Research 3, 013029 (2021)

Only one of two samples covered in this paper were included in this thesis for the sake of simplicity

and brevity. The data was taken in 2015 (prior to the start of my PhD) at the Paul-Scherrer-Institute

(PSI) in Switzerland by R. Scheuermann as part of a feasibility test. The µSR spectra were analyzed by

R. Scheuermann. R. F. Kiefl and I analyzed and interpreted the fit results and wrote the manuscript in

consultation with R. Scheuermann.

The data presented in Chapter 4 is unpublished. The rotatable sample holder was designed by me in

consultation with G. D. Morris and R. F. Kiefl; M. McLay did the technical drawing. The experiment

was conceived and designed by me in consultation with R. F. Kiefl. The data was taken by me with the

help of TRIUMF scientists D. J. Arseneau and G. D. Morris. I analyzed and interpreted the data and

wrote Chapter 4 which will form the basis for a manuscript. J. K. Shenton and R. F. Kiefl contributed to

the discussion and the interpretation. I gratefully acknowledge a discussion with R. C. Vilao.

A version of Chapter 5 has been published

• M. H. Dehn, J. K. Shenton, S. Holenstein, Q. N. Meier, D. J. Arseneau, D. L. Cortie, B. Hitti, A.

C. Y. Fang, W. A. MacFarlane, R. M. L. McFadden, G. D. Morris, Z. Salman, H. Luetkens, N. A.

Spaldin, M. Fechner, and R. F. Kiefl: ”Observation of a charge-neutral muon-polaron complex in

antiferromagnetic Cr2O3” Phys. Rev. X 10, 011036 (2020)

Preliminary data was taken at PSI by S. Holenstein, M. Fechner, Z. Salman and H. Luetkens. The data

shown here and in the publication were taken by me at TRIUMF with the help of TRIUMF scientists

D. J. Arseneau, G. D. Morris and B. Hitti over several beamtimes with some initial involvement from

D. L. Cortie and R. M. L. McFadden. I performed the data analysis and interpreted the data with

the help of various models and simulations in consultation with R. F. Kiefl. J. K. Shenton did the

DFT calculations. Experimental and theoretical results were discussed and interpreted by me and J. K.
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Shenton in consultation with R. F. Kiefl and N. A. Spaldin. I wrote the manuscript, with contributions

regarding the details of the DFT calculations and DFT-related figures from J. K. Shenton, with feedback

from R. F. Kiefl, J. K. Shenton and N. A. Spaldin and most co-authors.

A version of Chapter 6 has been published:

• M. H. Dehn∗, J. K. Shenton∗, D. J. Arseneau, W. A. MacFarlane, G. D. Morris, A. Maigne, N. A.

Spaldin, and R.F. Kiefl: ”Local electronic structure and dynamics of muon-polaron complexes in

Fe2O3” Phys. Rev. Lett. 126, 037202 (2021) * authors contributed equally

This research was conceived and planned by me and R. F. Kiefl. The data was taken by me at TRIUMF

with the help of D. J. Arseneau and G. D. Morris. I analyzed the data and modeled and simulated the

dynamical processes. J. K. Shenton carried out the DFT calculations. Experimental and theoretical

results were discussed and interpreted by me and J. K. Shenton in consultation with R. F. Kiefl and N.

A. Spaldin. I wrote the manuscript, with contributions regarding the details of the DFT calculations and

DFT-related figures from J. K. Shenton, with feedback from R. F. Kiefl, J. K. Shenton and N. A. Spaldin

and most co-authors.

In Chapter 7 is unpublished, a manuscript based on the chapter is currently being prepared. This research

was conceived and planned by me and R. F. Kiefl. The data was taken at PSI (Switzerland) by R.

Scheuermann with the help of A. Suter and Z. Guguchia; personal attendance was discouraged by travel

restriction due to the Covid-19 pandemic. I analyzed the data, interpreted it and wrote Chapter 7 in

consultation with R. F. Kiefl, R. Scheuermann, J. K. Shenton, N. A. Spaldin and A. Suter.

The respective publishers grant permission for this material to be incorporated into this thesis.
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Chapter 1

Introduction

It seems possible that polarized positive and negative muons will become a powerful tool
for exploring magnetic fields in nuclei [...], atoms and interatomic regions.

— R. L. Garwin et al., Physical Review 105 1415 (1957) [1]

This thesis reports on a novel investigation on how spin-polarized positive muons µ+ interact with

their local environment when implanted into non-conductive magnetic compounds. Muons are structure-

less spin- 1
2 particles with a mass of 105.7 MeV/c2, about 1

9 the mass of a proton or 207 times the mass

of an electron. There are both positive and negative muons; this thesis, like most condensed matter

applications, exclusively makes use of the positive muon µ+. Muons are short-lived and decay with a

mean lifetime of τ ≈ 2.2 µs into two neutrinos and a positron:

µ
+→ ν̄µ +νe + e+ (1.1)

This decay is governed by the weak interaction, which violates parity [2, 3], i.e the notion that every

process in nature has a mirror process with equal probability. As an important consequence, the positron

is not emitted isotropically, but preferentially along the muon spin direction, with an angular emission

probability P(θ) proportional to

P(θ) ∝ 1+acos(θ), (1.2)

where θ is the emission angle with respect to the muon spin and a is the decay anisotropy, see Fig.

1.1. Averaging over the range of positron energies possible for the three-body decay of the muon, a is

found to be close to 1
3 [1, 4]; twice as many positrons are emitted along (θ = 0°) rather than opposite

(θ = 180°) to the muon spin. This anisotropic positron emission, first reported by Garwin et al. in 1957

[1], enables in principle the measurement of the spin polarization of an ensemble of polarized muons.

Unlike positrons, neutrinos, (almost) massless spin- 1
2 particles with no electric charge, hardly interact

with matter and cannot be observed in the context of the experiments described in this thesis.

The muon was first discovered in cosmic radiation [5, 6]: high-energy protons hit the upper atmo-

sphere of the earth and create pions [7, 8], spin-less (S = 0) particles which subsequently decay via the
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a = 1
a = 1

3
a = 0

Figure 1.1: Anisotropic muon decay: the decay positron is emitted preferentially in the direction
of the muon spin (red). The emission probability is proportional to 1+acos(θ) (solid lines),
where a is the decay anisotropy.

weak interaction into a muon and a neutrino:

π
+→ νµ +µ

+. (1.3)

This two-body decay also violates parity; in fact, the weak interaction couples only to neutrinos with

left-handed helicity, i.e. the neutrino spin vector projected on the direction of motion is always opposite

to it (ms = −1
2 ) [9–11]. In the rest-frame of the spin-0 pion, the muon and neutrino are emitted in

opposite directions, and since the neutrino spin is always ms =−1
2 , conservation of angular momentum

dictates that the muon spin is also always ms = −1
2 , i.e. opposite to its direction of motion. This

process can be re-created in the lab to create a beam of almost fully spin-polarized muons: high-energy

(≥ 500MeV) protons are guided into a target of typically graphite or beryllium, creating large numbers

of pions. Those muons that come from pions that decay at rest close to the target surface, so-called

surface muons, have their spin opposite to their direction of motion; by selecting muons emitted in a

certain direction, a nearly 100% spin-polarized muon beam can be formed. As recognized by Garwin

et al. (see introductory quote), the ability to (1) create polarized muon beams and (2) measure the spin

polarization via the anisotropic muon decay renders the muon a powerful tool to explore the magnetic

fields inside materials: after implantation, the muon comes to rest on a short time scale (< 100ps), and

its spin evolves in its local magnetic environment, causing a time dependence of the spin polarization

which can be measured and used to infer magnetic properties.

This forms the basis of muon spin spectroscopy or µSR, with the acronym standing for muon spin

rotation, relaxation and resonance, covering different aspects of this technique [see e.g. Refs. [12,

13]]. Two major sub-fields emerged. On the one hand, µSR was developed into a sensitive probe1 for

magnetism [13–15] and superconductivity [16–21], including quantum phase transitions [22–24] and

exotic forms of magnetism such as frustration and quantum spin ice [25–27], dilute spin systems [28],

1This sensitivity stems in part from the large muon magnetic moment, which is ∼ 3.18 times larger than that of a proton
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molecular magnets [29] and heavy fermion systems [30].

On the other hand, there is the study of muonium (Mu = [µ+e−]), an overall charge-neutral muon-

electron bound state first discovered by Hughes et al. in 1960 [31]. Since the positive muon has

the same charge and spin as a proton, and is much closer in mass to the proton than to the electron

(mµ ≈ 1
9 mp ≈ 207me), Mu in vacuum closely resembles hydrogen - in fact, since the reduced mass of

the electron is almost the same (within 0.5 %) for hydrogen and muonium, the electronic structure of

the two systems, as well as the Bohr radius and binding energies, are virtually the same. This close

correspondence makes Mu a unique probe for chemistry, allowing e.g. the study of isotope effects

[32–35]. Furthermore, Mu also forms in most non-magnetic semiconductors and insulators, where it

is conventionally referred to as a paramagnetic center since the bound electron is unpaired and its spin

is only weakly coupled to the lattice. Importantly, the muon-proton analogy extends to charge-neutral

centers inside materials. This is relevant since hydrogen is one of the most ubiquitous impurities in

semiconductors [36–38], and can significantly influence their electronic properties. However, direct

measurements of the electronic structure of isolated hydrogen defects in semiconductors are challeng-

ing due to their high reactivity with other defects, which is why most available information comes from

the study of their Mu analogue. Consequently, Mu has been studied extensively to obtain detailed in-

formation on the dopant characteristics of isolated hydrogen defects in a wide range of non-conductive

materials [39–42]. In contrast, Mu is generally not found in metals, since the positive muon is screened

by and interacts with many conduction band electrons such that bound states with individual electrons

are not possible.2

In the early days of µSR, the question was posed whether charge-neutral Mu centers also form in

magnetic materials such as antiferromagnetic Fe2O3 [44]. However, no evidence for Mu formation was

found with the singular exception of MnF2 [45], where Uemura et al. observed a signal that could

only be explained with a charge-neutral muon center. However, given the complete lack of evidence

for paramagnetic Mu in other materials, charge-neutral centers are widely assumed to either simply not

form or rapidly depolarize in the presence of magnetic moments [15, 41]. As a result, the possibility of

charge-neutral muon states is generally not considered when interpreting µSR spectra taken in magnetic

materials - the study of magnetism with µSR is largely considered to be an entirely separate field from

research on paramagnetic Mu centers in non-magnetic materials, co-existing without significant overlap.

In this thesis, we present strong evidence that charge-neutral centers do exist in several magnetic

semiconductors and insulators, suggesting that they are as prevalent in magnetic compounds as they

are in non-magnetic materials. However, a crucial difference compared to Mu in non-magnetic semi-

conductors and insulators is that charge-neutral centers in magnetic compounds are not paramagnetic

and therefore distinct from Mu, since the bound electron is strongly coupled to the unpaired electrons

of the magnetic host. Therefore, no signatures conventionally associated with a charge-neutral state

(i.e. paramagnetic Mu) are evident, which makes their identification difficult. We show that despite its

inconspicuous signal, the formation of a charge-neutral center can significantly change how the muon

2Exceptions do exist, for example endohedral Mu in fullerene metals [43].
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interacts with its host material; location and stability of the muon stopping sites, spin depolarization

rates as well as the magnitude and temperature dependence of local magnetic fields - in short, all rele-

vant µSR observables - are potentially affected. We demonstrate that the charge-state of the muon and

the magnetic properties measured by µSR can be intricately intertwined, and both aspects should be

considered when using µSR data to determine magnetic properties of the host.

This thesis is organized as follows: In Chapter 2, the method of time-differential µSR is introduced,

and the general theoretical framework necessary to discuss the implications of the muon-electron cou-

pling in charge-neutral muon states is presented. Next, in Chapter 3, the theory of Mu in vacuum is

discussed. Analogous to hydrogen, the electron is in an 1s-orbital centered on the muon, which is why

this isotropic Mu center is the simplest case of a charge-neutral muon state. As an example, we briefly

present a study of Mu diffusing through the voids of an amorphous silica aerogel. Then, in Chapter 4,

we explore paramagnetic Mu centers formed inside materials, where the electron wave-function can be

significantly more complex and can take various shapes. As a result, the muon-electron coupling has in

general an anisotropic contribution, the theoretical implications and experimental signatures of which

are discussed. We then focus on the transition metal oxide TiO2, in which the charge-neutral muon cen-

ter is reported to take on a peculiar form: rather than centering on the muon, the bound electron localizes

on a nearby Ti ion to from an overall charge-neutral muon-polaron complex [46–48]. We present and

discuss a new detailed µSR study of the fully anisotropic charge-neutral muon center in TiO2, which

was motivated by several open questions regarding its precise electronic structure. Chapter 5 reports

a comprehensive µSR study of the antiferromagnetic transition metal oxide Cr2O3. We find the muon

occupies several distinct interstitial sites, and displays a rich dynamic behavior involving local hopping,

thermally activated site transitions and, importantly, the formation of a charge-neutral muon-polaron

complex similar to that observed in non-magnetic TiO2. Crucially, this charge-neutral muon state is not

paramagnetic and therefore does not display signatures expected for Mu in non-magnetic compounds;

nonetheless, it has a significant impact on the observed spectra. The discovery of this complex suggests

charge-neutral muon centers can form in other magnetic compounds as well, which has implications for

the interpretation of µSR spectra in a wide range of materials. Indeed, as we show in Chapter 6, there

is strong evidence for charge-neutral muon-polaron complexes in antiferromagnetic Fe2O3 as well. In

contrast to Cr2O3, we identify several muon-polaron complex configurations that are very close in en-

ergy and thus thermally accessible to the muon. This enables rapid transitions between various complex

configurations, which has a significant impact on the measured µSR frequencies and depolarization

rates. In Chapter 7, having established the presence of charge-neutral muon states in Cr2O3 and Fe2O3,

we return to MnF2, thus far the only published example of a magnetic material where any conclusive

evidence for a charge-neutral center was reported. In new detailed µSR measurements, we investigate

the charge-neutral center, and demonstrate that the presence of the additional charge significantly per-

turbs the local magnetic environment such that the µSR signal does not reflect the intrinsic magnetic

properties. Lastly, in Chapter 8, the main findings and their implications for the interpretation of µSR

spectra in magnetic semiconductors and insulators are summarized, and further work is suggested.
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Chapter 2

Introduction to muon spin rotation

In this chapter, we first discuss a spin 1/2 particle in an applied magnetic field in order to introduce

both the necessary terminology and the concept of spin precession. Then, we describe the principles of

a µSR experiment and explain how the time-dependent muon spin polarization can be experimentally

observed. Lastly, we present the theoretical framework for coupled spin systems, which forms the basis

for discussing muon-electron bound states, i.e. muon centers where there is an additional electron in

close vicinity to the implanted muon, forming an overall charge-neutral center.

2.1 Spin 1/2 particle in a magnetic field
To start, we consider the muon in the presence of a magnetic field B, which interacts with the muon

magnetic moment m = γµS = }
2 γµσσσ . Here, γµ = 2π ·135.5MHz/T is the muon gyromagnetic moment

and S = 1
2}σσσ is the spin operator, expressed in Pauli spin matrices σσσ =

(
σx
σy
σz

)
. This system can be

described by the Zeeman Hamiltonian [see for example Ref. [49]]

H =−m ·B =−}
2

γµσσσ ·B =−}
2

γµ(σxBx +σyBy +σzBz) =−
}
2

γµ

(
Bz Bx− iBy

Bx + iBy −Bz

)
, (2.1)

where the spin operators and thus H are expressed in the following basis of the form |Sz〉: |↑〉 =(
1
0

)
, |↓〉 =

(
0
1

)
. Typically, B is chosen along ẑ, and two different initial muon spin polarizations Pi

are considered, either
∣∣Ψµ

LF(0)
〉
=
(

1
0

)
(Pi ‖ ẑ) or

∣∣Ψµ

TF(0)
〉
= 1√

2

(
1
1

)
(Pi ‖ x̂), corresponding to two

distinct experimental geometries: (1) longitudinal field (LF), with Pi ‖ B, and (2) transverse field (TF)

with Pi ⊥ B. In general, the choice of coordinate system is arbitrary, and while B is conventionally

along ẑ, different coordinate systems may be advantageous under certain circumstances.

The most general mixed state of a quantum system at time t is fully described by the density matrix:

ρ(t) = ∑
i

pi |Ψi(t)〉〈Ψi(t)| , (2.2)

where the sum goes over the complete basis set and pi are the associated probabilities. Spin-polarized
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muons are initially in a pure state (i.e. p1 = 1), and the initial density matrices (i.e. at t = 0) are

ρ
µ

LF(0) =

(
1 0

0 0

)
, and ρ

µ

TF(0) =
1
2

(
1 1

1 1

)
(2.3)

For a given Hamiltonian, the time evolution of any spin state described by ρ is determined by the time

evolution operator U(t):

ρ(t) = U(t)ρ(0)U(t)† where U(t) = e−iHt/}. (2.4)

Knowledge of ρ(t) allows the calculation of the expectation value of any spin operator O: 〈O(t)〉 =
Tr[Oρ(t)]. In a µSR experiment, the main observable is the spin polarization along the initial spin

direction, i.e. Pz(t) = 〈σz(t)〉 for Pi ‖ ẑ (ρµ

LF) and Px(t) = 〈σx(t)〉 for Pi ‖ x̂ (ρµ

TF). In general, the time

evolution of the spin polarization along any direction ĵ is simply

Pj(t) =
〈
σ j(t)

〉
= Tr[σ jU(t)ρ(0)U(t)

†] (2.5)

Straightforward calculation shows that for Pi ‖ ẑ and B = Bz ẑ, the spin is in an eigenstate and there is

no time evolution:
〈
σ

µ
z (t)

〉
= 1. Conversely, for Pi ‖ x̂ and B = Bz ẑ, we obtain 〈σ µ(t)〉= cos

(
γµBxt

)
:

the expectation value precesses in the applied field.

In general, for Pi ‖ ẑ and B enclosing an angle θ with the ẑ axis, the time evolution of the spin

polarization along ẑ is given by

Pz(t) = 〈σ µ(t)〉= cos(θ)2 + sin(θ)2 cos
(
γµ |B|t

)
. (2.6)

We can decompose the spin polarization into a time-independent LF component and an oscillatory TF

component precessing at the so-called Larmor frequency

ω = γµ |B|, (2.7)

i.e. at a frequency directly proportional to the magnitude of the magnetic field. We emphasize the close

correspondence between the time evolution of the expectation values of an ensemble of spin 1/2 particles

and the precession of a classical magnetic moment in a magnetic field or a gyrating top. This analogy

is very useful when calculating frequencies and amplitudes of signal components, and even extends to

coupled spin systems in certain cases.

2.2 Concept of µSR
The purpose of this section is to introduce the concept of time-differential µSR using a continuous muon

source as relevant for this thesis. It is not meant as a detailed technical introduction, for which we refer

to Ref. [13], but to provide some intuitive understanding of key concepts, parameters and constraints.
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Figure 2.1: Schematic µSR setup: spin polarized muons are implanted into the sample, where
they decay into two neutrinos (not detected) and a positron, which is preferentially emitted
along the muon spin at the point of decay. Time-resolved observation of the positron in either
of two detectors, placed along the direction of initial spin polarization, represents an event,
which is recorded in the appropriate histogram. The count-rate normalized difference of a
counter pair, S(t), is directly proportional to the spin polarization along the detector axis. See
text for details.

A schematic of a basic µSR setup is shown in Fig. 2.1. We will now go through the experimental

procedure step by step, using the numbers in Fig. 2.1 as reference points. 1 Spin polarized muons are

guided towards the sample in an evacuated beam pipe. In the example, the initial spin polarization Pi

is along x̂, rotated 90° with respect to the beam momentum ẑ; Pi can be selected by passing the beam

through crossed magnetic and electric fields. Before reaching the sample, the muon passes through a

thin plastic scintillator which triggers the start of a clock. 2 The muon is implanted into the sample

and decelerates mainly via electron-hole pair and Frenkel pair (vacancy + interstitial) creation. It comes

to rest much faster (< 100ps) than any timescale relevant to the experiment, and finds a stopping site

which is typically close to the electrostatic minimum of the crystal lattice. The kinetic energy of “surface

muons” originating from pions decaying at rest is 4.1 MeV, which requires a stopping power of about

180 mg/cm2 or about 0.3−2mm of sample thickness (depending on the sample density). These sites are

generally sufficiently far away from Frenkel pairs created in the muon deceleration process to consider

the lattice vacancy-free; experimentally, the only observed muon-vacancy complexes originate from

muon diffusion on a µs timescale [50]. In general, the muon spin interacts with its local environment;

however, for this example, we chose a non-interacting sample such that the muon spin does not evolve

in time: Px(t) = 〈σx(t)〉 = 1. 3 The muon decays with a mean lifetime of τµ = 2.2µs. The resulting

decay positron is emitted preferentially along the muon spin direction [Fig. 1.1]. If it passes through

either of two plastic-scintillator detectors placed along the intial spin direction, the clock is stopped, and

an event is registered at the appropriate time in a histogram associated either with the ‘up’ or ‘down’
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Figure 2.2: Effect of transverse fields (Pi⊥B). (a) The muon spin precession modulates the count-
rate in both histograms; (b) the asymmetry signal S(t) is directly proportional to the oscilla-
tory spin expectation values along Pi. (c) If the muons experience a distribution of magnetic
fields, dephasing sets in; as a result, the overall signal is damped [black line].

detector. In the example, the ‘up’ detector is triggered after 3 µs, and an event is recorded accordingly

(yellow sphere in the ‘up’ histogram 4 ). This process is repeated many times, until typically N ∼ 106

counts / histogram are collected. Each muon is counted individually (schematically represented by the

spheres in the histograms); the beam intensity is chosen such that on average, at most one muon is in

the sample. If there is more than one muon in the sample at a given time, the event is discarded to

avoid ambiguity. 5 Two aspects are of note: (1) The number of counts decreases exponentially with

time; this is solely due to the nature of the muon radioactive decay. Typically, histograms are recorded

up to 9-10 µs (about five muon lifetimes). (2) At any given time, there are (on average) twice as many

counts in the ‘up’ histogram than in the ‘down’ histogram, reflecting the muon decay anisotropy [Fig.

1.1] and the fact that the spin does not evolve over time in this example. We can extract the asymmetry

signal S(t), the count-normalized difference of the counter pair, which is directly proportional to the

spin polarization P(t) along the detector axis:

S(t) =
NU(t)−ND(t)
NU(t)+ND(t)

= aP(t). (2.8)

The right panel in Fig. 2.1 [solid blue line] shows the result for the example histogram; since the spin

does not evolve with time, S(t) is a straight line at an asymmetry value of 1
3 . Typical experimental

asymmetries at t = 0 range between 0.2-0.3 due to a number of factors, including positron scattering,

finite dimensions of positron detectors, energy dependence of the decay anisotropy and variations in the

inital spin polarization. We note that Eq. (2.8) is oversimplified; in reality, uncorrelated background

signals and detector efficiencies have to be considered [see Ref. [13]].

In short, µSR allows us to observe the time evolution of the spin polarization of an ensemble of

initially polarized muons, providing a unique and direct window into the local magnetic and electronic

environment near the stopping site of the muon. For example, if there is a source of spin-lattice relax-

ation such as spin fluctuations or magnon scattering, the muon spin polarization decays over time, which
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is reflected in the asymmetry signal [see dashed orange line in right panel of Fig. 2.1].

Next, we consider spin precession [Eqs. (2.6) and (2.7)] in a magnetic field along ẑ, i.e. perpendicu-

lar to Pi (TF). As shown in Fig. 2.2 (a), the spin oscillations modulate the histogram counts, and can be

extracted by constructing the asymmetry signal S(t) [Eq. (2.8)]: the full signal oscillates at a frequency

directly proportional to the magnitude of the magnetic field experienced by the muon [Fig. 2.2 (b)]. In

Fig. 2.2 (c), we demonstrate the effect of a distribution of magnetic fields, i.e. field inhomogeneity: the

muon spins precess with slightly different frequencies [faded lines], causing phase de-coherence, which

leads to a damped oscillatory signal [solid black line]. The damping rate and shape of the signal enve-

lope [dashed red line] are directly related to the field distribution; e.g. a Lorentzian field distribution of

HWHM σ leads to an exponentially damped envelope envelope e−λ t with damping rate λ = 2πσ .

When implanted in a crystal lattice, the muon usually stops in one or more distinct sites that mini-

mize the overall energy. At a given temperature, several crystallographically distinct sites can be pop-

ulated, each of which may cause a different time evolution of the spin polarization. For example in

magnetic materials, muons may experience different internal fields at inequivalent sites, causing spin

precession at different frequencies. In this case, the observed signal S(t) is a sum of several components

Si(t). In this thesis, oscillatory signal components are fit to

Si(t) = ai cos(2π fit +φi)exp(−λit), (2.9)

where ai, fi, φi and λi are the signal amplitude, frequency, phase shift and depolarization rate, respec-

tively. Likewise, non-oscillatory signals are parameterized by simple exponentials:

Si(t) = ai exp(−λit), (2.10)

Lastly, we discuss the theoretical framework necessary to describe a charge-neutral bound state of a

positive muon and an electron.

2.3 Hyperfine coupling and time evolution of a coupled spin system
The coupled spin system of muon-electron bound state is described by a combined wave function |Ψµe〉,
since muon and electron spin interact with each other:

|Ψµe〉= |ψµ〉⊗ |ψe〉 . (2.11)

Spin operators acting in this 2⊗ 2 = 4 - dimensional Hilbert space are expressed in the following

basis
∣∣Sµ

z Se
z
〉
:

|↑↑〉=
( 1

0
0
0

)
, |↑↓〉=

( 0
1
0
0

)
, |↓↑〉=

( 0
0
1
0

)
, |↓↓〉=

( 0
0
0
1

)
(2.12)

where z designates the quantization axis, which is typically chosen either along B or Pi. The operators

are constructed via the tensor product in such a way that muon (electron) spin operators only act on the
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muon (electron) subspace:

Oµ = O⊗12, Oe = 12⊗O, e.g. σ
µ
z = σz⊗12 (2.13)

Here, the superscripts differentiating muon and electron operators implicitly indicate 4× 4 matrices

(rather than the 2×2 Pauli matrices in Section 2.1). An accessible introduction to tensor products can

be found in Appendix A of Ref. [51].

In general, any interaction betwen the two spins can be described by a 3×3 tensor Ã1, the so-called

hyperfine coupling tensor:

H = Se · Ã ·Sµ2π/}= 1
4 hσσσ

e · Ã ·σσσ µ = 1
4 h
[
A11σ

e
x σ

µ
x +A12σ

e
x σ

µ
y + ...+A33σ

e
z σ

µ
z
]

; (2.14)

Ã is usually expressed in units of frequency.

For muon-electron bound states formed in µSR experiments, the bound electron is initially unpo-

larized2, i.e. 〈σx(0)〉= 〈σy(0)〉= 〈σz(0)〉= 0, corresponding to the following density matrix:

ρ
e(0) =

1
2

(
1 0

0 1

)
. (2.15)

The density matrix for the combined muon-electron system is given by the tensor product, i.e.

ρ
µe = ρ

µ ⊗ρ
e. (2.16)

Using the muon density matrices defined in Eq. 2.3, the combined initial density matrices are simply

ρ
µe
LF(0) = ρ

µ

LF(0)⊗ρ
e(0) and ρ

µe
TF(0) = ρ

µ

TF(0)⊗ρ
e(0). (2.17)

The time evolution for the combined spin system can be calculated using Eqs. (2.4) and (2.14); for

example, the muon spin polarization along ẑ is given by

Pµ
z (t) =

〈
σ

µ
z (t)

〉
= Tr[σ µ

z ρ
µe
LF(t)] (2.18)

Diagonalization of H [Eq. 2.14] yields four eigenenvalues. In general, i.e. for a arbitrary hyperfine

tensor, the time evolution of the spin expectation values contains a non-oscillatory component and up to

six oscillatory components at different frequencies ν corresponding to all possible transitions between

1Note that neither Ã nor H contain any information on the spin states themselves, but only describe how spins interact
once a spin state ρ has been specified. Ã is not a spin operator (and notably a 3×3 matrix acting on the spin 3-vectors), but
determines the weight of all possible spin operator combinations, see Eq. 2.14. Once a basis set is chosen, the spin operators
(and H) can be expressed in 4×4 matrices (or 2×2 for single spin 1/2 in Section 2.1).

2There are exceptions: for example, in high magnetic fields at low temperatures, the ratio of electron Zeeman splitting and
thermal energy can be sufficiently large to allow for a finite electron spin polarization, see e.g. Ref. [52]
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the four energy levels hνi j = Ei−E j:

Pµ
z (t) =

〈
σ

µ
z (t)

〉
= a0 +

4

∑
i=1

4

∑
j=1

i< j

ai j cos(2πνi j +φi j) (2.19)

A (very lengthy) general expression for all amplitudes a, frequencies ν and phases φ for an arbitrary

4×4 Hamiltonian can be obtained and is very useful to understand and visualize the relative strengths

of various signal contributions3.

In this thesis, we discuss different forms of Ã, i.e. variations of muon-electron spin couplings, and

discuss implications and applications arising from the formation of charge-neutral centers for the µSR

technique. We begin with isotropic muonium, a hydrogen-like muon-electron bound state.

3This general expression can be calculated by transforming the density matrix into the diagonal system ρD = T ρT †, where
T has the eigenvectors as column vectors. Then, the unitary time evolution operator is simply

U(t) = e−iHt/} = exp

[
−i

(E1

. . .
E4

)
t/}

]
=




e−iE1t/}

. . .
e−iE4t/}


, (2.20)

which can be used to calculate ρD(t). Transforming back into the lab coordinate frame and using e.g. Eq. 2.18 yields a lengthy
general expression of terms proportional to e−i(Ei−E j)t/}, which can be collected and sorted in the form of Eqn. 2.19. The
expressions are too long to use by hand and are therefore coded up in python.
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Chapter 3

Isotropic muonium in a silica aerogel

3.1 Introduction
Muonium (Mu = [µ+e−]) may be considered the simplest atom in nature since both its constituents are

structureless fundamental particles. As such, measurable properties of Mu, including its hyperfine inter-

val [53, 54] and Lamb shift [55], provide stringent tests to predictions from quantum electrodynamics

[56–59]. In addition, Mu may be used to create a beam of low energy muons by ionization of Mu in vac-

uum via two photon absorption [60, 61] and subsequent acceleration of the resulting µ+. Such a beam

has many applications covering a broad spectrum of experiments from fundamental physics (including

the search for the muon electric dipole moment [62, 63] and next-generation muon g-2 measurements

[62, 64]) to condensed matter physics, where spin-polarized µ+ are used as a sensitive local probe for

magnetism and superconductivity [13], and low-energy muons enable the investigation of thin films and

heterostructures [65, 66]. However, in order to make such applications viable, intense slow muon beams

are required, which motivates the search for an efficient source for Mu in vacuum.

Several approaches are being explored, including the emission of Mu from a hot (2300 K) tungsten

foil placed in a muon beam [67, 68] and current efforts to extend this method to n-type silicon at low

(100 K) temperatures [69]. The most encouraging results are obtained in silica (SiO2) powders and

aerogels. A large fraction of positive muons implanted into silica powders form Mu, and escape into

the intergranular spaces with high likelihood [70]. If the powder grains are sufficiently small, this

vacuum emission happens even at low temperatures, indicating that the escape occurs before the Mu is

thermalized [71, 72]. Very similar behavior was found for mesoporous silica samples [73–76]. In recent

years, amorphous silica aerogels with high porosity and ultra-low density [77, 78] have emerged as a

promising candidate for producing Mu in vacuum at room temperature since they are self-supporting

and can be drilled with micron sized holes, which improve the yield of Mu in vacuum [64, 79, 80].

However, there is little information about the temperature dependence of Mu production in aerogels and

the role of surface interactions, which control Mu diffusion in the intergranular space and, in conjunction

with sample morphology and geometry, the production rate of Mu in vacuum.
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This chapter presents a muon spin rotation (µSR) study investigating the diffusive behavior of Mu in

the voids of a silica aerogel. Using a fast-timing spectrometer capable of resolving high-frequency Mu

precession signals in a 1.14T magnetic field, the temperature dependence of the Mu hyperfine coupling

is precisely measured. The observed signals are a sensitive monitor of the dynamics associated with

the binding and unbinding of Mu from the silica surface, and are interpreted using a simple statistical

mechanics model. This research was published in Ref. [81] as part of a comparative study between

mesoporous silica (SBA-15) and a silica aerogel. For the sake of simplicity and brevity, only the aerogel

results are presented here.

The chapter proceeds as follows. First, in Sec. 3.2, the theory of Mu in vacuum is discussed. Mu

in vacuum is the simplest example of a charge-neutral muon state, since the electron is isotropically

distributed around the muon. Therefore, it provides a good basis for the discussion of more complicated

charge-neutral states inside materials (subsequent chapters), where the interaction between the muon

and electron spins is often anisotropic and greatly reduced compared to Mu in vacuum. In Sec. 3.3,

details on the aerogel sample and experimental conditions are given. Then, in Sec. 3.4, the results are

presented and discussed.

3.2 Theory - Isotropic muonium
Both constituents of Mu, the positive muon µ+ and the electron e−, carry magnetic moments that inter-

act with each other via the so-called hyperfine interaction. In general, this interaction has a dipolar and

Fermi-contact contribution [82]. However, for isotropic muonium, where the bound electron occupies a

spherically symmetric 1s atomic orbital, the dipolar contribution is averaged out, leaving only the rota-

tionally invariant Fermi-contact term, which is directly proportional to the unpaired electron density at

the muon position |ψe(0)|2 [82–84]:

H =
2µ0

3
γeγµSe ·Sµ |ψe(0)|2 = 1

4
hAisoσσσ

e ·σσσ µ = 1
4 hσσσ

e · Ãiso ·σσσ µ , (3.1)

where the isotropic hyperfine tensor is proportional to the identity matrix, i.e Ãiso = Aiso13. The strength

of the interaction is given by the isotropic hyperfine parameter Aiso, which is Avac
iso = 4463302765(53)Hz

for Mu in vacuum in its ground state [53]. Expressing the spin operators in the basis defined in Eqn.

(2.12), we obtain

H = 1
4 hAisoσσσ

e ·σσσ µ = }ωiso
1
4
(σ µ

x σ
e
x +σ

µ
y σ

e
y +σ

µ
z σ

e
z ) =

}ωiso

4




1 0 0 0
0 −1 2 0
0 2 −1 0
0 0 0 1


. (3.2)

|↑↑〉 and |↓↓〉 are clearly eigenstates, whereas |↑↓〉 and |↓↑〉 are coupled by the off-diagonal elements

originating from the σ
µ
x σ e

x +σ
µ
y σ e

y terms. Se
z and Sµ

z individually do not commute with H, however the

total Stot
z = Se

z + Sµ
z as well as (Stot)2 do, and are therefore conserved quantities. The eigenvalues of
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this Hamiltonian (in units of }ωiso
4 ) are 1,1,1,−3, with corresponding eigenvectors |1〉 = |↑↑〉 , |2〉 =

(|↑↓〉+ |↓↑〉)/
√

2, |3〉= |↓↓〉 , |4〉= (|↑↓〉− |↓↑〉)/
√

2 [see Fig. 3.1 (a) at 0 T].

Specifying the initial spin state as ρMu
LF [Eq. (2.17)], i.e. with the initial muon spin polarization

along ẑ and the electron spin unpolarized, and using the time evolution operator [Eqn. (2.4)], ρMu(t)

and subsequently the time evolution of the muon spin expectation value along ẑ can be calculated:

〈
σ

µ
z (t)

〉
= 1

2 [1+ cos(ωisot)], (3.3)

Half of the muon spin polarization is time independent, and half oscillates at ωiso = 2πAiso, the

so-called “heartbeat” oscillation, due to the interaction with the electron spin1. We can also calculate

the time evolution of the electron spin along ẑ:

〈
σ

e
z (t)
〉
= 1

2 [1− cos(ωisot)], (3.4)

demonstrating that spin polarization is coherently transferred back and forth between the muon and the

initially unpolarized electron such that Stot
z is conserved, i.e.

〈
σ e

z (t)
〉
+
〈
σ

µ
z (t)

〉
= 1.

In the presence of magnetic fields, there are two additional terms in the Hamiltonian, accounting for

the muon and electron Zeeman interaction:

H/}= ωiso
4 σσσ

µ ·σσσ e + 1
2 γeB ·σσσ e− 1

2 γµB ·σσσ µ =




γ−B+ωiso
4 0 0 0

0 −γ+B−ωiso
4

ωiso
2 0

0 ωiso
2 γ+B−ωiso

4 0

0 0 0 −γ−B+ωiso
4


, (3.5)

where γ± =
|γe|±γµ

2 and B = Bz (without loss of generality) is used for the matrix expression. We em-

phasize that the hyperfine coupling itself (i.e. the muon - electron interaction described by Ã) is not

modified by the magnetic field. However, the additional terms in the Hamiltonian compete with the

off-diagonal terms that couple the muon and electron spins; how H acts on a given spin state depends

on the relative strength of the electron Zeeman term and the hyperfine interaction. In this context, it is

useful to introduce B0, the effective hyperfine field of the muon acting on the electron, as well as x, the

ratio of the applied and hyperfine field:

B0 =
ωiso

2γ+
, x =

B
B0

=
2γ+B
ωiso

. (3.6)

The eigenstates and eigenenergies, as well as the field-dependent prefactors of the eigenstates, a(B) and

b(B), are given in Table 3.1. The applied field splits the eigenenergies into four non-degenerate levels,

each with a distinct field dependence [Fig. 3.1 (a)].

1This can be understood intuitively as follows. The unpolarized electron (ρe(0) = 1
2
(

1 0
0 1
)
) is a classical mixture of |↑〉 and

|↓〉 with equal probability for any chosen direction. Choosing the quantization axis along the initial muon polarization, the
initial combined spin state is either |↑↑〉 or |↑↓〉. The former is an eigenstate, and there is no time evolution. The latter is a
superposition of states |2〉 and |4〉 with energy difference }ωiso, causing oscillation at ωiso.
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Figure 3.1: (a) Eigenenergies for isotropic Mu as a function of magnetic field. Arrows indicate
allowed transitions νi = ωi/π in the transverse field (TF) and longitudinal field (LF) configu-
ration. (b) Field dependence of the prefactors of eigenstates |2〉 and |4〉. For x� 1, the muon
and electron spin decouple, and b(B) approaches unity as Se

z and Sµ
z become good quantum

numbers.

|1〉= |↑↑〉
|2〉= a(B) |↑↓〉+b(B) |↓↑〉

|3〉= |↓↓〉
|4〉= b(B) |↑↓〉−a(B) |↓↑〉

E1/}= γ−B+ ωiso
4

E2/}=−ωiso
4 +

√
γ2
+B2 +

ω2
iso
4

E3/}=−γ−B+ ωiso
4

E4/}=−ωiso
4 −

√
γ2
+B2 +

ω2
iso
4

a(B) =
1√
2

√
1− x√

1+ x2

b(B) =
1√
2

√
1+

x√
1+ x2

Table 3.1: Eigenstates and eigenenergies for isotropic Mu in a magnetic field of magnitude B. a(B)
and b(B) are field-dependent prefactors of eigenstates |2〉 and |4〉. See e.g. Ref. [13] for a
more detailed derivation.

For small applied fields (x� 1), the hyperfine interaction dominates, the eigenstates |2〉 and |4〉
remain superpositions (a(B)≈ b(B)≈ 1√

2
, see Fig. 3.1 (b)), and muon and electron spins are entangled.

Conversely, for large applied fields (x� 1), a(B)→ 0 and b(B)→ 1, the off-diagonal elements in

Eq. (3.5) are small compared to the diagonal Zeeman terms, and muon and electron spins decouple.

In this context, decoupling refers only to the spin states: Se
z and Sµ

z rather than Stot
z are now conserved

quantities, and |↑↓〉 and |↓↑〉 eigenstates; the energy levels, however, are still affected by (mainly the

diagonal contributions of) the hyperfine coupling. An intuitive interpretation of the Mu density matrix

ρµe(t) [Eq. (2.16)] in this limit is that the electron spin projects either along or opposite the applied

field direction, while the muon spin evolves in the combined applied and hyperfine field.

The time evolution of the muon spin depends on its initial spin state with respect to the applied field.
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Figure 3.2: (a) Oscillation frequency ν24 = ω24/2π and (b) amplitudes for the oscillatory com-
ponent (a24) and non-oscillatory component (a0) for isotropic Mu as a function of magnetic
field along the initial muon polarization (i.e. longitudinal field geometry).

For the initial spin polarization Pi along the applied field (i.e. ρMu
LF (0)), here B = Bz, the time evolution

of the muon spin polarization along ẑ for isotropic Mu is [using Eqs. (3.5) and (2.4)]

〈
σ

µ
z (t)

〉
= 1

2

[
1+

x2

x2 +1
+

cos(ω24t)
x2 +1

]
, with ω24 = (E2−E4)/}=

√
4(γ+B)2 +ω2

iso (3.7)

There is a time-independent and an oscillating component, with the frequency and amplitudes shown in

Fig. 3.2. For x→ 0, the zero field result [Eq. 3.3] is obtained. With increasing x, the back-and-forth

transfer of spin polarization between muon and electron is suppressed as the two spins decouple and Stot
z

no longer is a good quantum number. The oscillating component decreases in amplitude until the ω24

transition is fully suppressed and the muon spin polarization is completely time independent.

In contrast, if Pi is perpendicular to the applied field (Pµ

i (0) ‖ x̂⊥ B), ρMu
TF [Eq. (2.17)] is applicable

and up to four distinct frequencies can be observed:

〈σ µ
x (t)〉= 1

4

[(
1+ x√

x2+1

)
(cos(ω12t)+ cos(ω34t))+

(
1− x√

x2+1

)
(cos(ω23t)+ cos(ω14t))

]
, (3.8)

with frequencies given by ωi j = (Ei−E j)/}, see Table 3.1:

ω12 = γ−B+ ωiso
2 −

√
γ2
+B2 +

ω2
iso
4

ω14 = γ−B+ ωiso
2 +

√
γ2
+B2 +

ω2
iso
4

ω23 = γ−B− ωiso
2 +

√
γ2
+B2 +

ω2
iso
4

ω34 = −γ−B+ ωiso
2 +

√
γ2
+B2 +

ω2
iso
4 (3.9)

For small applied fields (x� 1), all four frequencies contribute [Fig. 3.3 (a)]. Since none of the

experiments presented in this thesis are carried out for x� 1, a detailed discussion of this regime is out
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Figure 3.3: (a) and (b) Oscillation frequencies and (c) amplitudes for isotropic Mu as a function of
magnetic field perpendicular to the initial muon polarization (i.e. transverse field geometry).

of scope, and we refer to Refs. [13, 32].

For x� 1, the muon and electron spins decouple and the signal is dominated by only two frequencies

ω12 and ω34 [Fig. 3.3 (b)], corresponding to the muon precession frequencies in the combined applied

and hyperfine field, with the electron spin projected either along or opposite to the applied field direction.

Importantly, the relation [85]

ω12 +ω34 = ωiso (3.10)

holds for all fields, and observation of ω12 and ω34 allows the accurate spectroscopic determination of

the isotropic hyperfine coupling constant Aiso. This forms the basis of the experiment described on the

following pages.

3.3 Experimental details
The aerogel sample was synthesized following Ref. [77] and had a density of ∼ 180mg/cm3 and a

specific surface area of 896 m2/g as measured by the The Brunauer-Emmett-Teller method [86]. Prior

to the experiment the sample was heated for ∼ 48h at ∼ 150°C in a vacuum better than 10−3 mbar

to remove residual moisture from the surfaces. The sample was mounted in a Ti cell in a cold finger

cryostat, and briefly exposed (< 15min) to ambient conditions between bake-out and mounting. The

µSR measurements were carried out at the Paul-Scherrer-Institute (Villigen, Switzerland) using the

fast-timing high-field spectrometer HAL-9500, which is capable of resolving high-frequency (> 1GHz)

Mu signals. Spin polarized muons were implanted into the sample with the initial spin polarization Pi

perpendicular to the external field B (transverse field geometry).
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3.4 Results and discussion
An example frequency spectrum in 1.14T(= 7.2B0) at 300 K is shown in Fig. 3.4 (a). Both Mu fre-

quencies ν12 and ν34 are well resolved; considering both the finite time resolution of the detector system

(80 ps) and muons stopping in the sample cell, more than 60 % of the muons implanted into the aerogel

form Mu, consistent with similar aerogel samples [80]. The frequency labeled νL is attributed to muons

that do not form Mu and therefore precess at the Larmor frequency of the applied field. The data is con-

sistent with previous studies in porous or powdered silica compounds, which reported that Mu is rapidly

ejected into and diffuses through the pores and voids inside the material, only weakly interacting with

the silica via surface interactions [70–76, 87]. Sharp narrow lines are evident at 300 K [Figs. 3.4 (b) and

(c), black trace]. As the temperature is lowered, the Mu lines broaden and shift to lower frequencies by

up to ∼12MHz at 2K [red trace]. All spectra were fit in the time domain to a sum of three exponen-

tially damped cosines [Eq. (2.9)] using the analysis program musrfit [88–91]. Using Eq. (3.10), Aiso(T )

is determined [Fig. 3.5 (a)].

The temperature dependence observed in the aerogel allows for a simple interpretation [85]. Below

10 K, the Mu is weakly bound to the silica surfaces, which perturbs the spherical symmetry of the Mu

1s orbital such that anisotropic atomic orbitals such as 2p (which do not have any spin density for r = 0,

i.e. no contact term) are neccessary to describe the electron wavefunction, reducing the isotropic part of

the hyperfine interaction. With increasing temperature, the Mu desorbs and undergoes cycling on and

off the surface, leading to a weighted time-average of isotropic hyperfine parameters on (As) and off

(A f ) the surface. At 300 K, the measured hyperfine interaction approaches a constant value A f which

is slightly below that of Mu in vacuum. This negative shift is attributed to Mu colliding freely with the
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Figure 3.5: (a) Isotropic hyperfine coupling as a function of temperature for aerogel. Orange curve
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silica surfaces, which perturbs the electronic wave function of Mu during the collision [92, 93].

The solid curve in Fig. 3.5 (a) is a fit to a statistical mechanics model for Mu confined to a box of

volume V with surface area A, S0 binding sites per unit area, and a total of Ns = S0A surfaces states,

each with a binding energy EB [85, 94]. The single particle partition function for such a system is

Z = Ns exp(EB/kBT )+V (mkBT/2π}2)3/2, (3.11)

where the first term accounts for the surface bound states and the second for unbound states of Mu with

mass m moving freely. At high enough temperatures where the system cycles fast through all microstates

we expect to observe a mean hyperfine frequency [85]:

Aiso(T ) = [AsNs exp(EB/kBT )+A fV (mkBT/2π}2)3/2]/Z

= [1−α(T )]A f +α(T )As, (3.12)

where α(T ) = 1/[1 + ζ T 3/2 exp(−EB/kBT )] is the probability that the Mu atom is on the surface

and ζ = V (mkB/2π}2)3/2/AS0 is a constant depending on fundamental constants and material prop-

erties. This simple model agrees well with the aerogel data [Fig. 3.5 (a)], yielding fit parameters

A f = 4461.99(1)MHz, As = 4439.27(7)MHz , EB/kB = 42(2)K and ζ = 0.030(1)K−3/2; we note that

the magnitude of EB indicates a weak Van der Waals interaction with the surface rather than chemisorp-

tion.

The damping rates λ are shown in Fig. 3.5 (b). λ34 is significantly larger than λ12 at low tempera-

tures. Differentiating ν12 and ν34 [Eq. (3.9)] with respect to Aiso shows that ν34 is more sensitive to small

variations in Aiso, leading to a predictable ratio λ34/λ12 if the line broadening is due to a distribution of
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isotropic hyperfine parameters As on the silica surface:2

λ34/λ12 = [B/B0 +1]/[B/B0−1] = 1.32, (3.14)

In Fig. 3.5 (b), the dashed lines are plotted at this ratio, and show good agreement with the data, strongly

indicating that a spread in Aiso, or more accurately As, is indeed the main source of broadening in this

temperature regime. Parametrizing this spread in As with a Lorentzian of half width δAs, we estimate

2.0(3) MHz 3. In addition, anisotropic contributions to the electron wave function introduced by the sur-

face interactions can, in general, influence both magnitude and distribution of the measured frequencies,

and are expected to play a role here as well. However, since hyperfine anisotropy affects both frequen-

cies equally (i.e. λ34/λ12 = 1) and was furthermore found to play only a minor role in mesoporous silica

[75, 81], it is very likely not the dominant source of line broadening, and not further discussed here.

The temperature dependence of the damping rates in Fig. 3.5 (b) further support the conclusions

drawn from the simple statistical mechanics model described above, although there are indications that

the real situation is more complex. The decrease in line width with increasing temperature is consis-

tent with Mu cycling on and off the surfaces, sampling an increasing number of values from the As

distribution, which leads to motional narrowing. However, compared to a simple box model, a slower

approach to complete motional narrowing is expected for amorphous aerogel, i.e. highly porous media

with multiple length scales, where a distribution of poorly connected boxes with varying dimensions

may be a better description. For complete motional narrowing, Mu must rapidly average over all states

in all the boxes, requiring higher cycle rates and thus higher temperatures, which leads to a more grad-

ual approach to the motionally narrowed limit. Furthermore, we note that with increasing temperatures,

the ratio λ34/λ12 decreases towards unity, indicating that once Mu becomes mobile, other mechanisms

which affect both frequencies equally (e.g. spin exchange or chemical reaction with dangling bonds on

the silica surface [95]) contribute to the observed line broadening.

3.5 Conclusion
In summary, we made precise measurements of the temperature dependence of the Mu hyperfine in-

teraction in a silica aerogel. A simple statistical mechanics model was used to describe Aiso(T ) and

estimate the binding energy of Mu to the silica surface. Above 30 K, Mu spends more time off than on

the surface, and is mostly off the surface above 100 K, indicating the possibility to produce thermal Mu

in vacuum far below room temperature. This is consistent with results by Antogini et al., who reported

2Here, B0 [Eq. (3.14)] is defined in terms of As. First, ν12 and ν34 [Eq. (3.9)] are expanded such that

ν j = Aiso/2∓ γµ B/(2π)∓A2
iso2π/(8γ+B), (3.13)

with the upper (lower) sign for j = 12 (34). Differentiation yields ∂ν j
∂Aiso

= 1
2 ∓

B0
B , which is proportional to the linewidth λ j

3Expansion of Eq. (3.13) around a mean hyperfine frequency As yields an expression linear in As: ν j(As)|Aiso=As
≈

As(1∓ B0/B)/2+ As/(4B/B0)∓ γµ B/(2π), allowing for an estimate of the damping rates for a given distribution of As:
λ j = π(1∓B0/B)δAs.
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Mu emission from mesoporous silica thin films at 100 K, however using low-energy rather than surface

muons [57]. In order to increase the Mu vacuum yield using readily available surface muons, structured

silica compounds appear promising; for example, increased Mu emission rates were reported for aerogel

with laser-drilled channels spaced ∼ 102 µm apart [64, 80]. Even higher yields may be possible given

recent advances in 3D printing of mesoporous silica [96] and silica aerogels [97, 98], which enable the

fabrication of complex objects with µm precision, and thus silica structures with tightly packed ordered

channels optimized for Mu emission.

The high-transverse-field technique used in this experiment is well suited to characterize the surface

interactions and dynamics of Mu in highly porous materials, and thus may provide a way to test diffusion

models for hierarchical and fractal materials where conventional theories for diffusion in homogeneous

materials do not apply [99–101].

In the next chapter, we discuss charge-neutral muon-electron bound states inside materials, where

the unpaired electron often has a more complex, anisotropic distribution and may not even be centered

on the muon. Nonetheless, many aspects of isotropic Mu that were discussed in this chapter translate to

such Mu defect centers in semiconductors and insulators.
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Chapter 4

Anisotropic (polaronic) muonium in TiO2

4.1 Introduction
When positively charged muons are implanted into semiconductors and insulators, they often bind an

electron to form muonium defect centers. These are conventionally referred to as paramagnetic centers

since the bound electron is unpaired and its spin is only weakly coupled to the lattice. Importantly, the

aforementioned correspondence between hydrogen and Mu holds to good approximation for charge-

neutral muon centers formed within semiconductors and insulators. This justifies the use of muonium as

a probe for the behavior of isolated interstitial hydrogen, which is one of the most common and important

impurities in semiconductors [36–38]. Unintentionally incorporated during growth and post-processing,

hydrogen is very hard to control and detect, but can have a significant impact on the electronic proper-

ties. Understanding the dopant characteristics of such defects is critical for a precise control of charge

carriers, upon which much of modern electronic technology is based. However, since isolated hydrogen

defect centers in semiconductors are extremely hard to study directly, most experimental information

about its dopant characteristics comes from the study of Mu, serving as a light hydrogen analog.

Following pioneering experiments on Mu in semiconductors by Gurevich et al. [102, 103], Brewer

et al. investigated silicon, and observed aside from “normal” (isotropic) Mu an additional so-called

“anomalous” signal that indicated the existence of an anisotropic Mu center with much lower hyper-

fine coupling [104]. Analogous signals were subsequently observed in a range of materials including

isostructural germanium [105] and diamond [106], as well as GaAs and GaP [107]. It quickly became

clear that inside a material, the bound electron is not well described by an isotropic 1s hydrogen-like or-

bital centered on the interstitial muon1, but can have a more complicated distribution, which affects the

muon-electron hyperfine interaction Ã and consequently the observed spectra. The anomalous Mu cen-

ter was determined to have a rotationally symmetric electron distribution with respect to the muon, how-

ever even more complicated, fully anisotropic Mu centers were reported, e.g. in quartz [108, 109]. Fol-

1In fact, since no stopping site inside a crystal is fully rotationally invariant, the true electron wavefunction is never fully
isotropic. However, there are high-symmetry sites in cubic crystals such that the Ã tensor is isotropic. For example, Mu in the
tetrahedral site of a diamond lattice is well described by an isotropic Ã matrix.
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lowing significant theoretical efforts [110, 111], the anomalous signal in Si was experimentally shown

by Kiefl et al. to originate from “bond-centered Mu”, i.e. a muon located in the center of a Si - Si bond

with the unpaired electron equally distributed over the two Si neighbors in a non-bonding orbital [112].

The muon is close to a node in spin density and therefore experiences a hyperfine coupling that is very

different from that of isotropic Mu centers with a large hyperfine interaction. Following this discovery,

for the first time in any semiconductor, the corresponding bond-centered hydrogen center was observed

by several EPR (electron paramagnetic resonance) studies [113–115]. In parallel, Mu dynamics and

transitions between various charge states, notably by Kreitzmann et al. in Si [116], were investigated,

see reviews by Patterson (1988) [117], Chow, Hitti and Kiefl (1998) [39] and Cox (2009) [42] for a

more detailed description. For group IV and III-V semiconductors, hydrogen was established as a com-

pensating defect level located deep in the band gap, acting as an amphotheric impurity: in hole-doped

(p-type) semiconductors, it behaves like a donor, whereas in electron-doped (n-type) materials, it acts

as an acceptor, always counteracting the effects of the prevailing dopants rather than acting as a source

of charge carriers [42, 118].

Therefore, it came as a surprise when van de Walle proposed in 2000 that in ZnO, hydrogen always

acts as a shallow donor and thus as a source of n-type conductivity [119]. In this context, shallow

refers to the close proximity of the donor level (in the band gap) to the conduction band, enabling

thermal excitation of the bound electron into the conduction band. Van de Walle’s predictions were

confirmed with the observation of the corresponding shallow Mu donor state by Cox et al. [120] and

subsequent ENDOR (electron-nuclear double resonance) studies [121]. These discoveries prompted

both a flurry of experiments on shallow Mu centers in non-magnetic oxides, summarized in a review on

“oxide muonics” by Cox et al. [40, 41], as well as a search for criteria to predict the dopant behavior

and charge state of hydrogen impurities, leading to generalized principles for elemental and binary

semiconductors [38] and oxides [40, 122–124].

More recent studies focus on Mu centers in transition metal (TM) oxides (TMOs) [125], where,

facilitated by the multivalent character of the TM ions2, excess electrons localize on a TM ion and

cause both a change in valence and a local lattice distortion, forming what is called a small polaron

[126–128]. In such materials, the charge-neutral muon states often defy classification as either deep or

shallow defect states3 [129], and are best described as polaronic Mu: an oxygen-bound, positive muon,

and a small electron polaron located on a nearby TM ion form an overall charge-neutral muon-polaron

complex. Such centers have been reported in non-magnetic TMOs including SrTiO3 [130], ZrO2 [131]

and TiO2 [47, 48].

Here, we focus on the charge-neutral muon center in TiO2, which, despite detailed µSR and EN-

DOR studies [46–48], is not completely understood. This chapter was originally conceived as a straight-

forward introduction into anisotropic charge-neutral muon centers in non-magnetic materials, serving as

2ZnO with Zn2+ (3d10) is an exception due to the completely filled 3d states
3Muon/H-polaron centers typically lie deep inside the band gap (characteristic of a deep defect). However, in some ma-

terials, the charge-neutral center undergoes thermally activated dissociation, i.e. the muon/H and polaron separate, and the
electron is promoted into a polaron band and increases the overall carrier density (characteristic of a shallow donor).
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a stepping stone for subsequent chapters that discuss analogous centers in magnetic compounds. How-

ever, Mu in TiO2 turned out to be remarkably complex, necessitating a much more in-depth discussion

than initially intended. We start by reviewing the theory of anisotropic Mu in Section 4.2. Then, in

Section 4.3, the relevant literature on charge-neutral muon centers in TiO2 is summarized and the open

questions are outlined. A proper grasp of polaronic Mu in non-magnetic materials is particularly rele-

vant in light of the main result of this thesis, the discovery of charge-neutral muon-polaron complexes

in antiferromagnets (Chapters 5 and 6), where such centers do not exhibit the characteristic signatures

of Mu, thus “hiding” their presence. Section 4.4 outlines the experimental details for new detailed µSR

measurements on TiO2, and the results are presented in Section 4.5. Lastly, in Section 4.6, these new

data are compared to existing µSR and ENDOR results and previously proposed models, and several

alternative models addressing the open questions are proposed and discussed.

4.2 Theory - Anisotropic muonium
In Chapter 3, we discussed a charge-neutral center that was very similar to Mu in vacuum, where the

electron is in an atomic 1s orbital, and the hyperfine interaction is isotropic and proportional to the

unpaired spin density at the muon site. As mentioned above, the electron wave function of charge-

neutral centers inside materials is often anisotropic, and the hyperfine interaction has therefore both

dipolar and isotropic contributions.

To start, we consider the dipolar interaction of a muon and localized point-like electron separated

by the vector r = r n̂ at distance r along the direction n̂ =

(
sin(θ)cos(φ)
sin(θ)sin(φ)

cos(θ)

)
, where θ is the polar angle

between r and ẑ and φ is the azimuthal angle in the x̂− ŷ plane:

H = h
1
4

Adip[3(σσσ µ · n̂)(σσσ e · n̂)−σσσ
µ ·σσσ e] =

1
4

hσσσ
e · Ãdip ·σσσ µ . (4.1)

Here, Adip =
µ0

8π2r3 γµγe}= 250.5
r[Å]3

MHz, (4.2)

indicating that the strength of the dipolar interaction is significantly lower than that of the isotropic

hyperfine coupling4. The dipolar contribution to the hyperfine tensor can be expressed as a traceless

symmetric matrix

Ãdip= Adip


3




sin(θ)2 cos(φ)2 sin(θ)2 cos(φ)sin(φ) sin(θ)cos(θ)cos(φ)

sin(θ)2 cos(φ)sin(φ) sin(θ)2 sin(φ)2 sin(θ)cos(θ)sin(φ)

sin(θ)cos(θ)cos(φ) sin(θ)cos(θ)sin(φ) cos(θ)2


−




1 0 0

0 1 0

0 0 1







(4.3)

For two interacting point-like particles, Ãdip contains all necessary information to describe the hyperfine

coupling, namely the strength of the interaction Adip, which is inversely proportional to the cube of the

4For example, for r = 2Å, Adip = 31MHz, more than two orders of magnitude lower than Aiso = 4463.3MHz, the hyperfine
coupling of Mu in vacuum, where the electron is in an 1s atomic orbital.
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Figure 4.1: Visual representation of the dipolar magnetic field from the electron experienced by
the muon for several directions of the electron spin and relative muon-electron positions (see
text for details).

distance r, and the relative position of the two spins, parameterized by θ and φ . For any given spin state

of muon and electron, Ãdip determines the dipolar field from the muon experienced by the electron and

the dipolar field from the electron experienced by the muon.

We illustrate this from the perspective of the muon for two geometries: First we consider Ãdip [Eq.

(4.3)] for θ = φ = 0°, see Fig. 4.1 (a) and (b).

Ãdip = Adip



−1 0 0

0 −1 0

0 0 2


 (θ = 0°) (4.4)

If the electron spin points along x̂ (i.e. 〈σ e
x 〉 = 1,

〈
σ e

y
〉
=
〈
σ e

z
〉
= 0), the dipolar field is proportional to

the row highlighted in red, and the muon experiences a field along −x̂. If the electron spin points along

ẑ, the dipolar field at the muon site is also along ẑ and twice in magnitude [blue row in Eq. (4.4)]. On

the other hand, for θ = 45° and φ = 0° [Fig. 4.1 (c) and (d)], the hyperfine tensor which describes this

geometry has off-diagonal elements:

Ãdip = Adip




0.5 0 1.5

0 −1 0

1.5 0 0.5


 (θ = 45°, φ = 0°); (4.5)

As a result, if the electron spin points along x̂, the muon experiences a dipolar field with contributions

along x̂ and ẑ [red row in Eq. (4.5), Fig. 4.1 (c)], and the same is true for the electron spin pointing

along ẑ [blue row in Eq. (4.5), Fig. 4.1 (d)]. We will return to this example in a moment.

Usually, the bound electron is not appropriately described as the point particle considered so far,

but has a spatially distributed wave function with electron density n(r) = |ψe(r)|2 [normalized such

that
∫ V dV n(r) = 1]. In general, the hyperfine tensor has an isotropic contribution, proportional to

the electron density at the muon site n(rµ ), and a dipolar term, which is essentially the sum over all
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infinitesimal volume elements that contain a fraction of the electron spin:

Ã = Ãiso +
∫ V

dV n(r)Ãdip(r) (4.6)

For any arbitrary electron wave function, Ã is a real, symmetric matrix5, and as such is always diag-

onalizable, i.e. it is possible to find a coordinate system X̂ , Ŷ , Ẑ in which the hyperfine coupling is

described by a diagonal tensor ÃD =

(
A1 0 0
0 A2 0
0 0 A3

)
. This so called principal axis system (PAS) and the

lab frame x̂, ŷ, ẑ are linked via an Euler transform described by three rotation angles φ ,θ ,γ (about ẐŶ Ẑ,

respectively):

Ã = E(φ ,θ ,γ)ÃDE(φ ,θ ,γ)T. (4.7)

Thus, any hyperfine interaction Ã between a muon and an unpaired electron can be fully described by

the three hyperfine parameters A1, A2 and A3 and three Euler angles6. Experimental determination of

these parameters provides detailed information about the electron distribution with respect to the muon

and thus the electronic structure of a charge-neutral center. We note that in the example in Fig. 4.1, both

geometries (θ = 0° and θ = 45°) can be described by the same Ã tensor; the difference between e.g.

Fig. 4.1 (a) and (c) is the choice of coordinate system (affecting the representation of Ã) and the electron

spin state relative to r (affecting which components of Ã are relevant). Independent of the coordinate

system, the isotropic part of Ã is given by

Aiso =
1
3

Tr
(

Ã
)
. (4.10)

For a general hyperfine coupling described by A1, A2, A3, φ , θ , γ , and the initial muon spin polariza-

tion along ẑ, the time evolution of the polarization
〈
σ

µ
z (t)

〉
in the absence of an applied magnetic field

is

〈
σ

µ
z (φ ,θ ,γ, t)

〉
= cos2(θ)

2 [cos
(

ω1−ω2
2 t

)
+ cos

(
ω1+ω2

2 t
)
]+ (4.11)

sin2(θ)
2

(
cos2(γ)

2

[
cos
(

ω2−ω3
2 t

)
+ cos

(
ω2+ω3

2 t
)]

+ sin2(γ)
2

[
cos
(

ω1−ω3
2 t

)
+ cos

(
ω1+ω3

2 t
)])

,

5The isotropic part is proportional to the identity matrix, and the dipolar contribution, as a sum of traceless real symmetric
matrices, is a traceless real symmetric matrix.

6Often, symmetries in the electron wave function simplify Ã. For example, the dipolar contribution of a axially symmetric
electron distribution (experienced e.g. by bond-centered muon in Si [112]) is mathematically equivalent to that of a single
point-like electron located on the symmetry axis and can be fully determined by four parameters. In its principal axis system
(defined by θ and φ ), such rotationally symmetric center can be described by

Ã = Aiso13 +Adip



−1 0 0
0 −1 0
0 0 2


=




Aiso−Adip 0 0
0 Aiso−Adip 0
0 0 Aiso +2Adip


=




A⊥ 0 0
0 A⊥ 0
0 0 A‖


 , (4.8)

i.e. measurement of the hyperfine coupling perpendicular (A⊥) and parallel (A‖) to the symmetry axis allows the determination
of Aiso and Adip:

Aiso =
1
3 (A‖+2A⊥), Adip =

1
3 (A‖−A⊥) (4.9)
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where ωi = 2πAi. Unlike in the isotropic case [Eq. (3.3)], there up to four degenerate energy levels and

thus up to six distinct transition frequencies.

In the presence of applied magnetic fields, the Hamiltonian is simply

H = h
4 σσσ

e · Ã ·σσσ µ + }
2 γeB ·σσσ e− }

2 γµB ·σσσ µ . (4.12)

We focus our discussion on the limit where the electron Zeeman term dominates over the muon-electron

hyperfine interaction, i.e. the decoupled limit. Compared to Mu in vacuum the magnitude of the hy-

perfine interaction in anisotropic Mu centers is often orders of magnitudes smaller, and much lower

magnetic fields are required for decoupling. For example, in TiO2, the subject of this chapter, the hy-

perfine coupling is of the order of 1 MHz, and magnetic fields of the order of 1 mT (10 G) are sufficient

for decoupling. In that limit, the unpolarized electron is time-independent and can take on one of two

possible spin states; either along or opposite to the applied field direction b = B/|B|. We can therefore

replace the electron spin operator with its possible outcomes, which reduces the Hamiltonian to a 2 × 2

matrix describing the muon spin only; the effect of the electron spin on the muon can be expressed as

an effective magnetic field [39, 105, 132], which acts in addition to the applied magnetic field:

H =−}
2 γµσσσ

µ ·B± h
4 b · Ã ·σσσ µ =−}

2 γµσσσ
µ · (B−Beff), (4.13)

with Beff =±2π

γµ

1
2

bT · Ã, (4.14)

where the± corresponds to the electron spin vector either pointing along or opposite the magnetic field.

In essence, the direction of the magnetic field b determines the electron spin state and thus the hyperfine

field experienced by the muon [compare e.g. Fig. 4.1 (a) and (b)]. The muon spin precesses in the

combined (total) magnetic field Btot

Btot
± = B∓ 2π

γµ

1
2

bT · Ã, at a frequency ν± =
γµ

2π
|Btot
± |= |

γµ

2π
B∓ 1

2
bT · Ã|. (4.15)

In general, the relative orientation of the applied magnetic field B and hyperfine tensor informs which

components of Ã have an impact on the observable frequencies7. A systematic application of magnetic

fields along various crystal directions can then be used to accurately determine the hyperfine tensor, as

will be demonstrated later in this chapter.

Conventionally, ẑ is chosen to coincide with the applied field direction and held fixed while Ã is

rotated to map out different projections of the hyperfine tensor. However, given the complexity of

charge-neutral muon centers in TiO2, we deviate from this convention and instead choose a coordinate

system that coincides with the crystalline directions. For a given coordinate system x̂, ŷ, ẑ, Eq. (4.15)

7Here, we consider a simple example: Ã = 1MHz
(2 0 0

0 1 0
0 0 0

)
, with the principal axis system coinciding with the lab frame

(i.e φ = θ = γ = 0). For B ‖ x̂ (i.e. b =
(1

0
0

)
), the observable frequencies are ν± =

γµ

2π
|B|∓1MHz; likewise, for B ‖ ŷ,ν± =

γµ

2π
|B|∓0.5MHz, while for B ‖ ẑ there is only a single frequency at ν =

γµ

2π
|B| since A3 = 0.
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is valid for any direction of the applied field b =

(
sin(Θ)cos(Φ)
sin(Θ)sin(Φ)

cos(Θ)

)
, where Θ and Φ are the conventional

polar and azimuthal angles, and any direction of the hyperfine tensor Ã , parameterized by φ ,θ ,γ [Eq.

(4.7)].

In general, the effective hyperfine field is not along the applied field direction. This can lead to

somewhat counter-intuitive situations for non-magnetic materials, in which in LF geometry (where the

magnetic field is applied along the initial spin polarization Pi), no oscillatory signals are typically ex-

pected, whereas for TF geometry (B⊥ Pi), the full signal is expected to oscillate. There are two possible

scenarios. If the magnetic field is applied along a principal direction of the hyperfine tensor, the effec-

tive hyperfine field is only along the direction of the applied field, and the expectations are met: the TF

signal fully oscillates at both ν+ and ν−, and the LF signal is non-oscillatory, see left side of Fig. 4.2.

However, if the applied field is not along a principal component of Ã, the effective hyperfine field has

a component perpendicular to the applied field [Eq. (4.5)]; as a result, there can be a sizable oscilla-

tory component in LF and non-oscillatory component in TF [see right side of Fig. 4.2]. Fig. 4.1 also

illustrates this point.

Lastly, we discuss a specific case for Ã that is relevant for the analysis of the TiO2 data: the A3

principal axis is along ẑ (i.e. θ = 0 and γ = 0). In this case, the orientation of Ã is fully determined by a

single angle φ . This dramatically simplifies Eqs. (4.7) and (4.15), and for an applied field described by

Θ and Φ, the total field experienced by the muon is given by:

Btot
± = |B|

(
sin(Θ)cos(Φ)
sin(Θ)sin(Φ)

cos(Θ)

)
∓ 2π

γµ

1
2

(
sin(Θ)[(A1−A2)cos(φ)sin(φ)sin(Φ)+cos(Φ)(A1 cos(φ)2+A2 sin(φ)2)]

sin(Θ)[A2 cos(φ)2 sin(Φ)+(A1−A2)cos(Φ)cos(φ)sin(φ)+A1 sin(Φ)sin(φ)2]
A3 cos(Θ)

)
(4.16)

Rotating B in the x̂− ŷ plane corresponds to fixing Θ = π/2 and changing Φ; the frequencies ν± =
γµ

2π
|Btot
± | are given by

ν± =
√
(

γµ

2π
|B|)2∓ 1

2(A1 +A2)∓ 1
8 cos(2(Φ−φ))[(A1−A2)(4B∓ (A1 +A2))]+

1
8(A

2
1 +A2

2) (4.17)

Likewise, the frequencies for rotating B in the x̂− ẑ plane are given by Φ = 0 and variation of Θ:

ν±=

√
cos(Θ)2 (B∓ 1

2 A3
)2

+ sin(Θ)2
(
((

γµ

2π
|B|)∓ 1

2(A1 cos(φ)2 +A2 sin(φ)2))+ 1
16(A1−A2)2 sin(2φ)2

)

(4.18)

We note that while the effective-field approximation is extremely helpful to gain intuition, the exact

diagonalization of (4 × 4) Hamiltonians is computationally inexpensive. Therefore, the results for all

theoretical models shown in this chapter are obtained from exact numeric solutions of the relevant

Hamiltonians and subsequent transformations into the general expression of the muon spin polarization

[Eq. (2.19)].
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Figure 4.2: Polarization spectra with the initial polarization Pi along z in zero field (ZF) and for fields applied along x (TF) an z (LF) for
dipolar tensors with θ = 0° (left side, red background) and θ = 45° (right side, blue background) [compare Fig. 4.1]. Additionally,
the amplitudes of the oscillatory (a12, a34) and non-oscillatory (a0) components are shown. For θ = 0°, fields along x an z are along
principal directions of Ã, the effective hyperfine field is along the direction of the applied field; typical behavior expected for TF (x)
and LF (z) is displayed. For θ = 45°, the effective hyperfine field has a significant component perpendicular to the applied field,
causing oscillations in LF and non-oscillatory components in TF (see text for details).
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Figure 4.3: (a) Crystal structure of TiO2, with likely muon (or hydrogen) site in orange and pro-
posed location of the Ti3+ (polaron) ion in blue. Light orange spheres represent electrostat-
ically equivalent muon stopping sites. (b) All Ti ions are electrostatically equivalent. The
polaron may also localize on a corner Ti ion (Ti 2), resulting in an additional set of four pos-
sible muon sites (red spheres), rotated by 90° about the c-axis compared to the four possible
(orange) sites if the polaron is localized on Ti 1.

.

4.3 Titanium oxide
Rutile titanium oxide (TiO2), a semiconducting transition metal oxide with rutile structure (space group

P42/mnm) [see Fig. 4.3], a large dielectric constant [133, 134] and a band gap of ∼ 3.0eV [135],

has a wide range of technological applications, including photocatalysis [136], solar energy harvesting

[137, 138] and lithium ion batteries [139, 140]. Furthermore, TiO2 is widely considered as a prototyp-

ical polaronic material [128, 141, 142], in which small polaron formation is well established: excess

electrons localize on one Ti ion, causing both a change in valence from Ti4+ (3d0) to Ti3+ (3d1) and

a local lattice distortion. Like any semiconductor, the electronic properties of TiO2 are sensitive to

the presence of impurities (unintentional) and dopants (intentional). Hydrogen (H) is one of the most

prevalent impurities, and there is wealth of literature discussing its dopant behavior [128, 143], based

on both experiment [46–48, 144–153] and theory [129, 154–161]. There are strong indications that H

causes n-type conductivity, however its precise role - e.g. whether interstitial H [144, 152, 153, 155] or

H in an oxygen vacancy [158] is the main donor - is still under debate. This is further complicated by

the observation that H may incorporate differently depending on how the sample is hydrogenated [147];

different experiments may therefore investigate different H-related defect centers.

Direct access to the electronic structure of charge-neutral hydrogen complexes was provided by

Brant et al. using EPR and ENDOR [46]. A detailed ENDOR orientation dependence determined the

hyperfine tensor of the charge-neutral center to have principal components of A1 =−0.40(1)MHz, A2 =

0.62(1)MHz, A3 = −0.34(1)MHz, with A3 directed along the crystalline c-axis and A1 enclosing an

angle of φ0 = 22.9° with [110]. The authors conclude that “the unpaired electron is localized, to a first

approximation, on one titanium ion immediately adjacent to the OH- ion” [46] and propose the structure
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as shown in Fig. 4.3 (a). However, as discussed below, this model predicts a hyperfine interaction about

20 times larger than what is experimentally observed.

Two separate µSR studies, published near-simultaneously, followed the ENDOR measurements.

Based on the correspondence between charge-neutral hydrogen and muon centers, a Mu center with

an Ã tensor with principal components A1 = −1.28(3)MHz, A2 = 1.96(3)MHz, A3 = −1.08(3)MHz

(scaled by γµ/γp = 3.18, the ratio of the muon and proton gyromagnetic ratios) is expected, with possible

deviations anticipated from the difference in mass and thus zero point motion (ZPM).

Vilão et al. [47] published a detailed temperature dependence of the Mu signal in 20mT ‖ [110].

The observed splittings at 1.2 K are within 15% of the predicted values based on the ENDOR A1 and

A2 results. Measurements along [001] (c-axis) reveal A3 being close to zero, which the authors attribute

to the muon’s larger ZPM. The authors conclude that the charge-neutral centers observed by µSR and

ENDOR have an identical electronic structure within experimental uncertainties [Fig. 4.3 (a)]. A strong

temperature dependence is observed - the four Mu satellite lines observed at 1.2 K merge into two above

4 K - and attributed to thermally activated muon hopping to excited states [see Fig. 3 in Ref. [47]].

Shimomura et al. [48] report a detailed orientation dependence of the Mu hyperfine coupling at 5 K.

Although the data is not fully described by their model and there are indications of sample misalignment,

they obtain an Ã matrix with principal values A1 =−A2 = 1.29MHz in the c-plane enclosing φ0 = 19.5°

with [110], and A3 = 0.17MHz along the c-axis. Given the discrepancies to the ENDOR results, the

authors speculate that the ENDOR data originated from hydrogen in an oxygen vacancy, whereas the

muon occupies an interstitial site; i.e. the two techniques observe different centers. Noting that an

electron that is fully localized on the nearest Ti ion, as proposed by Brant et al. [46], would result in a

hyperfine coupling that is considerably larger than what is experimentally observed, the authors suggest

that the bound electron is significantly delocalized. The near-zero A3 value is explained with a model

where spin polarization of opposite sign is induced on the oxygen that the muon binds to. While elegant,

this model only describes the data for a minute fraction (5%) of the bound electron localizing on the

nearby Ti ion, and we are not aware of any theory results that support this model. In addition, we note

that it is clear from the temperature dependence observed by Vilão, that at 5 K, dynamical processes

significantly impact the µSR spectrum, and the Ã matrix obtained by Shimomura et al. does not reflect

the ground state of the observed charge-neutral center.

Reviewing the available µSR and ENDOR data, two main aspects of the observations remain unex-

plained:

• As Shimomura et al. note, the hyperfine coupling expected from a fully localized electron on an

adjacent Ti ion is far larger than the observed coupling. Using a µ-Ti3+ distance of ∼ 2.2Å, Eq.

(4.3) predicts principal values of A1 ≈ 46MHz, A2 ≈−23MHz and A3 ≈−23MHz for the muon

center (scaled by 1
3.18 for the hydrogen center), i.e. about 20 times larger than the actual observed

magnitude for both the charge-neutral muon and hydrogen center. Even if partial delocalization

of the electron is considered, the proposed electronic structure is incompatible with the µSR and

ENDOR measurements.

31



• The A3 principal component of the charge-neutral center is close to zero in the µSR experiments,

but non-zero (and comparable to A1) in the ENDOR measurement. Zero-point motion, as pro-

posed in Ref. [47], cannot account for this difference in A3, as we show below (in Section 4.6).

This leads to two unresolved questions: (1) What is the precise nature and electronic structure of charge-

neutral muon and hydrogen centers in TiO2, and (2) why do the µSR and ENDOR results differ?

Answering these questions is important since µSR is often used to characterize the electronic struc-

ture and dopant characteristics of isolated interstitial hydrogen. However, the correspondence is rarely

shown directly, and TiO2 is one of few cases where detailed information from both muon and H centers

are available; a full explanation for the apparent discrepancy between µSR and ENDOR is therefore

necessary. Furthermore, in Chapter 5 and 6, evidence for charge-neutral muon-polaron complexes in

magnetic transition metal oxides is presented. Importantly, in contrast to Mu in non-magnetic materi-

als, the characteristic Mu signatures are absent in magnetic compounds, which obscures the presence

of charge-neutral centers. Given the muon’s widespread use as a sensitive probe of magnetism, it is

critical to develop a general understanding under what circumstances and in what form muon-polaron

complexes form, both in magnetic and non-magnetic materials.

Aiming to address the open questions, we revisited TiO2 and carried out a detailed orientation de-

pendence and determine the Ã matrix at 1.9 K, a temperature where Ref. [47] suggests that dynamics

do not dominate the µSR spectra. The results of the orientation dependence were corroborated by the

observation of characteristic longitudinal field oscillations in the effective hyperfine field of the bound

electron spin. Noting the different experimental magnetic fields for ENDOR (0.35 T) and previous µSR

experiments (< 0.04T), we also carried out a field scan up to 0.4 T to exclude the possibility that the

difference in A3 is caused by differences in the external field.

4.4 Experimental details
The µSR experiments were carried out in the LAMPF spectrometer at the M20 beamline at TRIUMF

(Vancouver, Canada). The temperature was controlled with a He gas-flow cryostat (“Miss Piggy”);

all data presented here were acquired at 1.9 K. Two Verneuil grown single crystal TiO2 specimens of

dimensions 10× 10× 0.5mm3, sourced from Crystal GmbH (Berlin, Germany), were used: C1 with

[001] out of plane and [110] and [11̄0] aligned along the edges, and C2 with [100] out of plane, and

[010] and [001] aligned along the edges. In the following, the [001] direction is also referred to as

c-axis, whereas the equivalent [100] and [010] directions are also called a-axes. A dedicated sample

holder that allows in-plane rotations of the sample [Fig. 4.4] was designed and built in order to study

the orientation dependence of the µSR spectra. The measurements were taken in the spin-rotated mode,

with the initial spin polarization Pi along x̂ (perpendicular to the beam direction ẑ) and a magnetic field

of 11.5 mT applied along ŷ, in the plane of the samples. Both crystals were investigated: C1 was rotated

about the c-axis between 0−45° (i.e. in the a−a plane), and C2 was rotated about an a-axis between

0−90° (i.e. in the a− c plane). These crystal rotations in a fixed B-field are equivalent to keeping the
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Figure 4.4: Rotatable sample holder: the sample is mounted on a piece of Mylar tape which is at-
tached on a freely rotatable ring, allowing changes in the relative orientation between applied
magnetic fields and crystal. Drawing by Mike McLay, pictures taken by the author.

.

crystal fixed and rotating B with respect to the crystal. We adopt this perspective for the analysis below

and define Θ and Φ as the polar and azimuthal angles enclosed by B and the crystal coordinate system.

The experimental uncertainties in the rotation angle are estimated to be within ±1°. Additionally, using

the standard “Miss Piggy” sample holder, a transverse field scan between 0.01−0.4T along the c-axis

was carried out in C1 with the applied field along ẑ. Finally, a longitudinal field scan with both inital

spin polarization and the applied field along ẑ was carried out for fields up to 10 mT for C1 (B ‖ [001])

and for fields up to 30 mT for C2 (B ‖ [100]).

4.5 Results
Representative polarization spectra in the time domain for two different field directions are shown in

Fig. 4.5. A characteristic beating pattern is observable for B ‖ [100], indicating several frequency

components, whereas only a weakly damped single-frequency spectrum is obtained for B ‖ [001]. More

insight can be gained from Fourier transforms (FT) of the µSR spectra, see Fig 4.6 (a) for rotations of

B in the a− a plane and Fig 4.7 (a) for rotations in the a− c plane. Fig 4.6 (a) is consistent with eight

individual (but sometimes overlapping) Mu satellite lines. These multiple frequencies can be explained

as follows: for any given charge-neutral complex configuration, characterized by A1, A2, A3, θ , φ , γ ,

there are several electrostatically equivalent sites based on symmetry considerations. A preliminary

data analysis and inspection of Figs. 4.5 (b) and 4.7 (a) indicate that the A3 principal component is along

the c-axis, consistent with the previous µSR [47, 48] and ENDOR [46] experiments. Therefore, in the

subsequent analysis, A3 is set to be along c8. This greatly simplifies the description of electrostatically

equivalent sites [see Eq. (4.16)]: A1 and A2 must then lie within the a− a plane, and their direction is

fully described by a single angle φ .

The example configurations in Fig. 4.3 (b) demonstrate that for a given center described by A1, A2,

8Other options were considered, but no satisfactory results could be obtained.
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Figure 4.5: Muon spin polarization spectra at 1.9 K in 11.5 mT for (a) B ‖ [100] and (b) B ‖ [001].
Beating patterns characteristic for a frequency multiplet due to an anisotropic hyperfine in-
teraction are evident for B ‖ [100], whereas the spectrum for B ‖ [001] only shows signs of
weak depolarization. The dash-dotted lines represent various models detailed in the text.

.

A3 and φ0, there are a total of eight electrostatically equivalent configurations with possible angles

φ =±φ0,±φ0 +
π

2
,±φ0 +π,±φ0 +

3π

2
, (4.19)

where φ0 is defined as the angle enclosed by A1 and the [110] direction. In an applied field of 11.5 mT,

the electron spin is fully decoupled; for a given charge-neutral center, two frequencies are expected ν±
[Eq. (4.15)] corresponding to the electron spin vector either pointing along or opposite to the applied

field (i.e. ν12 and ν34). However, since the induced hyperfine field depends on the relative orientation

of the hyperfine tensor of a given charge-neutral center and the field direction, the hyperfine splitting is

different for various electrostatically equivalent sites, explaining the observed multiplet splitting. For the

case where the A3 principal axis is along c, Eqs. (4.17) and (4.18) indicate that angles φ and φ +π result

in the same frequencies; there are only up to four unique configurations described by φ =±φ0,±φ0+
π

2 ,

resulting in up to eight distinct Mu lines.

The data set describing the a−a plane rotations [Fig. 4.6] is fit to a sum of exponentially damped

oscillatory signal components [Eq. (2.9)]. Additionally, a small exponentially relaxing non-oscillatory

signal [Eq. (2.10)] accounting for a small component of the effective field along the initial muon spin

polarization was included. All oscillatory components share a common phase. The Mu satellite lines are

described by up to eight oscillatory signals with a common relaxation rate and individual amplitudes. A

non-relaxing component at the Larmor frequency accounts for those muons that do not form a charge-

neutral center. However, no satisfactory fit could be obtained unless an additional, broad (∼ 1 µs−1)

component at the Larmor frequency is included. The fitted Mu frequencies are shown in Fig. 4.6 (b).

The Hamiltonian for anisotropic Mu [Eq. (4.12)] was solved numerically for the ensemble of symmetry

equivalent sites; the solid lines in Fig. 4.6 (b) represents the best match following a numeric minimiza-
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Figure 4.6: (a) Fourier transforms of µSR spectra at various angles of B within the a− a plane.
(b) Fitted frequencies (black dots) alongside theoretical description (red lines); see text for
details. Statistical uncertainties are smaller than the marker size.

.

tion (optimizing A1, A2 and φ0), yielding A1 = 1.81(1)MHz and A2 =−1.37(1)MHz, with A1 enclosing

an angle φ0 = 23.2(1)° with the [110].

For the rotation in the a−c plane, the spectra are fit to up to four oscillatory components [Eq. (2.9)]

with shared amplitudes and relaxation rates accounting for the Mu lines, and two signals at the Lar-

mor frequency, one non-relaxing and one relaxing component, the latter accounting for the unexpected

additional component previously mentioned. All oscillatory signals share the same phase. The model

constraints on the Mu lines are intentionally restrictive to allow extraction of relevant parameters for

large rotation angles where the lines merge into a single signal. Additionally, at 67.5° and 90° the Mu

amplitude and relaxation rate, as well as the amplitude of the non-relaxing component at the Larmor

frequency, were fixed to the value obtained for B ‖ [100] (0°). The obtained frequencies are shown in

Fig. 4.7 (b), alongside theory predictions [solid lines]. Unlike the lines in Fig. 4.6 (b), the lines here

are not obtained from a numeric minimization but are simply the calculated frequencies for the full
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Figure 4.7: (a) Fourier transforms of µSR spectra at various angles of B within the a− c plane.
(b) Fitted frequencies (black dots) alongside theoretical model (red lines); see text for details.
Statistical uncertainties are smaller than the marker size.

Hamiltonian using A3 = 0 and the A1, A2 and φ0 values obtained the a−a rotation. Good agreement is

obtained, indicating a consistent model.

The run with B ‖ c [Fig. 4.5 (b)] warrants further discussion. If A3 were non-zero, a splitting into

a single pair of Mu satellite lines would be expected [Eq. (4.18) for Θ = 0°], causing a characteristic

frequency beating. This is not observed: only a single frequency is evident. To further illustrate this

point, the blue dash-dotted line represents the signal envelope for a hypothetical value for A3 = 0.1MHz

assuming the same signal amplitude ratios as obtained for B ‖ [100] and that there is no damping for any

component. This model clearly misses the data, and we can confidently conclude that A3 < 0.1MHz.

Furthermore, we note that the observed small damping could either be due to the relaxing Mu component

or the broad component at the Larmor frequency, however not both: The dash-dotted black line shows

the envelope for only the Larmor component relaxing, whereas the dash-dotted red line only shows

the envelope for only the Mu component being damped; for both, the amplitude ratios and damping

rates obtained for B ‖ [100] were used. It is evident that the data is better described by the relaxing
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Figure 4.8: (a) Fourier transforms of TF-µSR spectra at various fields applied along c, each cen-
tered at the respective Larmor frequency. It is evident that the line width does not change
with field, excluding the possibility of a field-dependent A3 component. (b) Longitudinal
field scan for B ‖ [001]

Mu component, indicating that the damping rate of the Larmor component must be much smaller for

B ‖ [001] than for B ‖ [100] . This apparent orientation-dependent change in the damping rate of the

Larmor component suggests that the broadening of this component is of electronic origin.

The small value of A3 is consistent with previous µSR studies but contrary to the expectations

from the ENDOR experiment. Noting that the ENDOR data were taken at 0.35 T whereas all available

µSR data were acquired in fields smaller than 0.035T, a field scan with B ‖ [001] was taken between

0.1− 0.4T to exclude the possibility of a field-induced modification to the hyperfine coupling which

could explain the discrepancy in A3. The results are shown in Fig. 4.8 (a); no significant change in line

width could be observed.

Lastly, longitudinal field scans with fields along [001] [Fig. 4.8 (b)] and along [100] [Fig. 4.9] were

taken, providing an independent check on the Ã matrix obtained above: for B along [001], the field is

expected to be along a principal axis, and the induced field should only have a component along the

magnetic field and initial muon polarization. In contrast, for B along [100], the field is expected to not

be along a principal axis (since A1 encloses an angle φ0 = 23.2(1)° with [110]), the induced field should

therefore have a component perpendicular to the applied field, resulting in a component of the resulting

vector sum of applied and effective hyperfine fields that is perpendicular to the spin polarization, which

causes spin precession. Consistent with these expectations, no oscillations are observed for B along

[001] [Fig. 4.8 (b)], whereas clear oscillations are visible for B along [100] [Fig. 4.9 (a)]. The fitted

frequencies are shown in Fig. 4.9 (b) alongside theoretical predictions based on the Ã matrix obtained

above, showing excellent agreement and corroborating the measured hyperfine matrix.
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Figure 4.9: (a) Longitudinal field spectra for B ‖ [100]. Since the applied field is not along a prin-
cipal axis of the hyperfine tensor, the induced hyperfine field has a component perpendicular
to the applied field and to the initial spin polarization, causing spin precession. (b) Fitted fre-
quencies alongside with theoretical predictions based on the hyperfine tensor obtained from
the orientation dependence.

.

In summary, we find that µSR spectra obtained from a detailed orientation dependence in an applied

field of 11.5 mT at 1.9 K are well described by a hyperfine tensor with A1 = 1.81(1)MHz and A2 =

−1.37(1)MHz, A3 < 0.1MHz, with A1 enclosing an angle φ0 = 23.2(1)° with the [110] direction and

A3 along the c-axis. Characteristic LF oscillations in the effective magnetic field of the unpaired electron

were observed and corroborated the obtained Ã matrix.

4.6 Discussion
The orientation of the hyperfine tensor as well as A1 and A2 are within 10% of the (scaled) ENDOR

results, whereas A3 is close to zero, which is consistent with previous µSR studies and in contrast with

the ENDOR value (A3 =−1.076(3)MHz, scaled). Our results are fully consistent with the satellite fre-

quencies observed in 20 mT along [110] by Vilão et al. [47]: the experiment (2.12(2), 2.30(2), 3.20(2),

3.43(2), all in MHz) agrees well with the calculated values from our Ã (2.14(1), 2.34(1), 3.21(1),

3.41(1), all in MHz). However, our Ã matrix at 1.9 K is clearly different from that obtained at 5 K

(A1 = −A2 = 1.29MHz, A3 = 0.17MHz) by Shimomura et al. [48]. This difference is attributed to

dynamic processes at 5 K and discussed in more detail below.

In the following, we explore some aspects of polaronic charge-neutral centers with the help of a

simple point-charge model [Eq. (4.3)] which does not take into account any spatial extent of the electron
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Figure 4.10: (a) Alternative muon/H - polaron complex configuration with the polaron (blue) lo-
calizing one lattice site over. This configuration is consistent with both magnitude and
orientation of the Ã tensor measured by ENDOR. (b) Demonstration that zero-point motion
cannot cancel out the A3 component: blue arrows represent the direction of the dipolar field
for the electron spin along c; A33 does not change direction in the vicinity of the muon.
Note that for visualization purposes, the magnitude of the dipolar field drops off with 1

r
instead of 1

r3 in this subfigure. (c) If the polaron is spread over three Ti ions, the individual
contributions to A3 can cancel out, resulting in A3 = 0 (see text for details). Here, the blue
arrows represent both the direction and magnitude of the dipolar field for the electron spin
along c.

wave function nor distortions induced by either the muon or the polaron. However, comparison to DFT

calculations [159] indicate that the magnitude of the interaction is captured sufficiently well to be useful

for a general discussion. First, we re-iterate the point made in the introduction: neither the µSR nor the

ENDOR results agree with the model of a polaron predominantly localized on the Ti ion adjacent to the

oxygen-bound muon (or H). For a µ-Ti3+ distance of ∼ 2.2Å, the dipolar tensor has principal values

of the order of A1 = 46MHz, A2 = −23MHz and A3 = −23MHz, i.e. about a factor of 20 larger than

what is observed. The same argument applies to the ENDOR results.

Brant et al. appear to make their site proposal based solely on the orientation of their measured Ã,

with no consideration for the magnitude. We note that there is a complex configuration with the polaron

localizing one lattice site over [see Fig. 4.10 (a)] that yields the correct order of magnitude as well as

the correct orientation for the hydrogen-polaron hyperfine coupling, A1 = 0.86MHz, A2 =−0.43MHz
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and A3 = −0.43MHz, with A3 along the c-axis and φ0 = 23.2° with respect to [110], fully consistent

with the ENDOR results. However, we note that the proposed site is only one of many possible polaron

complex configurations, and apart from its apparent agreement with the experimental results, we do not

have a compelling reason why this configuration should be preferred over the other possibilities. In

general, the muon-electron Coulomb attraction alone tends to favor electron localization at the nearest

possible Ti ion, however the polaronic (as well as the muon-induced) lattice distortions can modify the

overall energy balance such that other sites have lower energy. In addition, the kinetic energy gain of

delocalization also competes with the localization so that the stable site is potentially some compromise

between all contributions. Given the observed tendency of the electron to localize on one or two Ti ions

in the presence of a vacancy or defect [162–164], it appears plausible that the reduction in the observed

hyperfine coupling is caused by the polaron localizing further away from the muon (H) rather than by a

strong electron delocalization with the electron spread over many lattice sites, as suggested in e.g. Ref.

[48].

This proposal, however, does not explain why A3 is close to zero for the muon center. We note

that zero-point motion (ZPM), as suggested in Ref. [47], cannot account for the vanishing A3 principal

component. In order to explore this aspect, we go back to the model where the polaron is predominantly

localized on the nearby Ti ion. As shown in Fig. 4.10 (b), the A33 component does not change sign nor

varies significantly in magnitude in the vicinity of the muon; thus A3 = 0 cannot be plausibly caused

by ZPM-induced averaging. The same argument applies to muon hopping along the c-axis, unless

hopping over several lattice constants is considered. It is also not possible that an isotropic (Fermi

contact) contribution of opposite sign cancels out A3, since the overall isotropic part [Eq. (4.10)] of

Ã is 1
3(1.81− 1.37)MHz = 0.15MHz, which is too small to cancel A3 ≈ 1.1MHz as expected from

the ENDOR results. Furthermore, we can exclude the possibility that the difference in the applied

magnetic field (≤ 32.5mT for µSR, 350 mT for ENDOR) causes any change to the hyperfine coupling

that could explain the difference in A3 [Fig. 4.8 (b)]. Therefore, under the assumption that the observed

charge-neutral center originates from a bound state with a single electron in an otherwise defect-free

lattice, an electron localizing on a single Ti ion cannot explain the data; instead it must be distributed

(at least on average) over several Ti sites such that (1) the individual contributions to A3 cancel out and

(2) the A3 principal axis is along the c-axis. An example configuration for which A3 = 0 is shown in

Fig. 4.10 (c) [based loosely on Fig. 1 (a) in Ref. [157]]. We emphasize that the depicted arrangement

is not an actual proposal for the observed center since the predicted hyperfine coupling is too large in

magnitude (A1 ∼ 11MHz, A2 ∼−11MHz and A3 ∼ 0MHz, for 28% of the electron density on Ti 1 and

the remainder equally split over Ti 2 and Ti 3), and the real situation is likely more complicated with the

electron spread out over further Ti ions, likely above and below Ti 2 and Ti 3. However, Fig. 4.10 (c)

demonstrates that (1) in principle, a distribution of the electron over several neighbouring Ti sites can

result in A3 = 0 ‖ c, and that (2) any charge that is not within the a− a plane of the muon has to be

symmetrically arranged with respect to that plane (i.e. ±θ ) such that A31 and A32 cancel out [see Eq.

(4.3)], thus ensuring that the A3 principal axis is along the c-axis.
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The incompatibility of the model of an electron predominantly localized on a Ti ion adjacent to

the muon (H) with both the µSR (ENDOR) data appears at odds with DFT predictions: the consensus

among otherwise sometimes contradictory studies is that in the presence of interstitial H, the polaron

predominately localizes on an adjacent Ti [129, 154–159]. There appear two possible explanations.

(1) Either all DFT calculations determine an incorrect ground-state configuration for the charge-neutral

muon (H) center, a possibility that should at least be considered since polaronic ground states are noto-

riously challenging to accurately predict [128, 165–167]. (2) Alternatively, both µSR and ENDOR do

not observe a charge-neutral complex comprised of an interstitial muon (H) and a single electron in an

otherwise pristine TiO2 lattice, but instead a more complicated configuration, for example involving an

oxygen vacancy. We note the possibility that implanted muons self-trap in an excited metastable state

and do not reach equilibrium before they decay and contribute to the µSR signal [168, 169]. However,

ENDOR most likely observes the H center in its lowest-energy configuration since the H is incorporated

into the sample well before the measurement. Since both µSR and ENDOR observe a similar hyperfine

coupling of the same low magnitude contrary to the DFT predictions, we conclude that even if the muon

was self-trapped in a non-equilibrium state, this cannot explain the discrepancy in magnitude.

The origin of the additional, broad component at the Larmor frequency observed in the orientation

dependence is currently not understood. Despite careful analysis we cannot fully exclude the possibility

that it is an artifact introduced by erroneous assumptions for the model used to fit the complicated µSR

spectra. The damping rate appears to be orientation dependent and vanishes along the c-axis, suggesting

an electronic origin. Possible explanations include (1) the presence of a highly delocalized state coex-

isting with polaronic Mu, analogous to the proposed dual behavior of unbound excess electrons [160].

(2) A fraction of polarons may not be able to fully reach the muon to form the bound state, but stop

further away, causing line broadening. (3) More speculatively, the µSR spectrum may originate from a

negatively charged center comprised of the muon and two exchange-coupled excess electrons localized

as polarons on nearby Ti ions. If the triplet state (S=1) is the ground state, mS = ±1 could account for

the satellite lines, mimicking a single bound electron, whereas the hyperfine coupling for mS = 0 cancels

out, resulting in a component at Larmor frequency. A variation of this model includes a neutral oxygen

vacancy, which has two bound polarons in the triplet ground state [164]. The muon (H) may be trapped

in the oxygen vacancy [158], resulting in a similar scenario.

Lastly, we discuss the discrepancies in the Ã matrices measured with the two techniques and at

different temperatures. The hyperfine coupling obtained at 5 K with µSR (Shimomura et al., Ref. [48])

is clearly different from both the ENDOR results (measured at 5 K) [46] and the µSR data taken at

1.9 K (Ref. [47] and present study). We attribute these discrepancies at least partially to dynamic

processes: detailed µSR measurements in 20 mT ‖ [110] between 1.2 K and 10 K (Vilão et al., Ref.

[47]) clearly show that the µSR signal is highly temperature-dependent: the four Mu satellite lines

observed below 3 K merge into two lines at higher temperatures [Fig. 3 in Ref. [47]], which is consistent

with the observation of A1 =−A2 at 5 K [48]. The evolution with temperature is attributed to thermally

activated muon hopping between nearby sites [47]. Importantly, at 1.9 K, i.e. the temperature of the
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present study, the µSR spectra are mostly unaffected by such dynamic processes. Likewise, for ENDOR

experiments, thermally activated hydrogen hopping is not expected to play a role even at 5 K due to the

hydrogen’s larger mass and lower zero-point motion. This absence of muon / H dynamics may explain

the aforementioned similarities in the hyperfine tensor for µSR (at 1.9 K) and ENDOR (at 5 K), however

the disagreement in the A3 value (and only in A3!) between the two techniques remains unresolved. One

possible explanation for this discrepancy is that at low temperatures, the lattice does not fully relax on

a µs timescale following the muon implantation, and that the two techniques observe slightly different

polaron configurations as a consequence. Alternatively, the ENDOR spectra at 5 K may be affected by

polaron dynamics, i.e. thermally activated transitions between polaron configurations that are very close

in energy. Infrared (IR) absorption spectroscopy data on the charge-neutral (heavy H isotope) deuterium

center were interpreted in this context by Bekisli et al. [146], and an excited state only 0.5 meV above

the ground state was obtained, allowing for thermal accessibility even at 5 K. If the difference in A3

is due to thermally activated polaron hopping between different low-lying configurations, it should be

possible to freeze out those dynamics. Therefore, an ENDOR measurement of A3 at 1.9 K or lower

temperatures could help answer the question whether ENDOR and µSR observe the same ground state.

4.7 Conclusion
In summary, the precise nature of the muon-polaron complex in TiO2, as well as the reason for the dis-

crepancy between µSR and ENDOR, remain unresolved. However, we clearly show that the hyperfine

coupling of the charge-neutral muon (H) center is significantly more complicated than suggested by the

simple picture of the bound electron predominantly localizing on the Ti ion adjacent to the oxygen-

bound muon (H). Several alternative models were discussed, however the data presently available does

not allow for a conclusive determination of the electronic structure. A joint µSR and ENDOR investi-

gation over the same temperatures and on the same set of well-characterized samples, ideally including

pristine, de-oxygenated, and n-type doped crystals, could help resolve the questions that originally mo-

tivated the present study as well as elucidate the origin of the broad Larmor component observed in

transverse field geometry.

This chapter also illustrated the hallmarks of a paramagnetic Mu center, in particular in the decou-

pled regime. Since the bound electron is unpolarized and its spin is decoupled from all other electrons,

the electron spin vector aligns either along or opposite to the direction of the magnetic field if the elec-

tron Zeeman term is much larger than the muon-electron hyperfine interaction. In this limit, each Mu

center gives rise to a characteristic pair of Mu satellite lines, with the splitting determined by the relative

orientation of the principal directions of the hyperfine tensor and the applied field.

In the next chapter, we discuss a charge-neutral center where the simple picture of a muon-polaron

complex does hold - however, contrary to the common assumption that charge-neutral centers cannot be

observed in magnetic materials, we present strong evidence for their existence in the antiferromagnet

Cr2O3.
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Chapter 5

Charge-neutral muon-polaron complexes
in Cr2O3

5.1 Introduction
The isomorphic transition metal oxides Cr2O3 [170, 171] and Fe2O3 [44, 172] were the first antifer-

romagnetic materials to exhibit observable zero-field muon precession signals, thus enabling the first

detailed µSR investigation of the magnetic properties of antiferromagnets. An explicit motivation of

these early studies was the question whether paramagnetic Mu forms in magnetic insulators just like it

does in its non-magnetic counterparts. However no evidence for paramagnetic Mu was found, and in

subsequent years, the study of such charge-neutral states was limited to non-magnetic materials. Para-

magnetic Mu was widely assumed to be subject to strong depolarization in the presence of magnetic

moments [41], and, with the exception of MnF2 [45], no conclusive evidence for a charge-neutral muon

state had been confirmed in magnetic materials.

In this chapter, we present strong evidence for a charge-neutral muon state in the antiferromagnet

Cr2O3. In particular, our data, in conjunction with detailed density functional theory (DFT) calculations

carried out by collaborators at ETH Zurich, make a compelling case for the existence of a muon-polaron

complex, where the positive muon is bound to an oxygen and an excess electron localizes on a nearby

Cr ion, changing its valence from Cr3+ (3d3) to Cr2+ (3d4). The degeneracy of the now occupied eg

orbital is lifted via a lattice distortion, leading to a Jahn-Teller (JT) polaron [126, 173, 174] on the Cr

ion. Crucially, the resulting JT-stabilized muon-polaron complex is not paramagnetic1 and distinct from

Mu, since the bound electron is strongly coupled to the 3d electrons of the Cr host ion. Therefore, no

signatures conventionally associated with a charge-neutral state are displayed, concealing its existence.

However, in spite of its inconspicuous signal, the presence of such a complex has a significant impact

on the location and stability of muon stopping sites, and the local fields experienced there.

This discovery of a charge-neutral muon-polaron complex in Cr2O3 suggests that neutral charge

1paramagnetic in the sense that the electron spin is unpaired and at most weakly coupled to all other electrons in the system
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states could form in other insulating magnetic materials as well, which has implications for the inter-

pretation of a wide range of µSR data. Furthermore, analogous to Mu in semiconductors, the study of

muon-polaron complexes in magnetic oxides may provide detailed information on the dopant character-

istics of interstitial hydrogen, a good understanding of which is crucial for a precise control of charge

carriers in such materials.

The chapter proceeds as follows. In Section 5.2, the experimental conditions and basic properties

of Cr2O3 are summarized. Next, in Section 5.3, we report the results of a comprehensive µSR study

of Cr2O3 under zero-field conditions and in applied magnetic fields which significantly expands on

the studies from the early days of µSR [170, 171, 175, 176]. The data are presented in three parts:

(1) In zero field, up to three spin precession frequencies are observed, indicating three distinct muon

environments with different internal magnetic fields Bint . (2) Weak external fields Bext(� Bint) split the

observed frequencies into multiplets, providing detailed information on the orientation of the internal

fields. (3) Large applied fields (Bext > Bint) corroborate the weak field results and reveal an additional

frequency. Together, the data exhibit a rich variety of dynamic phenomena that we explain in terms of

site metastability and muon dynamics (Section 5.4). Most importantly, above∼ 150 K, we observe both

highly dynamic muons undergoing locally restricted hopping and muons that remain static in their site.

In order to explain this surprising behavior, we turn to DFT to identify candidate muon sites for all three

environments, and conclude that the coexistence of site-stable and dynamic muons can be explained with

the formation of a charge-neutral Jahn-Teller-stabilized muon-polaron complex (Section 5.5). Finally,

in Section 5.6, we discuss the implications of charge-neutral states in Cr2O3 and its relevance for other

magnetic oxides.

The research presented in this chapter was published in Ref. [177].

5.2 Experimental details
The µSR experiments reported on here were carried out at the Centre for Molecular and Materials

Science at TRIUMF (Vancouver, Canada), although initial spectra were taken with the GPS instrument

at PSI (Villigen, Switzerland). The zero and low magnetic field measurements were taken with the

LAMPF spectrometer and the high magnetic field data were acquired in the NuTime spectrometer. All

data were acquired with the initial muon spin polarization Pi perpendicular to the beam direction (ẑ).

In a crystal lattice, the charged muon usually stops in one or more distinct sites that minimize the

overall energy. At a given temperature, several crystallographically distinct sites may be populated, each

of which causes a different time evolution of the spin polarization. In magnetic materials, muons may

experience different internal fields at inequivalent sites, causing spin precession at different frequencies

fi = γµ/2π · |Bi|, each directly proportional to the magnitude of the magnetic field experienced at that

particular site. In this case, the observed signal S(t) is a sum of several components Si(t). In this chapter,

oscillatory signals are fit to exponentially damped cosines [Eq. (2.9)], and non-oscillatory components

are parametrized by simple exponentials [Eq. (2.10)].

Several single crystal specimens sourced from SurfaceNet (Rheine, Germany) were used: a 10×
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10×0.5mm3 single crystal (C1) with the c-axis in plane and [112̄0] out of plane, and 8×8×0.5mm3

(C2) and 5×5×0.5mm3 (C3) single crystals with the c-axis out of plane. The ZF data were taken on

C1 with the c-axis oriented along x̂ to coincide with the initial spin direction. Small external fields were

applied to C1 (Bext ‖ [112̄0]) and C2 (Bext ‖ c). High field experiments were carried out on C3 (Bext ‖ c).

The primitive unit cell of Cr2O3 is rhombohedral (space group R3̄c) and contains 4 Cr atoms and 6

O atoms, see inset 1 in Fig. 5.1 (c). The Cr are arranged in two pairs along the rhombohedral 111-axis

(c-axis), with the oxygens forming two triangles, rotated 60° with respect to each other, between the

Cr pairs. In the absence of magnetic order, the primitive unit cell is inversion symmetric, and there is

three-fold rotation symmetry with respect to the c-axis. Below the Néel temperature TN = 307K, the

magnetic moments associated with the unpaired electrons on the Cr3+ (3d3) ions align pairwise opposite

to each other along the c-axis [inset 1 in Fig. 5.1 (c)], and the inversion symmetry is broken.

5.3 Results

5.3.1 Preliminary considerations

In oxides, muons are generally found to stop ≈1Å away from an oxygen, similar to the hydrogen in a

hydroxyl OH bond [178, 179]. Assuming this holds for Cr2O3, we can use symmetry arguments to make

some general statements about potential muon stopping sites. All six oxygens are crystallographically

equivalent, thus any given muon sites close to one oxygen can be projected by either inversion or 120°

rotations about c into another equivalent site. Consequently, there are at least six (or integer multiples

thereof) electrostatically equivalent stopping sites within the primitive unit cell, which, when projected

onto the c-plane through the inversion center, form a hexagon, see inset 2 in Fig. 5.1 (c) and Fig. 5.8.

Below the Néel temperature, the magnetic moments order, resulting an internal magnetic field

Bint at the muon stopping sites. The magnetic structure breaks the inversion symmetry such that

Bint(r) = −Bint(−r). As a consequence, the direction of the internal fields associated with the vari-

ous electrostatically equivalent sites is different. However, as the Cr moments are parallel to the c, the

magnitude |Bint | at each of the sites is the same. Since only the magnitude determines the precession

frequency, muons that stop in any one of the equivalent sites in zero external field precess with the same

frequency and contribute to the same signal Si(t). From now on, we refer to an ensemble of electrostati-

cally equivalent sites that have the same |Bint | as a muon environment. Note that at a given temperature,

muons may stop in different environments with distinct |Bint |.
We start with a presentation of the zero-field (ZF) results. Then, the effects of external magnetic

fields Bext are described, first for fields small compared to the internal field (Bext � Bint), then for large

fields (Bext > Bint).
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Figure 5.1: (a) ZF µSR time-domain spectrum at T = 2.2K and (b) its Fourier transform. (c)
Observed ZF precession frequencies assigned to three muon environments, E1-E3, as a func-
tion of temperature. Insets: (1) Primitive unit cell of Cr2O3 with 4 Cr atoms (blue) along
the c-axis, and 6 oxygen atoms. Below TN = 307K, the Cr magnetic moments (green) align
pairwise opposite along the c-axis. (2) Electrostatically equivalent stopping sites (red) form
a hexagon when projected onto the c-plane through the inversion center. (3) Definition of
angles describing the direction of the internal field at a given site. Adapted from Ref. [177].
cb CC BY 4.0

.

5.3.2 Zero external field

A ZF µSR spectrum showing the muon spin polarization as a function of time and its Fourier transform

taken at T = 2.2K are displayed in Figs. 5.1(a) and (b). Three ZF precession frequencies f ZF are

observed, indicating three distinct muon environments, termed E1-E3. With increasing temperature,

certain frequencies disappear, see Fig. 5.1(c). The frequencies are assigned to the environments E1-E3

in order of appearance: the frequency observed up to TN is called f ZF
E1 , whereas f ZF

E2 can only be seen up

to≈ 190K and f ZF
E3 up to≈ 60K. All three precession frequencies increase with decreasing temperature,

approximately tracking the sublattice magnetization.

The spectra contain both oscillating and non-oscillating components, and are fit with up to three

damped cosines, Eq. (2.9), a non-relaxing component and a relaxing component (nonzero only above

≈160 K).

The fit results for the oscillatory components associated with E1-E3 are shown in Fig. 5.2. The

amplitude AE1 is constant up to 200 K, above which it increases and approximately doubles at TN .

Both AE2 and AE3 are approximately constant. The relaxation rates λE2 and λE3 increase sharply when

approaching the temperature where their associated ZF frequency vanishes. While both phases φE2 and

φE3, shown in Fig. 5.2(c), can be considered constant, there is a pronounced peak in φE1 between 200 K

and TN . As discussed in Section 5.4.2, such a change in phase is indicative of a transition from another

(so far unspecified) environment into E1, a hypothesis supported by the increase of AE1 at the same
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Figure 5.2: Fit results for the three ZF oscillatory signals E1-E3 as a function of temperature: (a)
amplitudes A (b) relaxation rates λ (logarithmic y-axis) (c) phase φ . Note the pronounced
peak at around 240K in the E1 phase, indicating a transition process between muon environ-
ments. Lines are guides to the eye. Additionally, the amplitude and relaxation rate for E3*
are shown, see Section 5.3.3. Adapted from Ref. [177]. cb CC BY 4.0

temperature. Aside from the precession signals, there is a sizable non-oscillatory relaxing component

that appears above ≈ 160K (not shown). This is attributed to the E3* component discussed below in

Section 5.3.3.

5.3.3 Weak external fields

There are two main effects caused by weak external magnetic fields (Bext � Bint), (1) the degeneracy of

|Bint | for electrostatically equivalent stopping sites within one environment is lifted, and (2) a component

precessing in Bext rather than Bint appears.

Orientation of the internal magnetic field

The internal field direction at a stopping site can be described by two angles; θ is defined as the smallest

angle enclosed by Bint and the c-plane, and ϕ as the azimuthal angle (enclosed by [112̄0] and the Bint
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Figure 5.3: Schematic illustration of how an external magnetic field breaks the degeneracy of |Bint |
for stopping sites with the same magnitude, but different directions of Bint . Only those sites
shown in the same color share the same magnitude of the vector sum |Bint +Bext |, resulting
in a multiplet splitting and amplitude ratio as depicted: (a) Bext ||c causes a doublet splitting,
Bext⊥c causes (b) a quadruplet (δ = 0) and (c) a triplet splitting δ = ±30°; (d) Fourier
transform of µSR spectra in B = 30mT||c at T = 2.55K and (e) Fourier transform of µSR
spectra in B = 20mT||[1120]⊥c at T = 2.2K Adapted from Ref. [177]. cb CC BY 4.0

.

projection onto the c-plane), see insets in Fig. 5.1. From symmetry, stopping sites forming a given

environment can be projected onto the c-plane to form a hexagon. The six ϕ values of an environment

are given by δ +0°,δ ±60°,δ ±120° and δ +180°, with δ being the smallest angle enclosed by [112̄0]

and a hexagon corner. As noted above, the internal field magnitude at the stopping sites forming a

given environment is the same, but its direction is not. While this is inconsequential in ZF, the relative

orientations of Bint and Bext matter in the presence of external fields, where the precession frequency is

determined by the magnitude of the vector sum |Bint +Bext |. Consequently, the application of Bext lifts

the degeneracy of the precession frequencies within an environment, causing multiplet splittings. This

is schematically illustrated in Figs. 5.3 (a)-(c) both for Bext ||c and Bext⊥c. The Fourier transforms of

the µSR spectra at low temperatures are shown in Fig. 5.3 for (d) Bext = 30mT ‖ c 2 and (e) Bext =

20mT ‖ [112̄0]⊥c. Comparison with the ZF spectrum, Fig. 5.1(b), shows that for Bext ‖ c, the E1-E3

lines split into doublets, while for Bext⊥c, more complex multiplets are observed. The spectra were fit

2This measurement with Bext = 30mT ‖ c was taken in the Omni-Prime spectrometer rather than LAMPF. The Fourier
transform is shown over the time range of 0.1−2µs.
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Table 5.1: ZF precession frequencies f ZF, θ and δ values describing the internal field orientation
for E1-E3 at T = 2.2K.

site f ZF [MHz] θ [°] δ [°]
E1 68.52±0.01 24±1 0±3.5
E2 102.12±0.01 6±1 30±3.5
E3 76.69±0.01 5±1 17.5±2
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Figure 5.4: µSR spectrum taken in Bext = 20mT⊥c at T = 290K. Besides the expected multiplet
splittings, compare Fig. 5.3 (e), there is an additional component termed E3* that precesses
at the (much lower) Larmor frequency of the applied field (blue line), indicating that some
muons do not experience any internal field. (right): Fourier transform at T = 125K (top)
and T = 290K (bottom). The E3* line corresponding to precession in Bext is absent at lower
temperatures. Adapted from Ref. [177]. cb CC BY 4.0

with up to 12 oscillatory signals, Eq. (2.9), and a small non-oscillating signal. The obtained frequencies

( fexp) are shown in Table A.1 and A.2. Under the assumption that Bext does not induce changes of Bint ,

all multiplet frequencies can be consistently described by the vector sum |Bint +Bext |, which allows

extraction of the θ and δ values describing the orientation of Bint in E1-E3, see Table 5.1 for a summary

and Appendix A.1 for details. The obtained angles provide stringent criteria for comparison with the

internal field of candidate muon sites calculated with DFT, see Section 5.5.

Evidence for a signal component with zero internal field

Having discussed the effect of Bext on the precession frequencies, we now turn our attention to the non-

precessing component that appears in ZF above≈ 160K. At coinciding temperatures and in both Bext⊥c

and Bext ‖ c (not shown), there is a component of comparable amplitude that oscillates at the Larmor

frequency of the external field ( fext = γµ/2π|Bext |), which is absent below 150 K, see Fig. 5.4. Spin

precession about Bext rather than Bint , in spite of ordered Cr moments, indicates that the muons giving

rise to this signal are not subject to an internal field. The temperature dependence of the amplitude and

relaxation rate of this signal, termed E3* in anticipation of its interpretation in Section 5.4.2, is shown

in Fig. 5.2.
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5.3.4 Large external fields
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Here, we apply an external field of 4 T, which

is significantly larger than the highest Bint as in-

dicated by the ZF spectra (≈ 0.75T), but lower

than the so-called spin-flop field Bs f , above which

the Cr magnetic moments reorient into the c-

plane (Bs f ≈ 5.9T at 4.2 K and ≈ 12.5T close

to TN [180]). The temperature dependence of

the Fourier transforms of µSR spectra taken in

Bext = 4T||c is shown in Fig. 5.5. Again, a dou-

blet splitting is expected for each ZF frequency;

however , since the position of f± with respect

to f ZF depends on the relative strength of Bext to

Bint , and Bext > Bint , f− and f+ are distributed

around fext rather than f ZF, compare Figs. 5.3(d)

with 5.5(a). At T = 2.1K, five lines are ob-

served. They can be assigned as follows: the

two outer frequencies (colored in black) compose

the E1 doublet f±E1, while the second (orange) and

third (blue) highest frequencies correspond to f+E2

and f+E3, respectively. The remaining line (un-

colored) is a superposition of both f−E2 and f−E3,

explaining its large amplitude. The temperature

evolution follows mostly what is expected from

the ZF results. With increasing temperature, the

E1 doublet splitting decreases as |Bint | decreases.

Above 200 K, its amplitude becomes larger, and

the line broadens approaching TN . Likewise, f+E2

follows the decreasing Bint , and disappears above

≈185K. For all temperatures where f+E2 is ob-

served, the uncolored line has a contribution from

f−E2. Above ≈170 K, a large component close to

fext appears, and is, in accordance with Section

5.3.3, assigned to E3*. The E3 doublet is only

observable below 50 K.

Remarkably, there is an additional component

between 50 K and 170 K, termed E3′ (green in
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Figure 5.6: Temperature dependence of frequencies obtained in Bext = 4T||c. Solid lines are cal-
culated doublet frequencies f±E1(T ) and f±E2(T ) assuming constant θ . Adapted from Ref.
[177]. cb CC BY 4.0

Fig. 5.5). As will be discussed in Section 5.4.2, this additional line is strongly indicative of local

hopping between adjacent E3 sites.

Details on the data analysis as well as fit results for the amplitudes can be found in Appendix A.2.

From the multiplet splitting, θ values matching closely those obtained in low field are extracted, see

Table A.3. This indicates that even in large Bext , Bint is not significantly affected (reasonable since

the Cr Zeeman energy in 4 T is much smaller than the exchange coupling [181]), and the precession

frequencies are well determined by vector addition. The fitted frequencies are shown in Fig. 5.6. The

red lines represent calculated doublet frequencies f±E1(T ) and f±E2(T ) assuming constant θ , see Appendix

A.2 for details. There is good overall agreement with the data, indicating that θ is largely temperature

independent.

5.4 Experimental evidence for site metastability and dynamics
Three ZF frequencies are observed, see Fig. 5.1(c), and attributed to three distinct muon environments,

E1-E3. Each environment contains a number of electrostatically equivalent sites with the same magni-

tude, but different directions, of Bint . Above≈160K, a component E3* precessing in the external rather

than the internal field is observed both in low and high field, indicating an environment characterized by

zero internal field.

The E2 and E3 signals disappear at different temperatures, while E1 is observed over the complete

temperature range, indicating that each environment has a distinct potential energy. At low tempera-

tures, E1-E3 are all populated. Since site populations are determined by the epithermal implantation

process rather than thermodynamic equilibrium, it is possible that a muon occupies metastable sites

with higher energy than the ground state. If thermally activated transitions to a lower energy state are

inaccessible within its short lifetime, the muon may remain in the metastable site and give rise to a

distinct signal [168, 169]. However, with increasing temperature, site changes either within one, or into
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Figure 5.7: Comparison of experimental E1 phase and amplitude with the E2→E1 transition
model for (a) φE1 in 4 T, for f+E1 (blue) and f−E1 (black) (b) E1 amplitude, as obtained by
a shared fit of the f±E1 doublet. (c) ZF φE1 and (d) ZF amplitude. Solid lines are Eqs. (A.4)
and (A.5) with shared model parameters Ea = 180meV and ν0 = 8×1011 Hz. Adapted from
Ref. [177]. cb CC BY 4.0

another environment may become possible.

Around 180K, E1, E2 and E3* signals are observed and account for the full signal, see Fig. 5.2(a).

Noting that the amplitudes of both E2 and E3* are approximately temperature independent in the re-

spective regions where they are observed, we conclude that (1) muons in E2 do not transition into E3*,

(2) thus the disappearance of E2 stems from a transition into E1 at sufficiently high temperatures and

(3) consequently, by conservation of total amplitude, muons that stop in E3 below 50 K must give rise

to E3* at higher temperatures.

In this section, we first present a model supporting the E2→E1 transition. Then, the evolution of

muons from E3 into E3* is discussed in terms of local muon hopping between adjacent, electrostatically

equivalent E3 sites.

5.4.1 E2 - E1 transition

Here, we show that the disappearance of the E2 signal around 200 K, and the subsequent increase in

E1 amplitude is consistent with a metastable E2 environment that allows for transitions into E1. The

following discussion is based on two assumptions: (1) The E2→E1 transition can be described by

a thermally activated, exponential rate of the form Λ(T ) = ν0 exp(−Ea/kBT ), where Ea and ν0 are

the activation energy and attempt frequency. (2) At the time of implantation, the probability for the

muon to initially occupy a site in any of the three environments is temperature independent (i.e. at all

temperatures, the same fraction of muons start out in E1, E2 and E3). This assumption is discussed in

Section 5.6. While the initial fraction starting in E2 is independent of temperature, the actual time spent

in this environment depends on the transition rate Λ(T ). If Λ(T ) is much smaller than fE2, the E2 muons

precess for many periods with fE2 before transitioning, and oscillatory signals from both E1 and E2 with
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Figure 5.8: Example configuration of electrostatically equivalent muon sites, based solely on sym-
metry considerations and the constraint that muon stopping sites (white spheres) are located
1 Å away from oxygen (red spheres). The close proximity of nearby sites suggests localized
hopping. The electrostatic potential isosurface of the undistorted crystal structure is shown in
blue, with the red patches indicating local electrostatic minima, corresponding to the position
of the so called Rodriguez (R) sites [44]. Figure made by J. K. Shenton using VESTA [182].
Adapted from Ref. [177]. cb CC BY 4.0

amplitudes AE1 and AE2 can be detected. In contrast, if Λ(T ) is much larger than fE2, the E2 muons

change to E1 before the muon spin has a chance to precess with fE2, and a single oscillatory signal at fE1

with a combined amplitude A = AE1 +AE2 can be observed. However, if Λ(T ) is comparable to fE2,

the E2 muons may precess at fE2 prior to the transition, and acquire a phase shift with respect to muons

initially in E1. This results in a smaller apparent E1 amplitude A and an overall phase shift Φ(T ).

In Appendix A.3, a model accounting for such a transition and expressions for A (T ) and Φ(T ) are

described. In Fig. 5.7, the E1 phase and amplitude data of both the ZF signal and the high-field doublet

are compared with the transition model, with activation energy Ea = 180meV and attempt frequency

ν0 = 8×1011 Hz being shared parameters for the complete data set.

There is excellent qualitative agreement between the model and the data; the peak in the phase, in-

cluding the opposite direction for the high field doublet, and the increase in amplitude are well described

both in ZF and high field with the same parameter set. Thus the proposed E2→E1 transition with an

estimated barrier Ea = 180±40meV provides a consistent explanation for the disappearance of the E2

signal, its associated increase in relaxation rate, and the subsequent increase in E1 signal amplitude.

5.4.2 Local hopping

Next, we show that both the E3 frequency observed below 50 K and the E3* signal precessing at the

Larmor frequency of the external field arise from muons in the same environment. The appearance of

E3* above ≈ 160K, see Figs. 5.4 and 5.5, indicates that a fraction of muons experience no internal

field. This is surprising since the simultaneous observation of the E1 signal clearly shows the presence

of ordered Cr magnetic moments. Although there are high-symmetry sites along the c-axis where the

internal field precisely cancels, these sites are far (� 1Å) from an oxygen and energetically unfavorable

for an interstitial µ+ site, as confirmed by DFT in Section 5.5. Instead, we consider in Fig. 5.8 an
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example configuration of one environment comprised of six electrostatically equivalent muon stopping

sites (white spheres), based solely on symmetry considerations (see Section 5.3.1), and a muon-oxygen

distance of 1 Å. Given the close proximity of nearby electrostatically equivalent sites, thermally ac-

tivated local hopping between adjacent sites seems plausible. For sufficiently fast intra-environment

hopping, the effective internal field experienced by the dynamic muon is the average over all sites. Not-

ing Bint(r) =−Bint(−r) and the symmetry of equivalent sites, it becomes clear that this average is zero.

We hypothesize that muons stopping in E3 sites undergo such local hopping around a single hexagon at

elevated temperatures, leading to the disappearance of the f ZF
E3 signal, and the subsequent observation of

the E3* signal in an external field.

This consistently explains the observed data: at low temperatures, muons stopping in E3 sites are

quasi-static, i.e. no or only very slow hopping occurs, and each muon precesses predominately in the

internal field of one site, giving rise to f ZF
E3 . Above ≈ 160K, a relaxing non-oscillatory component

appears in ZF, consistent with a fraction of muons that are not subject to any field. In the intermediate

temperature region 60−160K, no signal is observed, as the hopping is neither fast enough to efficiently

average out the internal field, nor slow enough to allow for the observation of coherent E3 oscillations.

External fields, both small and large, cause multiplet splittings of fE3 at low temperature, consistent

with muons being quasi-static, while above ≈ 160K, a signal precessing in Bext can be observed (E3*),

since Bint is averaged to zero and does not contribute to the field magnitude. In high field, an additional

signal, E3′, see Fig. 5.5, is observed in the intermediate temperature region.

In order to investigate the E3′ component, and obtain a better understanding of the dynamic behavior

over the full temperature range, a Monte Carlo simulation of the muon depolarization function in Bext =

4T ‖ c assuming local hopping between adjacent sites was carried out. Stopping sites were arranged on

a hexagon, with the in-plane component of Bint pointing radially outward, and the signs of θ alternating.

An exponential correlation time τ = 1/ν , where ν is the average hop rate, was assumed. Polarization

spectra were simulated in the range ν = 10−1− 105 MHz for 1 µs with a time step ∆t = 0.0001µs and

5000 repeats, using fE3 = 76.7MHz for |Bint |, θ = ±4.69°, and fext = 541.98MHz. Details on the

general setup of the simulation can be found in Ref. [75]. The simulated spectra were fit to either a

single oscillatory component, Eq. (2.9), for fast hopping, or to two oscillatory components with shared

relaxation rate in the quasi-static regime. The resulting precession frequencies and relaxation rates are

shown in Fig. 5.9(a) and (b).

Three temperature regions can be identified. (1) In the quasi-static low-T regime (shaded in blue),

a frequency doublet f±E3 is predicted, as expected from Section 5.3.4. For hop rates larger than the

doublet beating frequency ∆ f±E3 = f+E3− f−E3 (dashed line), the doublet can no longer be resolved. (2)

Instead, in the intermediate region (red), a single line at the average of the two doublet frequencies,

f avg
E3 = ( f+E3 + f−E3)/2 is obtained. This average frequency f avg is observed for hopping faster than ∆ f±E3,

however, for hop rates faster than f avg (upper red line at 2 · f avg
E3 ), the contribution from the internal field

starts to average out. (3) For ν � f avg
E3 , the internal field is canceled out, and a single frequency at fext ,

the Larmor frequency of the external field, is obtained. Between the intermediate and fast regime, the
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Figure 5.9: Simulation of (a) precession frequencies and (b) relaxation rate assuming hopping
between adjacent muon sites arranged on a hexagon in 4T, described by an exponential cor-
relation time τ = 1/ν , where ν is the average hop rate. There are three different regimes:
quasi-static (low hop rate), where the E3 doublet is observed, intermediate hop rates, where
the average of the E3 doublet is observed, and fast hopping, where internal fields are com-
pletely averaged out and a component at fext is predicted. (c) and (d): Projection of the sim-
ulated values with an Arrhenius activation relation onto the obtained E3/E3′/E3* frequencies
and relaxation rate. There is excellent qualitative agreement between the model and the data
(see text for details). Adapted from Ref. [177]. cb CC BY 4.0

relaxation rate peaks. This is attributed to a Redfield peak, with the dotted line, ν∗ being within a factor

of 2 of the Redfield criterion ωτ ∼ 1 [82, 183].

For direct comparison, the simulation results are mapped onto the data assuming an Arrhenius-like

activation T = Eb/(kB ln[ν0/ν ]), where Eb is an activation energy and ν0 an attempt frequency. Fig. 5.9,

displaying in red the experimental E3/E3′/E3* (c) frequencies and (d) relaxation rate obtained in 4 T,

alongside the simulation results for ν0 = 5×105 MHz and Eb = 42meV, shows excellent qualitative

agreement. The E3′ component is clearly identified as f avg
E3 . Note that due to the approximation of a

fixed internal field, and neglect of susceptibility contributions, the model looses validity with increasing

temperature. Both at the low and high temperature end of the data, the relaxation rate is not well

described, indicating that a simple Arrhenius activation model is insufficient to fully describe the data.

Overall, local hopping within a single environment describes the E3/E3′/E3* signals in the combined

data set taken in ZF, small and large Bext very well. There is convincing evidence that E3* arises from

muons undergoing thermally activated hopping between adjacent E3 sites, causing Bint to average to

zero. This is strongly supported by the observation of E3′ in large Bext and its identification as the

average of the doublet frequencies f avg
E3 . Additionally, the energy barrier Eb = 42±5meV between sites

is estimated.

Already in the first µSR paper on antiferromagnets, local diffusion between electrostatically equiva-

lent sites was considered a possibility in Fe2O3 [44]. Subsequently, local motion was speculated to occur

in Cr2O3 [176], and is suspected [178, 184] and observed [185–187] in a range of materials. Here, we
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conclusively show that local hopping indeed occurs in Cr2O3 by direct observation, identification and

consistent description of the distinct signals that arise as a result of restricted motion in a system with

broken magnetic inversion symmetry, a hop rate changing several orders of magnitude over the observed

temperature range, and various applied fields.

We further note that muons in both E1 and E2 are, apart from the E2→E1 transition, site-stable,

i.e. no intra-environment motion occurs. This is evident from the pronounced multiplet splitting that is

observed at all temperatures where E1 and E2 signals are detected, see Figs. 5.4 and 5.5.

5.5 Identification of muon stopping sites with DFT
Thus far, using simple models describing a thermally activated E2→E1 transition and local hopping

within the E3 environment, and without explicit knowledge of the stopping sites, we have explained

the major features in the data. The coexistence of site-stable and highly mobile muons is intriguing,

especially since there is no evidence for interexchange between dynamic E3 muons and static E1 or

E2 muons, even in the presence of the E2→E1 transition. To gain deeper insight into this surprising

behavior, we turn to DFT to identify muon stopping sites. With the recent increase in availability

and capability of computing resources countering the large computational demands of first principles

calculations, DFT has had great success in providing information about location and stability of muon

stopping sites in a range of materials, and is developing into an important new tool for µSR (see Ref.

[188] for a review, and Refs. [189, 190] for recent developments).

Since the inception of the µSR technique, knowledge of the location of the muon within the sample

was of key importance. The main motivation for the early µSR studies on antiferromagnets, prompted

by the first observation of ZF µSR signals in Fe2O3 [44] and its isomorph Cr2O3 [170], was to estab-

lish the muon as a sensitive and useful probe of the local magnetic properties of the host material by

determining (1) where the muon stops and what its dynamic properties are with respect to site stability

and diffusion and (2) if, and under what conditions muonium is formed in insulating (anti)ferromagnets.

Based on simple electrostatic considerations, two sets of possible stopping sites were found for the

Corundum structure, so called Rodriguez (R) sites [44] located in the Cr gap close to the inversion cen-

ter, see Fig. 5.8, and Bates (B) sites [175] in (B0), or slightly above and below (B1) the oxygen basal

plane, see Fig. 2 in Ref. [176]. The internal magnetic field in these sites was estimated by summing

over the dipolar contributions from surrounding Cr moments. Additionally, covalency effects were con-

sidered, and attempts to assign ZF frequencies to specific sites yielded some partial and approximate

agreements, although the overall results remained inconclusive [175, 176]. No evidence for Mu or a

neutral charge state was identified.

The muon stopping sites in Cr2O3 were calculated by our collaborators at ETH Zurich using the

Vienna ab initio Simulation Package [191–193]. We refer to the published paper [177] and its sup-

plemental information for details. The positive muon was modeled as a hydrogen nucleus, embedded

within an 80-atom 2×2×2 rhombohedral supercell (SC) of Cr2O3. Two muon charge states were con-

sidered (1) the bare, positive muon, with a uniform charge background ensuring overall charge neutrality
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CS E Site dz2 fdip [MHz] fc [MHz] ftot [MHz] θ [°] ϕ[°] ∆E[meV]

E3 D 94.1±0.0 2.8±4.4 93.9±0.4 3.8±2.9 4.5±0.0 0
+ B0 28.2±2.2 0.0±0.0 28.2±2.2 0.1±0.0 29.5±0.0 753

CO 99.1±4.0 49.4±14.0 55.9±10.0 90.0±0.0 1.3±1.2 1565
CE 0.0±0.0 0.0±0.0 0.0±0.0 90.0±0.0 57.4±0.0 1728

E1 D1 ↑ 72.4±0.3 35.6±3.3 78.0±1.0 −22.4±2.5 35.8±0.5 0
E2 D2 ↓ 114.4±0.2 3.9±18.4 114.3±1.4 0.0±8.9 58.9±0.7 116

D3 ↓ 119.0±0.8 1.6±17.4 118.6±6.8 −17.3±7.8 5.5±0.1 320
D4 ↑ 100.9±0.3 3.8±3.2 100.4±0.6 5.9±2.1 58.3±0.3 419

0 D5 ↑ 82.9±0.4 34.7±4.1 99.3±2.2 −37.4±2.5 39.7±0.3 448
B1 92.1±0.2 430±30 470±30 −79.4±0.7 24.0±0.1 945
B0 47.4±1.8 0.2±0.1 47.3±1.8 −17.7±0.8 30.3±0.0 1157
CO 94.3±1.2 581.3±26.7 486.7±25.5 −90.0±0.0 - 355
CE 0.0±0.0 0.0±0.0 0.0±0.0 90.0±0.0 - 1206

Table 5.2: DFT results for various candidate sites and two charge states (CS): dipolar fdip and
contact contributions fc giving rise to the combined ftot , which spans the angles θ and ϕ as
defined in 5.3.3. ∆E is the energy relative to the ground state of each charge state respectively,
and dz2 the spin state of the extra electron for D10-D50. Shaded rows indicate candidates for
E1-E3.

and (2) a neutral muon state allowing for the extra electron.

The total hyperfine field Btot at each site rµ has (1) a dipolar contribution Bdip mainly from the Cr

3d electrons, and (2) a Fermi contact term Bc from unpaired spin density ρs(rµ) at the muon stopping

site. Bdip was calculated by embedding the distorted 2× 2× 2 SC in a superstructure of undistorted

SCs and summing over the dipolar contribution from the spin density grid points. Despite a fine grid

spacing of 0.055 Å, the finite grid causes artifacts for points in close proximity to rµ . This is mitigated

by excluding grid points less than R = 0.5Å away from rµ . Bc is calculated by [189]

Bc =
2
3 µ0µBρs(rµ)ĉ, (5.1)

where µ0 is the vacuum permeability and µB the Bohr magneton. ρs(rµ) is approximated by projecting

the spin density within a R = 0.5Å sphere onto an s-wave state at the µ+.

Results for both charge states (positive and neutral) are shown in Table 5.2. The structure files of all

candidate stopping sites are included in the supplemental information of Ref. [177]. Calculated fields

are given in units of frequency fi =
γµ

2π
|Bi|. Note that ftot is obtained by vector addition |Bdip+Bcĉ|. The

energies ∆E are given with respect to the ground state and are only comparable within a given charge

state. The stated uncertainties are estimated by varying the sphere radius R for both the contact and

dipole term calculations in the range 0.3− 0.7Å. We note that DFT local field predictions depend on

the approximations of the exchange-correlation functional and the value of the effective on-site Coulomb

interaction Ueff. By comparing various functionals with a reasonable range of Ueff corrections, we find

variations in the predicted frequency magnitudes of∼ 15 %, in the θ angle of∼ 60% and in the φ angle
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Figure 5.10: Candidate muon stopping sites for E1-E3 (white spheres) identified using DFT.
Transparency indicates a location behind the solid atoms. Yellow isosurfaces indicate the
spin density of the top-most occupied level (dz2) for the charge neutral E1 and E2 sites. Ar-
rows indicate direction of magnetic moment. Figures made by J. K. Shenton using VESTA
[182]. Adapted from Ref. [177]. cb CC BY 4.0

of ∼ 10 % with respect to the values shown in Table 5.2 (see Ref [177] for details). Furthermore, the

zero-point motion of the muon is not taken into account.

For the positive charge state (superscripted +), the B1+ site cannot be stabilized, and muons placed

in the primitive unit-cell center (C sites) can be discounted as viable muon stopping sites based on

magnitude and direction of Bint , and large ∆E. For the same reasons, B0+ is unlikely to represent a

muon stopping site. Unless purposefully placed in a B+ or C+ site, muons relax into a position close

to but distinct from the R-sites (the electrostatic minima of the undistorted lattice). We name this site

D due to the doughnut-shaped potential energy surface formed by electrostatically equivalent sites. The

difference between D and R arises predominantly from the muon-induced lattice distortion, which was

not accounted for previously. The close proximity of adjacent D+-sites makes them excellent candidates

for the E3 environment. The discrepancy of 22 % between f ZF
E3 = 76.7MHz and the calculated value is

attributed to uncertainties of the DFT calculations as discussed above.

While DFT calculations considering the positive muon can account for E3 muons undergoing local

hopping, E1 and E2 are thus far unexplained, motivating a search for charge-neutral muon states. Results

are shown in the bottom half of Table 5.2. B00, B10 and C0
E can be dismissed based on large ∆E, and

C0
O based on the large ftot . This leaves five variations of the D0 site, labeled D10-D50. Comparison with

Table A.2 and consideration of the calculated energies suggest that D10 and D20 are candidates for E1

and E2, respectively: the measured and calculated frequencies of for E1 (+14 %) and E2 (+12 %) and

θ agree reasonably well and ∆ϕ(E2-E1) is close to the expected 30°, compare Table 5.1. Additionally,

consistent with the proposed E2→E1 transition, D20 has a larger energy than D10. The differences

between D10-D50, and further aspects of the D20→D10 transition are discussed below. Fig. 5.10 shows

the positions of the E1-E3 candidate stopping sites D10, D20 and D+.

A more detailed analysis of the charge-neutral D0 states reveals that the extra electron localizes

predominately on a nearby Cr, where it changes the valence from Cr3+ to Cr2+, and singly occupies the

initially orbitally degenerate eg orbitals. This causes a Jahn-Teller distortion [173] by further elongating
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Figure 5.11: Top: Octahedrally coordinated Cr atom (1) without the muon, with (2) the positive
muon and (3) a neutral charge state formed by the muon and an extra electron localized on
the Cr, changing its valence state from Cr3+ to Cr2+. The presence of the positive muon
removes some electron density from its associated Cr-O bond, causing elongation from
2.00 Å to 2.18 Å. The localization of the extra electron arising from the Coulomb attraction
of the muon and the energy gain from the lattice distortion further elongates the Cr-O bond
to 2.43 Å and leads to the formation of a charge-neutral muon-polaron complex. Bottom:
Schematic representation of the crystal field: the occupation of the degenerate eg orbital by
the extra electron leads to a Jahn-Teller distortion. The yellow isosurface shows the charge
density of the top-most occupied band for the charge-neutral case, confirming that indeed
the dz2 level is occupied. Upper part of the figure made by J. K. Shenton using VESTA
[182]. Adapted from Ref. [177]. cb CC BY 4.0

the Cr-O bond of the oxygen the muon is bound to from 2.18 Å for the bare muon to 2.43 Å in the

charge neutral case, see Fig. 5.11. The subsequent lowering of energy, see Fig. 5.11, stabilizes this

charge-neutral complex of a negatively charged JT polaron [126, 174] and positive muon. This proposed

mechanism is supported by the extra electron occupying the lowered eg level dz2 , see yellow isosurface

representing the charge density of top-most occupied band in Fig. 5.11. We note the similarity to the

paramagnetic Ti-O-Mu complex recently observed in (nonmagnetic) TiO2 [47, 48], where an unpaired

electron sits on a nearby Ti atom, and the oxygen-bound muon forms a complex with the resulting

small polaron. Crucially, however, the muon-polaron complex reported on here is not paramagnetic and

therefore distinct from Mu, since the bound electron is strongly coupled to the 3d electrons of the Cr

host ion. This is discussed in detail in Section 5.6.
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The D10-D50 states arise from the extra electron being localized on different Cr and small variations

in the muon position. A transition between D0 states is mainly characterized by a change in position of

the extra electron rather than the muon. Note that the spin of the extra electron, being coupled to the 3d

electrons of its Cr host, may be different for different D0 states, as indicated in Table 5.2. We propose

that the higher energy states D30-D50 are not occupied since they can easily transition into either D10 or

D20 depending on their spin. However, going from D20 into the ground state D10 requires an electron

spin flip assuming the muon stays stationary, i.e. an additional energy barrier has to be overcome.

While the precise process for the E2→E1 transition is still under investigation, we tentatively attribute

the observation of the metastable E2 environment to the existence of such a spin barrier.

In general, the energy barrier to move the joint muon-polaron complex is expected to be significantly

larger than for the bare muon [127], providing a compelling explanation for the stability of E1 and E2,

and the coexistence of site-stable muons and highly mobile muons in E3.

5.6 Discussion
Paramagnetic Mu centers are conventionally expected to be subject to fast relaxation in magnetic mate-

rials [41]. In the previous sections, we presented strong evidence for the formation of a charge-neutral

muon-polaron complex in Cr2O3, that, while not exhibiting signatures conventionally expected from

neutral charge states, significantly influences the muon behavior and contributes a well-resolved signal.

In particular, rather than giving rise to a well-defined spectrum of typically two or four precession fre-

quencies that are determined by a spin Hamiltonian involving the muon and electron Zeeman energies

and a muon-electron hyperfine interaction [see Section 3.2], the precession signal for the muon-polaron

complex in Cr2O3 consists of a single frequency much like the normal positive charge state, i.e. the

bare µ+ with no additional electron nearby. However, unlike charge-neutral centers in non-magnetic

materials such as TiO2 [Section 4.3], the muon-polaron complex in Cr2O3 is not paramagnetic, since its

bound electron is strongly coupled to the 3d electrons of the Cr host ion, which themselves are antiferro-

magnetically coupled to the ordered network of magnetic ions of the host. This situation has similarities

to the high-field limit for paramagnetic Mu, where the electron Zeeman term dominates over the muon-

electron hyperfine interaction [Section 4.2]; in both cases, the z component of the electron spin is a good

quantum number and its effect on the muon can be expressed as an effective field [Eq. (4.13)]. However,

compared to paramagnetic Mu, where the unpolarized electron spin can either align along or opposite

the applied field direction, giving rise to the characteristic paired Mu satellite lines, there are two crucial

differences: (1) the spin state of the excess electron is determined by Hund’s rules and depends on the

spin state of its Cr host; consequently, there is only one frequency. (2) The spin state of the unpaired

Cr electrons (and thus of the excess electron) is determined by the magnetic anisotropy of the material

rather than the applied field (up to a limit); changing the direction of the applied magnetic field does

not change the spin state of the excess electron. As a result, the charge-neutral complex in Cr2O3 does

not exhibit the hallmark signatures of paramagnetic Mu, but mimics the behavior of the positive charge
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state, thus “hiding” its presence.

The relevance of the discovery of a muon-polaron complex in Cr2O3 likely extends to other non-

conductive magnetic materials, in particular transition metal oxides where, with the exception of the

first (Sc) and last (Zn) element, all first row transition metals have at least two oxides where the metal

ion is in a different valence state3, showcasing a wealth of stable oxidation states. This is also the

case for many higher-row TMs and lanthanides (Ln3+ and Ln2+ [194]), and extends beyond binary

oxides. For example, we anticipate that in the antiferromagnetic perovskite CaMnO3, where the Mn4+

(3d3) ions are 6-fold coordinated by oxygen and have the same number of 3d electrons as Cr3+, a

muon-polaron complex analogous to Cr2O3 [Fig. 5.11] is formed. Intriguingly, multiple unexplained

precession frequencies, consistent with such a charge-neutral state, have been reported [see Fig. 3

in Ref. [195]]. Furthermore, there is a wealth of µSR studies on transition metal oxides, including

CuO [184, 196], Fe2O3 and FeTiO3 [176], Fe3O4 [197], LaMnO3 [198] and the orthoferrites [179],

which report multiple zero-field precession frequencies that, while attributed to metastable sites, are

not conclusively explained. In general, this study suggests that neutral charge states and their potential

impact on the measured µSR signals should be carefully considered in all non-conductive magnetic

materials; detailed DFT calculations may be required to fully explain the observed signals and separate

out the intrinsic magnetic properties (i.e. without the muon). However, since the muon may occupy

metastable states, the DFT formation energies alone are not sufficient to reliably predict the muon charge

states in a given material, but transition barriers between charge states have to be taken into account as

well. It is also worth noting that for Cr2O3, the charge-neutral E1 and E2 signals reflect the overall

magnetic properties better than the positive-charge E3 signal, which disappears above 50 K due to local

dynamics.

Regarding terminology, we propose that any charge-neutral muon-electron bound state can be re-

ferred to as such, i.e. a charge-neutral center or charge-neutral muon state, independent of the material

it is formed in. The term muonium is reserved exclusively for paramagnetic centers, i.e. charge-neutral

muon states in vacuum and non-magnetic compounds.

We emphasize that the present muon-polaron complex is very different from the controversial con-

cept of a muon-induced magnetic polaron proposed by Storchak et al [199, 200] and disputed by others

[201, 202], which invokes a localized electron bound to a muon mediating a ferromagnetic coupling

between neighboring magnetic ions, resulting in a “ferromagnetic droplet” characterized by a gigantic

local spin.

We speculate that muon-polaron complex formation in Cr2O3 occurs by a similar mechanism to

Mu formation in semiconductors4 [42]. Upon implantation, the muon slows down by creating electron-

hole pairs. Towards the end of its ionization track it may capture an electron and subsequently form a

charge-neutral complex. The Cr2O3 data are well described assuming that both the implantation and

3Ti: Ti2O3 (Ti3+), TiO2 (Ti4+); V: e.g. V2O3 (V3+), VO2 (V4+), V2O5 (V5+); Cr: Cr2O3 (Cr3+), CrO2 (Cr4+); Mn:
e.g. MnO (Mn2+), MnO2 (Mn4+); Fe: Fe2O3 (Fe3+), Fe3O4 (Fe2+/Fe3+); Co: CoO (Co2+), Co3O4 (Co2+/Co3+); Ni: NiO
(Ni2+), Ni2O3 (Ni3+); Cu: Cu2O (Cu1+), CuO (Cu2+)

4Note that the precise process of Mu formation is subject of a current debate [203, 204].
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electron capture processes are epithermal, and thus independent of sample temperature and thermo-

dynamic equilibrium, which provides a plausible explanation for the previously stated hypothesis that

E1-E3 are populated with the same ratio at all temperatures. Muons may stop and self-trap in metastable

(charge) states with energies larger than the ground state, and only de-excite if thermally activated tran-

sitions, e.g. from E2 to E1, are accessible during the muon lifetime [168, 169].

Lastly, we propose that the observation of a charge-neutral muon state in antiferromagnetic Cr2O3

opens a route to use µSR to investigate the dopant behavior of interstitial hydrogen in magnetic oxides.

A thorough understanding of hydrogen defects in such materials is crucial, since the majority of ap-

plications of magnetic oxides (including spintronics [205–209], dilute magnetic semiconductors [210],

multiferroics [211] and superconductivity [212]) depend on a precise control of charge carriers. We will

come back to this aspect in the next chapter.

5.7 Conclusions
In summary, we carried out a comprehensive µSR study of Cr2O3 under zero-field conditions and in

applied magnetic fields. In zero field, we observe three spin precession frequencies, attributed to three

distinct muon environments E1-E3 with different internal magnetic fields. Small applied magnetic fields

along various symmetry directions split the observed frequencies into multiplets, providing detailed

information on the orientation of the internal fields. The temperature dependence reveals a rich dynamic

behavior that we explain in terms of a thermally activated transition between E2 and E1, and intra-E3

local muon hopping. Notably, we observe coexistence of highly dynamic E3 muons and site-stable

muons in E1 and E2. Muon stopping sites and charge states for all three environments are determined

using DFT, and the coexistence is explained by the formation of a charge-neutral, JT-stabilized muon-

polaron complex. The identification of such a charge-neutral complex in the antiferromagnet Cr2O3 has

implications for the interpretation of µSR data in other non-conductive magnetic materials, since the

formation of muon-polaron complexes can significantly influence the stability and location of stopping

sites, but its existence may be “hidden” since the behavior conventionally associated with neutral charge

states is not displayed. Furthermore, this discovery opens up a route to study the dopant characteristics

of interstitial hydrogen in magnetic oxides, where precise control of the carrier density may be critical

for device functionalities.
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Chapter 6

Local electronic structure and dynamics
of muon-polaron complexes in Fe2O3

6.1 Introduction
α-Fe2O3 [213, 214] is another archetypical antiferromagnetic transition metal oxide whose magnetic

properties are still actively studied [215–218]. Sharing the same crystal structure with Cr2O3, it is

a natural candidate to test the prediction that charge-neutral muon states should form in other non-

conductive transition metal compounds.

In this chapter, we report a detailed µSR study on α-Fe2O3. Supported by density functional theory

(carried out by our collaborators at ETH Zurich), we identify several muon-polaron complex configura-

tions that, in a key distinction to Cr2O3, are very close in energy and thus thermally accessible even at

low temperatures. Expanding on early work [44, 170–172, 175, 176, 219–221], we are able to consis-

tently interpret the complicated µSR spectra at low temperatures in terms of transitions between various

complex configurations and local muon hopping. Our results show that muon-polaron complexes in

Fe2O3 significantly influence the µSR signals, demonstrating that in order to relate experimental data

to intrinsic magnetic properties, both muon and polaron dynamics have to be considered. Finally, the

muon-polaron complex dissociates above ∼ 200K, strongly suggesting that analogous H centers may

act as electron donors. These results may also have a more immediate and practical impact: As a semi-

conductor [222], Fe2O3 is a promising photoanode for solar water splitting [223–225] due to its natural

abundance, non-toxicity and 2.1 eV bandgap that allows for efficient visible light absorption. However,

photoelectric device performance is significantly hindered by the formation of small polarons: excess

electrons localize on Fe ions and cause both a change in valence from Fe3+ to Fe2+ and a local lattice

distortion [225–228]. As a result, conduction occurs via thermally activated polaron hopping [229–

233] rather than efficient band-type transport. Efforts are being made to improve device performance by

studying the impact of dopants such as Sn, Ti and Si on polaron transport [232–235], however, little con-

sideration is given to unintentional dopants such as hydrogen (H). As noted previously, H is one of the
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most ubiquitous impurities in semiconductors [36–38], and can significantly influence their electronic

properties. By analogy between a µ+ and a proton, the presence of polaronic muon centers strongly sug-

gests that H impurities form analogous complexes at low temperatures. Then, the observed charge state

transition, consistent with a dissociation of the muon polaron complex above ∼ 200K, suggests that

analogous H polaron complexes are not stable at room temperature and that H impurities increase the

charge carrier density (i.e. act as electron donors) while simultaneously lowering the polaron mobility

since the H (µ+) may act as a trap.

This chapter proceeds as follows. In Section 6.2, the experimental conditions of Fe2O3 are briefly

summarized. Then, in Section 6.3, we report the results of a detailed µSR study under zero-field con-

ditions, and consistently describe the temperature evolution of the µSR spectra in the context of transi-

tions between various states. Next, in Section 6.4, the results of detailed DFT calculations are presented.

Lastly, in 6.5, the significance for the donor behavior of hydrogen, as well as implications of charge-

neutral states for the interpretation of µSR data are discussed.

The research presented in this chapter was published in Ref. [236].

6.2 Experimental details
α-Fe2O3 has the corundum structure (space group R3̄c), is weakly ferromagnetic below TN = 948K,

and becomes antiferromagnetic below the Morin temperature TM ∼ 260K, with the magnetic moments

associated with the Fe3+ 3d5 unpaired electrons aligning pairwise antiparallel along the rhombohedral

111 axis (ĉ axis) [Fig. 6.1, inset 1] [213, 214]. Focusing on T < TM, we carried out µSR experiments at

2.2< T < 265K in zero external magnetic field (ZF) in the LAMPF spectrometer at TRIUMF (Canada).

Spin polarized, positively charged muons were implanted into a natural single crystal (SurfaceNet, Ger-

many), with the initial muon polarization Pi aligned within 5° normal to the ĉ axis.

6.3 Results
Due to spin precession in local magnetic fields Bi from ordered Fe moments surrounding various muon

stopping sites, up to three coherent oscillation frequencies fi = γµ/2π · |Bi|were observed, where i=1−3

labels the signal components and γµ = 2π ·135.5MHz/T is the muon gyromagnetic ratio [Fig. 6.1 (a)].

f1 (•) is detected at all T up to TM, whereas f2 (�) and f3 (N) are only observed up to 235 K and

90 K, respectively, indicating that each fi originates from sites that are energetically inequivalent. Like

Cr3O3 in the previous chapter, the spectra are fit to a sum of exponentially damped oscillatory signal

components Si(t) [Eq. (2.9)]. Remarkably, none of the frequencies simply decrease with increasing T as

they would if they followed the magnetic order parameter [237]. Instead, they display distinct step-like

features. Likewise, the amplitudes and relaxation rates vary strongly with T [Fig. 6.1 (b) and (c)]. In

the following, we explain the data by considering muon diffusion, site transitions and charge-neutral

complexes.

First, we discuss the most stable signal, S1 [Fig. 6.1 (•)], which we attribute to the positive charge

64



0 50 100 150 200 250

206

208

210

212

214

216

218

220

222

224

226

228

230

A1

A2

f1

f2

f3

temperature [K]

fr
eq
u
en

cy
f i

[M
H
z]

E3A E3B

∆E2↔3 E2

∆EB

200 250

120

140

p
h
a
se
φ
1
[◦
]

0.05

0.1

A3

a
m
p
li
tu
d
e
a
i

0 50 100 150 200 250
0

5

10

15

temperature [K]
re
la
x
a
ti
o
n
ra
te
λ
i
[µ
s−

1
]

1
2
3

c)

b)

a)

Figure 6.1: Results of fits of the ZF-µSR spectra to up to three oscillatory components Si(t) [Eq.
(2.9)], with i = 1 (•), 2 (�), 3 (N). Solid and dashed lines represent models as described in the
main text. (a) frequencies f , (b) amplitudes a and (c) relaxation rates λ . Insets: (1) Primitive
unit cell of Fe2O3. (2) Phase shift φ1. (3) Proposed schematic energy landscape of the muon
sites associated with f2 and f3 (not to scale). Crystal structure in inset (1) drawn by Kane
Shenton. Adapted from Ref. [236]. Copyright ©2021, American Physical Society.

.

state. The discontinuity around 80 K in f1 is explained in terms of local hopping on a ring of adjacent,

electrostatically equivalent sites [Fig. 6.2 (a)]. This was also observed in isomorphic Cr2O3 [see Section

5.4.2] and has been proposed for Fe2O3 [44, 175, 220, 221]. In Cr2O3, the magnetic structure (↑↓↑↓)
breaks the inversion symmetry (B(r)=−B(−r)) such that sufficiently fast local hopping leads to a near-

complete cancellation of the internal field and subsequent loss of the oscillatory signal, while in Fe2O3

(↓↑↑↓), B(r)=B(−r), and fast hopping only causes a cancellation of the radial in-plane component

(⊥ ĉ) [172], resulting in the drop in f1 and the peak in λ1 around 80 K. Our simulation of the muon

polarization function [75, 177] based on (1) a simple parametrization L(T ) of the T -dependence of the

order parameter1 [Fig. 6.1 (a), gray dashed line] and (2) assuming local hopping between adjacent sites

with Arrhenius-like activation (using an activation energy E1 = 55meV, prefactor A1 = 2×1012 Hz

and angle θ1 = ∠(B1, ĉ) = 6.1°) yields good agreement (solid red lines) with the step in f1 and shape,

position and magnitude of the peak in λ1.

We attribute the remaining two signals, S2 and S3, to charge-neutral muon states, a scenario sup-

ported by DFT as outlined below. We analyze their more complex behavior with the simplifying as-

1L(T ) = (1− (T/Tc)
α )β , with Tc =948K. Fitting f L

1 (T ) = f ∗1 ·L(T ) to f1 data in the range 105−250K yields α =2.92,
β =1.13 and f ∗1 =223.08MHz [Fig. 6.1 (a), gray dashed line].
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sumptions that (1) the internal fields causing precession at f2 and f3 are oriented along the ĉ axis,

and (2) at a given site, the internal field follows L(T ). We propose that the unusual increase of f3

with increasing T is due to a thermally excited state with frequency f3B. At 2.2 K, only the ground

state with f3A = 222.1MHz is occupied; however, with rising T , the excited state becomes popu-

lated, with the mean occupation probability described by the energy difference ∆E3 = E3B−E3A and

a Boltzmann factor PE3(T ) = e(−∆E3/kBT )/[1+ e(−∆E3/kBT )] [47], leading to a mean frequency f3(T ) =

[(1−PE3(T )) f3A +PE3(T ) f3B] ·L(T ). For f3B = 241.7± 1.0MHz and ∆E3 = 5.4± 1.0meV, this ex-

pression yields good agreement with the data [Fig. 6.1 (a), dashed blue line], and allows for a prediction

of the expected T -dependence beyond the temperatures where it is observed. The peak in λ3 around

30 K is consistent with the proposed f3A↔ f3B transitions and indicates the presence of a small energy

barrier ∼ 5meV.

Next, we address the disappearance of f3 above 100 K, the upturn in f2 above 120 K, and the in-

crease in a2. We propose that approaching 100 K from below, muons initially in f3 are able to overcome

a barrier ∆EB and start to transition into the lower-energy f2 state, causing f3 to vanish. With further

increasing T , the reverse transition from f2 to f3 also becomes accessible on the scale of τµ , result-

ing in a dynamic joint state of f2 and f3 [blue and orange dashed lines] with combined amplitude,

increased relaxation and increasing (occupation-averaged) frequency [Fig. 6.1 (b), inset 3]. Finally,

above ∼ 160K, the transition rate in both directions is sufficiently fast that a Boltzmann distribution

is established, since ∆EB, which suppresses transitions at lower T , is no longer relevant. We model

the data in two steps. First, the data above 170 K is fit to a Boltzmann weighted frequency ¯f23(T ) =

[(1−PE23(T )) f2+PE23(T ) f3(T )] [dotted orange line], from which ∆E2↔3 = E3−E2 = 16.5±2.0meV

is obtained. Then, ∆EB is taken into account by simulating the muon polarization assuming a thermally

activated f2↔ f3 transition with energy barrier ∆EB = 95±25meV and prefactor A23 = 4.5×1011 Hz,

yielding excellent agreement with the frequency step and the associated peak in λ2 [Fig. 6.1, solid

orange lines].

Lastly, we address the pronounced dip in the phase φ1 [Fig. 6.1 (a), inset 2], the increase in a1, the

disappearance of f2, and the sharp increase in λ2, all occurring around 225 K. Together, the features

are clear evidence for a thermally activated transition of muons from f2 to f1. Assuming a transition

rate of the form Λ(T ) = A2→1 exp(−∆E2→1/kBT ), the data are consistently described [Fig. 6.1, brown

lines] using a simple transition model [[238], Eqs.(A.3)-(A.6)] with shared parameters ∆E2→1 = 0.35±
0.05eV and A2→1 = 6×1014 Hz.

With that, all the major features in Fig. 6.1 are explained in terms of local muon hopping, thermally

accessible excited states, dynamic population of metastable states separated by a barrier, and, finally, a

transition of metastable f2 states to the apparent ground state f1.

6.4 Identification of muon stopping sites with DFT
Now we turn to DFT to search for muon stopping sites consistent with the observed behavior. The DFT

calculations were carried out by our theory collaborators at ETH Zurich using VASP [191–193, 239].
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Figure 6.2: Candidate muon stopping sites identified using DFT. O (red), muon (blue), Fe (light
/ dark brown, shade indicating opposite spin direction). (a) visualization of a “muon cage”,
with the blue isosurface indicating the electrostatic minimum of the undistorted structure.
(b) calculated site for the positive charge state C+. (c)-(e) charge-neutral muon-polaron com-
plexes in three different configurations. Isosurface of the spin density of topmost occupied
level on the Fe ion where the polaron predominately localizes (yellow / green indicate oppo-
site spin). Transition between (f) C0

2 and C0
3 and (g) C0

1 and C0
2. (h) Negative charge candidate

site C−1 with two polarons associated with the oxygen-bound muon. Figures made by J. K.
Shenton. Adapted from Ref. [236]. Copyright ©2021, American Physical Society.

The µ+ was modeled as a H nucleus, embedded within an 80-atom 2×2×2 rhombohedral supercell.

A site search procedure similar to Ref. [177] was carried out for both the positive and neutral charge

states; additionally, negatively charged states were considered. We refer to the published paper [236]

and its supplemental information for details and the structure files of all candidate stopping sites. For
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CS Site fdft [MHz] θ [°] ∆E[meV] fexp [MHz]
+ C+ 228.0 7.6 0 224.4 ( f1)

C0
1 214.5 8.5 0 208.9 ( f2)

0 C0
2 225.9 7.3 12.5 222.0 ( f3A)

C0
3 239.5 7.1 37.2 241.7 ( f3B)

C0
4 259.1 6.7 50.6

C−1 225.3 7.9 0
C−2 211.0 8.7 3.7

Table 6.1: Candidate muon stopping sites C obtained with DFT for the positive, neutral and nega-
tive charge states (CS): calculated precession frequencies fdft, angle θ = ∠(Bi, ĉ) and energy
∆E relative to the ground state of each charge state. fexp lists observed frequencies next to
proposed sites.

each energetically distinct candidate site (C) 2, the precession frequency fdft in the combined hyperfine

and dipolar fields as experienced in the distorted lattice was calculated [Table 6.1]. A single stable

candidate site for the positive charge state (C+), four possible sites for the charge-neutral state (C0
1-

C0
4) and two configurations for the negative charge state (C−1 & C−2 ) were obtained, all with the muon

stopping ∼ 1Å away from an oxygen. Independent of the charge state, the muon localizes close to the

electrostatic potential minimum of the undistorted cell [Fig. 6.2 (a), blue isosurface]. Note that despite

rapid transitions between different sites, the muon does not leave the confinement of one such “muon

cage” bounded by two 60° rotated oxygen triangles - a site change to an adjacent cage would result in a

sign change of the local B, leading to a cancellation of internal field and subsequent signal loss, which

is not observed for T < TM
3.

We associate S1, the only signal observed up to TM, with C+ [Fig. 6.2 (b)], in good agreement

with f C+

dft . Additionally, in analogy with Cr2O3 [E3 in Chapter 5], the close proximity of adjacent

electrostatically equivalent sites strongly supports the T -dependence of f1 being due to positive muons

undergoing locally restricted motion within a given muon cage.

In µSR studies of magnetic materials, usually only the positive charge state is considered. How-

ever, it is clear that in Fe2O3, as in Cr2O3 [177], the single C+ site can not explain the data and other

charge states have to be taken into account. The neutral C0
1-C0

4 can be characterized as muon-polaron

complexes: the bound electron predominantly localizes on a nearby Fe ion to form a small polaron,

occupying an empty minority spin t2g orbital and changing the Fe valence from Fe3+ (3d5) to Fe2+ (3d6)

[Fig. 6.2 (c)-(e)]. The electron localization is aided by the presence of the positive muon bound to an

adjacent oxygen, forming an overall charge-neutral muon-polaron complex Fe2+(Oµ)− 4. In contrast to

non-magnetic materials, the spin of the bound electron is strongly coupled to the unpaired 3d electrons

of the Fe host; as a result, the spin degree of freedom typical of paramagnetic Mu centers is lost, and

only a single zero-field frequency, just like for the positive charge-state, is displayed.

2By symmetry, each site is part of an ensemble of six electrostatically equivalent sites per unit cell.
3Long range muon diffusion in Fe2O3 leading to signal cancellation does occur [172], however only above ∼ 400K.
4Charge-neutral relative to Fe3+O2−+µ+, i.e. the additional charge from the muon is compensated.
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In a given muon cage, there are two distinct Fe positions belonging to different magnetic sublattices:

axially above and below [Fig. 6.2 (a), light brown], or equatorially around the cage in a buckled plane

[Fig. 6.2 (a), dark brown]. Each of the equatorial Fe is bound to two oxygens that make up the cage,

with one bond slightly longer than the other. Focusing on the three lowest- energy C0 sites, C0
1-C0

3

differ in both the position of muon and polaron: for C0
1, the electron is predominantly localized on

an axial Fe [Fig. 6.2 (c)], whereas for C0
2 and C0

3, the polaron is mainly on an equatorial Fe, with the

muon bound either to the oxygen forming the long (C0
2) [Fig. 6.2 (d)] or the short (C0

3) bond [Fig.

6.2 (e)]. We propose that C0
1-C0

3 can explain the S2 and S3 signals as follows: transitions between C0
2

and C0
3 mainly correspond to the muon hopping between the two oxygens that are both bound to the

Fe2+ (polaron) ion [Fig. 6.2 (f)]. Noting that the presence of the extra electron significantly distorts the

lattice and decreases the distance and thus the barrier between the two sites, this provides a plausible

mechanism for the low-T dynamics ( f3A↔ f3B), and renders C0
2 and C0

3 good candidate sites for f3A

and f3B, jointly explaining S3. C0
1 is assigned to S2, supported by its low energy and good agreement in

measured and calculated frequency. Given the uncertainties inherent to DFT, there is good agreement

between DFT and all observed frequencies [Table 6.1]. Considering the proposed f2↔ f3 transitions,

this state assignment suggests that for T >∼ 100K, transitions between C0
1 and C0

2 occur, implying that

polaron dynamics rather than muon hopping drives this dynamic process [Fig. 6.2 (g)]. The energy

barrier ∆EB ≈ 95±25meV is attributed to both the small polaron hopping (aided by the presence of the

muon for the two Fe ions involved) and a spin contribution (of the order of ∼ kBTN = 82meV [240]),

accounting for the polaron hopping between magnetic sublattices. Note that the energies of C0
1 and C0

2

are very close [Table 6.1], enabling the back-and-forth transitions postulated above, with the energy

difference matching closely ∆E2↔3.

Lastly, we discuss the negative (C−) charge state, comprised of an oxygen-bound muon and two

polarons, located on both axial and equatorial Fe ions [C−1 shown in Fig. 6.2 (h)]. DFT in large (270-

atom) supercells suggest that C−1 is lower in energy than C0
1 and a separated polaron; likewise, C0

1 is

lower in energy than C+ and a separated polaron (see supplemental material in Ref. [236]), indicating

that C− is the lowest energy state if sufficient excess electrons are available. Also, f C−1
dft is close to f1,

rendering C−1 an alternative candidate for S1. However, we consider the scenario where S1 originates

from C−1 rather than C+ unlikely, since (1) at low T, polarons are highly immobile, and while it is

conceivable (and necessary to explain the data) that a thermalizing muon captures a single electron, it is

implausible that all other muons capture two electrons to form C− and no C+ is formed at all. (2) Above

250 K, S1 represents the complete signal, and while the Boltzmann factor favors C−, the overwhelming

degeneracy of free polaron states away from the muon is expected to dominate. Thus, we are confident

in assigning S1 to C+.

6.5 Discussion
This assignment directly implies that the f2→ f1 transition around 225 K corresponds to a charge-state

transition from neutral to positive, which we characterize as a complex dissociation [130], i.e. a sep-
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aration of the polaron and the oxygen-bound muon, rather than an ionization of the bound electron to

the conduction band. Then, ∆E2→1 ≈ 0.35eV corresponds to the barrier the polaron has to overcome

to dissociate from the positive muon. Notably, ∆E2→1 is larger than barrier estimates of 0.1− 0.2eV

for “free” polaron hopping [225, 229, 233–235], indicating that the muon acts as a trap and thus lowers

polaron mobility [235]. By the well established analogy between µ+ and a proton [39–42] [see Section

4.1], these results indicate that isolated H impurities in Fe2O3 form corresponding Fe2+(OH)− com-

plexes. While the dynamic behavior, especially at low T, is expected to be different owing to the mass

difference (mµ ≈ 1
9 mp), the electronic structure (which depends on the reduced electron mass) is almost

identical. Likewise, the observed complex dissociation, characterized by the polaron hopping away, is

expected to be comparable for H-polaron complexes, suggesting that at room temperature, interstitial H

contributes “free” polarons and thus increases the carrier density, while simultaneously acting as a trap,

decreasing overall carrier mobility. We note that the present result is particularly important since con-

ventional spectroscopic methods such as electron spin resonance, which can be used to study hydrogen

in nonmagnetic semiconductors and insulators, are not generally applicable in magnetic materials.

The results in Fe2O3 are in sharp contrast with Cr2O3, where the different complex configurations

are well separated in energy [compare Tables 5.2 and 6.1], and neither unusual dynamics, nor frequen-

cies deviating strongly from the order parameter are observed. The difference in energy separation (and

consequently, dynamic behavior) is attributed to the strength of the polaron-induced Jahn-Teller (JT)

distortion [173]; Cr2+ with 3d4 (high spin) is strongly JT-active, whereas Fe2+ with 3d6 (high spin) is

only weakly JT-active. We note that the proposed transitions between complex configurations in Fe2O3

[Fig. 6.2 (g)] are conceptually very similar to polaron dynamics suggested for charge-neutral deuterium

centers in TiO2 [146].

In general, the observation of muon-polaron complexes in both Cr2O3 and Fe2O3 suggests that

charge-neutral muon states and their potential impact on the µSR spectra should to be carefully consid-

ered in all non-conductive magnetic materials, in particular in transition metal oxides where multiple

oxidation states for the metal ion are possible [see Section 5.6]. This has far-reaching implications

for the interpretation of µSR results in a broad range of materials, and may be of particular relevance

for compounds with more complicated spin and crystal structure; here, signals are usually broad and

features unresolved, which makes them susceptible to misinterpretation if charge-neutral muon states

are present but not identified. Likewise, studies of both slow magnetic fluctuations and heterogeneous

ordering, areas where µSR is often the only available probe to investigate spin dynamics and phase

coexistence, are potentially affected by the formation of muon polaron complexes; for example, polaron

dynamics may be misinterpreted as intrinsic magnetic fluctuations.

6.6 Conclusion
In summary, we present a detailed µSR study of Fe2O3, and consistently explain the observed spectra

by considering charge-neutral muon-polaron complexes, with different complex configurations provid-

ing an intuitive explanation for magnetically distinct sites that are close in energy. The unusual T -
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dependences of the observed frequencies and relaxation rates are well described by transitions between

these complex configurations, demonstrating that the presence of muon-polaron complexes in mag-

netic materials can alter the observed µSR signals such that they not only reflect the intrinsic magnetic

properties, but also both muon and polaron dynamics. The identification of charge-neutral Fe2+(Oµ)−

complexes clearly shows that Cr2O3, the first magnetic material where muon-polaron complexes were

observed [177], is not an isolated case. Analogous complexes with similarly inconspicuous signals

likely exist in other insulating magnets, in particular in TMOs where the multivalent character of the

TM ions facilitates polaron formation. Lastly, the presence of polaronic muon centers suggests that H

impurities form analogous Fe2+(OH)− complexes at low T , but dissociate at room temperature, indicat-

ing that interstitial H in Fe2O3 increases the charge carrier density while simultaneously lowering the

polaron mobility.
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Chapter 7

Charge-neutral muon center with large
hyperfine coupling in MnF2

7.1 Introduction
The discovery of charge-neutral muon-polaron complexes in Cr2O3 and Fe2O3, together with the previ-

ous observation by Uemura et al. of a high-frequency precession signal in antiferromagnetic MnF2 that

could only be explained by a charge-neutral center with a large contact interaction (comparable to that

of Mu in vacuum and interstitial Mu in non-magnetic semiconductors) [45], demonstrates that muons

implanted in insulating and semiconducting magnetic compounds may form charge-neutral states that

are observable and can exist in different forms, analogous to Mu centers in non-magnetic materials.

In this chapter, we revisit and explore the prototypical antiferromagnet MnF2 [241, 242], an insu-

lating (band gap ∼ 9eV) transition-metal difluoride with rutile structure [243], whose spin-only (L=0)

magnetic moments associated with the Mn2+ (3d5) ions align antiferromagnetically along the tetragonal

c-axis below its Néel temperature (TN ∼ 67K) [244], see inset in Fig. 7.1. The purpose of this study

is to investigate the high-frequency charge-neutral center [45], and to compare it to the muon-polaron

complexes discussed in the previous chapters. Since the muon is used extensively to probe its local

magnetic environment, it is imperative to understand under what conditions charge-neutral states are

formed in magnetic materials, what their signatures are, and how the observed µSR frequencies and

damping rates can be used to infer the intrinsic properties of a magnetic material (i.e. without the muon

present).

In addition, MnF2 is also at the center of several current developments: the promise of both antiferro-

magnetic spintronic devices operating at THz frequencies and high density storage [205–209], alongside

recent demonstrations of manipulation of antiferromagnetic domains [245], observation of coherent spin

pumping [246] and theoretical advances towards momentum-dependent splitting of electrons into their

spin components [247, 248] has led to a surge in research activity focused on antiferromagnets, and

MnF2 as a classic uniaxial antiferromagnet is featured prominently as a model system [245–250].
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This chapter proceeds as follows: After a brief description of the experimental conditions in Section

7.2, the results of new detailed µSR measurements in MnF2 that significantly expand the scope of early

µSR studies [45, 251–255] are presented in Section 7.3. Two distinct zero-field oscillatory signals are

observed below TN , with frequencies at 3.8 K of 157(1) MHz and 1279.1(1) MHz, consistent with Ref.

[45]. The origin of these components, as well as the remarkable observation that the two frequencies

evolve differently with temperature and neither tracks the temperature dependence of the bulk magne-

tization, are discussed in Section 7.4. We demonstrate that in MnF2, the magnetic properties measured

by µSR and the charge-state of the muon are closely intertwined, and both aspects have to be consid-

ered when interpreting the data. Finally, we explore the implications of this study for other magnetic

materials.

7.2 Experimental details
All µSR experiments were carried out at the Paul-Scherrer-Institute (Villigen, Switzerland). Two data

sets were obtained: (1) a detailed temperature dependence in zero field with the initial spin polarization

Pi perpendicular to the muon beam and parallel to the sample surface, acquired in the fast-timing HAL-

9500 spectrometer which is capable of observing the high-frequency line, and (2) a coarse temperature

dependence with the initial spin (almost) along the muon beam (i.e. perpendicular to the sample surface),

acquired in the GPS spectrometer as a supporting measurement to aid with the interpretation of the

HAL-9500 data. Additional measurements in applied fields (not discussed here) support the conclusion

in Ref. [45, 253] that the internal field for both observed signal components is along the c-axis. We

investigated a single crystal grown by collaborators at the University of Oxford (UK). Experiments

were conducted under the assumption that the c-axis and thus the internal fields are perpendicular to the

sample surface; however indications of a misorientation during the experiment motivated subsequent

Laue measurements (by C. Mielke, PSI) that showed that the sample was instead cut along the a− c

diagonal. While this complicates the data analysis, we emphasize that the main results of this study,

namely the detailed temperature dependence of the zero-field frequencies and the qualitative temperature

behavior of the depolarization rates, are not affected.

7.3 Results
Fourier transforms of HAL-9500 µSR spectra at representative temperatures below TN are shown in Fig.

7.1. Two distinct precession signals, labeled S1 and S2, are observable, with frequencies of 157(1) MHz

and 1279.1(1) MHz at 3.8 K, consistent with Ref. [45]. The line widths of the two components exhibit

opposite behavior: at low temperatures, the low-frequency S1 signal is very broad (≈ 35 µs−1) and

S2 is extremely narrow (< 1 µs−1), whereas the reverse is true close to TN . The spectra are fit to two

exponentially damped oscillatory components [Eq. (2.9)] accounting for S1 and S2. The data suggests

that the c-axis is almost perpendicular to the initial spin polarization Pi, however since the exact in-plane

orientation is not known, the fit includes a small non-oscillatory relaxing component [Eq. (2.10)] to
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Figure 7.1: Fourier transforms of zero-field µSR spectra at representative temperatures below TN .
Inset: unit cell of MnF2, with Mn in green, O in white and brown arrows representing the
Mn2+(3d5) magnetic moments.

account for a component of Pi along c. Additionally, there is a sizable component (amplitude a∼ 0.077)

that is attributed to muons stopping in the silver sample plate, easily identified in the presence of external

fields, where this component precesses at the Larmor frequency (above and below TN) with little or no

damping. The fit results for S1 and S2 are shown in Fig. 7.2. The data were fit in two different ways.

First, the amplitudes of the oscillatory signal components were unconstrained [orange points in Fig.

7.2]. However, at somes temperature, the signals are strongly damped, resulting in a strong correlation

between amplitude and damping rates. Therefore, the data were also fit with the amplitudes fixed to the

values obtained in the temperature regions where the respective damping rate is lowest, and the signal

(and thus the amplitude) is determined best [4−10K for S1 and 52−61K for S2]; for the S2 signal, the

time-resolution-related increase in observable amplitude with decreasing frequency was explicitly taken

into account. Fixed amplitudes are justified under the assumption that the initial formation probability

of various states and thus the fraction of S1 and S2 are temperature-independent, similar to the situation

in Cr2O3 and Fe2O3. Results are shown as black points in Fig 7.2. Both models yield satisfactory fits;
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Figure 7.2: Temperature dependence of the fitted precession frequencies, amplitudes and damping
rates for both signals obtained in MnF2. The data were fit with both the amplitude uncon-
strained (orange points) and fixed (black points), see text for details.

crucially, the obtained frequencies are not dependent on the model (except very close to TN); likewise,

the qualitative behavior of the damping rates is the same.

As previously mentioned, the experimental results confirm that the internal fields for both S1 and S2

are along the c-axis to a good approximation. We now present the second data set, obtained in GPS with

Pi perpendicular to the sample surface, i.e. with a large component of the initial polarization along the
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Figure 7.3: µSR spectra of the longitudinal component (Pi ‖ c) at representative temperatures be-
low TN . No external magnetic field is applied, however each muon sees a substantial internal
magnetic field from the ordered Mn2+ moments.

c-axis (which encloses an angle of 34° with the plane normal). Since Pi has components perpendicular

and parallel to the internal field, there are both oscillatory (transverse) and non-oscillatory (longitudinal)

signal contributions. However, the oscillatory contributions from S1 are strongly damped and from

S2 are not observed (due to the limited timing resolution in GPS). Thus we focus exclusively on the

non-oscillatory longitudinal contribution, where the signal decay is a direct measure of the spin-lattice

relaxation. As evident from Fig. 7.3, there is very little spin relaxation at low temperatures (< 0.1µs−1

for T ≤ 40K). At 50 K and above, the signal can be separated into two components at an approximate

70:30 ratio, which are attributed to S2 and S1, respectively. In the context of the present study, the lack

of relaxation at low temperatures is most relevant; we refer to Refs. [254, 255] for a detailed discussion

of the spin-lattice relaxation over the whole temperature range.

7.4 Discussion
We now discuss the origin of the two signal components, starting with the high-frequency S2 signal.

The S2 frequency is too high to be explainable by spin precession in only the dipolar field of ordered

Mn moments; instead, in agreement with Ref. [45], we attribute S2 to a charge neutral muon state with

a significant Fermi contact interaction. Supported by preliminary DFT calculations [by Kane Shenton

(ETHZ), not shown], we propose that the electron is shared between the muon and a single nearby

Mn2+ (3d5) ion; in order to allow partial localization of the excess electron at the Mn, the electron

spin must be opposite to the spins of the Mn host since all 3d orbitals are initially singly occupied.
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Analogous to muon-polaron complexes in Cr2O3 and Fe2O3, the bound electron is not paramagnetic

since its spin is strongly coupled to the Mn host, and for a given electron there is only one possible spin

state; consequently, in spite of the large internal magnetic fields there is only a single frequency instead

of the paired satellite lines that are characteristic for Mu in non-magnetic materials1. DFT predictions

for the charge-neutral muon state in CoF2 suggest that the dipolar contribution is about 70 MHz and

adds to the contact contribution [256]. It is reasonable to assume that this prediction extends to MnF2,

which has the same crystal and magnetic structure; we can estimate the dipolar contribution in MnF2

by scaling with the ratio of the magnetic moments [2.60(4) µB per Co ion in CoF2 [257] compared to

5.04(6) µB per Mn ion in MnF2 [258]] to be νdip ≈ 140MHz. The S2 frequency can then be described

as νS2 ≈ νdip +
Aiso

2 , indicating an isotropic contact contribution Aiso ≈ 2218MHz, i.e. about 50% of

the vacuum value. It is interesting to note that similar isotropic couplings of the order of ∼ 2GHz were

observed in highly covalent semiconductors including Si, Ge and GaAs [42]. This is consistent with

the idea that the unpaired electron is shared between the muon and surrounding atoms, lowering the

electron density at the muon site and thus the isotropic coupling constant. In contrast, in ionic insulators

such as the alkali halides, no such sharing is expected, and isotropic couplings ∼ 4.4GHz close to

the vacuum value are reported. MnF2 clearly deviates from this trend; however, unlike for other ionic

insulators, the Mn2+ ions in the transition metal compound MnF2 are not in a closed-shell configuration,

but multiple Mn valence states are possible, permitting electron-sharing with the muon and causing a

dramatic reduction in the hyperfine coupling compared to many ionic insulators with filled shells such

as KCl [259].

Next, we address the S2 linewidth [Fig. 7.2 (d)]. For a high-frequency signal, the S2 line is remark-

ably narrow (< 1 µs−1) at low temperatures, and increases for T ≥ 15K with increasing temperature up

to≈ 40K, where it plateaus, only to sharply increase again on approach to TN . The dominant process for

the spin-lattice relaxation of the F19 nuclear spins is magnon scattering [260], and the marked decrease

in linewidth at low temperatures, consistent with the MnF2 magnon gap of ≈ 12K [261], suggests that

magnon scattering might also be a contributing factor to the linewidth. However, comparison with Fig.

7.3 clearly shows that spin-lattice relaxation only plays a minor role, and most of the damping rate of the

oscillatory component is due to inhomogeneous broadening (dephasing), i.e. a distribution of effective

magnetic fields [Fig. 2.2 (c)]. Minor sample inhomogeneities and defects as well as slight temperature

variations can plausibly explain the linewidths. For example, the damping rate at 63 K is 38.4±2.8 µs−1,

which corresponds to a frequency distribution of width (FWHM) ≈ 12MHz. Between 62 K and 64 K,

the frequency changes by 105.5 MHz, i.e. ≈ 53MHz/K, and a temperature variation of ≈±0.1 K can

cause a frequency distribution that fully accounts for the observed linewidth at 63 K. Since the rate

of frequency change per temperature decreases with decreasing temperature, dephasing and thus the

damping rate is lowered accordingly.

The normalized temperature dependence of the S1 (orange) and S2 (blue) frequencies, alongside the

1Technically, there are two frequencies, one for each magnetic sublattice (and thus with opposite sign), however the
magnitude in zero external field is the same.
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bulk magnetization (green) as obtained from X-ray diffraction [258] are shown in Fig. 7.4. Clearly, all

three quantities evolve differently with temperature; neither of the two µSR frequencies tracks the (X-

ray-obtained) magnetic order parameter2. The assignment of S2 to a charge-neutral center for which the

excess electron is equally shared between the muon and a single Mn ion (designated MnS2) affords an

intuitive explanation why the S2 frequency deviates from bulk magnetization: the S2 frequency is almost

completely determined from the contact interaction with the unpaired electron, which in turn is directly

proportional to the average spin 〈Sz〉 of the unpaired electrons of MnS2. However, with an extra electron,

the orbital magnetic moment is no longer zero (L 6= 0) for MnS2, resulting in a larger magnetic anisotropy

with a significant orbital contribution for that particular Mn ion. This provides a plausible explanation

why the temperature dependence of the average spin for this “impurity ion”, and consequently the

S2 frequency, deviate from the bulk magnetization. It is interesting to compare these charge-neutral

muon centers to the case of Fe2+ impurities in MnF2 [262–264], since Fe2+ (3d6) has an electronic

configuration very similar to MnS2 with its additional (shared) electron. Remarkably, the magnetization

curve for the Fe2+ impurity spin [Fig. 7.4 (red diamonds), from Ref. [262]] is significantly different

from the bulk magnetization, and maintains a larger average spin to higher temperatures in a similar

manner as the S2 frequency. In addition, the proposal that the additional electron on MnS2 locally

modifies the magnetic anisotropy finds support in a recent investigation of the magnetic properties of

hydrogen-doped Fe2O3, which explains significant changes to the magnetic properties with H-donated

polarons changing the magnetic anisotropy of the affected Fe ions [265].

We now turn to the S1 signal. The most straight-forward assignment is the positive charge state,

which in fluorides usually corresponds to a so-called F µ F state [266], for which the positive muon

pulls two nearby F− ions close together to form a molecule-in-a-crystal defect [256]. In non-magnetic

materials, the strong dipolar interaction between muon and F nuclear spins leads to characteristic zero-

field oscillations that have been used extensively to study such complexes [267]. However, in the ordered

phase of a magnetic compound, the magnetic interactions dominate and the muon and F nuclear spins

are decoupled, and no zero-field F µ F oscillations are expected in MnF2 for T < TN . However, linear

F µ F states are found in two isomorphic fluorides, namely in (non-magnetic) ZnF2 [267] and in the

paramagnetic phase of antiferromagnetic CoF2 [256]. In addition, de Renzi et al. observed paramag-

netic frequency shifts in MnF2 above TN that are consistent with those obtained in CoF2 [Fig. 9 in Ref.

[252]], and interpreted as an indication that an analogous F µ F state forms in MnF2. However, unlike

for CoF2, there are no published accounts of characteristic F µ F oscillations in MnF2 in the paramag-

netic phase, and our attempts to observe them at 72.5 K and 100 K were unsuccessful, possibly due to

strong spin-lattice relaxation of the F nuclear spins [268, 269]. In CoF2, which has the same magnetic

structure as MnF2, a zero-field frequency of ∼ 31MHz was observed [251]; scaling by the ratio of the

magnetic moments, a S1 frequency of ≈ 60MHz is anticipated for MnF2 if an analogous F µ F state is

formed. However, the observed S1 frequency of 157(1)MHz is about three times larger than expected,

2In general, all techniques have systematic uncertainties that give rise to different results. However, techniques that are
sensitive to static order around an impurity or defect (i.e. local probes such as the muon) likely have larger systematic effects
than reciprocal space probes like magnetic X-ray or neutron diffraction.
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indicating that if the muon adopts such a simple F µ F configuration, there must be an additional Fermi

contact interaction (i.e. unpaired electronic spin density at the muon site) to account for the additional

100 MHz. We note that DFT calculations [by Kane Shenton (ETHZ)] so far find no indication of an ad-

ditional contact term for a simple F µ F structure and predict precession frequencies of only ≈ 55MHz,

consistent with the F µ F estimate based on CoF2.

The temperature dependence of the S1 line widths is significantly different from that of S2 [Fig.

7.2 (c) and (d)]. Close to TN , S1 is fairly narrow (∼ 5 µs−1) compared to S2 (> 100 µs−1); due to its

lower frequency, S1 is less susceptible to dephasing due to temperature gradients or sample small in-

homogeneities since the rate of frequency change per temperature is about two orders of magnitudes

lower. Below 60 K, the S1 damping rate increases and reaches ≈ 35 µs−1 at low temperatures, in sharp

contrast to the S2 component. The lack of spin-lattice relaxation at low temperatures [see Fig. 7.3]

clearly indicates that the S1 linewidth is due to static inhomogeneous broadening. We can estimate

the width of the field distribution (HWHM) to be ≈ 430G or 6 MHz, roughly 4 % of the precession

frequency. The origin of this broadening is not known. Both impurities and antiferromagnetic domain

walls are expected to broaden both signals and can therefore be excluded as significant contributions. In

addition, the decrease in line widths with increasing temperature cannot be due to motional narrowing,

since such dynamic processes are expected to also affect the LF spectra [Fig. 7.3]. In the following, we

present a speculative model that can explain these observations. We propose that the S1 signal may be
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due to a F µ F state plus a nearby polaron, which can induce both lattice distortions and provide extra

spin density at the muon site to account for the additional≈ 100MHz. We attribute the low-temperature

broadening of the S1 line to multiple polaron configurations that differ in both the location of the polaron

and the magnitude of effective magnetic field on the muon. As a result, the muon experiences a static

field distribution and the S1 signal thus represents the average of all configurations. It is reasonable to

assume that each such configuration has a slightly different temperature dependence; this, possibly in

combination with temperature-activated transitions into lower-energy configurations, can plausibly ex-

plain the temperature dependence of the line width. We note that this proposed F µ F-polaron complex

is an overall charge-neutral muon state, just like S2; a speculative interpretation is that the muon under-

goes a charge-exchange cycle in the deceleration process and either ends up with the electron (i.e. as the

charge-neutral center with large hyperfine coupling, giving rise to the S2 signal), or looses the electron

close to its final stopping site, and forms a F µ F state in close vicinity to the left-behind electron, which

in turn localizes as a small polaron. While this model consistently explains the S1 signal, we note that

at present, there is no evidence for such polaronic states in the DFT. A possible explanation is that the

proposed overall multiple charge-neutral F µ F-polaron configurations are self-trapped metastable states

far away from thermal equilibrium, which are challenging to accurately predict with DFT. Anecdotal

support for the notion of S1 originating not simply from a F µ F state comes from a study from de

Renzi et al. [252], which reports two oscillatory signals (with low signal-to-noise ratios) at 15 K, one

at 67 MHz and one at 169 MHz; the former is consistent with expectations for the F µ F state, while the

latter matches our observed S1 signal that we tentatively attribute to the F µ F-polaron complex.

Lastly, we discuss the deviation of the temperature dependence of the S1 frequency from both the S2

line and the bulk magnetization [Fig. 7.4]. Independent of the exact origin of the S1 signal, we expect

that the presence of the muon, particularly in the F µ F state, causes significant lattice distortions. Since

the dominant exchange coupling in MnF2 is mediated via F ions [270], it is plausible and expected that

muon-induced local distortion change the j-couplings in the immediate vicinity of the muon via mod-

ifications to wavefunction overlaps and bond angles. This in turn may significantly affect the effective

order parameter measured by the muon and thus explain why S1 deviates from the bulk magnetization.

We expect that the S2 signal is also affected but to a lesser extent, since the muon charge is partially

screened by the tightly bound excess electron [256].

7.5 Conclusion
In summary, we carried out a detailed zero-field µSR study of the classic antiferromagnet MnF2, and ob-

served two oscillatory signals, S1 and S2, with frequencies at 3.8 K of 157(1) MHz and 1279.1(1) MHz.

The high-frequency S2 line is attributed to a charge-neutral muon state with a large contact interaction,

and the S1 signal is tentatively assigned to a F µ F-polaron complex; a detailed discussion of the can-

didate stopping sites within the unit cell, alongside DFT calculations, will be included in the planned

publication.

The observation of S2, a charge-neutral center with a large Fermi contact interaction comparable to
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that of Mu in vacuum clearly demonstrates that charge-neutral muon states can exist in different forms

in magnetic compounds, analogous to the variety of Mu centers in non-magnetic materials [see Section

4.1]. We anticipate that MnF2 may not be an isolated case; charge-neutral centers with large hyperfine

couplings likely exist in other magnetic compounds. However, since most experiments on magnetic

compounds are carried out in conventional spectrometers (which lack the required timing resolution

to resolve the high frequencies), the signatures of charge-neutral states with large hyperfine couplings

simply may have been missed. Importantly, even if the oscillatory signal itself is not observed, the

charge-neutral center may still contribute to the signal in LF geometry (i.e. when there is a component

of the initial muon spin along the effective magnetic field, see e.g. Fig. 7.3); if this signal is not

recognized to originate from a charge-neutral center, it may lead to misinterpretation of µSR data. On

the other hand, we note the possibility that charge-neutral centers with large hyperfine couplings may be

easily identified above TN (i.e. in the paramagnetic phase) by observing paramagnetic frequency shifts

such as those reported in Ref. [252]; here, no fast-timing equipment is required.

Finally, the temperature dependence of the S1 and S2 frequencies clearly shows that the two signal

components evolve differently with temperature, and comparison with the bulk magnetization shows

that neither of the two frequencies tracks the bulk magnetic properties of the host as measured with

X-rays [258]. While it is known that in principle µSR frequencies can deviate from the bulk magnetic

order parameter [271, 272] and that muon-induced local distortions may modify the intrinsic behavior of

the sample under certain circumstances [273], the present results are striking nonetheless; µSR is used

extensively as a probe of magnetic materials, and observed frequencies are routinely used to monitor

fluctuations and to some extent track the order parameter. We emphasize that our data do not indicate

that the phase transition itself is influenced; therefore, the use of µSR to study phase diagrams, e.g. as

a function of doping and pressure, does not appear to be affected. Nonetheless, the present data clearly

demonstrate that at least in the case of MnF2, the muon does not act as an “innocent” probe that passively

measures the local magnetic environment; magnetic properties measured by µSR and the muon charge

state and its electronic properties are closely intertwined, and both aspects have to be considered to

make detailed statements about the nature of the ordered magnetic state. Charge-neutral muon centers,

and in extension hydrogen impurities, do not only affect the electronic but also the magnetic properties

of their host materials, and µSR is able to probe it locally. This may be particularly relevant since the

study of the role of hydrogen as a magnetic impurity is a rapidly emerging field [265, 274–279], with

effects reported in a range of different materials, displaying a wealth of mechanisms how hydrogen can

modify magnetic properties. Lastly, we note that the detailed mechanisms of how the muon modifies the

local magnetic environment in MnF2 remain to be worked out and are very likely not limited to MnF2.

We therefore propose that a systematic study of the magnetic transition metal difluorides MF2 (M =Cr,

Mn, Fe, Co, Ni, Cu) [258, 280], which display a variety of different magnetic properties, should provide

further insight.
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Chapter 8

Summary and Outlook

In this thesis, we discussed the implications and applications of charge-neutral muon centers in a range

of materials, with a particular focus on magnetic transition metal compounds. In Chapter 3, we intro-

duced the concept of isotropic paramagnetic Mu in vacuum, a hydrogen-like bound state of a positive

muon and an electron. As an example, we discussed vacuum-like Mu diffusing through the voids of

an amorphous silica aerogel, where the measured isotropic hyperfine coupling reflects the dynamics

associated with the binding and unbinding of Mu from the silica surface.

Then, in Chapter 4, we explored paramagnetic Mu inside non-magnetic materials. A variety of dif-

ferent centers can form, including deep interstitial Mu with a hyperfine coupling comparable to that of

Mu in vacuum, shallow Mu with the bound electron spread out over many lattice sites, and more exotic

configurations such as polaronic Mu and bond-centered Mu, where the electron is not centered on the

muon. Since the electronic structures of Mu and charge-neutral hydrogen defects are virtually identical,

paramagnetic Mu has been used extensively to investigate the dopant characteristics of isolated intersti-

tial hydrogen impurities in a wide range of semiconductors and insulators [39–42]. We discussed the

theory for anisotropic Mu and laid out the hallmark signatures of a paramagnetic Mu center, in partic-

ular in the decoupled regime where the electron Zeeman term is much larger than the muon-electron

hyperfine interaction: since the bound electron is unpolarized and its spin is only weakly coupled to

the lattice, the electron spin vector projects either along or opposite to the direction of the magnetic

field; each Mu center gives rise to a characteristic pair of Mu satellite lines, with the line splitting deter-

mined by the relative orientation of the principal directions of the hyperfine tensor and the applied field.

This orientation dependence was used to characterize the hyperfine coupling of the charge-neutral muon

center in the transition metal oxide TiO2. Previous µSR and ENDOR studies reported a paramagnetic

muon-polaron center with the electron predominantly localizing on a Ti adjacent to the oxygen-bound

muon (H) [46–48]. However, the hyperfine coupling expected from such a configuration is more than an

order of magnitude larger than what is observed; additionally, the results for the H center measured with

ENDOR and the muon center studied with µSR did not fully agree. While our study could not determine

the precise nature of the muon-polaron complex in TiO2 nor the reason for the apparent discrepancies

82



between µSR and ENDOR, we clearly showed that the hyperfine coupling of the charge-neutral muon

(H) center is significantly more complicated than suggested by the previously proposed picture; several

explanations and alternative models were considered, and an experiment to resolve the open questions

was proposed.

Next, in Chapter 5, we turned our attention to magnetic materials. Prior to the work presented

in this thesis, the antiferromagnetic transition metal difluoride MnF2 was the only published case of a

magnetic compound for which there was clear evidence for the presence of a charge-neutral muon center

[45]. However, MnF2 was mostly perceived as a curiosity rather than a template for other materials;

charge-neutral muon centers were widely assumed to either simply not form or rapidly depolarize in the

presence of magnetic moments, and were therefore rarely taken into consideration when analyzing µSR

data from magnetic compounds. We carried out a detailed µSR investigation of the antiferromagnetic

transition metal oxide Cr2O3, and observed three zero-field frequencies, attributed to three distinct muon

environments E1-E3 with different internal magnetic fields. The temperature dependence revealed a

rich dynamic behavior that we explained in terms of a thermally activated transition between E2 and

E1, and intra-E3 local muon hopping. Notably, highly dynamic E3 muons and site-stable muons in

E1 and E2 were observed at the same temperature. Supported by detailed density function theory

calculations, this coexistence was consistently explained by the formation of a charge-neutral muon-

polaron complex. Crucially, this charge-neutral center is not paramagnetic since the excess electron

is strongly coupled to the unpaired 3d electrons of its Cr host. As a result, none of the characteristic

features of paramagnetic Mu can be observed; the muon-polaron complex in Cr2O3 has characteristics

that are very similar to the positive charge state, which is typically the only charge state considered

relevant in magnetic compounds. However, despite its “hidden” nature, the formation of a charge-

neutral muon-polaron complex can significantly alter how the muon interacts with its host material. Both

the location and stability of muon stopping sites are changed, impacting the measured local magnetic

fields and the apparent dynamical properties. The discovery of charge-neutral muon-polaron complexes

in Cr2O3 suggests that analogous complexes with similarly inconspicuous signals likely exist in other

semiconducting and insulating magnetic materials, in particular in transition metal compounds where

the mulitvalent character of the transition metal ion may facilitate polaron formation.

Indeed, we observe similar charge-neutral muon states in antiferromagnetic Fe2O3 [Chapter 6]. The

µSR spectra exhibit an unusually complicated temperature dependence, with three distinct muon spin

precession frequencies that do not follow the magnetic order parameter, and relaxation rates that show

several highly non-monotonic features. In conjunction with detailed density functional theory calcu-

lations, we explained the data with both local muon hopping, and, crucially, the presence of multiple

charge-neutral muon-polaron complexes. In contrast to Cr2O3, several complex configurations are very

close in energy and thus thermally accessible to the muon; as a result, rapid transitions between various

complex configurations occur, driven by both muon and polaron dynamics, explaining the complicated

temperature dependence of both precession frequencies and relaxation rates.

The observation of charge-neutral muon states in the antiferromagnets Cr2O3 and Fe2O3 demon-
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strates that µSR can be used to investigate the dopant behavior of interstitial hydrogen in magnetic

oxides. By analogy between the muon and proton, we provided, for the first time, detailed information

on the electronic structure of isolated hydrogen complexes, and, in the case of Fe2O3, evidence for its

donor behavior. This is important since conventional spectroscopic methods such as electron spin res-

onance, which can be used to study hydrogen in nonmagnetic semiconductors and insulators, are not

generally applicable in magnetic materials.

Having established that charge-neutral centers do form in magnetic compounds and MnF2 is not a

curious isolated case, we revisited this classic uniaxial antiferromagnet in Chapter 7. We observed two

zero-field signals with frequencies of 157(1) MHz and 1279.1(1) MHz at 3.8 K, consistent with previous

results by Uemura et al. [45]. The high-frequency line is attributed to a charge-neutral center with a

large Fermi contact coupling, comparable to that of deep interstitial Mu centers observed in e.g. Si

[117] and in contrast to the relatively low hyperfine coupling of the muon-polaron complexes in Cr2O3

and Fe2O3. This demonstrates that charge-neutral muon centers in magnetic materials can exist in a

variety of shapes, analogous to the multitude of paramagnetic Mu species in non-magnetic compounds.

Remarkably, the two frequencies observed in MnF2 do not have the same temperature dependence,

and neither tracks the bulk magnetization. Evidently, at least in MnF2, the muon does not act as a

non-perturbative probe that passively measures its local magnetic environment; instead, we showed that

the magnetic properties measured by µSR and the muon charge state and its electronic properties are

closely intertwined, and both aspects have to be considered to make detailed statements about the nature

of the ordered magnetic state. Consistent with a very recent study by Jani et al. [265], which shows

that hydrogenation has a marked affect on the magnetic anisotropy in Fe2O3, our data suggest that

charge-neutral muon centers, and in extension hydrogen impurities, have the ability to not only affect

the electronic but also the magnetic properties of their host materials. Thus our results in MnF2 indicate

that µSR may be a powerful tool to investigate the role of hydrogen defects as magnetic impurities.

The combined results of our µSR studies in Cr2O3, Fe2O3 and MnF2 [Chapters 5, 6 and 7] inform

a general hypothesis: charge-neutral centers are as prevalent in magnetic compounds as they are in

non-magnetic materials, and can form different species with a similar variety, including muon-polaron

complexes and interstitial centers with large hyperfine coupling. At face value, this is not a surprising

result; charge-neutral muon states form in virtually all non-magnetic semiconductors and insulators

[39–42], and there is no apparent reason why they should not exist in their magnetic counterparts.

However, contrary to the assumption that charge-neutral centers are automatically paramagnetic, the

excess electron is strongly bound to the unpaired electrons of the magnetic host, which fully determines

its spin state. As a result, there is only one frequency from the charge-neutral center in a magnetic

material1; the effect of the electron on the muon can be expressed as an effective magnetic field, and

1Technically, there are two different spin states due to the two different magnetic sublattices, however the (absolute) fre-
quencies are the same since the internal field changes sign concurrently with the spin state when changing to a different
sublattice. If external fields are applied, these two spin states can be separated; however, the positive charge state also ex-
periences two internal fields and splits in an applied field; unlike for non-magnetic materials in applied fields, there is no
distinction between the two charge states.
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the electron spin state is determined by the magnetic anisotropy rather than the applied magnetic field.

We proposed the following terminology: any charge-neutral muon-electron bound state is referred to

as such, independent of the material it is formed in. The term muonium is reserved exclusively for

paramagnetic centers, i.e. charge-neutral muon states in vacuum and non-magnetic compounds where

the spin of the excess electron is unpaired and only weakly coupled to the lattice.

The identification of charge-neutral muon states in magnetic materials can be challenging: Centers

with a large Fermi-contact interaction can easily be identified by their high-frequency signal, but only if

it is observed. This, however, requires specialized high-timing equipment so that such high frequency

signals can be detected with reasonable amplitude; the general-purpose spectrometers that are typically

used to study magnetic materials in zero or low magnetic fields lack the timing resolution and cannot

resolve the fast oscillations. Therefore, it is possible that charge-neutral centers with large hyperfine

couplings have simply been missed in a range of magnetic compounds. In contrast, the precession fre-

quencies from muon-polaron complexes in magnetic compounds are comparable to those of the positive

charge state, since the hyperfine coupling is predominantly dipolar and therefore comparatively low; as

a consequence, these charge-neutral centers “hide in plain sight”.

Despite their inconspicuous signals, the presence of charge-neutral centers in magnetic materials

can have a profound impact on the µSR signals, and therefore significant implications for the interpre-

tation of magnetism-related µSR spectra. The cases of Fe2O3 and MnF2 demonstrate that charge-neutral

muon states have the ability to not only affect the magnitude but also the temperature dependence of the

precession signals such that they no longer reflect the intrinsic magnetic properties. Interestingly, the un-

derlying mechanisms are very different: for Fe2O3, transitions between various muon-polaron complex

configurations plausibly account for the temperature dependence, whereas for MnF2, the excess elec-

tron, partially shared with a nearby Mn ion, changes the magnetic properties of that particular Mn ion in

such a way that the observed frequency markedly diverge from the bulk magnetization. Depolarization

rates are also affected: in Fe2O3, the damping rates of the frequency signals spike at temperatures where

transitions between polaron configurations occur. A similar response is expected to be observable for

measurements in LF geometry, i.e. with the initial spin along the direction of the internal field. Simi-

larly, if a high-frequency center is present, it may contribute to the LF spectra [see e.g. Fig. 7.3] even

if the high-frequency signal itself cannot be observed. In general, multi-component signals due to the

multiple charge states appear especially relevant in compounds with more complicated spin and crystal

structure, where precession signals are often rapidly damped or entirely unresolved.

The results and implications of this thesis present a challenge for µSR experiments in non-conductive

magnetic materials, however we strongly emphasize that the discovery and characterization of charge-

neutral muon states in magnetic materials also significantly strengthens the muon as a sensitive probe

for magnetism - the better we understand how the muon interacts with its magnetic host, the more use-

ful information we can extract. We note that in principle, both long-range magnetic order and quantum

phase transitions can be equally well detected by both the charge-neutral and the positive muon charge

state. The two different charge states provide complimentary information that would not be accessible
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otherwise; for example, in MnF2, the charge-neutral center allows direct insight into how hydrogen

defects act as magnetic impurities. Density functional theory (DFT) has proven enormously helpful in

the identification of plausible charge-neutral states, in particular muon-polaron complexes. However,

as the case of the muon-polaron complex in TiO2 shows, DFT is not (yet) a silver bullet and there re-

main significant challenges for the accurate prediction of metastable and polaronic states. These issues

are currently the subject of intense research, and there are several promising developments (e.g. Refs

[281, 282]); we anticipate that DFT will be able to accurately predict muon behavior in the future, and

expect that detailed DFT calculations will become an integral part of µSR studies.

In essence, this thesis bridges the previously separate fields of magnetism and muonium research.

However, the present results represent just the beginning. Going forward, the development of a deeper

understanding of (1) the variety of types of charge-neutral states in magnetic compounds, (2) how they

affect the µSR signal and (3) under what circumstances they form is critical. Considering both the re-

sults of this thesis and the extensive literature on Mu in non-magnetic materials [39–42], a combination

of the electronic, magnetic and crystal structure is expected to play a role in the determination of the

nature of charge-neutral muon (and hydrogen) states. What is needed is a comprehensive theory that

can predict which muon charge-states form prior to experiment, and, in a second step, how both the

electronic and magnetic structure are affected by simple hydrogenic impurities. This way, µSR can be

used both to study the intrinsic magnetic properties as well as the effect of hydrogen as a magnetic and

electronic impurity. A thorough understanding of unintentional hydrogen doping is particularly rele-

vant for transition metal compounds, which form the basis for a large number of current developments

in condensed matter physics (including spintronics [205–209], dilute magnetic semiconductors [210],

metal-insulator transitions [283], multiferroics [211] and superconductivity [212]). We propose a sys-

tematic (re)examination of µSR results of binary magnetic first-row transition metal oxides, including

repeats of some experiments considering that both sample growth procedures and experimental setups

significantly improved since the early days of µSR. In addition, as the example of TiO2 shows, muon-

polaron complexes are not fully understood even in non-magnetic compounds, and further research is

urgently required.
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Spaldin, and R. F. Kiefl, “Local Electronic Structure and Dynamics of Muon-Polaron
Complexes in Fe2O3,” Physical Review Letters 126, 037202 (2021).
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Appendix A

Details on the Cr2O3 analysis

A.1 Orientation of the internal magnetic field
Under the assumption that Bext does not induce changes of Bint , the resulting frequency multiplets can

be calculated by simple vector addition. For Bext ||c, only θ is relevant, and we expect the ZF frequency

f ZF to be split into a doublet, see Fig. 5.3(a), with the frequencies f± given by

f± =
[(

fext ± f ZF sin(θ)
)2

+
(

f ZF cos(θ)
)2
]1/2

, (A.1)

where fext = γµ/(2π) · |Bext |. Given the equal number of sites with +θ and −θ , equal amplitudes for

both doublet lines are expected (for Bext � Bint).

For Bext ||[112̄0]⊥c, the multiplet splitting, determined by both ϕ and θ , is given by

f (θ ,ϕ) =
[
( f ZF sin(θ))2 +( f ZF sin(ϕ)cos(θ))2

+( fext + f ZF cos(ϕ)cos(θ))2
]1/2

(A.2)

Only for δ = 0 or ±30°, Bext causes a multiplet splitting with less than six lines, but yields either a

quadruplet for δ = 0 or a triplet for δ =±30°, with an amplitude ratio of 1:2:2:1 and 2:2:2, respectively,

see Figs. 5.3(b) and (c).

For Bext ‖ c, Eqn. (A.1) is used to calculate the expected doublet frequencies ( fcalc) with f ZF from

Fig. 5.1(c). Minimizing | fcalc(θ)− fexp(θ)|+ | fcalc(−θ)− fexp(−θ)| yields θ values that produce

excellent agreement between fcalc and fexp for E1-E3, see Table A.1.

Using those θ values, Eqn. (A.2) is used to investigate the Bext ‖ [112̄0]⊥c multiplet splittings.

For E1 and E2, the measured frequencies are in very good agreement with the calculated values fcalc

for δ = 0 and 30°, respectively, see Table A.2. Furthermore, the amplitudes are close to the predicted

1:2:2:1 and 2:2:2 ratio. For E3, δ = ±17.5° yields a reasonable agreement between fcalc and fexp,

assuming that the outer two lines on either sides of the resulting sextet are not resolved, but appear at
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Table A.1: Comparison of frequencies fexp measured at 2.55 K in C2, 30mT||c, and calculated
values fcalc, obtained with Eqn. (A.1) using f ZF from Fig. 5.1(c) and by optimizing θ to
minimize | fcalc(θ)− fexp(θ)|+ | fcalc(−θ)− fexp(−θ)| .

site f ZF [MHz] fexp [MHz] fcalc [MHz] θ [°]
E1 68.53±0.01 66.98±0.01 66.98 -24.0

70.28±0.01 70.28 +24.0
E2 102.12±0.01 101.78±0.01 101.78 -6.0

102.62±0.01 102.63 +6.0
E3 76.71±0.01 76.46±0.03 76.46 -5.0

77.18±0.04 77.17 +5.0

Table A.2: Comparison of frequencies fexp measured at 2.2 K in C1, 20mT⊥c, and calculated
values fcalc, obtained with Eqn. (A.2) using f ZF from Fig. 5.1(c), θ from Table A.1, ϕ

given by 0°+δ ,±60°+δ ,±120°+δ and 180°+δ with δ = 0° for E1, δ = 30° for E2 and
δ = 17.5° for E3. Bold values correspond to the average of vertically adjacent values.

site f ZF [MHz] θ [°] fexp [MHz] fcalc [MHz] ϕcalc [°]
E1 68.52±0.01 24 66.08±0.03 66.05 180

67.38±0.01 67.32 ±120
69.76±0.01 69.80 ±60
71.00±0.03 71.00 0

E2 102.12±0.01 6 99.80±0.01 99.79 ±150
102.16±0.01 102.15 ±90
104.45±0.01 104.46 ±30

E3 76.69±0.01 5 74.11 +162.5
74.51±0.07 74.42 –

74.72 −137.5
76.15±0.09 76.15 +102.5
77.25±0.07 77.32 −77.5

78.70 +42.5
78.89±0.05 78.98 –

79.27 −17.5

their average frequency (shown in bold in Table A.2) with twice the amplitude. From that, an amplitude

ratio of 2:1:1:2 is expected, which is indeed observed. Considering crystal alignment and the observed

frequencies and amplitude ratios, we estimate the uncertainties to be±1° for all θ values, ±3.5° for δE1

and δE2, and ±2° for δE3.
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Table A.3: Comparison of frequencies fexp measured at T = 2.1K, Bext = 4T||c, and calcu-
lated values using Eqn. (A.1), fext = 541.98MHz , and θ values that minimize | fcalc(θ)−
fexp(θ)|+ | fcalc(−θ)− fexp(−θ)|. Note that 541.14 MHz is listed twice in fexp, as f−E2 and
f−E3 overlap.

site f ZF [MHz] fexp [MHz] θ [°] fcalc [MHz]
E1 68.53 517.90±0.01 -24.01 517.90

573.26±0.01 +24.01 573.30
E2 102.12 541.14±0.01 -5.88 541.14

561.62±0.02 +5.88 561.71
E3 76.71 541.14±0.01 -4.69 541.14

553.54±0.02 +4.69 553.56

A.2 Details on data taken in large external fields
The µSR spectra are analyzed over the first 1 µs 1 with the following models: Below 50 K, where f−E2

and f−E3 overlap, six components are considered; all three doublets share amplitude, and the overlapping

line is fit to two components with the same phase and frequency, but share amplitude and relaxation rate

with f+E2 and f+E3, respectively. At and above 50 K, the data are fit to up to five exponentially damped

oscillatory functions, with shared amplitudes for the E1 and E2 doublets, but separate relaxation rates.

Additionally, for the spectra at T = 50, 110−155K, the amplitude of the E3′ component, see Fig.

5.5, is fixed to 0.0365, a value obtained by averaging over the amplitude of surrounding temperature

points. This constraint is necessary in order to get a meaningful measure of the relaxation rate of this

strongly damped component.

The fitted amplitudes of E1 and E2 are shown in Fig. A.1(a). The temperature dependence tracks

largely the ZF behavior: E2 is constant in amplitude, and E1 starts to increase above 200 K.The dis-

played values are the amplitudes of one of the doublets; the total amplitude of muons in either E1 or E2

is twice that. The remaining amplitudes, associated with E3, E3′ and E3* are displayed in Fig. A.1(b).

The points with a thick horizontal bar indicate temperature points where the amplitude was constrained.

The E3 doublet amplitude accounts for only one of the doublets; the dashed line indicates the total

(double) value for reference.

The frequencies obtained from fitting to five exponentially damped oscillatory components are

shown in Table A.3. Using Eqn. (A.1), fcalc is calculated for the θ value that minimizes | fcalc(θ)−
fexp(θ)|+ | fcalc(−θ)− fexp(−θ)|, yielding very good agreement with the data, and θ values matching

closely those obtained in low field, see Table A.1.

The temperature dependence of f±E1 and f±E2 is modeled by Eqn. (A.1) with θ from Table A.3, and

1A small sample misalignment of less than 1° seems to cause a further splitting of the line at times longer than 1 µs. This
sub-splitting affects the various multiplet frequencies differently and has a small temperature dependence which is not fully
understood. Limiting the analysis (and the depicted Fourier transform) to the first 1 µs effectively smooths out the substructure;
however a separate relaxation rate for the E1 doublet is required and attributed to broadening caused by this misalignment sub-
splitting.
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Figure A.1: Fit results for 4T||c spectra: amplitudes for (a) E1 and E2, and (b) for E3, E3′ and
E3*. The black bar indicates that the value was fixed to 0.0365.

an interpolated temperature dependence of f ZF
E1 (T ) in Fig. 5.1(c). f ZF

E2 (T ) was further approximated by

scaling f ZF
E1 (T ) by the low temperature E2/E1 frequency ratio f ZF

E2 / f ZF
E1 |2.2K = 1.49. The red lines in Fig.

5.6(c) represent the calculated doublet frequencies f±E1(T ) and f±E2(T ). There is good agreement with

the data, indicating that θ is largely temperature independent. A small but consistent deviation from the

predicted line is observed for the E1 doublet between 200−300K, and discussed in Sec. 5.6.

A.3 Details on the E2→E1 transition
Here we describe a model for the E2→E1 transition assuming a thermally activated, exponential rate of

the form Λ(T ) = ν0 exp(−Ea/kBT ), where Ea and ν0 are activation energy and attempt frequency. The

following expression describes the observable signal precessing at fE1 (compare [74, 284]):

SE1(t) = AE1 cos(2π fE1t)

+ AE2

∫ t

0
Λe−Λt ′ cos

(
2π fE1(t− t ′)+2π fE2t ′

)
dt ′

= A cos(2π fE1t +Φ). (A.3)

Muons starting out in E1 are described by the first term, whereas the second describes the E2→E1

transition taking into account the phase acquired while evolving in E2. For t � Λ−1, the resultant

combined amplitude A and phase Φ can be expressed as

A =

√
A2

E2 +2AE2AE1

ζ (T )2 +1
+A2

E1 (A.4)

Φ = −arctan
[

AE2ζ (T )
AE2 +AE1(1+ζ (T )2))

]
, (A.5)
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where

ζ (T ) =
2π[ fE1(T )− fE2(T )]

ν0 exp(−Ea/kBT )
. (A.6)

The expressions above assume that Bint in E1 and E2 are parallel and perpendicular to the initial spin po-

larization Pi. In order to compare this model to data taken in both ZF and large Bext , small modifications,

outlined below, are necessary.

In general, B is not perpendicular to the initial polarization Pi, causing the component of B||Pi to

act as a holding field. The polarization signal can be decomposed into oscillating and non-oscillating

components, see Eq. (2.6)

S(t) ∝ cos(θ)2 cos
(
γµ |B|t

)
+ sin(θ)2; (A.7)

note that here, we use 90°−θ as the angle enclosed by B and Pi.

Zero field. Here, Pi||c, and for both E1 and E2, the internal field Bint encloses an angle θ with the c-

plane, see Table A.1. Thus Bint ·Pi 6= 0, resulting in a non-oscillatory signal component.The oscillatory

fE1 signal amplitude represents only a fraction of cos(θE1 = 24°)2 = 0.83 of muons in E1, while for E2,

cos(θE2 = 6°)2 = 0.99, and virtually the complete E2 component is oscillating. Thus if the complete E2

component with observed amplitude AE2 coherently transfers to E1, the transferred amplitude observed

at fE1 is only (cos(θE1)/cos(θE2))
2AE2. Strictly, this is only valid for Λ−1 � 1/ fE2; furthermore, a

change ∆ϕ = 30° of the internal field direction upon transition is neglected. A calculation addressing

both issues was carried out and yielded slight improvements but no major deviations from the simple

model, and was not included for clarity. The temperature dependence of f ZF
E1 (T ) and f ZF

E2 (T ) is obtained

by interpolating f ZF
E1 shown in Fig. 5.1 (c).

High field. As Bext⊥Pi > Bint , the resultant internal field is in good approximation perpendicular

to Pi. Bext causes a frequency splitting, see Section 5.3.4. The doublet frequencies, compare red lines

in Fig. 5.6, are given by Eqn. (A.1). Here, only transitions without sign change of θ , i.e. f+E2 → f+E1

and f−E2 → f−E1, are considered. Note that the phase shift Φ has opposite direction for the two doublet

frequencies due to a sign change of ζ , see Eqns. (A.5) and (A.6). The model predicts slightly different

temperature dependences A (T ) for the f+E2 → f+E1 and f−E2 → f−E1 transitions. Since the experimental

frequency doublet was fit to a common amplitude, the model curve shown in Fig. 5.7(b) is the average

of both contributions.

For a quantitative analysis, the following parameters (as obtained in the Section 5.3) were used: in

ZF, AE1 = 0.082 and AE2 = 0.090, in high field AE1 = 0.0253 and AE2 = 0.0275. The derivation of Eqns.

(A.4) and (A.5) does not consider initial phases (φE1 = φE2 = 0). This was accounted for by shifting the

model curves by the E1 initial phase obtained at low temperatures.
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