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Abstract

In this thesis, we establish decomposition theorems for topological Azumaya

algebras, and topological Azumaya algebras with involutions of the first kind.

Decomposition of topological Azumaya algebras
Let A be a topological Azumaya algebra of degree mn over a CW complex

X . We prove that if m and n are relatively prime, m < n, and the dimension of

X is in the stable range for GL(m,C), then A can be decomposed as the tensor

product of topological Azumaya algebras of degrees m and n. Moreover, if the

dimension of X is outside of the stable range for GL(m,C), then A may not

have such a decomposition.

Decomposition of topological Azumaya algebras with involution
Let A be a topological Azumaya algebra of degree mn with an orthogonal

involution over a CW complex X . We prove that if m and n are relatively

prime, m < n, and the dimension of X is in the stable range for O(m,C), then

A can be decomposed as the tensor product of topological Azumaya algebras

of degrees m and n with orthogonal involutions.

Let A be a topological Azumaya algebra of degree 2mn with a symplectic

involution over a CW complex X . We prove that if n is odd, and dim(X ) ≤ 7,

then A can be decomposed as the tensor product of a topological Azumaya of

degree 2m with a symplectic involution, and a topological Azumaya algebra

of degree n with an orthogonal involution.
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Lay Summary

One of the methods used to understand mathematical structures is to break

them down into pieces, study those pieces, and recover the former structure

by putting the pieces together with an operation. In primary school, we learn

that any natural number bigger than 1 can be expressed as the product of

powers of its prime factors. That is, prime numbers are the multiplicative

building blocks for the natural numbers.

The research presented in this thesis lies in the field of algebraic topology.

This branch of mathematics studies the concept of shape by using algebra,

and its objects are spaces instead of numbers. We study objects called topo-

logical Azumaya algebras, and the operation among these objects is called

tensor product. We provide conditions for topological Azumaya algebras so

that we can express them as the tensor product of “smaller” algebras.
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This dissertation is an original intellectual product of the author. The ques-
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Chapter 1

Introduction

If I have seen farther it is by standing on the shoulders of Giants.
— Sir Isaac Newton (1855)

The aim of this thesis is to determine decomposition theorems in the the-

ory of topological Azumaya algebras over a CW complex. We find sufficient

conditions in terms of the dimension of a topological space X and the degrees

of the algebras under which there is a tensor product decomposition.

1.1 Notation
We begin with some notation that we will use through this thesis.

Following standard set notation N, Z, R, C, and H represent the natural,

integer, real, complex, and quaternion numbers, respectively.

Let G be a group. The center of G will be denoted by Z(G). The torsion

subgroup of G will be denoted by Gtors.

The notation we adopt for the classical Lie groups is as in [22]. We de-

note by M(n,C) the set of n× n complex matrices, this set is given a met-

ric with respect to the coordinates of an n× n matrix and is homeomorphic

with Cn2 ∼= R2n2
. The complex general linear group GL(n,C) = {

M ∈ M(n,C) :

M is invertible
}

is considered as a Lie group with the topology of an open

subset of M(n,C). We use U(n,C), O(n,C), SO(n,C), and Sp(n,C) to denote the

unitary group of order n, the complex orthogonal group of order n, the spe-
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cial complex orthogonal group of order n, and the complex symplectic group

of order 2n, respectively. These groups are closed subgroups of GL(n,C) in

the unitary and orthogonal cases, and of GL(2n,C) in the symplectic case. In

matrix terms these groups are defined as

U(n,C)= {
M ∈M(n,C) : M∗M = MM∗ = In

}
,

O(n,C)= {
M ∈M(n,C) : MtrM = MMtr = In

}
,

SO(n,C)= {
M ∈O(n,C) : det(M)= 1

}
, and

Sp(n,C)= {
M ∈M(2n,C) : MtrJ2nM = J2n

}
where tr denotes transposition, ∗ denotes the adjoint, and

J2n =
(

0 In

−In 0

)
.

All topological spaces will have the homotopy type of a CW complex. We

fix basepoints for connected topological spaces, and for topological groups we

take the identities as basepoints. We write πi(X ) in place of πi(X , x0). Homo-

topy groups of classical groups are taken from [22, Section 4.6].

1.2 Topological Azumaya Algebras
The concept of a central simple algebra over a field was generalized in 1951

by Azumaya [7] to the notion of an Azumaya algebra over a local ring, later in

1960, Auslander–Goldman [6] generalized this to an Azumaya algebra over

a commutative ring, and then in 1966, Grothendieck [14] defined this con-

cept in the context of a locally ringed topos, that is, in a category of sheaves

equipped with a designated choice of sheaf of rings with enough points, O ,

having local rings as stalks. One recovers the case of Auslander–Goldman

when the category is (SpecR)ét of étale sheaves over the spectrum of the ring

R. That is, an Azumaya algebra of degree n is a sheaf of O algebras that is

locally isomorphic to M(n,O ).

Consequently, Grothendieck’s definition not only generalizes a purely al-

gebraic concept, but also leads to the definition of Azumaya algebras over

2



objects of a different mathematical nature, like generalized rings and topo-

logical spaces.

Let k be a field. In the theory of central simple algebras over k, a theo-

rem of Wedderburn states that any central simple algebra A/k has the form

M(n,D), where D/k is a division algebra that is unique up to isomorphism,

[24, Theorem 1.3]. This theorem reduces the classification problem for finite-

dimensional central simple algebras over k to the classification problem for

finite-dimensional central division algebras over k.

Let A and B be finite-dimensional central simple algebras over k. There

exist division algebras D and E such that A ∼= M(m,D) and B ∼= M(n,E). We

say A and B are Brauer equivalent if the division algebras D and E are iso-

morphic. The set of equivalence classes of finite-dimensional central simple

algebras over k modulo Brauer equivalence has the group structure with the

tensor product of algebras, [12, Proposition 4.3]. This group is called the

Brauer group of k, and is denoted Br(k).

We see that each Brauer equivalence class contains a unique isomorphism

class of finite-dimensional central division algebras, and each such division

algebra is contained in a unique Brauer equivalence class. Therefore, the

elements of the Brauer group of k are in one to one correspondence with the

isomorphism classes of division algebras D/k.

If D/k is a finite-dimensional central division algebra, then dimk(D) is

a square, [12, Theorem 3.10]. The degree of D/k is defined by
√

dimk(D).

The theory of central division algebras is equipped with a structure theo-

rem stating that every finite-dimensional central division algebra D can be

broken up into pieces corresponding to the prime factorization of its degree

deg(D) = pn1
1 · · · pnr

r , i.e. D is isomorphic to D1 ⊗k D2 ⊗k · · · ⊗k Dr where each

D i is a division algebra of degree pni
i . This decomposition is unique up to

isomorphism, [24, Theorem 5.7].

Definition 1.2.1. A topological Azumaya algebra of degree n over a topolog-

ical space X is a bundle of associative and unital complex algebras over X

that is locally isomorphic to the matrix algebra M(n,C), [14, 1.1].

Example 1.2.2. Let V : E → X be a complex vector bundle of rank n. Let F

3



denote
{
(x,ϕ)

∣∣ϕ ∈ EndC
(
V −1(x)

)}
. Then the projection of F onto X is a topo-

logical Azumaya algebra of degree n over X. This is called the endomorphism

bundle of V and we denote it by End(V ) : F → X .

Example 1.2.3. Let A be a topological Azumaya algebra of degree n over

a space X . The fiber bundle A op defined by taking the opposite algebra

A −1(x)op for all x ∈ X is a topological Azumaya algebra of degree n over X .

Example 1.2.4. Let ρ : G → PGL(n,C) be a group representation. Let X be a

space with a free G-action. Suppose the projection p : X → X /G is a principal

G-bundle. Then the fiber bundle with fiber M(n,C) associated to p,

M(n,C) X ×G M(n,C) X /G

is a topological Azumaya algebra of degree n over X /G.

Topological Azumaya algebras over a space X are classified by pointed

homotopy classes of maps from X to BPGL(n,C), as there is a bijective corre-

spondence{
Isomorphism classes of degree-n

topological Azumaya algebras over X

}
↔

{
Isomorphism classes of

principal G-bundles over X

}
,

where G is the topological group of automorphisms of M(n,C) as an algebra,

[26, 8.2]. The Skolem–Noether theorem asserts that this is PGL(n,C); i.e.,

matrices acting by conjugation.

For brevity of notation we work with U(n,C) instead of GL(n,C). Our

choice of notation does not affect our results because U(n,C) included in

GL(n,C) as the maximal compact Lie subgroup is a deformation retract, in

particular the inclusion is a homotopy equivalence, [22, Theorem I.4.11].

Hence, the homotopy type of U(n,C) is that of GL(n,C). The homotopy equiv-

alence is more than an equivalence of spaces, it upgrades to one of topological

groups, hence of classifiying spaces.

Example 1.2.5. Let i = 0,1, . . . ,2n+1, we can determine the number of isomor-

phism classes of topological Azumaya algebras of degree n over S i. Indeed,

4



let if i = 0,1, . . . ,2n+1, then

[
S i,BPU(n,C)

]=πi
(
BPU(n,C)

)=



0 if i = 0,1,

Z/n if i = 2,

0 if i > 2 and i is odd,

Z if i > 2 and i is even,

Z/n! if i = 2n+1.

A computation of the homotopy groups of the projective unitary groups is

done in subsection 2.1.

There are two invariants associated to a topological Azumaya algebra of

degree n over a space X .

Given two topological Azumaya algebras A and A ′ over X of degrees m

and n, respectively, we can define the tensor product A ⊗A ′ by applying the

Kronecker product M(m,C)⊗CM(n,C) fiberwise.

We say two topological Azumaya algebras A and A ′ are Brauer equiva-

lent if there exist complex vector bundles V and V ′ such that A ⊗End(V ) ∼=
A ′⊗End(V ′) as bundles of C-algebras.

The set of isomorphism classes of topological Azumaya algebras over X

modulo Brauer equivalence with the tensor product operation has the group

structure where the class [End(V )] for all complex vector bundles V is the

identity. Moreover, since A ⊗A op ∼= End(A ) for all classes [A ], then [A ]−1 =
[A op]. This group is called the (topological) Brauer group of X , and it is

denoted by Br(X ).

Let X and Y be topological spaces, and let f : Y → X be a continuous

map. The map f induces a homomorphism on the Brauer groups f ∗ : Br(X )→
Br(Y ). In other words, Br(−) is a contravariant functor from the category of

topological spaces to the category of abelian groups.

The cohomological Brauer group of X is defined by Br′(X ) = H3(X ;Z)tors.

See subsection 1.2.1 for a discussion about the relation between these invari-

ants.

Let α ∈Br(X ). The period of α is the order of α as an element of the Brauer

5



group, and it is denoted by per(α). Let D(α) denote the set
{
deg(A ) : A ∈α}

.

The index of α is defined as ind(α) := gcd D(α).

The Brauer class of a topological Azumaya algebra A : X → BPU(n,C) is

an element in Br(X ) that is defined as follows. Let χn denote the composite

of A with the projection of BPU(n,C) on the the first non-trivial stage of its

Postnikov tower, BPU(n,C) → K(Z/n,2), as illustrated in the diagram below.

Then cl(A ), the Brauer class of A , is defined as the composite β̃n ◦χn, where

β̃n : K(Z/n,2)→K(Z,3) is the unreduced Bockstein map.

BPU(n,C)

X K(Z/n,2) K(Z,3).

A

χn β̃n

Let a and m be positive integers. Let µm ⊂ U(am,C) be the cyclic sub-

group of order m consisting of scalar matrices ζIam for ζ a m-th root of unity.

Since µm is a closed normal subgroup of U(am,C), then the quotient group

U(am,C)/µm is a Lie group. The space U(am,C)/µm is equipped with a canon-

ical degree-am topological Azumaya algebra A such that cl(A ) is m-torsion

in the Brauer group. In fact, the quotient homomorphism q : U(am,C)/µm →
PU(am,C) and the inclusion Z/m →Z/am induce the homotopy-pullback dia-

gram in diagram (1.1).

BU(am,C)/µm BPU(am,C)

K(Z/m,2) K(Z/am,2)

B q

(1.1)

Therefore, a map A ′ : X → BU(am,C)/µm induces a degree-am topologi-

cal Azumaya algebra B q ◦A ′ : X → BPU(am,C) such that cl
(
B q ◦A ′) is m-
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torsion.

BU(am)/µm BPU(am)

K(Z/m,2) K(Z/am,2)

X K(Z,3)

B q

A

β̃am

A ′

α

β̃m

(1.2)

In Proposition 2.2.4 we prove that if α is an m-torsion Brauer class of a

space X , then it is represented by A a topological Azumaya algebra of degree

am over X if and only if it is represented by a map A ′ : X → BU(am,C)/µm.

In other words, there exists a lifting A of α if and only if there exists a lifting

A ′ of α, see diagram (1.2). It is important to mention that these liftings are

not unique. This means there is a surjective map of sets

{
Isomorphism classes of principal

U(am,C)/µm-bundles over X

}
�


Isomorphism classes

of degree-am topological

Azumaya algebras over X

with m-torsion Brauer class


.

The Brauer class of a map A ′ : X →BU(am,C)/µm is defined as the Brauer

class of the topological Azumaya algebra B q ◦A ′ : X →BPU(am,C), and it is

denoted by cl(A ′).
In what follows we describe the topological period-index problem and the

topological decomposition problem, both of which are aspects of the study of

the set D(α) for α a Brauer class of a topological space.

1.2.1 The Topological Period-Index Problem

Let X be a space with finitely many connected components. The Brauer group

is a subgroup of the cohomological Brauer group, Br(X ) ⊂ Br′(X ). To see this

7



consider the short exact sequence of compact Lie groups

1 S1 U(n,C) PU(n,C) 1

which induces a exact sequence of pointed sets

[
X ,BU(n,C)

] [
X ,BPU(n,C)

] [
X ,B2 S1]' [

X ,K(Z,3)
]
.

En δn (1.3)

As there is a bijective correspondence{
Isomorphism classes of rank-n

complex vector bundles over X

}
↔

{
Isomorphism classes of principal

GL(n,C)-bundles over X

}
,

then the map En sends a complex vector bundle V over X to End(V ).

The multiplication map mult : S1 ×S1 → S1 induces a commutative oper-

ation on
[
X ,K(Z,3)

]
which is the addition in H3(X ;Z), then the union of all

Imδn for n ≥ 1 has the group structure as a subgroup of
[
X ,K(Z,3)

]
. How-

ever, it can also be endowed with another group structure. Let δm(A ) and

δn(A ′) be elements of the union, we define

δm(A ) ·δn(A ′)= δmn
(
f⊗ ◦ (A ×A ′)

)
,

where f⊗ is the map defined in (2.9). We show below that these group opera-

tions are equal.

1 S1 ×S1 U(m,C)×U(n,C) PU(m,C)×PU(n,C) 1

1 S1 U(mn,C) PU(mn,C) 1

mult ⊗ ⊗ (1.4)

1 µn SU(n,C) PU(n,C) 1

1 S1 U(n,C) PU(n,C) 1

(1.5)
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[
X ,BU(m,C)

]× [
X ,BU(m,C)

] [
X ,BU(mn,C)

]
[
X ,BPU(m,C)

]× [
X ,BPU(n,C)

] [
X ,BPU(mn,C)

]
[
X ,K(Z,3)

]× [
X ,K(Z,3)

] [
X ,K(Z,3)

]

Em×En Emn

⊗

δm×δn δmn

+

(1.6)

[
X ,K(Z/n,2)

]
[
X ,BPU(n,C)

]
[
X ,K(Z,3)

]δn

(1.7)

The homomorphisms of short exact sequences in diagrams (1.4) and (1.5)

induce the commutative diagrams (1.6) and (1.7), respectively.

The middle horizontal arrow in diagram (1.6) is the tensor product of topo-

logical Azumaya algebras defined by A ⊗A ′ := f⊗ ◦ (A ×A ′). The commuta-

tivity of the lower square in diagram (1.6) implies that

δmn(A ⊗A ′)= δm(A )+δn(A ′).

Hence δm(A ) ·δn(A ′)= δm(A )+δn(A ′) in
⋃

n≥1 Imδn ⊂ [
X ,K(Z,3)

]
.

From diagram (1.7) the map δn factors through
[
X ,K(Z/n,2)

]∼=H2(X ;Z/n),

which is an n-torsion group by the universal coefficients theorem. Therefore,⋃
n≥1 Imδn is a subgroup of H3(X ;Z)tors.

By the exactness of (1.3) we have that

Br(X )∼=
⋃
n≥1

Imδn.
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From this there is a map

Br(X )∼=
⋃
n≥1

Imδn H3(X ;Z)tors =Br′(X ). (1.8)

Serre showed that if X is a finite CW complex, then the map above is

surjective, [14, Theorem 1.6]. That is, every cohomological Brauer class α ∈
Br′(X ) is represented by topological Azumaya algebras over X of varying de-

grees. It can be shown that per(α)|deg(A ), for all topological Azumaya al-

gebras A representing α. Hence per(α)| ind(α). Moreover, Antieau–Williams

showed that the period and index of α have the same divisors, [3, Theorem

6].

Therefore, for a sufficiently large integer l(α) we have

ind(α)|per(α)l(α). (1.9)

The topological period-index problem is to find the sharpest bound on the

integer l(α) in terms of the period of α and the dimension of X such that

condition (1.9) holds.

For more about the progress that has been made towards solving the topo-

logical period-index problem, we refer the interested reader to [1], [2], [3], [4],

[5], [10], [11], [15], and [16].

1.2.2 The Topological Decomposition Problem

Saltman asked in [24, page 35] whether the analogue to the prime decom-

position theorem for central simple algebras over a field holds in general for

Azumaya algebras over a commutative ring, that is whether an Azumaya

algebra over a commutative ring can be decomposed as a tensor product of

algebras of prime-power degree. In 2013, Antieau–Williams answered this

question in [2, Corollary 1.3] by showing the following result:

Theorem 1.2.6. For n > 1 an odd integer, there exist a 6-dimensional CW com-

plex X and a topological Azumaya algebra A on X of degree 2n and period

2 such that A has no decomposition A ∼= A2 ⊗An into topological Azumaya

algebras of degrees 2 and n, respectively.
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That is, prime decomposition of topological Azumaya algebras does not

hold in general. Nonetheless, Antieau–Williams also showed that prime de-

composition holds for the index of a Brauer class as stated in the theorem

below, [5, Theorem 3].

Theorem 1.2.7. Let X be a connected topological space, and let α=α1+·· ·+αr

be the prime decomposition of a Brauer class α ∈Br(X ), so that each per(αi)=
pαi

i for distinct primes p1, . . . , pr. Then

ind(α)= ind(α1) · · · ind(αr).

The first goal of this thesis is to provide conditions on a positive integer n

and a topological space X such that a topological Azumaya algebra of degree

n on X has a tensor product decomposition. The main result of Chapter 2 is

the following theorem:

Theorem 1.2.8. Let m and n be positive integers such that m and n are

relatively prime and m < n. Let X be a CW complex such that dim(X )≤ 2m+1.

If A is a topological Azumaya algebra of degree mn over X, then there exist

topological Azumaya algebras Am and An of degrees m and n, respectively,

such that A ∼=Am ⊗An.

Theorem 1.2.8 is a corollary of Theorem 2.2.5. We prove in Theorem

2.2.3 that a map X → BU(abmn,C)/µmn can be lifted to BU(am,C)/µm ×
BU(bn,C)/µn when the dimension of X is less than 2am+2, the positive inte-

gers a, b, m and n are such that am is relatively prime to bn, and am < bn.

The proof of Theorem 2.2.3 relies significantly in the description of the homo-

morphisms induced on homotopy groups by the r-fold direct sum of matrices

⊕r : U(n,C) → U(rn,C) in the range {0,1, . . . ,2n}. We call this set “the stable

range for U(n,C)”.

1.3 Topological Azumaya Algebras with Involution
Let A be a finite-dimensional central simple algebra over a field k. An invo-

lution on A is an anti-automorphism τ : A → A satisfying (τ◦τ)(a) = a for all

11



a ∈ A. A central simple algebra with an involution is denoted by (A,τ). It

can be checked that the center k is preserved under τ. The restriction of τ

to k is therefore an automorphism which is either the identity or of order 2.

Involutions that leave the center invariant are called involutions of the first

kind. Involutions whose restriction to k is an automorphism of order 2 are

called involutions of the second kind, [19].

Let A ∈GL(n,C), we denote by IntA : M(n,C)→M(n,C) the inner automor-

phism induced by A, IntA(M)= AMA−1 for all M ∈M(n,C).

Observe that transposition, tr : M(n,C) → M(n,C), is an involution of the

first kind on M(n,C). All automorphisms of
(
M(n,C), tr

)
arise by conjuga-

tion by an invertible matrix: Let τ be an arbitrary involution on M(n,C).

Since tr◦τ is an automorphism of
(
M(n,C), tr

)
, then tr◦τ = IntA for some

A ∈GL(n,C). Hence τ(M)= A−trMtr Atr. Since τ is an involution, then

M = (A−tr A)M(A−1 Atr).

Therefore IntA−1 Atr = idM(n,C), this is A−1 Atr = λIn for some λ ∈ C. This last

equation implies Atr = λA, and thus A = λ2 A. Hence λ = 1 or λ = −1, i.e.

Atr = A or Atr =−A.

Consider the subspaces

(
M(n,C),τ

)+ = {
M ∈M(n,C) : τ(M)= M

}
(symmetric elements), and(

M(n,C),τ
)− = {

M ∈M(n,C) : τ(M)=−M
}

(skew symmetric elements).

Observe that

(
M(n,C),τ

)+ =
A

(
M(n,C), tr

)+ if Atr = A,

A
(
M(n,C), tr

)− if Atr =−A.

where dimC

(
M(n,C), tr

)+ = 1
2 n(n+1) and dimC

(
M(n,C), tr

)− = 1
2 n(n−1).

In summary, we obtain the following proposition.

Proposition 1.3.1. Let τ be an involution of the first kind on M(n,C).

1. The involution τ on M(n,C) has the form τ = IntA ◦tr for some A ∈
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GL(n,C) such that Atr =±A.

2. The subspace
(
M(n,C), tr

)+ has complex dimension 1
2 n(n+1) if and only

if Atr = A.

3. The subspace
(
M(n,C), tr

)+ has complex dimension 1
2 n(n−1) if and only

if Atr =−A.

Definition 1.3.2. Let τ be an involution on M(n,C). We define the type of τ

as orthogonal if Atr = A, and as symplectic if Atr =−A.

Up to isomorphism, the matrix algebra M(n,C) can carry at most one

involution (transposition) if n is odd; and up to two involutions (orthogonal

and symplectic) if n is even, [19, Proposition I.2.20].

Knus–Parimala–Srinivas generalized the notion of a central simple alge-

bras with an involution to Azumaya algebras over schemes, [18]. Saltman

presented a classification of involutions of Azumaya algebras over commuta-

tive rings into kinds, [23, Section 3]. In this thesis we declare an involution

on a degree topological Azumaya algebra to be an involution of the first kind

or an involution of the second kind depending on whether or not there is a

group action on the base space, respectively. All the involutions we discuss

here are involutions of the first kind over, which are classified as orthogonal

and symplectic involutions.

Definition 1.3.3. Let X be a connected topological space, and let A be a

topological Azumaya algebra of degree n over X . An involution on A is a mor-

phism of fiber bundles τ : A →A such that τ◦τ= idA , and when restricted to

fibers it is an anti-automorphism of complex algebras. In this case, (A ,τ) is

called a topological Azumaya algebra with involution.

Definition 1.3.4. Let X be a connected topological space, and let (A ,τ) be a

topological Azumaya algebra with involution over X . The involution τ is said

to be orthogonal (symplectic) if the restriction τ|A −1(x) : A −1(x)→A −1(x) is an

orthogonal (a symplectic) involution of complex algebras for all x ∈ X .
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From [26, 8.2] there is a bijective correspondence
Isomorphism classes of degree-n

topological Azumaya algebras

over X with an involution

locally isomorphic to τ


↔


Isomorphism classes of principal

Aut
(
M(n,C),τ

)
-bundles

over X

 ,

where τ is an involution of the first kind on M(n,C). Proposition 1.3.1 implies

that topological Azumaya algebras over X with involution are classified by

[X ,BPO(n,C)] in the orthogonal case, and [X ,BPSp(n,C)] in the symplectic

case.

The second goal of this thesis is to provide conditions on a positive integer

n and a topological space X such that a topological Azumaya algebra of degree

n over X with an orthogonal involution has a tensor product decomposition

of topological Azumaya algebras with orthogonal involution. The main result

of Chapter 3 is the following theorem:

Theorem 1.3.5. Let m and n be positive integers such that m is even, and n

is odd. Let X be a CW complex such that dim(X )≤ d where d :=min{m,n}.

If A is a topological Azumaya algebra of degree mn over X with an or-

thogonal involution, then there exist topological Azumaya algebras Am and

An of degrees m and n, respectively, such that Am and An have orthogonal

involutions, An is Brauer-trivial and A ∼=Am ⊗An.

We prove in Theorem 1.3.5 that a map X → BPO(mn,C) can be lifted to

BPO(m,C)×BSO(n,C) when the dimension of X is less than d+1. The proof

of Theorem 1.3.5 relies in the description of the homomorphisms induced on

homotopy groups by the r-fold direct sum of matrices ⊕r : O(n,C) → O(rn,C)

in the range {0,1, . . . ,n−1}. We call this set “the stable range for O(n,C)”.

The third goal of this thesis is to provide conditions on a positive integer n

and a topological space X such that a topological Azumaya algebra of degree

2n over X with a symplectic involution has a tensor product decomposition of

topological Azumaya algebras with involution. The main result of Chapter 4

is the following theorem:
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Theorem 1.3.6. Let X be a CW complex such that dim(X ) ≤ 7. Let m and n

be positive integers such that m > 1, n > 7, and n is odd.

If A is a topological Azumaya algebra of degree 2mn over X with a sym-

plectic involution, then there exist topological Azumaya algebras A2m and An

of degrees 2m and n, respectively, such that A2m has a symplectic involution,

An has an orthogonal involution and is Brauer-trivial, and A ∼=A2m ⊗An.

We prove in Theorem 1.3.6 that a map X → BPSp(mn,C) can be lifted to

BPSp(m,C)×BSO(n,C) when the dimension of X is less than 7. The proof of

Theorem 1.3.6 relies in the description of the homomorphisms induced on ho-

motopy groups by the r-fold direct sum of symplectic matrices �r : Sp(m,C)→
Sp(rm,C), and by the homomorphism � : Sp(m,C)×Sp(n,C) → O(4mn,C) in

the range {0,1, . . . ,4m+2}. We call this set “the stable range for Sp(n,C)”.

1.4 Common Preliminaries

1.4.1 Matrix operations

For m,n ∈N consider the following matrix operations:

1. The direct sum of matrices, ⊕ : M(m,C)×M(n,C) → M(m+n,C) defined

by

A⊕B =
(

A 0

0 B

)
.

2. The r-fold direct sum, ⊕r : M(n,C)→M(rn,C) given by

A⊕r = A⊕·· ·⊕ A︸ ︷︷ ︸
r-times

.

3. The tensor product of matrices, ⊗ : M(m,C)×M(n,C)→M(mn,C).

Let Cm and Cn with the standard bases {e1, . . . , em} and
{
e′1, . . . , e′n

}
, re-

spectively. The tensor product of spaces Cm⊗Cn has the standard basis

{
e1 ⊗ e′1, . . . , e1 ⊗ e′n, . . . , em ⊗ e′1, . . . , em ⊗ e′n

}
.
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From this the tensor product of matrices is given by the Kronecker prod-

uct

A⊗B =


a11B · · · a1mB

...
. . .

...

am1B · · · ammB

 ,

for A = (ai j) ∈M(m,C).

4. The r-fold tensor product, ⊗r : M(n,C)→M(nr,C) given by

A⊗r = A⊗·· ·⊗ A︸ ︷︷ ︸
r-times

.

The operations above define maps of spaces. Let ⊕∗, ⊕r∗, ⊗∗ and ⊗r∗ denote

the homomorphisms of homotopy groups induced by these maps of spaces.

1.4.2 Non-degenerate bilinear forms

Let V be a finite-dimensional complex vector space, and let B be a non-

degenerate bilinear form on V . We denote such space as a pair (V ,B).

If dimCV is even, V can be given both a skew-symmetric bilinear form

and a symmetric bilinear form. If dimCV is odd, V can be given a symmetric

bilinear form. These bilinear forms are unique up to isomorphism, given that

C is algebraically closed, [9, Theorem 9.13].

The automorphism group of (V ,B) is

Aut(V ,B)=
{
T ∈GL(n,C) : B(Tv,Tw)= B(v,w) for all v,w ∈V

}
.

Let (Cn,B) and (C2n,B′) denote the spaces Cn and C2n with the standard

symmetric bilinear form and the standard skew-symmetric bilinear form, re-

spectively, then

Aut(Cn,B)∼=O(n,C) and Aut(C2n,B′)∼=Sp(n,C).
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Tensor product of bilinear forms

Let (V ,B) and (V ,B′) be finite-dimensional complex vector spaces with non-

degenerate bilinear forms. We define the tensor product (V ,B)⊗ (V ′,B′) as

follows. There exist linear maps B̃ : V ⊗V → C and B̃′ : V ′⊗V ′ → C such that

B̃(v⊗w)= B(v,w) and B̃′(v′⊗w′)= B′(v′,w′). Then we have a linear map

(V ⊗V ′)⊗ (V ⊗V ′)∼= (V ⊗V )⊗ (V ′⊗V ′) C⊗C∼=CB̃⊗B̃′

given by (v⊗v′)⊗ (w⊗w′) 7→ B̃(v⊗w)B̃′(v′⊗w′).
Let B⊗B′ denote the composition of B̃⊗B̃′ and the quotient map (V⊗V ′)×

(V ⊗V ′)→ (V ⊗V ′)⊗(V ⊗V ′). Then (V ⊗V ′,B⊗B′) is a non-degenerate bilinear

form over C, where (B⊗B′)(v⊗v′,w⊗w′)= B(v,w)B′(v′,w′) (multiplication in

C), [13, Section 1.21, Section 1.27]. The tensor product is bifunctorial, so that

one obtains induced maps

⊗ : Aut(V ,B)×Aut(V ′,B′) Aut(V ⊗V ′,B⊗B′). (1.10)

The following tensor product operations are of interest in the subsequent

chapters.

1. Let (Cm,B) and (Cn,B′) be the spaces Cm and Cn with the standard sym-

metric bilinear forms. Let {e1, . . . , em} and
{
e′1, . . . , e′n

}
be the standard

bases of Cm and Cn, respectively. Then B and B′ are such that

B
(
e i, e j

)= δi j and B′ (e′k, e′l
)= δkl

for 1≤ i, j ≤ m and 1≤ k, l ≤ n.

The tensor product (Cm ⊗Cn,B⊗B′) is a symmetric non-degenerate bi-

linear form such that
{
e1 ⊗ e′1, . . . , e1 ⊗ e′n, . . . , em ⊗ e′1, . . . , em ⊗ e′n

}
is an

ordered basis for Cm ⊗Cn and

(B⊗B′)
(
e i ⊗ e′k, e j ⊗ e′l

)= B
(
e i, e j

)
B′ (e′k, e′l

)= δi jδkl ,

this is, B⊗B′ is the standard symmetric bilinear form on Cmn. There-
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fore, the tensor product (1.10) induces a homomorphism

⊗ : O(m,C)×O(n,C) O(mn,C).

2. Let (C2m,B) be the space C2m with the standard skew-symmetric bi-

linear form, and (Cn,B′) be the space Cn with the standard symmetric

bilinear form. Let {e1, . . . , e2m} and
{
e′1, . . . , e′n

}
be the standard bases of

Cm and Cn, respectively. Then B and B′ are such that

B
(
e i, e j

)= etr
i J2me j and B′ (e′k, e′l

)= δkl

for 1≤ i, j ≤ 2m and 1≤ k, l ≤ n.

The tensor product of the bilinear forms above (C2m ⊗Cn,B⊗B′) is a

skew-symmetric non-degenerate bilinear form such that

{
e1 ⊗ e′1, . . . , e1 ⊗ e′n, . . . , e2m ⊗ e′1, . . . , e2m ⊗ e′n

}
is an ordered basis for C2m ⊗Cn and

(B⊗B′)
(
e i ⊗ e′k, e j ⊗ e′l

)= B
(
e i, e j

)
B′ (e′k, e′l

)= (
etr

i J2me j
)
δkl ,

this means B ⊗ B′ is the standard skew-symmetric bilinear form on

C2mn. Therefore, the tensor product (1.10) induces a homomorphism

⊗ : Sp(m,C)×O(n,C) Sp(mn,C).

3. Let (C2m,B) and (C2n,B′) be the spaces C2m and C2n with the standard

skew-symmetric bilinear forms. Let {e1, . . . , e2m} and
{
e′1, . . . , e′2n

}
be the

standard bases of C2m and C2n, respectively. Then B and B′ are such

that

B
(
e i, e j

)= etr
i J2me j and B′ (e′k, e′l

)= (e′k)trJ2ne′l

for 1≤ i, j ≤ 2m and 1≤ k, l ≤ 2n.

The tensor product (C2m⊗C2n,B⊗B′) is a symmetric non-degenerate bi-
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linear form such that B= {
e1 ⊗ e′1, . . . , e1 ⊗ e′2n, . . . , e2m ⊗ e′1, . . . , e2m ⊗ e′2n

}
is an ordered basis for C2m ⊗C2n and

(B⊗B′)
(
e i ⊗ e′k, e j ⊗ e′l

)= B
(
e i, e j

)
B′ (e′k, e′l

)= (
etr

i J2me j
)(

(e′k)trJ2ne′l
)
.

Observe that B ⊗B′ is not the standard symmetric bilinear form on

C4mn. From the tensor product (1.10) there is a homomorphism

⊗ : Sp(m,C)×Sp(n,C) G,

where G ≤ GL(4mn,C) denotes Aut(C4mn,B⊗B′) with the basis B. Let

P ∈ GL(4mn,C) be the basis change matrix associated to changing the

basis of C4mn from B to an orthonormal basis. Then we have the com-

mutative square below

G GL(4mn,C)

O(4mn,C) GL(4mn,C).

IntP IntP
∼= ∼=

Thus, the composite IntP ◦⊗ : Sp(m,C)×Sp(n,C)→G →O(4mn,C) gives

a homomorphism

� : Sp(m,C)×Sp(n,C) O(4mn,C).

1.4.3 Auxiliary lemmas

Lemma 1.4.1. Let G be a Lie group and let G0 be the component of the iden-

tity. If r : G →G is conjugation by P ∈G0, then there is a basepoint preserving

homotopy H from r to idG such that for all t ∈ [0,1], H(−, t) is a homomor-

phism.

Proof. Since G is path-connected, there exists a path α from P to Im in G.

Define H : G × [0,1] → G by H(A, t) = α(t)Aα(t)−1. Observe that H(−, t) : G →
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G, A 7→ H(A, t) is a homomorphism. Moreover, H is such that

H(eG , t)= eG , H(A,0)= r(A) and H(A,1)= A.

Therefore, the result follows.

Lemma 1.4.2. Let a and b be positive integers such that a and b are relatively

prime. There exist positive integers u and v such that |vb−ua| = 1.

Proof. Since a and b are relatively prime they generate the unit ideal in Z.

That is, the equation ax+ by = 1 has integer solutions x0, y0. Given that

ax0 + by0 = 1 and a,b are positive, then exactly one of x0, y0 is negative. By

changing the sign of the negative one we obtain u,v both positive integers

satisfying ua−vb =±1.
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Chapter 2

Decomposition of Topological
Azumaya Algebras

This chapter is organized as follows. The second section presents prelimi-

naries on the effect of direct sum and tensor product operations on homotopy

groups of compact Lie groups related to the unitary groups U(n,C). The third

section is devoted to the proof of Theorem 2.2.3. We explain in Remark 2.2.7

why the decomposition in Theorem 1.2.8 is not unique up to isomorphism.

From now on, we are going to drop the C that comes in the notation of

U(n,C).

2.1 Stabilization of operations on the unitary
group

We begin by recalling the low degree homotopy groups of the unitary groups

and the special unitary groups. Let n ≥ 1 and i < 2n, the first homotopy

groups of U(n) are given by Bott periodicity.

πi(U(n))∼=
0 if i is even,

Z if i is odd.

The determinant map, det : U(n) → S1, is split so that π1(U(n)) maps iso-
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morphically onto π1(S1) and π1(SU(n)) is simply connected. It follows that

πi(SU(n))∼=
0 if i = 1,

πi(U(n)) otherwise.

We now compute the low degree homotopy groups of the spaces U(am)/µm

and SU(am)/µm. As SU(am) is a simply connected m-cover of SU(am)/µm we

have

πi(SU(am)/µm)∼=
Z/m if i = 1,

πi(SU(am)) otherwise.

All columns as well as the two top rows of diagram (2.1) are short exact.

By the third isomorphism theorem the bottom row is also short exact.

µm µm {1}

SU(am) U(am) S1

SU(am)/µm U(am)/µm S1.

det

i det

(2.1)

Therefore, πi(U(am)/µm)∼=πi(SU(am)/µm) for all i > 1. It remains to com-

pute the fundamental group of U(am)/µm.

By exactness of the bottom row of diagram (2.1), the induced sequence on

fundamental groups is exact,

0 π1
(
SU(am)/µm

)
π1

(
U(am)/µm

)
π1

(
S1)

0.
i∗ det∗ (2.2)

The map det : U(am)→ S1 has a section t : S1 →U(am) defined by

t(ω)=
(
ω 0

0 Iam−1

)
.

The section t is one of groups; in fact U(am) is a semi-direct product of S1 by

SU(am). This section induces a section of det : U(am)/µm → S1, which we also
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denote by t,

1 SU(am)/µm U(am)/µm S1 1.i det

t
(2.3)

Since π1
(
S1) ∼= Z, sequence (2.2) splits. We describe π1

(
U(am)/µm

)
in

terms of the homomorphisms i∗ : π1
(
SU(am)/µm

) → π1
(
U(am)/µm

)
and t∗ :

π1
(
S1)→π1

(
U(am)/µm

)
as π1

(
U(am)/µm

)= Im i∗⊕ Im t∗ ∼=Z/m⊕Z.

2.1.1 First unstable homotopy group of U(n,C)

The standard inclusion of the orthogonal group i : U(n) ,→ U(n + 1) is 2n-

connected, hence it induces an isomorphism on homotopy groups in degrees

less than 2n and an epimorphism in degree 2n. This can be seen by observing

the long exact sequence for the fibration U(n) ,→ U(n+1) → U(n+1)/U(n) '
S2n+1.

The first unstable homotopy group of U(n) happens in degree 2n. Bott

proves in [8] that π2n(U(n))∼=Z/n!.

Let G ∈ {
U(am),SU(am),PU(am),U(am)/µm

}
. Tables 2.1 and 2.2 summa-

rize the previous results.

G U(am) SU(am) PU(am) U(am)/µm SU(am)/µm

π0(G) * * * * *
π1(G) Z 0 Z/am Z/m⊕Z Z/m

Table 2.1: Connected components and fundamental group of compact
Lie groups related to the unitary group

i even odd 2am
πi(G) 0 Z Z/(am)!

Table 2.2: Homotopy groups and first unstable homotopy group of com-
pact Lie groups related to the unitary group for i = 2, . . . ,2am−1.
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2.1.2 Stabilization

Let m,n ∈N and m ≤ n. Define the map

s : U(m) U(m+n)

A A⊕ In.

Since the map s is equal to the consecutive composite of standard inclu-

sions, it follows that s is 2m-connected. Hence, s induces a surjection in

degree 2m and an isomorphism on homotopy groups in degrees less than 2m.

Notation 2.1.1. Let stab denote πi(s), the homomorphism the map s induces

on homotopy groups. The following isomorphism for i < 2m will be used

throughout the paper

stab :πi(U(m)) πi(U(m+n))
∼= (2.4)

to identify πi(U(m)) with πi(U(m+n)) for all i < 2m.

Lemma 2.1.2. Let n, r ∈N. For all j = 1, . . . , r define s j : U(n)→U(rn) by

s j(A)= diag(In, . . . , In, A, In, . . . , In),

where A is in the j-th position. The maps s j and s j+1 are pointed homotopic

for all j = 1, . . . , r−1.

Proof. The block matrix

P j =


I( j−1)n

0 In

In 0

I(r− j−1)n


is such that P jP j = Irn for j = 1, . . . , r−1. Moreover, if A,B ∈U(n), then

P j diag(In, . . . , In, A,B, In, . . . , In)P j = diag(In, . . . , In,B, A, In, . . . , In),
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where A and B are in positions ( j, j), ( j+1, j+1), and ( j+1, j+1), ( j, j), re-

spectively.

From Lemma 1.4.1, s j and s j+1 are pointed homotopic.

Notation 2.1.3. We call the s j maps stabilization maps. As s1 is equal to

s : U(n) → U(n+ (r−1)n), it follows that s j is 2n-connected for all j = 1, . . . , r.

From Lemma 2.1.2 the homomorphisms induced on homotopy groups by the

stabilization maps are equal, hence stab also denotes πi(s1) = ·· · = πi(sr).

Thus we identify πi(U(n)) with πi(U(rn)) for i < 2n through stab. The identi-

fication allows one to introduce a slight abuse of notation, namely to identify

x and stab(x) for x ∈πi(U(n)) and i < 2n.

2.1.3 Operations on homotopy groups

Proposition 2.1.4. Let i ∈N, the homomorphism ⊕∗ : πi(U(m))×πi(U(n)) →
πi(U(m+n)) is given by

⊕∗(x, y)= stab(x)+stab(y)

for x ∈πi(U(m)) and y ∈πi(U(n)).

Proof. It is enough to observe that the direct sum factors as

U(m)×U(n) U(m+n)×U(m+n) U(m+n)

(A,B)

((
A 0

0 In

)
,

(
Im 0

0 B

)) (
A 0

0 B

)
.

s1×s2 mult

Thus ⊕∗(x, y) = mult∗ ◦(stab×stab)(x, y) = stab(x)+ stab(y), where the last

equality is true by the Eckmann-Hilton argument, [25, Theorem 1.6.8].

Corollary 2.1.5. If m < n and i < 2m, then ⊕∗(x, y) = x+ y for x ∈ πi(U(m))

and y ∈πi(U(n)).

Proof. Since s1 and s2 are 2m-connected, the homomorphisms

stab :πi(U(m)) πi(U(m+n)) and stab :πi(U(n)) πi(U(m+n))
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are isomorphisms i < 2m and i < 2n, respectively. We use these isomorphisms

to identify source and target.

From Proposition 2.1.4, ⊕∗(x, y)= stab(x)+stab(y)= x+ y for i < 2m.

Proposition 2.1.6. Let i ∈N, the homomorphism ⊕r∗ :πi(U(n))→πi(U(rn)) is

given by

⊕r
∗(x)= rstab(x)

for x ∈πi(U(n)).

Proof. Let ∆ : U(n)→ (U(n))×r denote the diagonal map. The r-block summa-

tion factors as

U(n) (U(n))×r (U(rn))×r U(rn)

A (A, . . . , A)
(
s1(A), . . . ,sr(A)

)
s1(A) · · ·sr(A).

∆ s1×···×sr mult

By the Eckmann–Hilton argument mult∗ :πi(U(rn))r →πi(U(rn)) is given by

mult∗(x1, . . . , xr)= x1 +·· ·+ xr

for x j ∈πi(U(rn)) and j = 1, . . . , r. From this ⊕r∗ takes the form

πi(U(n)) x

πi(U(n))×r (x, . . . , x)

πi(U(rn))×r (
stab(x), . . . ,stab(x)

)
πi(U(rn)) stab(x)+·· ·+stab(x)︸ ︷︷ ︸

r times

∆

stab×r

mult∗

This proves the statement.

Corollary 2.1.7. If i < 2n, then ⊕r∗(x)= rx for x ∈πi(U(n)).
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Proof. The homomorphism stab×r : πi(U(n))×r → πi(U(rn))×r is an isomor-

phism for all i < 2n because so is stab : πi(U(n)) → πi(U(rn)). By Proposition

2.1.6 we conclude ⊕r∗(x)= rs∗(x)= rx for i < 2n.

Lemma 2.1.8. Let L,R : U(m)→U(mn) be the maps L(A)= A⊗In and R(A)=
In ⊗ A. There is a basepoint preserving homotopy H from L to R such that for

all t ∈ [0,1], H(−, t) is a homomorphism.

Proof. Let A ∈U(m).

L(A)=


a11In · · · a1mIn

...
. . .

...

am1In · · · ammIn

 and R(A)=


A · · · 0
...

. . .
...

0 · · · A

= A⊕n.

Let Pm,n be the permutation matrix

Pm,n = [e1, en+1, e2n+1, . . . , e(m−1)n+1, e2, en+2, e2n+2, . . . , e(m−1)n+2,

. . . ,

en−1, e2n−1, e3n−1, . . . , emn−1, en, e2n, e3n, . . . , e(m−1)n, emn]

where, e i is the i-th standard basis vector of Cmn written as a column vector.

Observe that L(A) = Pm,nR(A)P−1
m,n. The result follows from Lemma 1.4.1.

Proposition 2.1.9. Let i ∈N, the homomorphism ⊗∗ : πi(U(m))×πi(U(n)) →
πi(U(mn)) is given by

⊗∗(x, y)= nstab(x)+mstab(y)

for x ∈πi(U(m)) and y ∈πi(U(n)).

Proof. By the mixed-product property of the tensor product of matrices

A⊗B = (A⊗ In)(Im ⊗B)= L(A)R(B).
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Lemma 2.1.8 gives L∗ = ⊕n∗ : πi(U(m)) → πi(U(mn)). Proposition 2.1.6

yields ⊗∗(x, y)= nstab(x)+mstab(y).

Corollary 2.1.10. If m < n and i < 2m, then ⊗∗(x, y)= nx+my for x ∈πi(U(m))

and y ∈πi(U(n)).

Proof. The statement follows from Corollary 2.1.7 and Proposition 2.1.9.

Proposition 2.1.11. Let i ∈N, the homomorphism ⊗r∗ : πi(U(n)) → πi(U(nr))

is given by

⊗r
∗(x)= rnr−1 stab(x)

for x ∈πi(U(n)).

Corollary 2.1.12. If i < 2n, then ⊗r∗(x)= rnr−1x for x ∈πi(U(n)).

Proof. Corollary 2.1.7 and Proposition 2.1.11 yield the result.

Tensor product on the quotient

Let a, b, m and n be positive integers so that m < n. The tensor product op-

eration ⊗ : U(am)×U(bn) → U(abmn) sends the group µm ×µn to µmn. Con-

sequently, the operation descends to the quotient

⊗ : U(am)/µm ×U(bn)/µn U(abmn)/µmn. (2.5)

Proposition 2.1.13. If i > 1, the homomorphism

⊗∗ :πi(U(am)/µm)×πi(U(bn)/µn) πi(U(abmn)/µmn)

is given by

⊗∗(x, y)= bnstab(x)+amstab(y)

for x ∈πi(U(am)/µm) and y ∈πi(U(bn)/µn).
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Proof. There is a map of fibrations

µm ×µn U(am)×U(bn) U(am)/µm ×U(bn)/µn

µmn U(abmn) U(abmn)/µmn.

mult ⊗ ⊗ (2.6)

From the homomorphism of long exact sequences associated to the fibrations

in diagram (2.6) we obtain a commutative square

πi(U(am))×πi(U(bn)) πi(U(am)/µm)×πi(U(bn)/µn)

πi(U(abmn)) πi(U(abmn)/µmn)

∼=

⊗∗ ⊗∗
∼=

for i > 1. This diagram and Proposition 2.1.9 gives ⊗∗(x, y)=⊕bn∗ (x)+⊕am∗ (y)=
bnstab(x)+amstab(y) for all i > 1.

In the following proposition, we identify π1(U(am)/µm) with Im i∗⊕Im t∗ ∼=
Z/m⊕Z, where i and t are the maps in diagram (2.3). We also identify Z/m

and Z/n with the following subgroups of Z/mn,

Z/m ∼= {
0,n,2n, . . . , (m−1)n

}
and Z/n ∼= {

0,m,2m, . . . , (n−1)m
}
.

Proposition 2.1.14. The homomorphism

⊗∗ :π1(U(am)/µm)×π1(U(bn)/µn) π1(U(abmn)/µmn)

is given by

⊗∗(α+ x,β+ y)= (α+β)+ (bnx+amy)

for α ∈Z/m ⊂Z/mn, β ∈Z/n ⊂Z/mn, and x, y ∈Z.

Proof. Since the determinant of a tensor product is the product of powers of

the determinants, we define φ : S1 ×S1 → S1 by φ(υ,ω) = υbnωam so that the
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diagram below is a map of fibrations.

SU(am)/µm ×SU(bn)/µn U(am)/µm ×U(bn)/µn S1 ×S1

SU(abmn)/µmn U(abmn)/µmn S1.

i×i

⊗

det×det

t×t

⊗ φ

i det

t

This map of fibrations induces a homomorphism of short exact sequences

π1(SU(am)/µm)×π1(SU(bn)/µn) π1(SU(abmn)/µmn)

π1(U(am)/µm)×π1(U(bn)/µn) π1(U(abmn)/µmn)

π1(S1)×π1(S1) π1(S1).

i∗×i∗

⊗∗

i∗

⊗∗

t∗t∗×t∗

φ∗

(2.7)

We want to determine the homomorphism ⊗∗ in the middle of diagram

(2.7). In order to do this, we will determine the homomorphism ⊗∗at the top of

diagram (2.7), and show that the short exact sequences in diagram (2.7) split

compatibly so that ⊗∗ : π1(U(am)/µm)×π1(U(bn)/µn) → π1(U(abmn)/µmn) is

equal to

(
π1(SU(am)/µm)×π1(SU(bn)/µn)

)
⊕

(
π1(S1)×π1(S1)

)

π1(SU(abmn)/µmn)⊕π1(S1).

⊗∗ ⊕φ∗

We begin by observing that there exists a similar map of fibrations to

the one in diagram (2.6), but with the spaces SU(am) and SU(bn) instead

of U(am) and U(bn), respectively. In this case we obtain the commutative
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square,

π1(SU(am)/µm)×π1(SU(bn)/µn) Z/m×Z/n

π1(SU(abmn)/µmn) Z/mn,

∼=

⊗∗ ψ

∼=

where Z/m and Z/n are considered as subgroups of Z/mn, and ψ : Z/m ×
Z/n → Z/mn is addition. From this, ⊗∗ : π1(SU(am)/µm)×π1(SU(bn)/µn) →
π1(SU(abmn)/µmn) is equal to the addition.

In order to prove the compatibility, we observe that even though diagram

(2.8) does not commute, Claim 2.1.15 shows that it is commutative up to a

pointed homotopy. Therefore, the induced diagram on homotopy groups does

commute

π1(S1)×π1(S1) π1(U(am)/µm)×π1(U(bn)/µn)

π1(S1) π1(U(abmn)/µmn).

t∗×t∗

φ∗ ⊗∗
t∗

Consequently, the diagram below commutes

π1(U(am)/µm)×π1(U(bn)/µn) Im(i∗× i∗)⊕ Im(u∗×u∗)

π1(SU(abmn)/µmn) Im i∗⊕ Imu∗,

⊗∗

∼=

ψ⊕φ∗
∼=

this is, ⊗∗(α+ x,β+ y) =ψ(α,β)+φ∗(x, y) for α+ x ∈Z/m⊕Z and β+ y ∈Z/n⊕
Z. By the Eckmann-Hilton argument and Corollary 2.1.10, ⊗∗(α+ x,β+ y) =
ψ(α,β)+ (bnx+amy).

Claim 2.1.15. Diagram (2.8) commutes up to a pointed homotopy,

S1 ×S1 U(am)/µm ×U(bn)/µn

S1 U(abmn)/µmn.

t×t

φ ⊗
t

(2.8)

Proof. Let j = 1, . . . ,abmn, and consider the stabilization maps s j : U(1) →
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U(abmn). Let υ,ω ∈ S1, then

t(φ(υ,ω))=
(
υbnωam 0

0 Iabmn−1

)
and t(υ)⊗ t(ω)=


υt(ω) 0 · · · 0

0 t(ω) · · · 0
...

...
. . .

...

0 0 · · · t(ω)

 .

Observe that t◦φ is equal to the composite

S1 ×S1

(S1)×bn × (S1)×am

U(abmn)×bn ×U(abmn)×am

U(abmn)

∆×∆

g

mult

where g = (
s1×·· ·×s1,s1×·· ·×s1

)
, and t⊗ t is equal to

S1 ×S1

(S1)×bn × (S1)×am

U(abmn)×bn ×U(abmn)×am

U(abmn)

∆×∆

h

mult

where h = (
s1×s2×·· ·×sbn,s1×sbn+1×·· ·×s(am−1)bn+1

)
. By Lemma 2.1.2, t◦φ

and t⊗ t are pointed homotopic.
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2.2 Proof of Theorem 1.2.8
Let a, b, m and n be positive integers. By applying the classifying-space

functor to the homomorphism (2.5), we obtain a map

F⊗ : BU(am)/µm ×BU(bn)/µn BU(abmn)/µmn. (2.9)

If we take the quotient by µam and µbn in (2.9), we write f⊗ instead of F⊗.

Proposition 2.2.1. Let a, b, m and n be positive integers such that am and

bn are relatively prime and am < bn. There exist positive integers u and v

satisfying
∣∣vn(bn)n − um(am)m∣∣ = 1, so that there exist a positive integer N

and a homomorphism T : U(am)×U(bn)→U(N) such that

1. the homomorphism T factors through T̃ : U(am)/µm ×U(bn)/µn →U(N),

and

2. the homomorphisms induced on homotopy groups

T̃i :πi(U(am)/µm)×πi(U(bn)/µn) πi(U(N))

are given byT̃i(x, y)= um(am)m−1x+vn(bn)n−1 y if 1< i < 2am,

T̃i(α+ x,β+ y)= um(am)m−1x+vn(bn)n−1 y if i = 1,

where α ∈Z/m, β ∈Z/n and x, y ∈Z.

Proof. We first construct T.

Since am and bn are relatively prime, so are m(am)m and n(bn)n. Hence

there exist positive integers u and v such that vn(bn)n −um(am)m =±1. Let
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N denote u(am)m +v(bn)n by Lemma 1.4.2. We define T as the composite

U(am)×U(bn)

U((am)m)×U((bn)n)

U(u(am)m)×U(v(bn)n)

U(N).

(⊗m,⊗n)

(⊕u,⊕v)

⊕

1. We must show that µm×µn is contained in Ker(T). Let α and β be m-th

and n-th roots of unity, respectively. Note that the element
(
αIam,βIbn

)
is sent to

(
Iu(am)m , Iv(bn)n

)
by (⊗m,⊗n), hence to the identity by the com-

posite T defined above.

2. We first observe that Corollaries 2.1.5, 2.1.7 and 2.1.12 imply

Ti :πi(U(am))×πi(U(bn)) πi(U(N))

(x, y) um(am)m−1x+vn(bn)n−1 y

for all i < 2am.

From part (1) there is a map of fibrations

µm ×µn U(am)×U(bn) U(am)/µm ×U(bn)/µn

{IN } U(N) U(N).

T T̃

Case 1. Let i > 1. From the long exact sequence, diagram (2.10) com-

mutes.

πi(U(am))×πi(U(bn)) πi(U(am)/µm)×πi(U(bn)/µn)

πi(U(N)) πi(U(N))

∼=

Ti T̃i
(2.10)
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Thus, T̃i(x, y)=Ti(x, y)= um(am)m−1x+vn(bn)n−1 y for 1< i < 2m.

Case 2. Let i = 1. From the long exact sequence there is a homomor-

phism of short exact sequences

π1(U(am))×π1(U(bn)) π1(U(N))

π1(U(am)/µm)×π1(U(bn)/µn) π1(U(N))

Z/m×Z/n 0.

T1

T̃1

The top short exact sequence splits. By direct inspection we obtain

T̃1(α+ x,β+ y)=T1(x, y)= um(am)m−1x+vn(bn)n−1 y.

2.2.1 A (2am+1)-connected map

Let J be the map

J : BU(am)/µm ×BU(bn)/µn BU(abmn)/µmn ×BU(N)

(x, y)
(
F⊗(x, y),BT̃(x, y)

)
where the integer N is the one provided by Proposition 2.2.1.

Proposition 2.2.2. Let a, b, m and n be positive integers such that am and

bn are relatively prime and am < bn. The map J is (2am+1)-connected.

Proof. We want to prove that the induced homomorphism on homotopy groups

πi(BU(am)/µm)×πi(BU(bn)/µn)

πi(BU(abmn)/µmn)×πi(BU(N))

Ji (2.11)

is an isomorphism for all i < 2am+1 and an epimorphism for i = 2am+1.
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Observe that the homotopy groups of the spaces involved are trivial in odd

degrees below 2am+2, hence it suffices to prove that Ji is an isomorphism

for all i even and i < 2am+1.

We divide the proof into two cases.

Case 1. Let i < 2am+ 1 and i 6= 2. For this case computations can be

done at the level of the universal covers of the groups U(am)/µm,U(bn)/µn

and U(abmn)/µmn.

The homomorphism (2.11) takes the form Ji :Z×Z→Z×Z. Propositions

2.1.14 and 2.2.1 yield

Ji(x, y)=
(
bnx+amy,um(am)m−1x+vn(bn)n−1 y

)
.

Thereby, the homomorphism (2.11) is represented by the matrix(
bn am

m(am)m−1u n(bn)n−1v

)
,

which is invertible. This proves Ji is an isomorphism.

Case 2. Let i = 2. The homomorphism (2.11) takes the form

J2 : (Z/m⊕Z)× (Z/n⊕Z) (Z/mn⊕Z)×Z.

Propositions 2.1.14 and 2.2.1 yield

J2(x+α, y+β)=
(
(α+β)+ (bnx+amy),um(am)m−1x+vn(bn)n−1 y

)
.

Recall that ψ :Z/m×Z/n →Z/mn is addition where Z/m and Z/n are con-

sidered as subgroups of Z/mn, see proof of Proposition 2.1.14. The homomor-

phism ψ is an isomorphism. From this and the invertibility of the matrix

above, J2 is an isomorphism.
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2.2.2 Factorization through
F⊗ : BU(am,C)/µm ×BU(bn,C)/µn →BU(abmn,C)/µmn

Theorem 2.2.3. Let a, b, m and n be positive integers such that am and

bn are relatively prime and am < bn. Let X be a topological space with the

homotopy type of a finite dimensional CW complex such that dim(X )≤ 2am+1.

Every map A : X →BU(abmn)/µmn can be lifted to the space BU(am)/µm×
BU(bn)/µn along the map F⊗ up to a pointed homotopy.

Proof. Diagrammatically speaking, we want to find a map

Am ×An : X BU(am)/µm ×BU(bn)/µn

such that diagram (2.12) commutes up to homotopy.

BU(am)/µm ×BU(bn)/µn

X BU(abmn)/µmn

F⊗

A

Am×An

(2.12)

Proposition 2.2.2 yields a map

J : BU(am)/µm ×BU(bn)/µn BU(abmn)/µmn ×BU(N)

where N is some positive integer so that N À bn > am.

Observe that F⊗ factors through BU(abmn)/µmn×BU(N), so we can write

F⊗ as the composite of J and the projection proj1 shown in diagram (2.13).

BU(am)/µm ×BU(bn)/µn BU(abmn)/µmn ×BU(N)

BU(abmn)/µmn

J

F⊗
proj1 (2.13)

Since J is (2am+1)-connected and dim(X )≤ 2am+1, then by Whitehead’s
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theorem

J# :
[
X ,BU(am)/µm ×BU(bn)/µn

] [
X ,BU(abmn)/µmn ×BU(N)

]
is a surjection [25, Corollary 7.6.23].

Let s denote a section of proj1. The surjectivity of J# implies s ◦A has a

preimage Am ×An : X → BU(am)/µm ×BU(bn)/µn such that J ◦ (Am ×An) '
s◦A .

The commutativity of diagram (2.12) follows from commutativity of dia-

gram (2.13). Thus, the result follows.

2.2.3 Factorization through
f⊗ : BPU(am,C)×BPU(bn,C) → BPU(abmn,C)

Proposition 2.2.4. Let X be a finite CW complex. Let α ∈Br(X ) be a class of

period m. There exists a map A ′ : X → BUam /µm such that cl(A ′) = α if and

only if α is represented by A a topological Azumaya algebra of degree am over

X.

Proof. Since α ∈ H3(X ;Z)tors is m-torsion, there exists a class ξ ∈ H2(X ;Z/m)

such that β̃m(ξ)=α. Diagrammatically, there exists a lifting ξ : X →K(Z/m,2)

such that β̃m ◦ξ is pointed homotopic to α, see diagram (2.14).

X

K(Z/m,2) K(Z,3) K(Z,3)

ξ

α

β̃m ×m

(2.14)

The map of fibrations below

µm U(am) U(am)/µm

S1 U(am) PU(am)

q
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induces a commutative diagram

BU(am)/µm BPU(am)

K(Z/m,2) K(Z,3).

B q

β̃m

In order to prove the proposition, we show that there exists a lifting A ′ of

ξ if and only if there exists a lifting A of ξ, see diagram (2.15) below.

BU(am)/µm BPU(am)

K(Z/m,2) K(Z/am,2)

X K(Z,3)

B q

A

β̃am

A ′

ξ

α

β̃m

(2.15)

If there exists a lifting A ′ : X → BU(am)/µm, then the composite B q ◦A ′

is a topological Azumaya algebra of degree am that represents the Brauer

class α.

Conversely, suppose there exists an Azumaya algebra A of degree am

making the outer square in the diagram below commute up to homotopy.

X

BU(am)/µm BPU(am)

K(Z/m,2) K(Z,3)

A

ξ′

A ′

B q

β̃m

In the inner square, the induced map on the homotopy fibers of B q and

β̃m is a homotopy equivalence. An application of the 5-lemma implies that

the inner square is a homotopy pullback square. Therefore, there exists a

lifting A ′ representing α.
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Theorem 2.2.5. Let a, b, m and n be positive integers such that am and bn

are relatively prime and am < bn. Let X be a CW complex such that dim(X )≤
2am+1.

If A is a topological Azumaya algebra of degree abmn such that cl(A )

has period mn, then there exist topological Azumaya algebras Am and An of

degrees am and bn, respectively, such that per(cl(Am)) = m, per(cl(An)) = n

and A ∼=Am ⊗An.

Proof. In this case we want to solve the lifting problem shown in diagram

(2.16) up to homotopy, with per(cl(Am))= m, per(cl(An))= n.

BPU(am)×BPU(bn)

X BPU(abmn)

f⊗

A

Am×An

(2.16)

By Proposition 2.2.4 there exists a map A ′ : X → BU(abmn)/µmn such

that per(cl(A ′)) = per(cl(A )) = mn. Then, by Theorem 2.2.3 there exists a

map A ′
m ×A ′

n : X →BU(am)/µm ×BU(bn)/µn such that F⊗ ◦ (A ′
m ×A ′

n)'A ′.
Since cl(A ′

m)cl(A ′
n) = cl(A ′

mn), m and n are relatively prime, and the pe-

riod of cl(A ′) is mn then per(cl(A ′
m))= m and per(cl(A ′

n))= n.

By Proposition 2.2.4 there exists a map

Am ×An : X BPU(am)×BPU(bn)

such that per(cl(Am))= per(cl(A ′
m)) and per(cl(An))= per(cl(A ′

n)).

It remains to show that diagram (2.16) commutes. Consider the diagram

below

BU(am)/µm ×BU(bn)/µn BPU(am)×BPU(bn)

X

BU(abmn)/µmn BPU(abmn)

A ′
m×A ′

n

B q×B q

f⊗

Am×An

A

F⊗
A ′

(2.17)
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Observe that the square, as well as top, bottom and left triangles, of diagram

(2.17) commute. Hence, the right triangle commutes.

Theorem 1.2.8 is a corollary of Theorem 2.2.5.

Theorem 2.2.6. Let a, b, m and n be positive integers such that am and bn

are relatively prime and am < bn. The map F⊗ : BU(am)/µm ×BU(bn)/µn →
BU(abmn)/µmn does not have any section.

Proof. Suppose there exists a section σ of F⊗.

By Proposition 2.1.14 the map F⊗ induces a homomorphism on homotopy

groups which is given by (x, y) 7→ bnstab(x)+amstab(y) for i > 2. In degree

2am+2 the homomorphism (F⊗)∗ takes the form (F⊗)∗ :π2am+2(BU(am)/µm)×
Z→Z, where

π2am+2(BU(am)/µm)∼=π2am+2(BU(am))

and π2am+2(BU(am)) is trivial when am is odd, and Z/2 when am is even, see

[20, Page 971]. Therefore, (F⊗)∗(x, y)= amstab(y). Thus Im(F⊗)∗ = amZ.

On the other side, since σ is a section of F⊗, the composite

π2am+2(BU(abmn)/µmn)

π2am+2(BU(am)/µm)×π2am+2(BU(bn)/µn)

π2am+2(BU(abmn)/µmn)

σ∗

(F⊗)∗

is the identity. This contradicts the fact that Im((F⊗)∗ ◦σ∗)⊂ amZ.

Remark 2.2.7. Under the hypotheses of Theorem 1.2.8, the topological Azu-

maya algebras Am and An are not necessarily unique up to isomorphism. In
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order to see this, we consider the Moore-Postnikov tower for f⊗:

BPU(m)×BPU(n)

...

K
(
π2F,2

)
Y [2]

K
(
π1F,1

)
Y [1] K(π2F,3)

BPU(mn) K(π1F,2),

k1

k0

where F is the homotopy fiber of f⊗, and ki−1 : Y [i−1] → K
(
πiF, i+1

)
is the

k-invariant that classifies the fiber sequence Y [i] → Y [i −1], for i > 0, [17,

Theorem 4.71].

Since the map f⊗ induces an isomorphism on π2, and π2i+1 for 0< i < m, it

follows that BPU(mn)'Y [i] for i = 1,2,3, and Y [2i]'Y [2i+1] for 1< i < m.

The long exact sequence of F →BPU(m)×BPU(n)→BPU(mn) yields

πiF ∼=
0 if i = 2 or i is odd and i < 2m+1,

Z if i 6= 2, i is even and i < 2m+1.

Hence the Moore-Postnikov tower of f⊗ takes the form

BPU(m)×BPU(n)

...

K(Z,6) Y [6]

K(Z,4) Y [4] K(Z,7)

BPU(mn) K(Z,5).

k5

k3

Let X be a CW complex of dim(X )≤ 6. Let m and n be as in the hypothesis

of Theorem 1.2.8, and m > 3. Let A be a topological Azumaya algebra of
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degree mn.

Observe that the k-invariant k3 is trivial because H5(BPU(mn);Z) is triv-

ial, [1, Proposition 4.1]. Hence there is no obstruction to lifting A to Y [4].

Similarly, we can lift the identity map idBPU(mn) to Y [4], in this case we ob-

tain the splitting Y [4] ' BPU(mn)×K(Z,4). Then the lifting of A takes the

form (A ,ξ) : X →BPU(mn)×K(Z,4).

The cohomology groups of X vanish for all degrees greater than 6, given

that X is 6-dimensional. Thus (A ,ξ) can be lifted up the Moore-Postnikov

tower to BPU(m)×BPU(n). See diagram (2.18).

BPU(m)×BPU(n)

...

Y [4]'BPU(mn)×K(Z,4) K(Z,7)

X BPU(mn) K(Z,5)

k5

A

(A ,ξ)

Am×An

k3

(2.18)

This proves that A can be decomposed as Am ⊗An. The lifting (A ,ξ) is

not necessarily unique. In fact, every cohomology class ξ ∈H4(X ;Z) gives rise

to a lifting (A ,ξ).
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Chapter 3

Decomposition of Topological
Azumaya Algebras with
Orthogonal Involution

This chapter is organized as follows. The first section presents preliminaries

on the effect of direct sum and tensor product operations on homotopy groups

of compact Lie groups related to the complex orthogonal groups O(n,C). The

second section is devoted to the proof of Theorem 1.3.5.

The inclusion O(n,R) → O(n,C) is an equivalence, [22, Corollary I.4.12

(3)]. From now on, we are going to drop the C that comes in the notation of

O(n,C).

3.1 Stabilization of operations on the complex
orthogonal group

We recall the homotopy groups of O(n) and SO(n) in low degrees, and compute

the homotopy groups of PO(n) and PSO(n) in low degrees.

When n = 1, then O(1)= S0, SO(1)= {1} and PO(1)=PSO(1)= {1}.

When n = 2, then SO(2)=U1 = S1, PO(2)∼=O2 and PSO(2)∼= S1.

Let n ≥ 3 and i < n−1, the first homotopy groups of the orthogonal group
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are given by Bott periodicity,

πi(O(n))∼=


0 if i = 2,4,5,6 (mod 8),

Z/2 if i = 0,1 (mod 8),

Z if i = 3,7 (mod 8).

The special orthogonal group is the connected component of the identity

of O(n), then π0(SO(n)) is trivial. Moreover, for n ≥ 2 there is a fiber sequence

SO(n) ,→ O(n) det−−→ Z/2 where Z/2 has the discrete topology, then we can use

the long exact sequence associated to it to see that πi(SO(n)) ∼= πi(O(n)) for

i ≥ 1.

To calculate the homotopy groups of the projective orthogonal group and

the projective special orthogonal group in low degrees when n ≥ 3 consider

the diagrams (3.1) and (3.2) below for k ≥ 2.

{±I2k} {±I2k} {1}

SO(2k) O(2k) {±1}

PSO(2k) PO(2k) {±1}

det

det

(3.1)

{I2k−1} {±I2k−1} {±1}

SO(2k−1) O(2k−1) {±1}

PSO(2k−1) PO(2k−1) {1}

det

det

(3.2)

All columns as well as the two top rows of diagrams (3.1) and (3.2) are

exact. The nine-lemma implies that the bottom rows in (3.1) and (3.2) are

also exact. Therefore,

πi(PO(2k))∼=πi(PSO(2k))∼=πi(SO(2k)) for all i ≥ 2, and

PO(2k−1)∼=PSO(2k−1)∼=SO(2k−1)
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The only calculation left is the one of the fundamental group of PSO(2k)

for k ≥ 2. Let n ≥ 3. By definition, the n-th spinor group Spin(n) is the

universal double covering group of SO(n), [22, Page 74]. This group is also

the universal covering of PSO(n), Ker(p)→Spin(n)
p−→PSO(n), and

π1(PSO(n))=Ker(p)= Z(Spin(n)).

From [22, Theorem II.4.4] the center of Spin(n) for n ≥ 3 is given by

Z(Spin(n))=


Z/2 if n is odd,

Z/2⊕Z/2 if n ≡ 0 (mod 4),

Z/4 if n ≡ 2 (mod 4).

(3.3)

3.1.1 First unstable homotopy group of O(n,C)

The standard inclusion of the orthogonal group i : O(n) ,→ O(n+1) is (n−1)-

connected, hence it induces an isomorphism on homotopy groups in degrees

less than n− 1 and an epimorphism in degree n− 1. This can be seen by

observing the long exact sequence for the fibration O(n) ,→ O(n+1) → O(n+
1)/O(n)' Sn.

The first unstable homotopy group of O(n) happens in degree n−1. Con-

sider the following segment of the long exact sequence

πn(Sn) πn−1(O(n)) πn−1(O(n+1)) 0.∂ i∗

By exactness of the sequence above, there is a short exact sequence

0 Ker i∗ πn−1(O(n)) πn−1(O) 0,
i∗ (3.4)

where O := colimn→∞O(n) and πn−1(O)∼=πn−1(O(n+1)).

Let n = 3,7. From [27, Corollary 10.6, Theorem 10.8], Ker i∗ is trivial.

Thus πn−1(O(n))∼=πn−1(O), i.e. πn−1(O(n)) is trivial.

Let n = 2, then π1(O(2))=π1(S1)=Z.
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Let n 6= 1,2,3,7. The short exact sequence (3.4) splits, [22, Corollary

IV.6.14]. Therefore,

πn−1(O(n))∼=



Z⊕Z if n ≡ 0,4 (mod 8),

Z/2⊕Z/2 if n ≡ 1 (mod 8),

Z⊕Z/2 if n ≡ 2 (mod 8),

Z/2 if n ≡ 3,5,7 (mod 8),

Z if n ≡ 6 (mod 8).

(3.5)

Let G ∈ {
O(n),SO(n),PO(n),PSO(n)

}
. Tables 3.1, 3.2, 3.3, and 3.4 summa-

rize the previous results.

G O(n) SO(n) PO(2k) PSO(2k)
π0(G) Z/2 * Z/2 *

Table 3.1: Connected components of compact Lie groups related to the
complex orthogonal group

G O(n) SO(n) PO(2k) PSO(2k)
π1(G) Z/2 Z/2 Z(Spin(2k)) Z(Spin(2k))

Table 3.2: Fundamental group of compact Lie groups related to the com-
plex orthogonal group

i > 1 and i (mod 8) 0 1 2 3 4 5 6 7
πi(G) Z/2 Z/2 0 Z 0 0 0 Z

Table 3.3: Homotopy groups of compact Lie groups related to the com-
plex orthogonal group for i = 2, . . . ,n−2.
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n equals to 2 3 4 5 6 7
πn−1(G) Z 0 Z⊕Z Z/2 Z 0

n > 7 and n (mod 8) 0 1 2 3 4 5 6 7
πn−1(G) Z⊕Z Z/2⊕Z/2 Z/2⊕Z Z/2 Z⊕Z Z/2 Z Z/2

Table 3.4: First unstable homotopy group compact Lie groups related to
the complex orthogonal group

3.1.2 Stabilization

Let m,n ∈N and m ≤ n. Define the map s : O(m)→O(m+n) by

s(A)=
(

A 0

0 In

)
.

Since the map s is equal to the composite of consecutive canonical inclu-

sions, it follows that s is (m−1)-connected.

Notation 3.1.1. Let stab denote the homomorphisms the map s induces on

homotopy groups. From now on, we will identify πi(O(m)) with πi(O(m+n))

for all i < m−1 through the isomorphism

stab :πi(O(m)) πi(O(m+n)).
∼= (3.6)

Lemma 3.1.2. Let n, r ∈N. For all j = 1, . . . , r define s j : O(n)→O(rn) by

s j(A)= diag(In, . . . , In, A, In, . . . , In),

where A is in the j-th position. Then the map s j is pointed homotopic to s j+1

for j = 1, . . . , r−1.

Proof. Let P j be the permutation matrix

P j =


I( j−1)n

0 In

In 0

I(r− j−1)n

 .

48



We consider two cases according to the parity of n.

If n even, then det(P j)= 1. Moreover, P j is such that s j+1(A)= P j s j(A)P j

for j = 1, . . . , r−1.

In the case n odd, det(P j)=−1. The matrices

Wd =


Irn−2

0 1

1 0

 and Wu =


0 1

1 0

Irn−2


are such that det(WdP j)= det(WuP j)= 1. Moreover,

s2(A)= (WdP j)s1(A)(WdP j)−1, and s j+1(A)= (WuP j)s j(A)(WuP j)−1

for j = 2, . . . , r−1. By Lemma 1.4.1 the result follows.

Notation 3.1.3. We call the s j maps stabilization maps. As s1 is equal to

s : O(n) → O(n + (r − 1)n), it follows that s j is (n − 1)-connected for all j =
1, . . . , r. From Lemma 3.1.2 the homomorphisms induced on homotopy groups

by the stabilization maps are equal, hence stab also denotes πi(s1) = ·· · =
πi(sr). Thus we identify πi(O(n)) with πi(O(rn)) for i < n−1 through stab.

The identification allows one to introduce a slight abuse of notation, namely

to identify x and stab(x) for x ∈πi(O(n)) and i < n−1.

3.1.3 Operations on homotopy groups

We do not write proofs of some results in this section given that they are

similar to the proofs of the results of Chapter 2.

Proposition 3.1.4. Let i ∈N. The homomorphism ⊕∗ : πi(O(m))×πi(O(n))→
πi(O(m+n)) is equal to

⊕∗(x, y)= stab(x)+stab(y)

for x ∈πi(O(m)) and y ∈πi(O(n)).

Corollary 3.1.5. If m < n and i < m−1, then ⊕∗(x, y)= x+ y for x ∈ πi(O(m))

and y ∈πi(O(n)).
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Proposition 3.1.6. Let i ∈ N. The homomorphism ⊕r∗ : πi(O(n)) → πi(O(rn))

is equal to

⊕r
∗(x)= rstab(x)

for x ∈πi(O(n)).

Corollary 3.1.7. If i < n−1, then ⊕r∗(x)= rx for x ∈πi(O(n)).

Lemma 3.1.8. Let L,R : O(m)→O(mn) be the homomorphisms L(A)= A⊗ In

and R(A) = In ⊗ A. There is a basepoint preserving homotopy H from L to R

such that for all t ∈ [0,1], H(−, t) is a homomorphism.

Proof. Let A ∈O(m).

L(A)=


a11In · · · a1mIn

...
. . .

...

am1In · · · ammIn

 and R(A)=


A · · · 0
...

. . .
...

0 · · · A

= A⊕n.

Let Pm,n be the permutation matrix

Pm,n = [e1, en+1, e2n+1, . . . , e(m−1)n+1, e2, en+2, e2n+2, . . . , e(m−1)n+2,

. . . ,

en−1, e2n−1, e3n−1, . . . , emn−1, en, e2n, e3n, . . . , e(m−1)n, emn]

where e i is the i-th standard basis vector of Cmn written as a column vector.

Observe that L(A)= Pm,nR(A)P−1
m,n.

If det(Pm,n)= 1, the result follows from Lemma 1.4.1.

Suppose det(Pm,n) = −1. Consider Wd and Wu from the proof of Lemma

3.1.2. Observe that det(Pm,nWd)= det(Pm,nWu)= det(W−1
d Wu)= 1, and R(A)=

s1(A)s2(A) · · ·sn(A). Then

L(A)= Pm,nR(A)P t
m,n

= Pm,n s1(A)s2(A) · · ·sn(A)P−1
m,n

= Pm,n

(
Wd s1(A) · · ·sn−1(A)W−1

d

)(
Wu sn(A)W−1

u

)
P−1

m,n

= (Pm,nWd)s1(A) · · ·sn−1(A)(Pm,nWd)−1(Pm,nWu)sn(A)(Pm,nWu)−1.
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Applying Lemma 1.4.1 twice yields the result.

Proposition 3.1.9. Let i ∈N, the homomorphism ⊗∗ : πi(O(m))×πi(O(n)) →
πi(O(mn)) is given by

⊗∗(x, y)= nstab(x)+mstab(y)

for x ∈πi(O(m)) and y ∈πi(O(n)).

Corollary 3.1.10. If m < n and i < m− 1, then ⊗∗(x, y) = nx+ my for x ∈
πi(O(m)) and y ∈πi(O(n)).

Remark 3.1.11. Under the hypothesis of Corollary 3.1.10, the homomorphism

⊗∗ :πm−1(O(m))×πm−1(O(n))→πm−1(O(mn))

is given by ⊗∗(x, y) = nstab(x)+mstab(y) = nstab(x)+my. This can be seen

by observing that ⊗∗ is equal to the sum of the two paths around diagram

(3.7).

πm−1(O(m))×πm−1(O(n))

πm−1(O(m)) πm−1(O(n))

πm−1(O(mn)) πm−1(O(mn))

πm−1(O(mn))×πm−1(O(mn))

πm−1(O(mn))

proj2proj1

stab stab

×m

∼=

×n

+

(3.7)

Proposition 3.1.12. Let i ∈N. The homomorphism ⊗r∗ : πi(O(n)) → πi(O(nr))
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is given by

⊗r
∗(x)= rnr−1 stab(x)

for x ∈πi(O(n)).

Corollary 3.1.13. If i < n−1, the map ⊗r∗(x)= rnr−1x for x ∈πi(O(n)).

3.1.4 Tensor product on the quotient

We want to describe the effect of the tensor product operation on the homo-

topy groups of the projective complex orthogonal group.

The methods we used in Chapter 2 to establish the decomposition of topo-

logical Azumaya algebras apply to those whose degrees are relatively prime.

For this reason, we study the tensor product

⊗ : PO(m)×PO(n) PO(mn) (3.8)

in two cases: when m and n are odd, and when m is even and n is odd.

Case m and n odd

Let m and n be positive integers such that m and n are odd. Since PO(m)×
PO(n)=SO(m)×SO(n), the tensor product in (3.8) may be written as

⊗ : SO(m)×SO(n) SO(mn). (3.9)

Proposition 3.1.14. Let i ∈N. The homomorphism

⊗∗ :πi(SO(m))×πi(SO(n)) πi(SO(mn))

is given by

⊗∗(x, y)= nstab(x)+mstab(y)

for x ∈πi(SO(m)) and y ∈πi(SO(n)).
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Case m even and n odd

Let m and n be positive integers such that m is even and n is odd. The

tensor product operation ⊗ : O(m)×SO(n)→O(mn) sends the center of O(m)×
SO(n) to the center of O(mn). As a consequence, the operation descends to

the quotient

⊗ : PO(m)×SO(n) PO(mn). (3.10)

Proposition 3.1.15. Let i > 1. The homomorphism

⊗∗ :πi(PO(m))×πi(SO(n)) πi(PO(mn))

is given by

⊗∗(x, y)= nstab(x)+mstab(y)

for x ∈πi(PO(m)) and y ∈πi(SO(n)).

Proof. There is a map of fibrations

Z(O(m))× {In} O(m)×SO(n) PO(m)×SO(n)

Z(O(mn)) O(mn) PO(mn).

⊗ ⊗ ⊗ (3.11)

From the homomorphism between the long exact sequences associated to the

fibrations in diagram (3.11), we obtain a commutative square

πi(O(m))×πi(SO(n)) πi(PO(m))×πi(SO(n))

πi(O(mn)) πi(PO(mn)),

∼=
⊗

∗
⊗

∗
∼=

for i > 1. From this diagram and Proposition 3.1.12 we have that for all i > 1,

⊗∗(x, y)= nstab(x)+mstab(y) for x ∈πi(PO(m)) and y ∈πi(SO(n)).

Proposition 3.1.16. The homomorphism

⊗∗ :π1(PO(m))×π1(SO(n)) π1(PO(mn))

is given by the following expressions.
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1. If m ≡ 0 (mod 4) and n is odd, then ⊗∗(x,β) = x for x ∈ Z/2⊕Z/2 and

β ∈Z/2.

2. If m ≡ 2 (mod 4) and n is odd, then ⊗∗(α,β)= nα for α ∈Z/4 and β ∈Z/2.

Proof. From the long exact sequence associated to diagram (3.11) there is a

diagram of exact sequences

0 0

π1(O(m))×π1(SO(n)) π1(O(mn))

π1(PO(m))×π1(SO(n)) π1(PO(mn))

π0Z(O(m)) π0Z(O(mn))

π0(O(m)) π0(O(mn))

π0(PO(m)) π0(PO(mn)).

⊗∗

⊗∗

⊗∗

⊗∗

(3.12)

Since Z(O(m)) is contained in the connected component of the identity of

O(m), then the homomorphism π0Z(O(m)) → π0(O(m)) is trivial. Hence we

have a diagram of short exact sequences

π1(O(m))×π1(SO(n)) π1(PO(m))×π1(SO(n)) π0Z(O(m))

π1(O(mn)) π1(PO(mn)) π0Z(O(mn)).

⊗∗ ⊗∗ (3.13)

By Corollary 3.1.10, and the parities of m and n, the homomorphism ⊗∗ :

π1(O(m))×π1(SO(n)) → π1(O(mn)) is the projection onto the first coordinate.

Diagram (3.13) becomes

0 Z/2×Z/2 Z(Spin(m))×Z/2 Z/2 0

0 Z/2 Z(Spin(mn)) Z/2 0.

proj1 ⊗∗ (3.14)
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Part 1. If m = 4k, then diagram (3.14) takes the form

0 Z/2×Z/2 (Z/2⊕Z/2)×Z/2 Z/2 0

0 Z/2 Z/2⊕Z/2 Z/2 0.

i×i

proj1

ϕ

⊗∗

s

i

(3.15)

Let s : Z/2 → (Z/2⊕Z/2)×Z/2 be a section of ϕ, this section must satisfy

1 7→ (0⊕1,0). The composite ⊗∗ ◦ s, and s make the short exact sequences in

diagram (3.15) split compatibly. Thus

(Z/2⊕Z/2)×Z/2 Im(i× i)⊕ Im s

Z/2⊕Z/2 Im i⊕ Im(⊗∗ ◦ s).

∼=

⊗∗ proj1 ⊕ id
∼=

Hence ⊗∗(α⊕β,γ)=α⊕β.

Part 2. If m = 4k+2, then diagram (3.14) takes the form

0 Z/2×Z/2 Z/4×Z/2 Z/2 0

0 Z/2 Z/4 Z/2 0.

proj1 ⊗∗ (3.16)

By direct inspection we have ⊗∗(1,0) = n and ⊗∗(0,1) = 0. Therefore,

⊗∗(α,β)= nα.

Proposition 3.1.17. The homomorphism

⊗∗ :π0(PO(m))×π0(SO(n)) π0(PO(mn))

is a bijection.
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3.2 Proof of Theorem 1.3.5
Let m and n be positive integers. By applying the classifying-space functor

to the homomorphism (3.8) we obtain a map

f⊗ : BPO(m)×BPO(n) BPO(mn).

Proposition 3.2.1. Let m and n be positive integers such that m and n are

odd, and relatively prime. Let d denote min{m,n}. Then there exist positive

integers u and v satisfying |vn−um| = 1, so that there exist a positive integer

N and a homomorphism T : SO(m)×SO(n)→SO(N) such that for all i < d−1

the homomorphisms induced on homotopy groups

Ti :πi(SO(m))×πi(SO(n)) πi(SO(N))

are given by

Ti(x, y)= ux+vy

for x ∈πi(SO(m)) and y ∈πi(SO(n)).

Proof. Assume without loss of generality m < n. Since m and n are relatively

prime, there exist positive integers u and v such that vn−um =±1 by Lemma

1.4.2. Let N denote um+vn, and let T denote the composite

SO(m)×SO(n) SO(um)×SO(vn) SO(N).
(⊕u,⊕v) ⊕

Let i < m− 1. From Corollaries 3.1.5 and 3.1.7 we have that Ti(x, y) =
ux+vy.

Proposition 3.2.2. Let m and n be positive integers such that m is even, and

n is odd. Then there exist positive integers u and v satisfying
∣∣vn−2um2∣∣ =

1, so that there exist a positive integer N and a homomorphism T̃ : PO(m)×
SO(n)→SO(N) such that the homomorphisms induced on homotopy groups

T̃i :πi(PO(m))×πi(SO(n)) πi(SO(N))
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are given by the following expressions. Let d denote min{m,n}.

1. If 1< i < d−1,

T̃i(x, y)= 2umx+vy

for x ∈πi(PO(m)) and y ∈πi(SO(n)).

2. If i = 1, then T̃1(α⊕β,γ)= zβ+γ if m ≡ 0 (mod 4),

T̃1(δ,γ)= z′δ+γ if m ≡ 2 (mod 4).

for z, z′,α,β,γ ∈Z/2 and δ ∈Z/4.

Proof. Without loss of generality, suppose m < n. Since m and n are relatively

prime, there exist positive integers u and v such that vn− 2um2 = ±1 by

Lemma 1.4.2. Let N denote um2 +vn, and let T denote the composite

O(m)×SO(n)

SO(m2)×SO(n)

SO(um2)×SO(vn)

SO(N).

(⊗2, id)

(⊕u,⊕v)

⊕

Note that the elements
(±Im, In

)
are sent to

(
Im2 , In2

)
by (⊗2, id), hence

to the identity by the composite T defined above. Hence T factors through

PO(m)×SO(n)
O(m)×SO(n)

PO(m)×SO(n) SO(N).

T

T̃

From Proposition 3.1.15, and Corollaries 3.1.5, 3.1.7 and 3.1.13 we have

that Ti(x, y)= 2umx+vy for i < m−1.
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The map of fibrations

Z(O(m))× {In} O(m)×SO(n) PO(m)×SO(n)

{IN } SO(N) SO(N)

T T̃

induces a commutative diagram

πi(O(m))×πi(SO(n)) πi(PO(m))×πi(SO(n))

πi(SO(N)) πi(SO(N))

∼=

Ti T̃i

for i > 1. Then T̃i(x, y)=Ti(x, y)= 2umx+vy for 1< i < m−1.

For i = 1, the map of fibrations induces the commutative diagram below

π1(O(m))×π1(SO(n)) π1(PO(m))×π1(SO(n))

π1(SO(N)) π1(SO(N)),

T1 T̃1

which takes the form

Z/2×Z/2 Z(Spin(m))×Z/2

Z/2.

T̃1T1

(3.17)

Observe that the equality vn−2um2 = ±1 implies v is odd, then T1(α,β) =
2umα+vβ=β, i.e. T1 is projection onto the second coordinate.

Subcase i: Suppose m = 4k for some k ∈Z. Diagram (3.17) takes the form

Z/2×Z/2 (Z/2⊕Z/2)×Z/2

Z/2

T̃1
T1

where the horizontal homomorphism is the inclusion (α,β) 7→ (α⊕0,β). Thus

T̃1(1⊕0,0) = 0 and T̃1(0,1) = 1. Let z denote T̃1(0⊕1,0). Hence T̃1(α⊕β,γ) =
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zβ+γ.

Subcase ii: Suppose m = 4k+2 for some k ∈Z. Diagram (3.17) takes the

form
Z/2×Z/2 Z/4×Z/2

Z/2

T̃1
T1

where the horizontal homomorphism is the inclusion (α,β) 7→ (α,β). Thus

T̃1(0,1)= 1. Let z′ denote T̃1(1,0). Hence T̃1(δ,γ)= z′δ+γ.

Let J denote the map

J : BPO(m)×BPO(n) BPO(mn)×BSO(N)

(x, y)
(
f⊗(x, y),BT̃(x, y)

)
.

Let Ji denote the homomorphism induced on homotopy groups by J.

Ji :πi(BPO(m))×πi(BPO(n))→πi(BPO(mn))×πi(BSO(N)) (3.18)

3.2.1 A d-connected map where d is the minimum of two odd
positive integers

Proposition 3.2.3. Let m and n be positive integers such that m and n

are odd, and relatively prime.. The map J is d-connected where d denotes

min{m,n}.

Proof. Without loss of generality, let m < n. Let i < m. By Propositions 3.1.14

and 3.2.1, and Corollary 3.1.10 the homomorphism

Ji :πi(BSO(m))×πi(BSO(n))→πi(BSO(mn))×πi(BSO(N))

is represented by the matrix (
n m

u v

)
.

Observe that this matrix is invertible for all i < m because by Proposition
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3.2.1 its determinant satisfies nv−um =±1.

Let i = m. Propositions 3.1.6 and 3.2.1, and Corollary 3.1.7 show that the

homomorphism Tm−1 :πm−1(SO(m))×πm−1(SO(n))→πm−1(SO(N)) is given by

Tm−1(x, y) = stab(ustab(x))+stab(vstab(y)) = ustab(x)+ vy, where vn−um =
±1. This can be seen by observing that Tm−1 is equal to the sum of the two

paths around diagram (3.19).

πm−1(SO(m))×πm−1(SO(n))

πm−1(SO(m)) πm−1(SO(n))

πm−1(SO(um)) πm−1(SO(vn))

πm−1(SO(um))×πm−1(SO(vn))

πm−1(SO(N))×πm−1(SO(N))

πm−1(SO(N))

proj2proj1

stab stab

×v

∼=

×u

stab×stab

+

∼=

(3.19)

Hence Jm is given by

Jm :πm(BSO(m))×πm(BSO(n)) πm(BSO(mn))×πm(BON )

(x, y)
(
nstab1(x)+my,ustab2(x)+vy

)
where

stab1 :πm−1(SO(m)) πm−1(SO(mn))

and

stab2 :πm−1(SO(m)) πm−1(SO(um))
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are epimorphisms.

If m = 1 or m ≡ 3,5,7 (mod 8), then Jm has trivial target.

Let m 6= 1 and m ≡ 1 (mod 8), then

Jm : (Z/2⊕Z/2)×Z/2→Z/2×Z/2

is given by

Jm(x⊕ y, z)= (
stab1(x⊕ y)+ z,ustab2(x⊕ y)+vz

)
Observe that Jm factors as

(Z/2⊕Z/2)×Z/2 Z/2×Z/2 Z/2×Z/2.
(stab,id)

n m

u v



Hence Jm is an epimorphism.

3.2.2 A d-connected map where d is the minimum of two
positive integers of opposite parity

Proposition 3.2.4. Let m and n be positive integers such that m is even, and

n is odd. Let d denote min{m,n}. The homomorphism Ji is an isomorphism

for all i < d.

Proof. Without loss of generality, suppose m < n.

Ji :πi(BPO(m))×πi(BSO(n))→πi(BPO(mn))×πi(BSO(N)) (3.20)

Let i < m. Given that the homotopy groups of the spaces involved are zero

in degrees i ≡ 3,5,6,7 (mod 8), it suffices to prove that Ji is an isomorphism

for i = 1,2, and for i ≡ 0,1,2,4 (mod 8) with i > 2.

Let i = 1. By Proposition 3.1.17 the homomorphism J1 : Z/2 → Z/2 is the

identity.
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Let i = 2. The homomorphism (3.18) takes the form

J2 : Z(Spin(m))×Z/2 Z(Spin(mn))×Z/2.

Case i: Let m = 4k for some k ∈Z. From Propositions 3.1.16 and 3.2.2, J2

is given by
J2 : (Z/2⊕Z/2)×Z/2 (Z/2⊕Z/2)×Z/2

(α⊕β,γ)
(
α⊕β, zβ+γ

)
,

i.e. J2 is represented by the invertible matrix
1 0 0

0 1 0

0 z 1

 where z ∈Z/2.

Hence J2 is an isomorphism.

Case ii: Let m = 4k+2 for some k ∈Z. From Proposition 3.1.16, f⊗(α,β)=
nα. Since vn−2um2 =±1, then f⊗(α,β)=α. By Proposition 3.2.2, J2 is given

by
J2 :Z/4×Z/2 Z/4×Z/2

(α,β)
(
α, z′α+β

)
,

i.e. J2 is represented by the invertible matrix(
1 0

z′ 1

)
where z′ ∈Z/2.

Hence J2 is an isomorphism.

Let i > 2. The homomorphism (3.18) takes the form Ji : Z×Z→ Z×Z if

i ≡ 0,4 (mod 8), and Ji :Z/2×Z/2→Z/2×Z/2 if i ≡ 1,2 (mod 8).

Note that both homomorphisms are represented by the matrix(
n m

2um v

)
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for i < m. By Proposition 3.2.2, the determinant of this matrix is vn−2um2 =
±1. This proves Ji is an isomorphism.

πm−1(O(m))×πm−1(SO(n))

πm−1(O(m)) πm−1(SO(n))

πm−1(O(m2))

πm−1(O(m2)) πm−1(SO(n))

πm−1(O(um2)) πm−1(SO(vn))

πm−1(O(um2))×πm−1(SO(vn))

πm−1(SO(N))×πm−1(SO(N))

πm−1(SO(N))

proj2proj1

stab

×(2m)

stab stab∼=

×v

∼=

stab×stab

×u

+

∼=

(3.21)

Proposition 3.2.5. Let m and n be positive integers such that m is even, and

n is odd. Let d denote min{m,n}. The induced homomorphism

Jd :πd(BPO(m))×πd(BSO(n)) πd(BPO(mn))×πd(BSO(N)) (3.22)

is an epimorphism.

Proof. Suppose m < n. Propositions 3.1.6 and 3.2.2, and Corollaries 3.1.7 and
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3.1.13 show that Tm :πm(O(m))×πm(SO(n))→πm(SO(N)) is given by

Tm−1(x, y)= stab(ustab(2mstab(x)))+stab(vstab(y))= 2umstab(x)+vy,

where vn−2um2 = ±1. This can be seen by observing that Tm−1 is equal to

the sum of the two paths around diagram (3.21).

Hence (3.22) is given by

Jm :πm(BPO(m))×πm(BSO(n)) πm(BSO(mn))×πm(BON )

(x, y)
(
nstab1(x)+my,2umstab2(x)+vy

)
where

stab1 :πm−1(O(m)) πm−1(O(mn))

and

stab2 :πm−1(O(m)) πm−1(O(m2))

are epimorphisms.

Observe that for m = 1 or m ≡ 3,5,6,7 (mod 8), the homomorphism Jm has

trivial target.

Let m = 2. Then J2 :Z×Z/2→Z/4×Z/2 is given by

J2(x, y)= (
nstab1(x)+2y, y

)
.

Thus J2 is an epimorphism.

Let i > 2 and m ≡ 0,4 (mod 8). Then Jm : (Z⊕Z)×Z→Z×Z is given by

Jm(x⊕ y, z)= (
nstab1(x⊕ y)+mz,2umstab2(x⊕ y)+vz

)
.

Note that Jm factors as

(Z⊕Z)×Z Z×Z Z×Z.
(stab,id)

n 2um

m v



Hence Jm is an epimorphism.
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Let i > 2 and m ≡ 2 (mod 8). Then Jm : (Z/2⊕Z)×Z/2 →Z/2×Z/2 is given

by

Jm(x⊕ y, z)= (
stab1(x⊕ y), z

)
.

Then Jm is an epimorphism.

If we suppose n < m. In the same manner it can be proved that

Jn :πn(BPO(m))×πn(BSO(n)) πn(BSO(mn))×πn(BON )

(x, y)
(
nx+mstab1(y),2umx+vstab2(y)

)
is an epimorphism, where

stab1 :πn−1(SO(n)) πn−1(SO(mn))

and

stab2 :πn−1(SO(n)) πn−1(SO(vn)).

From Propositions 3.2.4, and 3.2.5 we obtain Corollary 3.2.6.

Corollary 3.2.6. Let m and n be positive integers such that m is even, and n

is odd. Let d denote min{m,n}. The map J is d-connected.

3.2.3 Factorization through
f⊗ : BPO(m,C)×BSO(n,C) → BPO(mn,C)

Proof of Theorem 1.3.5. Diagrammatically speaking, we want to find a map

Am ×An : X BPO(m)×BSO(n)

such that diagram (3.23) commutes up to homotopy

BPO(m)×BSO(n)

X BPO(mn).

f⊗

A

Am×An

(3.23)
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Without loss of generality, let m < n. Corollary 3.2.6 yields a map J :

BPO(m)×BSO(n)→BPO(mn)×BSO(N) where N is some positive integer so

that N À n > m. Observe that f⊗ factors through BPO(mn)×BSO(N), so we

can write f⊗ as the composite of J and the projection proj1 shown in diagram

(3.24).

BPO(m)×BSO(n) BPO(mn)×BSO(N)

BPO(mn)

J

f⊗
proj1 (3.24)

Since J is m-connected and dim(X )≤ m, then by Whitehead’s theorem

J# :
[
X ,BPO(m)×BSO(n)

] [
X ,BPO(mn)×BSO(N)

]
is a surjection, [25, Corollary 7.6.23].

Let s denote a section of proj1. The surjectivity of J# implies s ◦A has a

preimage Am ×An : X →BPO(m)×BSO(n) such that J ◦ (Am ×An)' s◦A .

Commutativity of diagram (3.23) follows from commutativity of diagram

(3.24). Thus, the result follows.
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Chapter 4

Decomposition of Topological
Azumaya Algebras with
Symplectic Involution

This chapter is organized as follows. The first section presents preliminaries

on the effect of direct sum and tensor product operations on homotopy groups

of compact Lie groups related to the complex orthogonal groups Sp(n,C). The

second section is devoted to the proof of Theorem 1.3.6.

From now on, we are going to drop the C that comes in the notation of

Sp(n,C).

4.1 Stabilization of operations on the complex
symplectic group

We recall the homotopy groups of Sp(n) in low degrees, and compute the ho-

motopy groups of PSp(n) in low degrees.

When n = 1, then Sp(1)=SL(2,C) and PSp(1)=PSL(2,C).

Let n ≥ 1 and i < 4n+2, the first homotopy groups of the symplectic group
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are given by Bott periodicity.

πi(Sp(n))∼=


0 if i = 0,1,2,6 (mod 8),

Z/2 if i = 4,5 (mod 8),

Z if i = 3,7 (mod 8).

π4n(Sp(n))∼=π4n+1(Sp(n))∼=
Z/2 if n is odd,

0 if n is even.

The quotient map Sp(n)→PSp(n) is a universal cover with fiber Z/2, then

π1(PSp(n)) ∼=Z/2. The symplectic group Sp(n) is a subgroup of SL(2n,C). For

n > 0 there is a fibration {±I2n} ,→ Sp(n) → PSp(n), then we can use the long

exact sequence associated to it to see that πi(PSp(n))∼=πi(Sp(n)) for i ≥ 2.

4.1.1 First unstable homotopy group of Sp(n,C)

Let A ∈Sp(n), we write A as a block matrix(
A11 A12

A21 A22

)

where the A i j ’s are n×n matrices for i, j = 1,2, and they satisfy the following

conditions: Atr
11 A21 are Atr

12 A22 are symmetric, and Atr
11 A22 − Atr

21 A12 = In.

The standard inclusion of the symplectic group i : Sp(n) ,→ Sp(n+ 1) is

defined as

i(A)=



0 0

A11
... A12

...

0 0

0 · · · 0 1 0 · · · 0 0

0 0

A21
... A22

...

0 0

0 · · · 0 0 0 · · · 0 1



.

The standard inclusion of the symplectic group is (4n+2)-connected, hence
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it induces an isomorphism on homotopy groups in degrees less than 4n+2 and

an epimorphism in degree 4n+2. This can be seen by observing the long exact

sequence for the fibration Sp(n) ,→Sp(n+1)→Sp(n+1)/Sp(n)' S4n+3.

The first unstable homotopy group of Sp(n) happens in degree 4n + 2.

From [21, Section 2]

π4n+2(Sp(n))∼=
Z/(2n+1)! if n is even,

Z/(2n+1)! ·2 if n is odd.

Let G ∈ {
Sp(n),PSp(n)

}
. We summarize these results in tables 4.1, 4.2,

4.3, and 4.4.

G Sp(n) PSp(n)
π0(G) * *
π1(G) 0 Z/2

Table 4.1: Connected components and fundamental group of compact
Lie groups related to the complex symplectic group

i > 1 and i (mod 8) 0 1 2 3 4 5 6 7
πi(G) 0 0 0 Z Z/2 Z/2 0 Z

Table 4.2: Homotopy groups of compact Lie groups related to the com-
plex symplectic group for i = 2, . . . ,4n−1

n even odd
π4n(G)∼=π4n+1(G) 0 Z/2

Table 4.3: Homotopy groups of compact Lie groups related to the com-
plex symplectic group for in degrees 4n and 4n+1

4.1.2 Stabilization

In this chapter we use a different direct sum of matrices from the one used in

Chapter 1.

Direct sum of symplectic matrices
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n even odd
π4n+2(G) Z/(2n+1)! Z/(2n+1)! ·2

Table 4.4: First unstable homotopy group of compact Lie groups related
to the complex symplectic group

Let (C2m,B) and (C2n,B′) denote the standard skew-symmetric forms on

the spaces C2m and C2n. Let {e1, . . . , e2m} and
{
e′1, . . . , e′2n

}
be the standard

bases of (C2m,B) and (C2n,B′), respectively.

The set B= {
e1, . . . , em, e′1, . . . , e′n, em+1, . . . , e2m, e′n+1, . . . , e′2n

}
is an ordered

basis for C2m ⊕C2n. Let B⊕B′ : (C2m ⊕C2n)× (C2m ⊕C2n) → C be the bilinear

form defined by

(B⊕B′)
(
v⊕v′,w⊕w′)= B (v,w)+B′ (v′,w′)

for v,w ∈ V and v′,w′ ∈ V ′. Then (C2m ⊕C2n,B⊕B′) with respect to B is the

standard skew-symmetric bilinear form. Thus the direct sum of symplectic

matrices � : Sp(m)×Sp(n)→Sp(m+n) is given by

A�B =


A11 A12

B11 B12

A21 A22

B21 B22

 .

r-fold direct sum of symplectic matrices

The r-fold direct sum of matrices �r : Sp(n)→Sp(rn) is given by

A�r =
(

A⊕r
11 A⊕r

12

A⊕r
21 A⊕r

22

)
.
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Let m,n ∈N and m ≤ n. Define the map s : Sp(m)→Sp(m+n) by

s(A)=


A11 A12

In In

A21 A22

In In

 .

Since the map s is equal to the composite of consecutive canonical inclu-

sions, it follows that s is (4m+2)-connected.

Notation 4.1.1. Let stab denote the homomorphisms the map s induces on

homotopy groups. From now on, we will identify πi(Sp(m)) with πi(Sp(m+n))

for all i < 4m+2 through the isomorphism

stab :πi(Sp(m)) πi(Sp(m+n)).
∼= (4.1)

Lemma 4.1.2. Let n, r ∈N. For all j = 1, . . . , r define s j : Sp(n)→Sp(rn) by

s j(A)=
(
s j(A11) s j(A12)

s j(A21) s j(A22)

)
.

where s j(Akl)= diag(In, . . . , In, Akl , In, . . . , In), where Akl is in the j-th position

for k, l = 1,2. Then the map s j is pointed homotopic to s j+1 for j = 1, . . . , r−1.

Proof. Let P be the permutation matrix

P =


I( j−1)n

0 In

In 0

I(r− j−1)n

 .

Observe that det(P j)= 1, and s j+1(Akl)= P s j(Akl)P for j = 1, . . . , r−1 and

k, l = 1,2. Then(
P 0

0 P

)(
s j(A11) s j(A12)

s j(A21) s j(A22)

)(
P 0

0 P

)
=

(
s j+1(A11) s j+1(A12)

s j+1(A21) s j+1(A22)

)
.
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Since diag(P,P) ∈ Sp(n) and Sp(n) is path-connected, the result follows

from Lemma 1.4.1.

Notation 4.1.3. We call the s j maps stabilization maps. As s1 is equal to

s : Sp(n) → Sp(n+ (r−1)n), it follows that s j is (4n+2)-connected for all j =
1, . . . , r. From Lemma 4.1.2 the homomorphisms induced on homotopy groups

by the stabilization maps are equal, hence stab also denotes πi(s1) = ·· · =
πi(sr).Thus we identify πi(Sp(n)) with πi(Sp(rn)) for i < 4n+2 through stab.

The identification allows one to introduce a slight abuse of notation, namely

to identify x and stab(x) for x ∈πi(Sp(n)) and i < 4n+2.

4.1.3 Operations on homotopy groups

Proposition 4.1.4. Let i ∈N. The homomorphism �∗ :πi(Sp(m))×πi(Sp(n))→
πi(Sp(m+n)) is equal to

�∗(x, y)= stab(x)+stab(y)

for x ∈πi(Sp(m)) and y ∈πi(Sp(n)).

Corollary 4.1.5. If m < n and i < 4m+2, then �∗(x, y)= x+y for x ∈πi(Sp(m))

and y ∈πi(Sp(n)).

Proposition 4.1.6. Let i ∈N. The homomorphism �r∗ :πi(Sp(n))→πi(Sp(rn))

is equal to

�r
∗(x)= rstab(x)

for x ∈πi(Sp(n)).

Corollary 4.1.7. If i < 4n+2, then �r∗(x)= rx for x ∈πi(Sp(n)).

We want to understand the effect on homotopy groups of the tensor prod-

uct operations that were described in items 2 and 3 in Section 1.4.2, ⊗ :

Sp(m,C)×O(n,C)→Sp(mn,C) and � : Sp(m,C)×Sp(n,C)→O(4mn,C).
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Effect of ⊗ : Sp(m,C)×O(n,C)→Sp(mn,C) on homotopy groups in the
stable range of Sp(m,C)

Let L and R denote the restrictions of ⊗ to Sp(m)× {In} and {I2m}×O(n),

respectively.

Lemma 4.1.8. Let L : Sp(m) → Sp(mn) be the homomorphism L(A) = A⊗ In.

There is a basepoint preserving homotopy H from L to the n-fold direct sum

map of symplectic matrices �n : Sp(m) → Sp(mn) such that for all t ∈ [0,1],

H(−, t) is a homomorphism.

Proof. Let A ∈Sp(m),

L(A)=
(

A11 ⊗ In A12 ⊗ In

A21 ⊗ In A22 ⊗ In

)
and A�n =

(
A⊕n

11 A⊕n
12

A⊕n
21 A⊕n

22

)
.

Let Pm,n be the permutation matrix

Pm,n = [e1, en+1, e2n+1, . . . , e(m−1)n+1, e2, en+2, e2n+2, . . . , e(m−1)n+2,

. . . ,

en−1, e2n−1, e3n−1, . . . , emn−1, en, e2n, e3n, . . . , e(m−1)n, emn]

where e i is the i-th standard basis vector of Cmn written as a column vector.

Observe that A i j ⊗ In = Pm,n A⊕n
i j P−1

m,n for i, j = 1,2. This implies

L(A)=
(
Pm,n 0

0 Pm,n

)
A�n

(
P−1

m,n 0

0 P−1
m,n

)
.

The result follows from Lemma 1.4.1.

The 2-fold direct sum ⊕2 : O(n) → O(2n) is such that Im⊕2 ⊂ Sp(n). Let d

denote this homomorphism d : O(n)→Sp(n)

d(A)=
(

A 0

0 A

)
.
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Lemma 4.1.9. Let R : O(n) → Sp(mn) be the homomorphism R(A) = I2m ⊗ A.

Then R(A)= d(A)⊕m for all A ∈O(n).

In view of Lemma 4.1.9, we focus our attention on determining the effect

of the homomorphism d on homotopy groups in the stable range. We want to

prove Proposition 4.1.14.

Theorem 4.1.10. ([22, I.4.11, I.4.12]) The inclusions

1. U(n,C)→GL(n,C) 2. O(n,R)→GL(n,R)

3. O(n,R)→O(n,C) 4. U(2n,C)∩Sp(n,C)→Sp(n,C)

are homotopy equivalences.

There are field inclusions R ,→C and C ,→H. The field C can be seen as a

subfield of H by including 1 7→ 1 and i 7→ i. The conjugation on H restricts to

that of C. Let c, c′, and q be the inclusions

c : O(n,R)→U(n,C) c′ : Sp(n,C)∩U(2n,C)→Sp(n,C)

q : GL(n,C)→GL(n,H).

Theorem 4.1.11. ([22, Theorem IV.5.12]) Let i be in the stable range for

O(n,R). Then the induced homomorphism

c∗ :πi(O(n,R)) πi(U(n,C))

is an isomorphism onto 2πi(U(n,C)) if i ≡ 3 (mod 8) and is an isomorphism if

i ≡ 7 (mod 8). In all other cases, it is trivial because the source is torsion and

the target is torsion-free.

Observe that we can replace c by a map O(n,C)→GL(n,C) without chang-

ing the effect in homotopy groups.

Lemma 4.1.12. ([22, pp. 22–23]) There exists a monomorphism of algebras

c′ : M(n,H)→M(2n,C) given by

c′(A+ jB)=
(

A −B

B A

)
.
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The restriction of c′ to U(n,H) is an isomorphism

c′ : U(n,H) U(2n,C)∩Sp(n,C).
∼=

Since the conjugation on H restricts that on C, the inclusion q restricts to

q : U(n,C)→U(n,H), i.e.

q : U(n,C) U(2n,C)∩Sp(n,C)

by Lemma 4.1.12.

The composite c′ ◦ q : U(n,C)→U(2n,C)∩Sp(n,C) '−→Sp(n,C) is given by

(c′ ◦ q)(A)=
(

A 0

0 A

)
.

Theorem 4.1.13. ([22, IV.6.1.(2)]) Let i be in the stable range for GL(n,C).

Then the induced homomorphism

q∗ :πi(U(n,C)) πi(U(2n,C)∩Sp(n,C))

is an isomorphism onto 2πi(U(2n,C)∩Sp(n,C)) if i ≡ 3 (mod 8), an epimor-

phism if i ≡ 5 (mod 8) (the source is infinite cyclic and the target has order 2)

and is an isomorphism if i ≡ 7 (mod 8).

Proposition 4.1.14. Let i < n−1. The homomorphism

d∗ :πi(O(n)) πi(Sp(n))

is an isomorphism onto 2πi(Sp(n)) if i ≡ 3,7 (mod 8). In all other cases, either

the source or the target is trivial.

Proof. Consider the commutative diagram

O(n,C) Sp(n,C)

O(n,R) U(n,C) Sp(n,C)∩U(2n,C).

d

c′

c

'
q

'
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The effect of d∗ on homotopy groups in the stable range is identified with

the effect of q∗ ◦ c∗. From Theorems 4.1.10, 4.1.11, and 4.1.13 the result

follows.

Proposition 4.1.15. Let 4m+2 < n−1 and i < 4m+2, the homomorphism

⊗∗ :πi(Sp(m))×πi(O(n))→πi(Sp(mn)) is given by

⊗∗(x, y)= nx+2my

for x ∈πi(Sp(m)) and y ∈πi(O(n)).

Proof. Lemmas 4.1.8 and 4.1.9, and Proposition 4.1.14 yield the result.

Effect of � : Sp(m,C)×Sp(n,C)→O(4mn,C) on homotopy groups in the
stable range of Sp(m,C)

Recall that � : Sp(m)×Sp(n)→O(4mn) is equal to the composite

Sp(m)×Sp(n) G O(4mn),⊗ IntP

where G ≤ GL(4mn) and P ∈ GL(4mn) is a basis change matrix, item 3 in

Section 1.4.2. Let L and R denote the restrictions of � to Sp(m)× {I2n} and

{I2m}×Sp(n), respectively.

Let c′ and c′′ denote the inclusions

c′ : Sp(n,C) GL(2n,C) and c′′ : O(n,C) GL(2n,C).

Proposition 4.1.16. Let m ≤ n and i < 4m+2, the homomorphism
(
c′′∗ ◦�∗

)
:

πi(Sp(m))×πi(Sp(n))→πi(GL(4mn)) is given by

(
c′′∗ ◦�∗

)
(x, y)= 2nc′∗(x)+2mc′∗(y)

for x ∈πi(Sp(m)) and y ∈πi(Sp(n)).

Proof. By the mixed-product property of the tensor product of matrices, if

(A,B) ∈Sp(m)×Sp(n) then A⊗B = (A⊗I2n)(I2m⊗B). Hence A�B = L(A)R(B).
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Consider the commutative diagrams

Sp(m) GL(2m) Sp(n) GL(2n)

G GL(4mn) G GL(4mn)

O(4mn) GL(4mn) O(4mn) GL(4mn).

c′

L L

c′

R R

IntP IntP IntP IntP

c′′

∼= ∼=
c′′

∼= ∼=

From these we obtain the commutative squares below.

πi(Sp(m)) πi(GL(2m))

πi(O(4mn)) πi(GL(4mn))

c′∗

L∗ L∗

c′′∗

(4.2)

πi(Sp(n)) πi(GL(2n))

πi(O(4mn)) πi(GL(4mn))

c′∗

R∗ R∗

c′′∗

(4.3)

Recall that R : GL(2n) → GL(4mn) is equal to (2n)-fold direct sum, then

for y ∈πi(GL(2n)) the homomorphism R∗ :πi(GL(2n))→πi(GL(4mn)) is such

that R∗(y) = 2mstab(y). Moreover, R,L : GL(2n) → GL(4mn) are pointed ho-

motopic, then L∗ is equal to R∗ : πi(GL(2n)) → πi(GL(4mn)), and is given by

L∗(x)= 2nstab(x) for x ∈πi(GL(2m)).

Therefore, by the commutativity of the squares (4.2) and (4.3), we have

that L∗ :πi(Sp(m))→πi(O(4mn)) and R∗ :πi(Sp(n))→πi(O(4mn)) satisfy the

following equalities

(c′′∗ ◦L∗)(x)= 2nc′∗(x) and (c′′∗ ◦R∗)(y)= 2mc′∗(y)

for x ∈πi(Sp(m)), y ∈πi(Sp(n)) and i < 4m+2.

Theorem 4.1.17. ([22, Theorem IV.5.16]) Let i be in the stable range for
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Sp(n,C). Then the induced homomorphism

c′∗ :πi(Sp(n,C)) πi(GL(n,C))

is an isomorphism if i ≡ 3 (mod 8) and is an isomorphism onto 2πi(GL(2n,C))

if i ≡ 7 (mod 8). In all other cases, it is trivial because the source is torsion and

the target is torsion-free.

Corollary 4.1.18. Let m ≤ n and i < 4m+2, the homomorphism

�∗ :πi(Sp(m))×πi(Sp(n)) πi(O(4mn))

is given by

�∗(x, y)=


nx+my if i ≡ 3 (mod 8),

4(nx+my) if i ≡ 7 (mod 8),

0 otherwise,

for x ∈πi(Sp(m)) and y ∈πi(SO(n)).

Proof. Let i < 4m+2 and i ≡ 3,7 (mod 8), then by Proposition 4.1.16 diagrams

(4.2) and (4.3) take the form

πi(Sp(m)) πi(GL(2m))

πi(O(4mn)) πi(GL(4mn))

c′∗

L∗ ×(2n)

c′′∗

πi(Sp(n)) πi(GL(2n))

πi(O(4mn)) πi(GL(4mn)).

c′∗

R∗ ×(2m)

c′′∗

By Theorems 4.1.11 and 4.1.17, if i ≡ 3 (mod 8), then c′∗ is an isomorphism

and c′′∗ is an isomorphism onto 2πi(GL(4mn,C)). Therefore, 2L∗(x)= 2nx and

2R∗(y)= 2my, i.e. L∗(x)= nx and R∗(x)= my.

By Theorems 4.1.11 and Theorem 4.1.17, if i ≡ 7 (mod 8), then c′∗ is an iso-
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morphism onto 2πi(GL(2l,C)) for l = m,n and c′′∗ is an isomorphism. There-

fore, L∗(x)= 4nx and R∗(y)= 4my.

In all other cases, either the source or the target is trivial.

Corollary 4.1.19. Let i < 4m+2, the homomorphism

�2∗ :πi(Sp(m)) πi(O(4m2))

is given by

�2
∗(x)=


2mx if i ≡ 3 (mod 8),

8mx if i ≡ 7 (mod 8),

0 otherwise,

for x ∈πi(Sp(m)).

4.1.4 Tensor product on the quotient

We want to describe the effect of the tensor product operation on the homo-

topy groups of the projective complex symplectic group.

The methods we used in Chapter 2 to establish the decomposition of topo-

logical Azumaya algebras apply to those whose degrees are relatively prime.

For this reason, we only study the tensor product (4.4) where n is odd. The

tensor product operation ⊗ : Sp(m)×SO(n)→Sp(mn) sends Z(Sp(m))×{In} to

Z(Sp(mn)). As a consequence, the operation descends to the quotient

⊗ : PSp(m)×SO(n) PSp(mn). (4.4)

Proposition 4.1.20. Let i < 4m+1. The homomorphism

⊗∗ :πi(PSp(m))×πi(SO(n)) πi(PSp(mn))

is given by ⊗∗(x, y)= nx+2my for x ∈πi(PSp(m)), y ∈πi(SO(n)).
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Proof. There exits a map of fibrations

Z(Sp(m))× {In} Sp(m)×SO(n) PSp(m)×SO(n)

Z(Sp(mn)) Sp(mn) PSp(mn).

⊗ ⊗ ⊗ (4.5)

Then there exits a homomorphism between the long exact sequences associ-

ated to the fibrations in diagram (4.5). For i > 1 we obtain a commutative

square

πi(Sp(m))×πi(SO(n)) πi(PSp(m))×πi(SO(n))

πi(Sp(mn)) πi(PSp(mn)).

∼=

⊗∗ ⊗∗
∼=

From this diagram and Proposition 4.1.15 we have that for all 1< i < 4m+1,

⊗∗(x, y)= nx+2my where x ∈πi(PSp(n)) and y ∈πi(SO(n)).

If i = 0,1, then ⊗∗ is trivial.

4.2 Proof of Theorem 1.3.6
Let m and n be positive integers such that n is odd.

By applying the classifying-space functor to the homomorphism (4.4) we

obtain a map

f⊗ : BPSp(m)×BSO(n) BPSp(mn).

Proposition 4.2.1. Let m and n be positive integers such that n is odd. There

exist positive integers u and v satisfying
∣∣vn−4um2∣∣ = 1, so that there exist

a positive integer N and a homomorphism T̃ : PSp(m)×SO(n) → SO(N) such

that the homomorphisms induced on homotopy groups

T̃i :πi(PSp(m))×πi(SO(n)) πi(SO(N))

are given by the following expressions. Let d denote min{4m+2,n−1}.
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1. If 1< i < d, then

T̃i(x, y)=


2umx+vy if i ≡ 3 (mod 8),

8umx+vy if i ≡ 7 (mod 8),

0 otherwise,

for x ∈πi(PSp(m)) and y ∈πi(SO(n)).

2. If i = 1, then T̃1(x, y)= zx+ y for x, y ∈Z/2 and some z ∈Z/2.

Proof. Without loss of generality suppose 4m+2< n−1. There exist positive

integers u and v such that vn−4um2 = ±1 by Lemma 1.4.2. Let N denote

4um2 +vn, and let T denote the composite

Sp(m)×SO(n)

SO(4m2)×SO(n)

SO(4um2)×SO(vn)

SO(N).

(�2, id)

(⊕u,⊕v)

⊕

Note that the elements
(±Im, In

)
are sent to

(
I4m2 , In

)
by (⊗2, id), hence

to the identity by the composite T defined above. Hence T factors through

PSp(m)×SO(n)

Sp(m)×SO(n)

PSp(m)×SO(n) SO(N).

T

T̃
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From Corollaries 4.1.5 and 4.1.19 we have that for i < 4m+2

Ti(x, y)=


2umx+vy if i ≡ 3 (mod 8),

8umx+vy if i ≡ 7 (mod 8),

0 otherwise.

The map of fibrations

Z(Sp(m))× {In} Sp(m)×SO(n) PSp(m)×SO(n)

{IN } SO(N) SO(N)

T T̃

induces a commutative diagram

πi(Sp(m))×πi(SO(n)) πi(PSp(m))×πi(SO(n))

πi(SO(N)) πi(SO(N))

∼=

Ti T̃i

for i > 1. Then T̃i(x, y)=Ti(x, y) for 1< i < 4m+2.

For i = 1, the map of fibrations induces the commutative diagram below

π1(Sp(m))×π1(SO(n)) π1(PSp(m))×π1(SO(n))

π1(SO(N)) π1(SO(N)),

T1 T̃1

which takes the form

0×Z/2 Z/2×Z/2

Z/2.

T̃1
T1

(4.6)

Observe that the equality vn−4um2 =±1 implies v is odd, then T1(0,β) = β,

i.e. T1 is the identity. Thus, T̃1(0,1)= 1. Let z denote T̃1(1,0). Then T̃1(x, y)=
zx+ y.
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4.2.1 A d-connected map where d =min{4m+3,n}

Let J denote the map

J : BPSp(m)×BSO(n) BPSp(mn)×BSO(N)

(x, y)
(
f⊗(x, y),BT̃(x, y)

)
.

(4.7)

Let Ji denote the homomorphism induced on homotopy groups by J.

Ji :πi(BPSp(m))×πi(BSO(n)) πi(BPSp(mn))×πi(BSO(N)) (4.8)

Proposition 4.2.2. Let m and n be positive integers such that n is odd. Let d

denote min{4m+3,n} and let i < d, then the homomorphism Ji is an isomor-

phism if i > 0 and i 6≡ 0 (mod 8).

Proof. Without loss of generality we can assume 4m+3< n.

Let 0 < i < 4m+1 and i 6≡ 0 (mod 8). Observe that Ji is trivial for i = 0,1

and, i ≡ 3,7 (mod 8) with i > 2. Then we study the cases i = 2 and, i ≡
1,2,4,5,6 (mod 8) with i > 2.

Let i = 2. By Propositions 4.1.20 and 4.2.1 the homomorphism J2 : Z/2×
Z/2→Z/2×Z/2 is represented by the invertible matrix(

1 0

z 1

)
.

Let 2 < i < 4m+1 and i ≡ 4 (mod 8). By Propositions 4.1.20 and 4.2.1 the

homomorphism Ji :Z×Z→Z×Z is represented by the invertible matrix(
n 2m

2um v

)
.

Let 2< i < 4m+1 and i ≡ 1,2 (mod 8). By Propositions 4.1.20 and 4.2.1 the

homomorphism Ji : 0×Z/2→Z/2×0 is given by Ji(0, y)= (2my,vy)= (0, y).

Let 2< i < 4m+1 and i ≡ 5,6 (mod 8). By Propositions 4.1.20 and 4.2.1 the

homomorphism Ji :Z/2×0→ 0×Z/2 is given by Ji(x,0)= (nx,2umx)= (x,0).
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Let m be even, then 4m+ 1 ≡ 1 and 4m+ 2 ≡ 2 (mod 8). Thus, J4m+1

and J4m+2 take the form 0×Z/2 → Z/2×0. As in the case i ≡ 1,2, we have

J4m+1(0, y)= J4m+2(0, y)= (0, y).

Let m be odd, then 4m + 1 ≡ 5 and 4m + 2 ≡ 6 (mod 8). Thus, J4m+1

and J4m+2 take the form Z/2×0 → 0×Z/2. As in the case i ≡ 5,6, we have

J4m+1(x,0)= J4m+2(x,0)= (x,0).

As corollary of Propositions 4.2.2 we obtain the following.

Corollary 4.2.3. Let m and n be positive integers such that m > 1, n > 7, and

n is odd. Then the map J is 7-connected.

4.2.2 Factorization through
f⊗ : BPSp(m,C)×BSO(n,C) → BPSp(mn,C)

Theorem 1.3.6 is a Corollary of Theorem 4.2.4.

Theorem 4.2.4. Let X be a CW complex such that dim(X ) ≤ 7. Let m and n

be positive integers such that m > 1, n > 7, and n is odd. Every map A : X →
BPSp(mn) can be lifted to BPSp(m)×BSO(n) along the map f⊗.

Proof. Diagrammatically speaking, we want to find a map

A2m ×An : X BPSp(m)×BSO(n)

such that diagram (4.9) commutes up to homotopy

BPSp(m)×BSO(n)

X BPSp(mn).

f⊗

A

A2m×An

(4.9)

Without loss of generality supposse 4m+2 < n−1. Corollary 4.2.3 yields

a map J : BPSp(m)×BSO(n)→BSO(N) where N is some positive integer so

that N À n−1> 4m+2. Observe that f⊗ factors through BPSp(mn)×BSO(N),

so we can write f⊗ as the composite of J and the projection proj1 shown in
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diagram (4.10).

BPSp(m)×BSO(n) BPSp(mn)×BSO(N)

BPSp(mn)

J

f⊗
proj1 (4.10)

Since J is 7-connected and dim(X )≤ 7, then by Whitehead’s theorem

J# :
[
X ,BPSp(m)×BSO(n)

] [
X ,BPSp(mn)×BSO(N)

]
is a surjection, [25, Corollary 7.6.23].

Let s denote a section of proj1. The surjectivity of J# implies s ◦A has a

preimage A2m ×An : X →BPSp(2)×BSO(n) such that J ◦ (A2m ×An)' s◦A .

Commutativity of diagram (4.9) follows from commutativity of diagram

(4.10). Thus, the result follows.
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Chapter 5

Conclusions

In this chapter we summarize the contributions to the discipline, and discuss

lingering questions and further research directions arising from this work.

5.1 Contributions
We know that there is no prime decomposition of topological Azumaya alge-

bras in general. Furthermore, there is no prime decomposition for Azumaya

algebras over a commutative ring as there is for central simple algebras, [2,

Corollary 1.3]. In Chapter 2, we show that there exists a not-neccesarily-

unique tensor product decomposition for topological Azumaya algebras over

low dimensional CW complexes, and that such decomposition does not exist

for topological Azumaya algebras over an arbitrary CW complex. The proof

of Theorem 2.2.6 implies that for positive integers m and n where m < n, if

A is a topological Azumaya algebra of degree mn over a finite CW complex of

dimension higher than 2m+1, then A may not be decomposable as Am⊗An.

In fact, consider the unit (2m+2)-sphere, and let S : S2m+2 →BPU(mn,C) be

a degree-mn topological Azumaya algebra on S2m+2 such that S generates

π2m+2(BPU(mn,C)), then S cannot be decomposed as the tensor product of

topological Azumaya algebras of degrees m and n.

In Chapter 3, we prove that a topological Azumaya algebra over a low di-

mensional CW complex carrying an orthogonal involution is decomposable as
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the tensor product of a topological Azumaya algebra with an orthogonal invo-

lution and a Brauer-trivial topological Azumaya algebra with an orthogonal

involution.

In Chapter 4, we prove that a topological Azumaya algebra over a CW

complex of dimension less than 8 with a symplectic involution can be decom-

posed as the tensor product of a topological Azumaya algebra with a sym-

plectic involution and a Brauer-trivial topological Azumaya algebra with an

orthogonal involution.

5.2 Future Directions

5.2.1 Azumaya algebras over smooth complex varieties

As mentioned in Chapter 1, Grothendieck generalized the notion of an Azu-

maya algebra over a commutative ring to the concept of an Azumaya algebra

over a smooth complex variety (X ,O ). Grothendieck’s definition specializes

to the topological case by taking the sheaf O to be the sheaf of continuous

functions with value C.

We prove in Chapter 2 that topological Azumaya algebras over a low di-

mensional CW complex are decomposable as the tensor product of topological

Azumaya algebras of lower degrees. Then one can consider the decomposition

question in the more general context of smooth complex varieties. Let X be a

smooth complex variety. A degree-n Azumaya algebra over X is a locally-free

sheaf of algebras A such that there is an étale cover π : U → X such that

π∗A ∼=M(n,OU ).

Question 5.2.1. Let A be a degree-mn Azumaya algebra over a smooth com-

plex variety X . Can A be decomposed as the tensor product Am ⊗An, where

Am and An are Azumaya algebras of degrees m and n, respectively?

5.2.2 Classification of topological Azumaya algebras

Conjecture 5.2.2. Let i ∈ {1, . . . , r}. Let ni and pi be positive integers such that

pi is prime for all i and p1 < ·· · < pr. There exist a CW complex of dimension

at least 2p1+2 and a topological Azumaya algebra A on X of degree pn1
1 · · · pnr

r
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such that A has no decomposition A ∼= Ap1 ⊗ ·· ·⊗Apr where deg(Api ) = pni
i

for all i.

Partial results have been found. In fact, Theorem 1.2.6 provides an exam-

ple of a topological Azumaya algebra of degree 2n over a space X where n > 1

is an odd integer, dim(X )> 5 and A does not decompose as A ∼=A2 ⊗An.

5.2.3 Bijectivity of D sets given a map of spaces

Let X and Y be simply connected spaces, and let f : Y → X be a continuous

map of finite-dimensional CW complexes. Let α ∈Br(X ) such that per(α)= n.

Y BPU(n,C)

W[2n+1]

W[2i+2]

W[2i] K
(
Z,2i+3

)
...

W[4] K
(
Z,7

)
K(Z/n,2) K

(
Z,5

)
X K(Z,3)

A ′

f

k2i+3

k7

β̃n

0

α

(5.1)

The map f induces a homomorphism f ∗ : Br(X ) → Br(Y ) which produces

a Brauer class of Y , f ∗(α). Observe that f also induces an injective map of

sets
f̃ :D(α) D

(
f ∗(α)

)
deg(A ) deg(A ◦ f ).
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Conjecture 5.2.3. If dim(X ) is in the stable range of BPU(n,C) and f induces

an isomorphism on H∗(−;Z(n)), then f̃ is surjective.

In what follows we refer the reader to diagram (5.1). In order to prove

that f̃ is surjective, we must take a topological Azumaya algebra of degree

n over Y representing f ∗(α), namely A ′, and find a lifting of α along the

Moore-Postnikov tower of BPU(n,C) so that the rectangle in diagram (5.1)

commutes up to homotopy. This leads us to “smaller” lifting problems given

by the stages of the Moore-Postnikov tower.

We believe that under the hypothesis of the conjecture above we can apply

the methods used in Chapters 2 to find a lifting of α.

5.2.4 Lifting a topological Azumaya algebra at the boundary

Let X be a CW complex. Let m and n be positive integers such that m < n.

Consider the relative Postnikov tower of the map f⊗ in diagram (5.2) for large

values of m

BPU(m,C)×BPU(n,C)

F2m+1 Y [2m+1]

Y [2m] K
(
π2m+1F2m+1,2m+2

)
sk2m+1 X BPU(mn,C)

k2m+1
ξ

ξ′

A

where ki+1 : Y [i]→K
(
πi+1Fi+1, i+2

)
is the k-invariant that classifies the fiber

sequence Fi+1 →Y [i+1]→Y [i], and sk2m+1 X is the (2m+1)st skeleton of X .

The map T from Theorem 1.2.8 guarantees the existence of the lifting ξ. The

k-invariant k2m+1 is the obstruction to lifting ξ to Y [2m+1].

There exists a lifting ξ′ of ξ if and only if the composite

k2m+1 ◦ξ ∈H2m+2(
sk2m+1 X ;π2m+1F2m+1

)
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vanishes. Hence it becomes relevant to understand the k-invariant k2m+1 in

order to solve the lifting problem in diagram (5.2).

BPU(m,C)×BPU(n,C)

X BPU(mn,C)

f⊗

A

Am×An
(5.2)

Question 5.2.4. When is k2m+1 ◦ξ nullhomotopic? Can the cohomology class

k2m+1 ∈H2m+2(
Y [2m];π2m+1F2m+1

)
be computed?

Since k2m+1 has cohomological degree (2m+2) (the first number out of the

stable range), we refer to this problem as the lifting problem at the boundary.

5.2.5 Decomposition of topological Azumaya algebras with
symplectic involution

We studied the decomposition of topological Azumaya algebras with symplec-

tic involution in Chapter 4. We proved in this chapter a decomposition theo-

rem for topological Azumaya algebras over CW complexes of dimension less

than 8, Theorem 1.3.6. This result differs from those in Theorems 1.2.8 and

1.3.5 because the dimension of the space is more restricted. The reason for

this restriction is that the homomorphism �2∗ :πi(Sp(m,C))→πi(SO(4m2,C))

is not consistent in the stable range of Sp(m,C), Corollary 4.1.19. Therefore,

using our method, it is not possible to construct the map T̃ in Proposition

4.2.1 so that the map J in (5.3) is (4m+3)-connected.

J : BPSp(m,C)×BSO(n,C) BPSp(mn,C)×BSO(N,C)

(x, y)
(
f⊗(x, y),BT̃(x, y)

) (5.3)

We may overcome this impasse by pre-composing or post-composing the

map B�2 : BSp(m,C)→BSO(4m2,C) with self-maps

BSp(m,C) BSp(m,C) or BSO(4m2,C) BSO(4m2,C),
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respectively, so that the induced map on homotopy groups has a consistent

effect in the stable range of Sp(m,C). We might be able to construct these

maps using a combination of unstable Adams operations.
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