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Abstract 

The increasing penetration of renewable energy sources, in association with the higher 

severity and regularity of disruptive events due to natural disasters e.g. wildfires, hurricanes, 

flooding, and man-made threats such as cyber-physical attacks, are demanding innovative 

solutions to guarantee power systems operation within satisfactory levels of performance and 

resilience. Among the candidate solutions, the microgrid concept has gained significant attention 

from industry initiatives and the recent literature. This strategy provides significant opportunities 

for enhancing the power grid reliability to disruptive events while simplifying the integration and 

management of renewable energy sources. However, the adaptation of status quo solutions 

representative of the transmission level problem to the microgrid perspective may not be suitable 

due to microgrids’ particular needs imposed by the limited availability of energy resources, low 

inertia and significant penetration of uncontrollable generation. 

In this perspective, this thesis is focused on capitalizing the new opportunities enabled by 

the microgrid concept and the significant advancements in situation awareness provided by 

distribution-level phasor measurement units (D-PMUs) to develop novel control solutions that can 

overcome current issues that limit the realization of microgrids full potential. 

For this, first, a new controller focused on harnessing islanded microgrids independent 

frequency regulation to enhance energy-constrained microgrids autonomy is developed. This 

controller seeks to regulate the microgrid operating frequency in a way that reduces its demand 

while still sustaining satisfactory power quality levels. Next, taking advantage of the significant 

improvement in situation awareness provided D-PMUs advanced monitoring, new controllers 

focused on enhancing microgrids' dynamic and steady-state regulation performance are 

developed. These controllers consider centralized and distributed architectures, providing 

meaningful improvements through multiple frequency regulating stages, including: arrest, 

rebound, recovery and steady-state realization. Following, taking advantage of the significant 

expansion in power systems flexibility and the sufficiently fast control actions enabled by D-PMU 

based controllers, a new resilience-oriented controller is developed. The developed controller is 

capable of effectively harnessing flexible resources to support the processes of frequency 

rebound and recovery of low inertia microgrid environments, meaningfully improving microgrids' 

resilience to large scale and cascade disruptive events. The efficiency and advantages of the 

proposed controllers are verified through extensive simulation case studies. 
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Lay Summary 

The increasing penetration of renewable energy sources, in association with the higher 

severity and regularity of disruptive events due to natural disasters, e.g. wildfires, hurricanes, 

flooding, and man-made threats as cyber-physical attacks, are demanding innovative solutions to 

guarantee a secure electricity supply. Among the candidate solutions, the microgrid concept has 

gained significant attention from industry initiatives and the recent technical literature. This 

strategy provides significant opportunities for enhancing the power grid reliability and resilience 

to disruptive events while simplifying the integration and management of renewable energy 

sources. However, it also introduces new issues such as significant variability in the 

generation/demand balance, which can lead to brownouts and/or blackouts in case of prolonged 

unbalances. In this sense, this thesis is focused on the development of new control solutions that 

can take advantage of emerging technologies to effectively ensure net zero generation/demand 

balance, while mitigating the necessary investment in supplemental generation resources. 
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1. Chapter 1: Introduction 

  

1.1 Motivation 

 

The increasing number of severe weather-related incidents, the rising of environmental 

challenges and the growing dependence on electricity are compelling power system operators to 

aggressively pursue large integration of distributed energy resources (DERs). In this regard, a 

widely accepted and promising solution is based on the development of microgrids [1]-[2]. This 

new power system perspective allows for meaningful improvements in reliability and performance 

of distribution system [3]-[5], penetration of large quantities of DERs, as well as islanded operation 

of selected regions through the association of local control strategies [6]. These local controls are 

responsible for ensuring the system operation complies with dynamic and steady-state limits, 

typically including frequency and voltage regulation, and proportional active and reactive power 

sharing.  

In this sense, the literature has proposed several methods seeking to tackle the 

challenging perspectives involved in the regulation of microgrids, i.e. frequency and voltage 

regulation, resilience, reliability and stability. These methods can be classified into three main 

categories related to their control architecture, respectively decentralized, centralized and 

distributed [6]-[7]. Decentralized controllers denote strategies based only on local information, i.e. 

not requiring any communication with other units, e.g. droop controller, local variable-based 

controllers and state estimation-based solutions [8]-[13]. These controllers are typically able to 

provide fast stabilizing responses, however, they may come at the cost of large steady-state 

frequency errors [8]-[10]. In this sense, in case that a sufficiently large disturbance occurs, the 

system may not be able to resume its operation within satisfactory steady-state operational limits. 

This limitation is partially addressed considering supplemental features to local measurement 

information, such as state-estimators and predetermined time-dependent protocols [11]-[13]. 

These controllers are able to resume the system operation within satisfactory levels, however, 

their strong reliance on the system’s modeling accuracy makes them significantly vulnerable to 

modeling errors and unexpected changes in topology, e.g. generators tripping can lead to 

unstable conditions.  

Amending these limitations, centralized controllers improved situation awareness allow for 

simplified development of corrective actions responsible for reestablishing the system operation 
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to reference level. For this, multi-level controllers are typically assumed, e.g. master-slave and 

hierarchical control [1],[14]. Still, the cost and complexity of the required communication 

infrastructures impose significant restrictions to centralized architectures applicability in microgrid 

environments. As an alternative solution, distributed methods have drawn considerable attention 

from the recent literature.  

Presenting a compromise between situation awareness and infrastructure cost, distributed 

methods are able to overcome the main challenges faced by centralized and decentralized 

architectures. Distributed controllers are based on both local measurements and exchanged 

information between neighbors through a sparse communication network seeking the 

achievement of cooperative objectives, e.g. average-based and consensus-based solutions [15]-

[20]. In [15] the fundamentals of hierarchical control are interpreted through the perspective of 

distributed average control to guarantee microgrids’ achievement of steady-state goals. Next, 

consensus and model predictive control strategies are developed seeking to improve microgrids' 

dynamic behavior, while ensuring steady-state goals realization [16]-[17]. This perspective is later 

extended considering finite-time control to ensure the system convergence in a satisfactory time 

frame [18]. More recently, novel approaches considering the influence of communication and 

monitoring systems non-idealities are addressed in [18]-[20]. Still, it should be noted that works 

in the literature may use the terms distributed and decentralized interchangeably and not follow 

the control architecture distinctions presented in this thesis.  

In spite of the fact that the works in [6]-[20] provided important contributions towards 

microgrids regulation, there are several aspects pertaining to the aforementioned literature that 

still require additional attention and further developments considering emerging technologies 

available at the distribution level and opportunities enabled by the microgrid concept. The 

microgrid's ability to autoregulate its frequency operating setpoint can lead to significant 

improvements in its autonomy capacity [21]-[23]. Advancements in power system monitoring are 

leading to a significant improvement in situation awareness in special given distribution level 

phasor measurement units (D-PMUs) high resolution, low latency and synchronized 

measurements [24]-[25] ability to significantly improve power system regulation paradigm. Also, 

the continuous enhancement of power systems flexibility provided by the increasing penetration 

of components such as thermostatically controlled loads, energy storage systems, and 

aggregated loads, offers a great prospect for supplemental frequency reserve provision. These 

units are able to actively adapt their operating conditions in a sufficiently fast and coordinated 

manner, enabling their application to effectively aid power systems’ frequency regulation process 

[26]-[28].  
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In this perspective, the main focus of this thesis is directed to the control of microgrids 

taking advantage of emerging technologies to overcome current issues that limit their full potential 

realization. This thesis contributes to the microgrid regulation problem in four distinct yet related 

perspectives that can significantly enhance the autonomy, performance and resilience of 

microgrids through the harnessing of advanced monitoring provided by D-PMUs and new 

opportunities available in microgrid environments. 

 

1.2 Background 

 

In this section, the necessary background for the development of this thesis is presented 

addressing microgrids conceptualization, distributed energy resources definitions and 

characteristics, frequency regulation control levels and monitoring systems perspectives on 

microgrids. 

 

1.2.1 Microgrid 

 

A microgrid may be classified as a group of loads and DERs within well-defined electrical 

boundaries acting as a single controllable entity from the grid’s perspective and may operate 

connected to the main grid and/or islanded, Figure 1.1.  The initial conceptualization of microgrids 

dates from the early 00’s, motivated by the increased development and participation of distributed 

generation (DGs) at distribution customers’ sites and its possible benefit for both customers and 

utility [29], [30]. Recently, multiple recommended practices and standards for microgrid planning, 

design, testing and control have been developed [31]-[32]. These standards describe microgrids 

as systems containing components such as dispatchable and non-dispatchable resources, as 

well as adjustable, critical and curtailable loads that can be controlled by a microgrid control center 

to ensure adequate operation and service for at least a certain period when in islanded mode 

[32]. A non-exhaustive list of the possible benefits of microgrids include: enhancement of local 

reliability, reduction of feeder losses, voltage profile improvement, improvement of efficiency 

through the use of waste heat, voltage sag correction, uninterruptible power supply functions, 

deferral of transmission and distribution (T&D) upgrades, etc. [29]-[32].   

In this thesis, our efforts are directed to microgrids that are normally operating connected 

to the main grid and, eventually, operate in isolation in the event of a failure in the main grid. For 
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these cases, as described by the IEEE standards [31]-[32], these systems may feature load 

shedding policies and limitations in the duration of operation after islanding due to power and 

energy balancing requirements [32]. In addition, for validation purposes, microgrids are designed 

seeking the development of well-defined and representative test scenarios for which proposed 

controllers' core functions are to be tested [31]. In this thesis, microgrids are developed based on 

benchmark IEEE distribution systems considering necessary modifications to define the 

combination of initial conditions and initiating events that can effectively test the proposed 

controllers. Among the tested events simulated there are included large load variations, tripping 

of DERs, loss of communications, plug-and-play capacity, protection system activation, motor 

start-up and load shedding. To perform these simulations Matlab platform was employed. 

It should be noted that the microgrid concept is also associated with the operation of 

completely isolated regions typically in remote areas. In this scenario, additional considerations 

on microgrids design are necessary, such as ensuring that locally available reserves are always 

capable of meeting demand requirements [33]. For these cases, the reader is kindly referred to 

the works available in [33]-[35] where isolated microgrids are detailed depicted and analyzed, 

including the real Northern Ontario, Canada, isolated microgrid of Kasabonika Lake First Nations 

(KLFN). Nevertheless, besides the proposed controller developed in Chapter 3, which is 

specifically designed for grid-connected microgrids with limited availability of local resources 

when operating in islanded mode, controllers proposed in Chapters 4-6 can be effectively 

employed for both grid-connected microgrids operating in islanded mode and completely isolated 

microgrid environments. 
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Figure 1.1 Comprehensive outlook of a microgrid environment 

 

1.2.2 Distributed Energy Resources 

 

DERs can be defined as any electricity producing source or controllable load connected 

to a local distribution system. These units represent the backbone of microgrids conceptualization 

and may be classified into two main categories: 1) Distributed generation: composed of fossil fuel 

and renewable resources that may include synchronous and inverter-based generation; 2) 

Flexible resources: composed of system elements that can support the grid by providing 

additional generation or by controlling its demand, such as energy storage systems and flexible 

loads. A description of the main DERs is presented in Table 1.1, where the definition of renewable 

resources is associated with those energy resources and technologies that are non-depletable or 

naturally replenishable [36]. Still, it should be noted that the definition of which resources deserve 

discrete treatment as renewable resources is an adaptable perspective that may vary depending 

on multiple aspects ranging from technical, political and legal perspectives [36]. 
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Table 1.1 Distributed energy resources 

Distributed generation Flexible Resources 

Fossil Fuel Renewables Energy storage Flexible loads 

Synchronous Synchronous 
Inverter-

based 
Inertia Inertia-less Inertia-less* 

Diesel 

generators 

Small hydro 

power plants 
Photovoltaic Flywheel Batteries Load curtailment 

Thermal 

(CHP) 

Gas turbines 

(Biogas) 

Wind 

turbines 
 Super capacitors Load shifting 

Gas turbines    

Superconducting 

magnetic energy 

storage (SMES) 

Thermostatically 

controlled loads 

(TCL) 

    PEVs  

*Includes possible synchronous units with irrelevant inertia 

  

Although DERs are responsible for the conceptualization of microgrids, their 

standardization for meaningful applications in microgrid environments has only recently been 

achieved. The requirements and specifications for adequate interconnection of these units with 

the electrical network are defined in the standard IEEE 1547-2018 [37]. At its initial version, IEEE 

1547-2003 [38] specifically prohibited DERs from regulating frequency and energizing local grids 

when in islanded mode, extremely limiting one to take advantage of these units’ possible benefits. 

Following, pushed by utilities pressure, advancements in DERs and microgrid control lead to the 

amendment IEEE 1547a [39]. This time, DERs were allowed to perform frequency ride-through, 

but still had their possible applications restricted. Finally, the recent IEEE 1547-2018 [37] paved 

the way for DERs' full support of islanded microgrids operation. It is now established that DERs 

may become active power controllers that can provide reliable services. Moreover, IEEE 1547-

2018 allows for a fast (sub-second) frequency-power response, which enables the proposed 

approaches developed in this thesis to be automatically implemented in microgrid environments 

respecting the IEEE 1547-2018.  
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1.2.3 Frequency Regulation 

 

In stand-alone configuration, a microgrid loses its frequency reference signal from the 

main grid, requiring local control strategies to maintain its operation and regulate its frequency 

within satisfactory limits [14]. A generalization of microgrids frequency control was introduced in 

[14]-[15], developing a comprehensive three-level hierarchical control for islanded microgrid 

regulation. The first level, denoted as primary control, is locally implemented at DERs typically 

using droop characteristics by means of local feedback signals. Its actions provide a fast 

stabilizing response using frequency responsive reserves, however, it leads to a steady-state 

frequency error that can be later mitigated by secondary regulation. The second level defined as 

secondary control is responsible to restore the system operation to the reference level, offsetting 

the contribution of frequency responsive reserves using frequency regulating reserve, also called 

spinning and non-spinning reserves. The third level, tertiary control also named energy 

management system (EMS), performs actions to optimize the system operation after achieving 

steady-state condition. For this, operating reserves are used to take over the contribution provided 

by frequency regulating reserves. Here, it should be noted that microgrid control levels can be 

alternatively developed as an equivalent two-layer control hierarch including the EMS solution as 

a secondary control level function [40]. For this, EMS functions can be integrated on secondary 

frequency control goals (1.1)-(1.2) by optimally adjusting the controller’s power sharing 

coefficients, e.g. (1.3)-(1.4), leading to a two-layer regulation perspective as presented in [40]. 

This perspective can provide a more practical approach as it only requires a single controller 

implementation, however, it can also rise issues when sophisticated cost functions, i.e. non-

quadratic functions, are considered. Thus, possibly introducing aspects such as dead zones, 

saturations and similar problems [6],[41] that can potentially jeopardize the microgrid’s controller 

performance and stability. 

 

lim
→

𝜔 𝑡 𝜔 0    𝜔 𝑡 𝜔 0,   ∀ 𝑡 𝑡 , 𝑖 ∈ 𝒢  (1.1) 

 

lim
→

𝑚 ∙ 𝑃 〈 〉 𝑡 𝑃 〈 〉 𝑡 𝑚 ∙ 𝑃 〈 〉 𝑡 𝑃 〈 〉 𝑡 0 ∀ 𝑡 𝑡 , 𝑖, 𝑗 ∈ 𝒢  (1.2) 

 

min
𝑃𝑖〈𝐺〉

𝑒

1
2

∙ 𝑚𝑖 ∙ 𝑃𝑖〈𝐺〉
𝑒 𝑡 𝑃𝑖〈𝐺〉

𝑒 𝑡0
𝑖∈𝒢Υ

 (1.3) 

 

s.t. 
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𝑃𝑖〈𝐺〉
𝑒 𝑡 𝑃𝑖〈𝐺〉

𝑒 𝑡0
𝑖∈𝒢Υ

∆𝑃〈𝑀𝐺〉
𝑒  (1.4) 

 

where 𝜔  and 𝜔  are the generator operating frequency and controller setpoint frequency, 𝑃 〈 〉 

is the generator active power, 𝑚  is the active power droop coefficient, 𝒢  is the set of frequency 

responsive reserves, ∆𝑃〈 〉 is the microgrid global power demand variation, 𝑡  and 𝑡  are initial 

event time and system stabilization time. 

In this thesis, the hierarchical perspective proposed in [14]-[15] and further depicted in [6] 

and Figure 1.2 is assumed considering the first two levels, i.e. primary and secondary frequency 

regulation, given this thesis interest in frequency responsive and regulating reserves. 

 

 

Figure 1.2 Frequency regulation 

 

where ‘A’ is defined as the pre-disturbance frequency, ‘C’ is the maximum frequency deviation 

after disturbance, i.e. nadir,  ‘B’  is  defined as the stabilizing frequency after primary regulation, 

‘D’  is the time when secondary controls are actuated to return the system operation to the 

reference level. 

In addition, given microgrids’ low X/R ratio, these systems can feature active and reactive 

power control coupling, and consequently, present a significant link between voltage and 

frequency regulation [42]-[43]. In this sense, cross-reference controllers can be designed using 

reference voltage and reactive power information to regulate frequency and active power, and 

vice-versa [43]-[44], respectively P–V and Q–𝜔 control relationships. Still, works in the literature 
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have also demonstrated that this control coupling can be successfully avoided through interfacing 

impedances [14],[45]-[47], enabling the design of decoupled voltage and frequency controllers 

without compromising the overall microgrid regulation performance [45],[47], i.e. P–𝜔 and Q–V 

decoupled voltage and frequency relationships are still valid in microgrids. The later strategy 

significantly facilitates controllers design and is assumed in this thesis. 

 
 

1.2.4 Monitoring System 

 

In order to achieve microgrids control, operation and management feature, the 

establishment of monitoring systems capable of providing information exchange between 

distribution system field devices and microgrid control centers is necessary [48]. This data flow of 

measurements and control data is typically provided via supervisory control and data acquisition 

(SCADA) systems [48]. SCADA is a well established solution that provides a powerful 

combination of data acquisition and telemetry of power systems. Still, these systems were 

originally designed for transmission level applications, presenting requirements and 

characteristics that are significantly different from those presented in microgrids. In this sense, 

although its application to distribution system is feasible [48], these systems present significant 

limitations when comparing microgrid requirements and the minimum capabilities established by 

the IEEE Standard for SCADA and automation systems, [49]. This perspective highlights the need 

for developing new monitoring solutions focused on the particular characteristics presented in 

microgrids. 

In this perspective, over the past few decades phasor measurement unit (PMU) 

technology has been providing a major, and necessary, improvement to the power grid 

monitoring. Their synchronized, low latency and high-resolution measurements deliver significant 

and irreplaceable advantages over traditional measurement solutions [24]. Up until the past few 

years, PMUs were primarily deployed at the transmission level. However, the emerging 

challenges in the distribution system accompanied by the rapid fall in the cost of synchrophasor 

technology are paving the way for their application in the distribution systems by means of D-

PMUs. D-PMUs provide similar features to traditional transmission PMUs, however presenting 

more accurate and precise measurements due to distribution systems' particular requirements 

[50]-[51]. A D-PMU is a measurement instrument with a GPS receiver able to provide highly 

accurate time-stamped voltage and phase angle measurements. Its main difference to 

conventional transmission PMU regards an increased precision on measurement accuracy and 
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higher sampling rates, i.e. conventional transmission PMUs present ±1 degree of accuracy and 

sampling rates ~30 samples/second, while D-PMUs feature ±0.01 degree of accuracy and 

significantly higher sampling rates of 120 samples/second [51]. These improved responses are 

necessary as the angle differences and changes are significantly smaller in distribution systems 

than at transmission level given the lower X/R ratio. In addition, the smoothing effect provided by 

the large numbers of generators available at transmission level is not presented in islanded 

distribution systems. In this sense, D-PMU's higher measurement resolution allows for the 

development of rapid control actions necessary for effective islanded distribution systems 

regulation [50]. Test bench analysis comparing PMU and D-PMU performance are available in 

[52], while scoping studies on research and development priorities for D-PMU and its current 

technology are presented in [50]-[53]. 

Based on this perspective, the recent literature has developed significant works showing 

that D-PMUs measurements can provide novel information, enabling new perspectives to ongoing 

issues within distribution systems [54],[55] and leading to several meaningful applications in areas 

such as protection coordination and control [56], events detection and location [57]-[60], long-

term voltage stability [61], distribution systems identification [62]-[63], observability enhancement 

[64], and reliability assessment [65]. On the other hand, the adoption of D-PMUs to support control 

applications within distribution systems still requires additional attention, where for many of these 

applications D-PMUs offer new possibilities considering the low reporting rates and lack of 

accurately time-synchronized measurements when using other measurement units.  

In this sense, D-PMUs time-synchronized and low latency measurements can be used to 

precisely determine power systems’ global power demand variation during dynamic operation, a 

feature that is not feasible with traditional monitoring SCADA systems. This perspective is clearly 

observable analyzing the representation of an islanded microgrid with two generating machines 

(𝒢 ,𝒢 ) in the scenario depicted in Figure 1.3. One can observe that traditional SCADA systems 

can not adequately determine the network global power demand variation (𝒢 𝒢 𝒢 ) during 

dynamic operation, as the non-synchronized measurement (time skew) of 𝒢  and 𝒢  leads to 

meaningful estimation errors, therefore preventing this application. However, with D-PMUs time 

synchronized measurements an accurate determination of the network global power demand 

variation is achieved during the complete analyzed period, including dynamics and steady-state.  
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(a) 

 

(b) 

Figure 1.3 Dynamic power measurement (a) SCADA; (b) D-PMU 

 

1.3 Literature Review 

 

In this section, a review of relevant literature is presented seeking to contextualize the 

proposed research in this thesis with the literature state-of-art. We focus our literature review on 

microgrids frequency regulation dividing its presentation into strategies focused on steady-state 

realization, dynamic performance improvement and supplemental reserves applications toward 

the enhancement of frequency regulation. Through the literature review, we identify gaps that this 

thesis intends to address. 

 

1.3.1 Context and Overview 

 

A historical literature review indicates that the initial steps toward the definition of the 

necessary control architecture to enable microgrids operation were proposed in [29], [30]. In [29] 

microgrids are presented as a new power system paradigm, discussing the basic elements for 

the characterization of a microgrid and its potential benefit for both customers and utilities. Next, 

[30] expands the basic architecture for the microgrid paradigm providing a more formal 

conceptualization of microgrids. A formal definition would take place in the work developed in [1]. 

This work presented a comprehensive modeling and numerical simulations for the identification 

of the necessary control requirements to ensure microgrid's feasibility, especially regarding 

islanded operation mode. A generalization of microgrid control was introduced in [14], developing 

a comprehensive three-level hierarchical control for islanded microgrid regulation levels: primary 

regulation responsible for fast stabilizing control actions; secondary regulation in charge of 

returning the system to a steady-state reference level of operation; and tertiary control seeking 
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the economic dispatch of DERs. This perspective is revisited in [40] combining secondary and 

tertiary levels, presenting a two-level microgrid control paradigm. For primary regulation, there is 

a general consensus in the literature about the use of droop control, as it only uses local feedback 

signals and does not require any communication network [6]-[8]. For secondary frequency 

regulation, several control methods have been proposed in the literature to address additional 

characteristics relevant to islanded microgrids frequency regulation as following depicted. 

 

1.3.2 Frequency Control Methods Focused on Steady-state Realization 

 

 A formal conceptualization of centralized and distributed secondary control strategies 

considering the traditional AGC perspective is proposed in [15] for islanded microgrids operation. 

This control scheme presented robust performance, however, it lacked the ability to perform black 

start, which required the association of a centralized controller. This perspective is broadened in 

[18],[66], presenting consensus-based control architectures for frequency regulation focused on 

accurate power sharing among DERs, even when facing critical operational scenarios. Next, 

based on advances in consensus-based control, the work in [67] led to the replacement of the 

traditional two-stage regulation by droop-free controllers which are capable of simultaneously 

performing primary and secondary control actions. Still, the absence of primary droop regulation 

in [67] exposes islanded microgrids to instability scenarios in case of a secondary control failure. 

Seeking to fulfill this gap, the work in [17] presented a novel droop-based strategy capable of 

simultaneously performing primary and secondary regulation. However, this method was not able 

to simultaneously achieve proportional reactive power sharing and voltage regulation. This 

limitation was amended by the work developed in [68], expanding the concept of global voltage 

regulation for droop-based microgrids. In this sense, small local voltage deviations are allowed, 

enabling the necessary reactive power flow through the system for the achievement of 

proportional sharing. Finite-time control was explored in the work developed in [20], which 

additionally proposed an adaptive virtual impedance to improve the active/reactive power sharing 

accuracy. With the aim of improving frequency control realization time, a finite-time observer was 

proposed in [66] to estimate the overall information necessary for secondary regulation and speed 

up the microgrid stabilization. 

Building on these foundations, new control strategies have been recently developed to 

address robustness and steady-state convergence in the case of non-idealities in communication 

systems. Considerations of communication delay's impact on secondary regulation are presented 
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in [70]. In [71] topology changes are tackled via dynamic weights. The influence of noisy channels 

is mitigated using consensus protocols in [72], whereas [73] expands this perspective using a 

stochastic approach to deal with the impact of delays. Model uncertainties are addressed applying 

cooperative control in [74]. Following, event-triggered approaches are proposed in [20],[75] 

seeking to enhance the data transfer capacity of communication systems with limited bandwidth. 

Additional non-idealities such as malfunctioning of actuators and sensors are tackled in [76]-[78]. 

Whilst, cyber-attacks concerning data manipulation, event-triggering and denial of service are 

respectively investigated in [79]-[81]. On another avenue, initial developments towards the 

flexibilization of microgrids frequency of operation were proposed in [21]-[23]. These works allow 

for islanded networks operation at lower frequency levels seeking to reduce the necessary 

amount of frequency responsive reserves for primary regulation in multi-microgrid (MMG) 

systems. In [21] a reduction in islanded microgrids frequency of operation is proposed to decrease 

the requirements for governor responsive reserves from renewable DERs. A hierarchical energy 

management system for MMG systems is proposed in [22] seeking to increase each microgrid 

maximum load variation capacity, without the need for further expansions in primary regulation 

capabilities. Next, [23] develops an autonomous power sharing strategy for the MMG system 

towards the improvement of the microgrid’s stability margin. For this, in case of load variations in 

a weaker microgrid, a neighboring system can compensate these variations allowing for a general 

improvement of the operating range of the MMG systems frequency reserves.  

Still, the abovementioned works are primarily focused on steady-state realization and do 

not consider in their design details pertaining to the microgrid’s ability to flexibilize its operating 

frequency in a controllable way. As well, further considerations on microgrids' dynamic 

performance are necessary, as this perspective presents a critical problem especially aggravated 

in the presence of synchronous DERs. These units can introduce undesired oscillatory modes, 

capable of leading the system to instability conditions [82]. In this sense, works focused on 

improving the dynamic performance of islanded microgrid controllers are following depicted. 

 

1.3.3 Frequency Control Methods Focused on Dynamic Performance Improvement 

 

Initial developments on the dynamic performance of frequency controllers in microgrids 

are proposed in [83]. This work seeks the mitigation of low-frequency oscillations for primary 

droop-controlled microgrids with an absence of secondary regulation. Next, an enhanced 

perspective for improving the transient performance of distributed primary regulation is described 
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in [84]. This paper presents a meticulous analysis of primary regulation dynamic performance, 

however, it assumes a simple distributed integral secondary controller. Consequently, leading to 

a reduced overall performance improvement when considering secondary regulation. Tackling 

this limitation, the work in [85] proposes a new distributed optimal controller focused on secondary 

regulation. This controller exhibits robust performance, however has limited adeptness as its 

enhancement is focused on a selected set of operating conditions used for parameter setting. 

Following this, in [86] an intelligent control algorithm is proposed to improve dynamic voltage 

regulation. Still, its formulation is limited to a single generation system, not addressing respective 

requirements for its application in a microgrid with multiple generating units. In [87] a high-

bandwidth control design is proposed. This controller is motivated by the fact that a higher control 

bandwidth can lead to a faster microgrid dynamic response. While this assumption can hold for 

power-electronic-based microgrids, it is not necessarily true when considering synchronous 

machines due to their significantly higher time constants. Seeking a comprehensive performance, 

the work in [88] introduces an improved distributed control strategy with bounded inputs. This 

work is capable of mitigating undesired transient overshoots and guarantees steady-state 

stability. Still, significant oscillations are presented during the system dynamics.  

In this sense, there is still a gap for controllers capable of ensuring the microgrid stability 

while improving its overall dynamic response. This perspective can be successfully tackled 

through the design of novel control strategies harnessing modern power systems aspects such 

as advanced monitoring solutions, as depicted in Section 1.2.4, and supplemental reserves 

enabled by power system flexibility. 

 

1.3.4 Frequency Control Methods Focused on Supplemental Reserves Harnessing 

 

The continuous enhancement of power systems flexibility provided by the increasing 

penetration of components such as thermostatically controlled loads, energy storage systems, 

and aggregated loads, offers a great prospect for supplemental reserves provision. These units 

are able to actively adapt their operating conditions in a sufficiently fast and coordinated manner, 

enabling their application to effectively support power systems frequency regulation process [26]-

[28]. In this perspective, multiple solutions focused on harnessing these resources properties to 

improve power systems operation are available in the literature. The consideration of plug-in 

electric vehicles (PEV) as energy storage systems (ESS) for frequency regulation support is 

developed in [89], while [90]-[91] discuss the control requirements to enable PEV and ESS 
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applications for grid support. In [93] the coordination of multiple load aggregators is explored using 

distributed pinning demand side control. This work seeks to improve power systems' secondary 

frequency regulation in face of large disturbances events. Expanding this perspective, the work 

proposed in [94] combines multiple sources of flexibility into an energy storage aggregator (ESA). 

Based on the ESA extended flexibility potential, a finite time consensus controller is developed 

for accelerating power systems frequency recovery speed. Next, the work proposed in [95] 

capitalizes on the complementarity of thermostatically controlled loads to provide additional 

frequency regulation support across both primary and secondary frequency regulation stages. In 

[96] a multi-level approach is proposed seeking to ensure the suitability of flexible resources 

contribution to evolving system requirements on different time horizons. In contrast, the work 

developed in [97] is focused on power systems frequency control dynamics. For this, based on 

mobile distribution-level phasor measurement, the controller developed in [97] performs fast event 

detections and, through an intelligent estimator, performs the control of intelligent residential 

loads, seeking to enhance power systems stability. However, the requirement of an estimator to 

determine its respective control actions leads to a meaningful increase in the total control 

response latency time, which significantly compromises its performance effectiveness in low 

inertia microgrids. Thus, there is still a need for a frequency controller capable of effectively taking 

advantage of the new opportunities made possible by flexible resources to improve the resilience 

capacity of microgrids. 

In this sense, while the above literature provides promising directions for microgrids 

frequency regulation, there are gaps to be addressed and opportunities to improve based on 

these works, namely: (i) establishing controllable frequency flexibilization to effectively harness 

microgrids frequency dependency; (ii) improving microgrid’s dynamic frequency regulation 

capitalizing on advanced monitoring solutions under both centralized and distributed 

perspectives; (iii) taking advantage of supplemental reserves provided by flexible resources to 

improve microgrids resilience. 

 

1.4 Research Objectives 

 

As identified in the previous section, there are several gaps in the existing literature on 

microgrids frequency regulation. In this perspective, this thesis main objective is the development 

of novel control strategies for microgrids that normally operate connected to the main grid and 

may operate islanded in case of failures in the main system. During this operative mode, these 
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systems may face limited availability of local resources, demanding the development of controllers 

specially designed to overcome the particular restrictions presented in these systems that include 

limited service capacity, reduced autonomy, dynamic performance and resilience to large-scale 

disruptive events. Simultaneously, new possibilities made possible by the microgrid concept in 

association with advancements in monitoring provided by D-PMUs and the emerging flexibility of 

power systems, have the potential to support these systems controls. In this thesis, these new 

possibilities are taken advantage of toward the development of new control solutions that can 

meaningfully improve microgrids regulation while reducing the requirements for local generating 

reserves. The following outlined topics describe the specific research objectives of this thesis. 

First, microgrids' limited availability of local reserves can significantly reduce the system 

autonomy capacity when subject to islanded operation. In this context, autonomy refers to the 

microgrid ability to keep its operation during disconnection from the main grid. For this, it is 

investigated the possibility of taking advantage of microgrids ability to independently control their 

frequency of operation in a way to reduce the system net demand through the harnessing of 

frequency dependency. Thus, possibly improve its autonomy capacity.  

Second, microgrids reduced reserves can lead to substandard dynamic responses and 

longer periods to achieve steady-state conditions when subjected to large disruptive events. 

These perspectives can compromise the system stability and demand novel solutions specifically 

designed considering the particularities presented in these systems. In this sense, we will 

investigate the possibilities enabled by advanced monitoring solutions provided by D-PMU-based 

centralized monitoring systems, i.e. high resolution, low latency and synchronized measurements, 

to enable the development of new control strategies able to improve islanded microgrids dynamic 

frequency regulation and steady-state realization.  

Third, centralized strategies demand significant investments and complex communication 

infrastructures, factors that can impose limitations under both economic and technical 

perspectives. In this sense, we will explore if the previously addressed centralized strategy can 

be modified and expanded to develop a novel distributed-control paradigm based on D-PMU 

monitoring for both frequency and voltage regulation of DERs in islanded microgrids. This 

investigation seeks to capitalize on the advantages of both distributed control and synchrophasor 

technology to improve microgrids frequency regulation, i.e. mitigate oscillations, overshoot, 

frequency nadir and steady-state realization, while overcoming limitations presented in 

centralized control strategies, i.e. susceptibility to single-point failure, lack of plug-and-play 

capacity, as well as reduce the cost and complexity of communication infrastructures 

requirements in comparison to centralized architectures. 
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Fourth, microgrids can present reduced resilience to large-scale disruptive events due to 

the limited availability of reserves supporting the frequency regulation process. This perspective 

can lead to the triggering of protection schemes to mitigate variations and ensure microgrid 

stability. However, these actions come at the cost of reducing the microgrid service capacity, i.e. 

the total amount of supplied loads. In this sense, considerations toward the development of a new 

control strategy considering the support of supplemental reserves to enhance microgrid’s 

resilience to large-scale disruptive events are investigated. For this, flexible resources are 

considered to provide this supplemental support. These resources are composed of power 

system elements that can have their operation adjusted to reduce the system net demand during 

selected periods. 

A flowchart depicting this thesis objectives and respectively proposed methods are 

illustrated in Figure 1.4.  

 

 

Figure 1.4 Thesis objectives and proposed methods 

 

I
• Conservation frequency controller exploring frequency 

dependency to improve islanded microgrids autonomy 

II
• Centralized frequency controller taking advantage of D-PMUs 

monitoring to enhance islanded microgrids dynamic response

III

• Distributed frequency and voltage controllers capitalizing on 
new monitoring perspectives provided by D-PMUs in islanded 
microgrids 

IV
• Resilience-oriented controller harnessing flexible resources to 

support islanded microgrids frequency regulation
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1.5 Thesis Layout 

 

The thesis is structured as follows:  

Chapter 1 presents this thesis motivation, necessary background on major topics required 

for this thesis development, a critical literature survey on microgrids control and proposed 

research objectives. 

Chapter 2 presents preliminaries addressing required modeling to this thesis research 

objectives development. 

Chapter 3 presents a novel control perspective to improve islanded microgrids' autonomy. 

The proposed method takes advantage of microgrids frequency dependency to enlarge its 

autonomy capacity for networks with constrained energy reserves. 

Chapter 4 presents a centralized frequency controller taking advantage of D-PMUs 

monitoring to enhance islanded microgrids' dynamic response. The proposed controller 

capitalizes on D-PMUs synchronized, low latency and high-resolution measurements to derive 

the proposed method. 

Chapter 5 presents distributed frequency and voltage controllers for islanded microgrids 

capitalizing on the new monitoring perspectives provided by D-PMUs. The proposed controllers 

take into consideration the limitations imposed by centralized strategies leading to an 

improvement of the controller functionality while not compromising its dynamic and steady-state 

performance. 

Chapter 6 presents a resilience-oriented controller harnessing flexible resources to 

support islanded microgrids frequency regulation. Taking advantage of the improved situation 

awareness provided by D-PMUs, this controller is able to effectively dispatch flexible resources 

during the initial stages of frequency regulation, leading to a meaningful improvement on 

microgrids frequency rebound and resilience to large scale and cascade disruptive events.  

Chapter 7 presents the thesis summary, contributions, and directions for future work.  
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2. Chapter 2: Preliminaries 

  

2.1 Context and Overview 

 

In Chapter 1 the motivations of this research work, research objectives, literature review 

and thesis layout are presented. In this chapter, preliminaries for the development of the proposed 

research objectives are presented. 

 

 2.2 Network Modeling 

 

Consider a generic distribution system with network nodes contained in the set 𝒩 𝒢 ∪

ℒ, where 𝒢 and ℒ respectively denote the sets of nodes with generation and loads, being possible 

that a node is contained in both sets, respectively  𝒢 ∩ ℒ ∅. The power delivery elements 

establishing the connection between nodes are represented in the set of edges 𝒱  𝑖, 𝑗 ⊆

𝒩 𝒩 composed of terminals 𝑖 and 𝑗. Phases available at bus 𝑖 ∈ 𝒩 are collected in the set Ω ⊆

 𝑎, 𝑏, 𝑐  and power delivery elements 𝑖, 𝑗  in Ω ⊆  𝑎 , 𝑏 , 𝑐 . The network topology information 

is provided by the complex network admittance matrix 𝑌, commonly denoted as Y-bus (2.1a)-

(2.1d). Modeling details to construct the network admittance matrix 𝑌 are provided in [98] for 

different characteristics of loads, transmission lines, step-voltage regulators and transformers. 
 

𝐼 𝑌∙V (2.1a) 

 

𝑌 ℐ , ℐ 𝑌
∈𝒩

,   𝑖 ∈ 𝒩 (2.1b) 

 

𝑌 ℐ , ℐ 𝑌 ,   𝑖 ∈ 𝒩 𝑎𝑛𝑑 𝑖, 𝑗 ∈ 𝒱 (2.1c) 

 

𝑌 ℐ , ℐ 0,   𝑖 ∈ 𝒩 𝑎𝑛𝑑 𝑖, 𝑗 ∉ 𝒱 (2.1d) 
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where 𝑌  and 𝑌  are the self- and mutual-admittance matrix determined based on the model 

of the series element, 𝐼 and 𝑉 are vectors containing all network nodes current and voltage, and 

ℐ  is the set of indices corresponding to node 𝑖. 

 

 2.3 Load Modeling 

 

Loads composition are denoted by constant-power, constant-current and constant-

impedance (ZIP) loads considering frequency dependency, respectively (2.2a)-(2.2b) [99]. This 

load model provides significant flexibility and simplicity, being widely used in the literature and 

textbook modeling for power system analysis [100]-[101]. Still, it can present shortcomings such 

as capturing high sensitivity of reactive power on voltage, in such cases, other generic models 

such as exponential function and/or application specific models can be considered [102]-[103]. 
 

𝑃 〈 〉 𝑃 〈 〉 . 𝛼 〈 〉∙
𝑉
𝑉

𝛽 〈 〉∙
𝑉
𝑉

𝛾 〈 〉 ∙ 1 𝐾 〈 〉∙Δ𝜔  (2.2a) 

 

𝑄 〈 〉 𝑄 〈 〉 . 𝛼 〈 〉∙
𝑉
𝑉

𝛽 〈 〉∙
𝑉
𝑉

𝛾 〈 〉 ∙ 1 𝐾 〈 〉∙Δ𝜔  (2.2b) 

 

where 𝑃 〈 〉 and 𝑃 〈 〉  are load active power and nominal active power, 𝑄 〈 〉 and 𝑄 〈 〉  are load 

reactive power and nominal reactive, 𝑉  and 𝑉  are the voltage and load nominal voltage at node 

𝑖, constant impedance (Z), current (I) and power (P) shares are defined by 𝛼 〈∙〉, 𝛽 〈∙〉 and 𝛾 〈∙〉, 

𝐾 〈 〉 and 𝐾 〈 〉 are active and reactive power frequency sensitivity. 

 

 2.3 Kron Reduction 

 

Dynamic analysis is fundamental to ensure controllers' ability to successfully regulate 

microgrids during islanded operation. A typical tool used for this analysis is based on Kron 

reduction [100],[104]-[105]. Kron reduction allows the elimination of internal non-controllable 

nodes and integrates power flow equations in the dynamic modeling, i.e. provides a network-
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reduced model for power flow, reducing differential-algebraic power network models into purely 

dynamic models [105]-[106]. 

In this sense, based on the interactions between generation and loads within the electric 

network (2.1a), while considering the network set of nodes divided into two groups, respectively 

controllable resources and remainder nodes, the network can be expressed as 
 

I𝒩
Iℳ

 
Y𝒩𝒩 Y𝒩ℳ

𝑌𝒩ℳ Yℳℳ
∙ 

V𝒩
Vℳ

 (2.3a) 

where I𝒩 is the vector of injected current by controllable resources, V𝒩 is the vector the internal 

voltage of controllable resources, Iℳ is the vector of injected current into remainder nodes, Vℳ is 

the vector of voltage into remainder nodes. 

Next, considering that internal nodes are represented by passive elements approximated 

as equivalent impedances and assuming that matrix 𝑌ℳℳ is non-singular so that non-controllable 

nodes voltages have a unique solution 𝑉 𝑌 ∙ 𝑌 ∙ 𝑉  [105]-[107]. The power flow 

information can be compactly represented and integrated into dynamic models considering the 

following equations relating current injections and terminal voltages.  
 

I𝒩 𝑌 ∙ V𝒩 (2.3b)  

 

𝑌 𝑌𝒩𝒩 𝑌𝒩ℳ ∙ 𝑌ℳℳ ∙ 𝑌𝒩ℳ  (2.3c) 

 

where 𝑌  is the kron-reduced admittance matrix 

Here it should be noted that although Kron reduction is commonly performed in dynamic 

analysis studies, this approach presents limitations. First, loads need to be converted as 

equivalent impedances for this compact representation. Also, it is possible, although unlike, for 

an RLC network with shunt elements to present a configuration where non-controllable nodes 

voltages are not uniquely determined, e.g. capacitive lines exactly cancel inductive loads 

characteristics leading to a singular matrix 𝑌ℳℳ. The reader is kindly referred to the works in 

[106]-[107] for additional details and model verification.  

 

2.4 DERs Modeling 

 

Microgrids are typically composed of multiple DERs including controllable and non-

controllable units. In this thesis, these units are modeled following the guidelines established by 
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[37], in which DERs' participation in the process of frequency regulation is conditioned to the 

existence of reserves. For this, DERs are divided into two groups, respectively frequency 

regulating reserves and non-frequency regulating reserves.  

The first group represents DERs with guaranteed reserves participating in the process of 

frequency regulation. This group includes DGs and flexible resources with an associated storage 

system or curtailed operation to ensure adequate reserve levels [42]. The modeling of these units 

is held mimicking synchronous generators (SG) configuration, (2.4a)-(2.4i), presenting their 

dynamic characteristics modeled as a structure preserving SG model [66], [108]-[110]. This 

modeling perspective has been widely proposed in the literature as a solution for mitigating 

microgrids' low inertia issues [42]. As demonstrated in  [112]-[113], virtual synchronous generator 

(VSG) control inherits the advantages of droop control and outperforms the latter in terms of 

dynamic frequency stability given its improvement in the microgrid frequency rate of change, i.e. 

𝑑𝜔/𝑑𝑡 [100]. Therefore, VSG control can be considered as a potential upgrade for microgrids 

regulation [47]. As drawback, this control can amplify oscillatory modes [47],[112], which are 

tackled by the proposed controllers in this thesis. In addition, flexible resources are considered 

base on ESA modeling. The concept of ESA provides a simplified control coordination for the 

participation of large numbers of small scale ESSs to support the frequency regulation process 

[94]. In this sense, an ESA can be seen as a single entity by the system operator, which in this 

thesis is modeled as equivalent VSGs, (2.4j)-(2.4l) [47],[28]. Still, it should be noted that engineers 

working on microgrid applications may be more familiar with DERs operation in droop control 

configuration [112]-[113], which makes VSG configuration a less common approach in today’s 

practical microgrid applications. Also, flexible resources models representative of individual 

systems characteristics are available in the literature and may be employed for detailed analysis, 

examples include battery energy storage [114], flywheel [115], supercapacitor energy storage 

[116], superconducting magnetic energy storage [117], compressed air energy storage [118], 

among others [28]. 

The second group features DERs without guaranteed reserves. These units are 

considered directly injecting their generation contribution to the grid, being modeled in PQ mode. 

This perspective avoids possible implications due to the use of unguaranteed reserves in the 

microgrid regulation process, eliminating the intangibility of non-dispatchable reserves availability 

and, consequently, the possibility of under frequency conditions due to lack of generating 

capacity. For these units, a reduced model representation is assumed (2.4m) with the employed 

model tenability verifiable through the results in [121]. 
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The microgrid general modeling is presented in (2.4a)-(2.4m). In this thesis, simulations 

are held in software developed by the authors in the Matlab platform. 
 

𝛿 𝑡 𝜔 ∙ 𝜔 𝑡 𝜔  (2.4a) 

 

𝜔 𝑡
1

2𝐻
∙ 𝑃 〈𝒢〉 𝑡 𝑃 〈ℱ〉 𝑡 𝑃 〈𝒢〉 𝑡 𝐷 ∙ ∆𝜔 𝑡  (2.4b) 

 

𝑃 〈 〉 𝑡
1

т
∙ Υ 𝑡 𝑃 〈 〉 𝑡 𝑃 〈 〉

,  (2.4c) 

 

Υ 𝑡
1

т
∙ Υ 𝑡 𝑚 ∙ 𝜔 𝑡 𝜔  (2.4d) 

 

𝐸 𝑡
1

т
∙ 𝐸 𝑡 𝐸 𝑡  (2.4e) 

 

𝐸 𝑡
1

т
∙ β 𝑡 𝐸 𝑡 𝐸  (2.4f) 

 

β 𝑡
1

т
∙ β 𝑡 𝑛 ∙ 𝑄 〈 〉 𝑡 𝑄 〈 〉

,  (2.4g) 

 

𝑃 〈 〉 𝑡 𝐸 𝑡 ∙ 𝐼 𝑡 𝑋 𝑋 ∙ 𝐼 𝑡 ∙ 𝐼 𝑡  (2.4h) 
 

𝐸 𝑡 𝐸 𝑡 𝑋 𝑋 ∙ 𝐼 𝑡  (2.4i) 
 

𝑃 〈ℱ〉 𝑡
1

т
∙ Γ 𝑡 𝑃 〈ℱ〉 𝑡 𝑃 〈ℱ〉

,   (2.4j) 

 

Γ 𝑡
1

т
∙ Γ 𝑡 𝛿𝜔 〈ℱ〉 𝑡  (2.4k) 

 

𝑃 〈ℱ〉 𝑡 𝑎 〈ℱ〉 ∙𝑝 〈ℱ〉 𝑡 ∙𝑃 〈ℱ〉
∈ℱ

 (2.4l) 

 

𝑀𝒟 ∙ 𝜔 𝑡 𝑃 〈𝒟〉 𝑡 𝑃ℓ- ,〈 〉
ℓ∈𝒩

 𝐷𝒟, ∙ 𝜔 𝑡 𝜔  (2.4m) 

 

where  𝛿  is the rotor electrical angular position, 𝜔  and 𝜔  are the synchronous frequency and 

generators setpoint frequency, 𝐸 , 𝐸  and 𝐸  are the quadrature, transient and field voltage; 
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𝐻  is the unit inertia constant; 𝐷  is the damping coefficient; 𝑃 〈 〉 and 𝑄 〈 〉 are the turbine 

mechanical power and reactive power; 𝑃 〈 〉
, , 𝑃 〈ℱ〉

,  and 𝑄 〈 〉
,  are the reference setting of the 

turbine mechanical power, flexible resources power and reactive power; Υ , Γ  and β  denote the 

respective governor, flexible resources and excitation regulators; т , т , т , т , т , т  and т  

are the time constants for the transient voltage, turbine, field, governor, flexible resource regulator, 

flexible resources and excitation system respectively; 𝑋 , 𝑋  and 𝑋  are the generator 

quadrature, direct and transient reactance; 𝐼  and 𝐼  are direct and quadrature currents; 𝑛  is the 

reactive power droop coefficient; 𝑣 𝑡 𝑣  = 𝑛 ∙ 𝑄 𝑡 𝑄  from the droop control, where 

𝑣 , 𝑣  are the setpoint and operative voltage; 𝑀𝒟  denotes the synthetic inertia constant, where 

for DERs operating in PQ mode 𝑀𝒟 =𝐷𝒟, =0; 𝑃 〈𝒟〉 and 𝑃ℓ- ,〈 〉 are the active power injection in node 

𝑖 and flowing from node ℓ to 𝑖; 𝒩  is the set of connected buses, 𝑎 〈ℱ〉  denotes the aggregator 

communication graph, 𝑝 〈ℱ〉  is the power state of the communication agent, here assumed 𝑝 〈ℱ〉

𝑝 〈ℱ〉 | ∀ 𝑖, 𝑗 ∈ ℱ , ℱ  is the set of flexible resources components at aggregator 𝑖, 𝑃 〈ℱ〉  is the rated 

power of individual flexible resource components within the aggregator. 

It should be noted that not all modeled elements above depicted are considered in all 

chapters, their implementation varies depending on the respective chapter of study goals. In this 

sense, given this thesis particular interest in frequency regulation in Chapters 3-4 and 6, the 

modeling of controllable DERs is performed considering a reduced model based on the principles 

depicted in [108]-[109], where the dynamics of the automatic voltage regulator are neglected due 

to the time scales pertaining to the studied regime, i.e. (2.4e)-(2.4g)  [108]-[109]. Thus, the exciter 

operates at a stable output with fixed machine terminal voltage. In this sense, the dynamics of 

controllable DERs are represented by (2.4a)-(2.4d), and the power flow at a node 𝑖 can be 

determined as 𝑃 𝑡 𝐸 𝑡 ∙ 𝐺 ∑ 𝐸 𝑡 ∙ 𝐸 𝑡 ∙ 𝑌 ∙ cos 𝛿 𝑡 𝛿 𝑡 𝛼  𝐸 𝑡 𝑉 𝑡

𝑋 ∙ 𝐼 𝑡  [100],[122], where 𝐸 , 𝐼  𝑋 , and 𝐺  are the DER terminal voltage, current, reactance 

and conductance, 𝛼  is the admittance angle. 
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3. Chapter 3: Improving the Autonomy of Islanded Microgrids Through Frequency 

Regulation 

 

3.1 Context and Overview 

 

Based on the aforementioned limitations identified in Chapter 1 while considering the 

preliminaries presented in Chapter 2, in this chapter we seek to develop a new control strategy 

to improve the autonomy capacity of grid-connected microgrids facing islanding with limited 

availability of local resources. 

For this, we propose a novel solution focused on energy denoted conservation frequency 

reduction control (CFRC). The proposed approach adaptively regulates the microgrid’s operating 

frequency setpoint to effectively reduce the network demand, improving the service-time of the 

available ESS, and as a result significantly enhance the network survival time, while still keeping 

the system operating within the permissible limits. To validate the proposed control, dynamic 

analyses were developed for two test systems. First, the IEEE 34-bus test system was employed 

to demonstrate the proposed approach feasibility and its ability to improve islanded microgrids' 

autonomy capacity. Next, the IEEE 123-bus was used showcasing the proposed approach 

applicability to large microgrid environments considering multiple generating units enclosed in 

different generating groups. The remainder of this chapter is organized as follows: Section 3.2 

describes the problem formulation. In Section 3.3 primary and secondary frequency controllers 

are addressed. Section 3.4 depicts the proposed controller modeling. Section 3.5 presents the 

proposed controller dynamic modeling. Section 3.6 validates the proposed controller presenting 

obtained results and comparative analysis. Section 3.7 concludes this chapter by summarizing its 

main findings. 

 

3.2 Problem Formulation 

 

Power system frequency of operation standards is developed in order to ensure that a 

high energy quality is available to the respectively supplied loads [124]. Still, this high-quality 

frequency level typically defined in the 60/50 ± 0.1 Hz range may not be necessary for islanded 

microgrids operation. During this operating mode, the most sensitive and non-critical loads are 
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usually disconnected in the early stages of operation, leaving the network with general loads that 

can be operated without such high-quality frequency requirements [123], i.e. a middle quality 

frequency of operation in the 60/50 ± 0.5 Hz range may be assumed [21]-[22]. This enables a 

new perspective allowing for the flexibilization of microgrids’ frequency of operation, motivating 

the proposed concept of conservation frequency reduction. The proposed concept seeks to 

adaptively adjust the microgrid frequency controller parameters based on the availability of local 

energy resources and expected reconnection time, determining the most adequate frequency of 

operation for the islanded microgrid to take advantage of microgrids frequency dependency. It is 

shown in this chapter that by adequately controlling the microgrid operating frequency it is 

possible to significantly improve microgrid's islanded operating time in environments where the 

local generation capacity is restricted to the available stored energy. 

 

3.3 Primary and Secondary Frequency Control 

 

First, the traditional primary regulation based on droop control is considered (2.4d). It 

delivers an automatic response within cycles after the disturbance, providing the frequency arrest 

and the initial generation/demand balance. The respective steady-state behavior of droop method 

is obtained from the linearization of (2.4d), leading to the relationship depicted in (3.1), [40]. From 

(3.1) one can observe that an unintentional steady-state frequency deviation proportional to the 

governor actuation is produced as an outcome of primary regulation. In this sense, secondary 

frequency control must be implemented for islanded microgrid regulation at a desirable frequency 

level. 

 

𝛥𝜔 𝜔 𝜔 𝑡 𝑚 ∙ Υ 𝑡  (3.1) 

 

Still, in view of the potential reduction of microgrid's net demand supply due to the system 

frequency damping illustrated in Figure 1.1, wherein the same amount of load is supplied requiring 

less generating power when the microgrid is operating at frequency levels lower than the 

reference value. From (2.4a) one can conclude that ∆𝑃 𝑡 𝐷 ∙ 𝜔 𝑡 𝜔

∆𝑃 𝑡  𝜔 𝑡 𝜔 , where 𝜔  denotes the system frequency reference value, typically 60 or 

50 Hz. Based on this information, this chapter proposes a novel perspective for secondary 

frequency regulation denoted CFRC. The proposed method adaptively adjusts the microgrid 

frequency setpoint introducing a harnessing factor denoted by 𝜂. This factor provides an 
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intentional deviation in the operating frequency setpoint based on the availability of local 

generation. Seeking the system operation in a flexible equilibrium condition within permissible 

limits i.e. 𝜔 𝜔 𝑡 𝜔 𝛥𝜔 |𝑡 𝑡 , where 𝛥𝜔 denotes the microgrid maximum 

admissible frequency variation.  

 

3.4 Proposed Conservation Frequency Reduction Control for Islanded Microgrids 

 

The proposed CFRC regulating process is depicted in Figure 3.1. It includes a comparison 

with the traditional secondary control perspective to highlight the enabled capacity of energy 

preservation by the proposed controller, i.e. traditional secondary frequency controllers operate 

with fixed frequency setpoint, 𝜔 𝜔 , pursuing the microgrid restauration to steady-state 

operation at the frequency reference level, i.e. ∆𝜔 𝑡 0, 𝜔 𝜔 |𝑡 𝑡 . 

 

 

Figure 3.1 Steady-state representation of the proposed CFRC and traditional secondary frequency 

controller 

 

Figure 3.1 presents a microgrid initially operating in steady-state frequency reference level 

(P0), when a load increase of ∆P  leads to system perturbation. This perturbation triggers primary 

control actions, leading to the system stabilization in a new operative condition denoted by (P1), 

i.e. ∆𝜔 0. This adjustment comes with an unintentional frequency deviation 𝛥𝜔 , which may 

cause the microgrid operation in violation of the permissible steady-state operating limits, i.e. 𝜔 ∉
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𝜔 𝛥𝜔 , 𝜔 𝛥𝜔 . This perspective is corrected by secondary control actions. Traditional 

secondary controllers would reestablish the system operation to the steady-state reference level, 

eliminating the system frequency damping as indicated in (P2), i.e. ∆𝜔 0, 𝜔 𝜔 . In contrast, 

the proposed approach seeks the microgrid operation at the most effective frequency level, within 

permissible limits, to harness the frequency damping characteristic as illustrated by (P3), i.e. ∆𝜔

0, 𝜔 ∈ 𝜔 𝛥𝜔 , 𝜔 𝛥𝜔 . This allows for the microgrid supplying of the same amount of 

load, however with reduced power consumption, i.e. P , P   P , P ∆P D∙𝛥𝜔 , where 

P ,  and P  are the respective microgrid power contribution by the proposed CFRC and traditional 

secondary controllers, 𝛥𝜔  is the proposed CFRC frequency deviation to reference level. 

The proposed control formulation aiming at the preservation of local energy resources for 

improving the autonomy of the islanded network is following depicted. The proposed controller 

follows a similar control concept described in [88]. The formulation is obtained based on the 

traditional droop formulation derivation. Next, a variable change is performed to eliminate the 

active power parcel. From (3.2), it comes that 𝑢 𝑡 𝑚 ∙ 𝜔 𝜔 , performing this change 

of variable, it yields the control formulation (3.3). 

 

𝜔 𝜔 𝑚 ∙ Υ 𝑢 ,〈 〉 𝑡 𝑚 ∙ 𝑢 𝑡  (3.2) 
 

𝜔 𝑡 𝜔 𝑢 ,〈 〉 𝑡 𝑢 ,〈 〉 𝑡 ∙ 𝑑𝑡 (3.3) 

 

where 𝑢 ,〈 〉 𝜔 , 𝑢 ,〈 〉 𝜔 𝜔 , and 𝜔 𝜔 .  

In this sense, the main goal is to design the controller proportional and integral parcels 

𝑢 ,〈 〉 and 𝑢 ,〈 〉 to provide the ability to harness the frequency dependency towards the 

improvement of islanded microgrids autonomy, while also producing a reliable frequency 

regulation of the microgrid within permissible limits. This perspective is modeled by (3.4) 

establishing a new steady-state frequency regulation outlook, where given an event at a time 𝑡  

within a finite time 𝑡 𝑡 , the active power sharing error and frequency deviation to reference 

value are null, i.e. (1.1)-(1.2). For this, the frequency operational level is controlled at a desired 

frequency deviation condition to reference level, 𝛥𝜔 ∙ 𝜂, enabling the controller to harness 

microgrid frequency dependency: 
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lim
→

𝜔 𝑡 𝜔 𝛥𝜔 ∙ 𝜂    𝜔 𝑡 𝜔 𝛥𝜔 ∙ 𝜂,   ∀ 𝑡 𝑡 , 𝑖 ∈ 𝒢 , 𝜂 ∈ ℝ 0,1  (3.4) 

 

To design this controller, the global frequency error is employed considering (1.1)-(1.2), 

where 𝑢 ,〈 〉 𝑡 𝑢 ,〈 〉 𝜔 𝜔 . In addition, as this controller seeks to provide an intentional 

frequency deviation to harness microgrid frequency dependency, the frequency reference value 

is design considering (3.4). In this perspective, the microgrid operating frequency setpoint is 

represented as 𝜔 𝜔 𝛥𝜔 ∙ 𝜂. This step introduces a new control stage denoted as energy 

control module, which is later highlighted in the proposed control wholesale methodology 

illustrated in Figure 3.3. The respective proposed frequency controller including the global 

frequency error and the adaptive harness factor can be compactly described by (3.5a)-(3.5c), 

 

𝜔 𝑡 𝜔 𝑘 ∙ 𝑢 ,〈 〉 𝑡 𝑘 ∙ 𝑢 ,〈 〉 𝑡 ∙ 𝑑𝑡 (3.5a) 

 

𝑢 ,〈 〉 𝑡 𝑢 ,〈 〉 𝑡 𝜔 𝜔 𝛥𝜔 ∙ 𝜂  (3.5b) 

 

The harness coefficient denoted by 𝜂 consists of two main parcels. First, a step adjustment 

of the frequency setpoint is performed based on the expected reconnection time. This aspect is 

weighted by 𝑘  and should be set to provide a setpoint tuning proportional to the expected period 

of islanding; i.e. a fast reconnection should be characterized by a small reduction in the frequency 

setpoint. The second parcel, characterized by 𝑘 , is based on the willingness to reduce the 

system power frequency quality and stability margin given the depletion of available energy 

resources. This share controls the reduction rate of the frequency setpoint due to the microgrid 

energy depletion. In this sense, the proposed controller establishes a trade-off between the 

microgrid autonomy and its stability margin, i.e. as frequency setpoints are reduced seeking to 

enhance the microgrid autonomy capacity, stability margins are also diminished making the 

microgrid more susceptible to violations of operating conditions and possible instability. A 

description of the proposed frequency controller CFRC detail depicting the harness coefficient 

behavior is shown in Figure 3.2.  

𝜂 𝑘 1 𝑘 ∙
𝛦 𝛦

𝛦 𝛦
∙𝑘 ,  

∀ 𝑘 ∈ ℝ 0,1 , 𝑘 = 𝑥 ∈ ℝ|𝑥 0  

(3.5c) 
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where Ε, Ε and Ε are the current-, maximum- and minimum- available energy.  

 

 

Figure 3.2 Proposed adaptive CFRC controller 

 

It should be noted that the traditional secondary control, i.e. reestablishment of the system 

frequency to reference level, 𝛥𝜔 0, is a particular case obtained by 𝜂 0, | 𝑘 0, 𝑘 0 . 

This setting should be kept during the initial stages and resumed prior to reconnection to the main 

grid. In this perspective, in case that the fault/event is cleared and reconnection to the main grid 

is possible, the proposed control would be set up to the traditional secondary control mode, 

consequently, both systems would be operating at the same frequency reference level during the 

reconnection process, 𝛥𝜔 0. This allows for the reconnection process to be handled by any of 

the traditional microgrid reconnection strategies available in the literature, see for instance 

[92],[125]. On the other hand, the solution leading to the maximum demand reduction, i.e. optimal 

setting for autonomy enhancement: 𝑚𝑖𝑛 ∆𝑃 𝑡 𝐷 ∙ 𝜔 𝑡 𝜔  𝜔 𝜔 𝑡

𝜔 𝛥𝜔  ∀ 𝑡 𝑡 , and presenting the highest vulnerability and loss of power quality is 

achieved for the system operation at the lower boundary of the permissible region, 𝜂

1 | 𝑘 ∈ ℝ 0,1 , 𝑘 →∞ . The latter setting is denoted as CFRC-OP and typically should only 

be approached as the system energy availability becomes scarce and/or reconnection is not 

expected over a long period.  

The flowchart depicting the wholesale methodology of the proposed controller is presented 

in Figure 3.3 
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Figure 3.3 Proposed controller flowchart 

 

3.5 Dynamic System Modeling 

To validate the proposed approach technical feasibility, the following feedback closed-loop 

state-space formulation depicts the complete system dynamic modeling considering the proposed 

control implementation. For this, the reduced structure-preserving model depicted in Chapter 2 is 

employed considering the incorporation of the proposed adaptive secondary frequency controller 

in the governor dynamics. The ESS control is performed by local power controllers, typical ESS 

control structures are available in [91]. The proposed CFRC sends the frequency reference 

signals to the power controllers that dispatch these units with the adequate power contribution 

and frequency operating level. ESSs modeling is performed considering the concepts presented 

in [109]. The updated governor response considering the proposed CFRC is derived from (3.5a)-

(3.5c) and depicted in (3.10). 
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𝑥 𝑡 𝐴 ∙ 𝑥 𝑡 B ∙ 𝑢 𝑡 B ∙ 𝑟 𝑡 B ∙ 𝑣 B ∙ 𝑣  (3.6a) 

∆𝛿
∆𝜔

∆𝑃
∆Υ

0
0
0

Τ〈 〉 ∙ ℳ ∙ 𝐾

ψ
𝒟 ∙ ℋ

0
Τ〈 〉 ∙ ℳ ∙ 1 𝐾

0
ℋ
Τ〈 〉

0

0
0

Τ〈 〉

Τ〈 〉

∙

∆𝛿
∆𝜔

∆𝑃
∆Υ

0
ℋ
0
0

∙ ∆𝑃

0
0
0

ℳ ∙ Ψ

∙ 𝛦〈 〉  

0
0
0

ℳ ∙ Κ

∙ 𝑘   

(3.6b) 

 

where ψ 𝜔 ∙ 𝑑𝑖𝑎𝑔 1|𝒢 | , 𝒟 𝑑𝑖𝑎𝑔 𝒟 , … , 𝒟|𝒢 | , ℋ 2 ∙ 𝑑𝑖𝑎𝑔 𝐻 , … , 𝐻|𝒢 | , Τ〈∙〉

𝑑𝑖𝑎𝑔 т ,〈∙〉 , … , т|𝒢 |,〈∙〉 , ℳ 𝑑𝑖𝑎𝑔 𝑚 , … , 𝑚|𝒢 | , 𝛫  = 𝑘 ∙𝜔 ∙ 𝑑𝑖𝑎𝑔 1|𝒢 | , 𝛫  = 𝑘 ∙

𝑑𝑖𝑎𝑔 1|𝒢 | , Ψ = 𝑘 +𝑘 ∙𝛥𝜔∙ 1-𝑘 ∙𝑘 ∙𝑑𝑖𝑎𝑔 Τ〈 〉 , 𝛦〈 〉 ∑ ∈𝒢 , Κ = 𝑘 +𝑘 ∙ 𝛥𝜔 ∙

𝑑𝑖𝑎𝑔 Τ〈 〉 , 𝑘  and 𝑘  are proportional and integral controller gains, 𝒢  is the set of ESS, 0’s and 

1’s represent matrices of all zeros and ones with appropriate dimension, and | ∙ | returns the 

cardinality of a respective set of interest. 

 

Υ 𝑡
1

т .〈 〉
∙ Υ 𝑡 𝑚 ∙ 𝜔 𝑡 𝜔 𝑘 ∙ 𝑢 ,〈 〉 𝑡 𝑘 ∙ 𝑢 ,  

,〈 〉 𝑡  (3.7a) 

 

𝑢 ,〈 〉 𝑡 𝜔 𝑡 𝜔 𝛥𝜔 ∙ 𝑘 1 𝑘 ∙
𝛦 𝛦〈 〉 𝑡

𝛦 𝛦
∙𝑘  (3.7b) 

 

𝑢 ,  
,〈 〉 𝑡 𝜔 ∙ 𝛥𝛿 𝑡 𝛥𝜔 ∙ 𝑘 1 𝑘 ∙

𝛦 𝛦〈 〉 𝑡

𝛦 𝛦
∙ 𝑘  (3.7c) 

 

 

3.6 Results 

In this section, the proposed secondary frequency controller based on conservation 

frequency reduction, CFRC, is validated through case-studies simulations. The developed case-

studies seek to demonstrate the improvement in the autonomy of islanded microgrids provided 

by the proposed harnessing factor based on the local availability of energy; evaluate whether the 

microgrid operation is kept within permissible limits; assess if adequate active power sharing is 
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achieved between the generating units; and compare the islanded microgrids survival time 

considering the proposed method, traditional secondary control strategy and currently flexible 

frequency operation strategies available in the literature. 

For this sake, two main case-studies are developed considering microgrids developed 

based on IEEE benchmark test systems, respectively the IEEE 34-bus and IEEE-123-bus 

systems [126]-[127]. In this perspective, the first case employs the IEEE 34-bus system [126] 

modified to represent a microgrid capable of operating in stand-alone mode. The system 

represents a microgrid provided with local DGs, ESS and loads with frequency dependency 

characteristics [128]. The second case-study presents a large microgrid environment based on 

the IEEE 123-bus [127]. In this case-study, different droop coefficients are used to evaluate the 

proposed controller's ability to regulate multiple generating groups. For this, the respective 

modifications proposed depicted in Appendix A for the inclusion of DGs in both test systems are 

considered. In addition, for each test system, different levels of ESS were associated. For the 

IEEE 34-bus system, each DG has 2 x 500kVAh ESS associated, while for the IEEE 123-bus the 

associated ESS is based on the generators power sharing coefficient, ranging between 250 kVAh, 

500 kVAh, or 750 kVAh, e.g. for a generator with an 𝑚  0.05 an ESS of 500 kVAh is associated. 

Here it should be noted that given the proposed controller interest in the energy outlook, average 

profiles of loads and renewables are considered, and variations neglected as these variations can 

be easily adjusted by secondary control actions.  Still, for a more accurate representation 

considerations should be allowed for these variations. The interested reader is kindly referred to 

the work in [129] for necessary considerations. Operative limits established by the Brazilian ISO 

[124] are assumed and the proposed CFRC controller settings are defined accordingly, where 

𝜔 60 Hz, 𝜔 59.5 Hz, Ε 100%, Ε 0%, 𝑘 0.15, 𝑘 0.17, 𝑘 1.25, 𝑘 0.4. Loads 

frequency dependency characteristics are given by 𝑘 2.6, 𝑘 1.6 [128]. For each case-

study five different control perspectives are considered to provide a comparison between the 

proposed CFRC method and the literature state-of-art of frequency regulation, including: 1) the 

proposed CFRC controller seeking to harness the microgrid frequency dependency while 

maintaining the best possible frequency quality in the expectation of reconnection in a foreseeable 

future; 2) the proposed controller in the optimal setting for autonomy enhancement, i.e. CFRC-

OP; 3) the reference work on hierarchical frequency regulation proposed in [15]; 4/5) state-of-art 

flexible frequency operation strategies [21] and [22]. All controllers are simulated respecting the 

time scales considered in the case study. 
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3.6.1 Case-study IEEE 34-bus 

 

This case study depicts the results obtained for the microgrid based on the IEEE 34-bus 

system. It is assumed that the system was initially operating connected to the main grid when a 

sudden disconnection occurs. Due to local generation limited capacity, maximum load shedding 

is performed leading to a total load of 3.07 p.u. representing the system's most critical loads. To 

supply this load, an increase of 15% in the original local generation state prior to islanding is 

required. DGs are dispatched up to their capacity limits suppling 91.25% of this load, with the 

residual demand met by ESS. In this perspective, once ESS is fully depleted the 

generation/demand balance will no longer be feasible, being the microgrid islanded operation 

terminated. This scenario requires energy preservation strategies to improve the islanded network 

autonomy. The obtained results for the literature and proposed CFRC are depicted in Figure 3.4-

3.5 and Table 3.1. 

Figure 3.4 presents the microgrid dynamic- and steady-state frequency behavior. It 

enables one to determine the duration of islanded operation, the system frequency response 

accordance with the permissible dynamic and steady-state frequency limits, frequency 

oscillations, overshoot, and frequency nadir for the five different frequency control perspectives, 

i.e. the proposed CFRC, CFRC-OP, the key work on secondary control proposed in [15] and the 

state-of-art flexible frequency operation strategies [21] and [22]. One can observe that after the 

system islanding, a significant frequency drop is featured leading to a system frequency nadir of 

58.9 Hz. During this period, primary regulation provides fast frequency control actions, stabilizing 

the system operation at 59.55 Hz past 20 s of disturbance. This behavior is similar among the 

analyzed controllers as their dissimilarities are associated with the second level of frequency 

regulation. At this moment, one can observe that the flexibilization of the microgrid frequency of 

operation in methods [21]-[22] is provided by the unintentional frequency deviation obtained after 

primary droop regulation. In this particular case-study, substantial energy savings are achieved 

due to the significant frequency deviation after primary regulation, enabling the enhancement of 

the microgrid autonomy operation at similar levels as the ones achieved by the proposed CFRC 

method. However, the operational range of the methods in [21]-[22] shows to be very limited. For 

the respectively analyzed system, the maximum permissible load variation in which the microgrid 

remains operating within permissible frequency limits, i.e. 𝜔 59.5  Hz, is 17%. This means that 

if successive load increases or large disturbances, e.g. islanding and loss of generation, lead to 

a load variation greater than 17%, even though the system may have the necessary resources to 
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reestablish its operation within permissible limits, due to the absence of secondary control 

capacity the microgrid would not be able to reestablish its operation within acceptable conditions, 

therefore limiting the applicability of the frequency flexibilization approaches [21]-[22] in microgrid 

environments with significant demand variation. 

This limitation is overcome by the proposed CFRC and controller [15] through their 

embedded secondary control actions, triggering three different frequency behaviors as observed 

in Figure 3.4. The controller developed in [15] seeks to resume the microgrid frequency of 

operation to reference level, i.e. 60 Hz, sustaining this operating condition until the available 

energy resources are completely depleted, i.e. during 1:15h. In contrast, the proposed CFRC 

controller does not resume the system operation at the reference level. It is able to adaptively 

determine the system frequency of operation, exerting an adaptive secondary frequency control 

in order to improve the system autonomy capacity while also seeking the best possible power 

quality. First, an initial improvement in the system frequency of operation to 59.8 Hz is performed. 

This occurs because the controller configuration was performed in the anticipation of a possible 

reconnection in a foreseeable future, therefore the frequency quality should be initially preserved. 

However, as time goes on and the microgrid local resources are reduced, the proposed CFRC 

adaptive harnessing factor performs a progressive reduction of the network frequency of 

operation until the lower boundary of the permissible operating region is reached, i.e. 59.5 Hz. 

The system operation is sustained in this condition until the generation/demand balance can no 

longer be achieved, leading to a total survival time of 1:45h. In addition, looking towards the 

evaluation of the optimal energy preservation scenario, the proposed CFRC-OP controller is also 

implemented. This controller immediately establishes the system operation at the maximum 

permissible frequency offset condition, i.e. 59.5 Hz, maintaining this operating level until the full 

depletion of the available resources, which occurs past 1:45h. The last configuration is 

recommended in cases where reconnection to the main grid is not expected before exhaustion of 

the locally available resources.  

Based on these results, one can conclude that the flexibilization of microgrid frequency 

operation by the proposed CFRC and controllers [21]-[22] was able to uphold the islanded 

microgrid operational for an additional 30min in comparison to the traditional secondary control 

strategy proposed in [15]. These results represent an improvement of 40% in the system 

autonomy capacity. However, it should be noticed that the particularly expressive results obtained 

by [21]-[22] are due to the limited availability of local frequency responsive reserves in the small 

analyzed microgrid represented by the IEEE 34-bus system. In this sense, relatively small 

demand variations can lead to meaningful unintentional frequency deviation after primary 
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regulation. Still, at the same time that this operating condition leads to expressive results, it also 

exposes controllers [21]-[22] limitation due to the inability to regulate the desired operating 

frequency, i.e. in case that an additional load increase of 2% occurs, the microgrid operation 

should be terminated, as it would lead to the microgrid operation in violation of steady-state 

frequency limits, i.e. 𝜔<59.5 Hz. Therefore, limiting these controllers' applicability for small 

microgrids with significant load variation. In addition, one should observe that the supplementary 

operational time enabled by CFRC and CFRC-OP controllers is similar. This occurs due to the 

harnessing factor's ability to adaptively adjust the frequency levels based on the islanded network 

energy condition. In this sense, even though the energy preservation achieved by CFRC-OP was 

higher than the one provided by CFRC, they were still in a similar range, not being enough to 

support an extra window of operation, i.e. 15 min.   

The detailed description of the power supply can be assessed in Figure 3.5(a)-(b). These 

results enable one to draw conclusions regarding the generators' power contribution, controllers’ 

ability to reduce the required power suppling, and the controllers’ ability to guarantee adequate 

power sharing among the generating units. As one may observe, the traditional secondary 

controller proposed in [15] leads to the highest power supplying requirement to meet the 

generation/demand balance, as the frequency damping is eliminated. In contrast, the proposed 

CFRC and [21]-[22] flexibilization of the islanded network operating frequency lead to meaningful 

reductions in the network demand, and consequently in the required supplying power, being the 

maximum reduction obtained by the proposed CFRC-OP mode. It should be noticed that all 

methods were able to ensure adequate power sharing among the generating units (1.1)-(1.2).  

An overall perspective of the obtained results is available in Table 3.1. It presents the 

available energy levels, operating frequency, and the respective instantaneous energy savings 

provided by the proposed CFRC approach and controllers [21]-[22] for each operating window of 

time. From Table 3.1, one can observe the direct relationship between the proposed CFRC 

adjustment of the islanded microgrid operating frequency and the consequent energy savings. 

The total energy preservation provided by the proposed controllers harnessing of microgrid’s 

frequency damping is obtained by integrating the instantaneous energy savings along the 

operating time, 𝐸 𝑡 ∙𝑑𝑡, where 𝐸 𝑡  is the microgrid instantaneous energy savings. The total 

energy preservation enabled by the controllers CFRC, CFRC-OP and [21]-[22] are respectively 

191 kVAh, 264 kVAh, and 239 kVAh. These additional reserves were able to provide the 

necessary energy to support 2 additional windows of operating, where in each window of 

operation the controllers depicted in Ref. [15], CFRC, CFRC-OP and Ref. [21]-[22] required a 
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total of 167kVAh, 151-130kVAh, 130kVAh, and 133kVAh from the ESS to secure the system 

generation/demand balance. 

 

 

Figure 3.4 Microgrid frequency response for CFRC, CFRC-OP, Ref. [15], [21] and [22] controllers – 

IEEE 34-bus 

 

 

(a) 

 

(b) 

Figure 3.5 Power dispatch for (a) 𝓖𝟏; (b) 𝓖𝟐; considering CFRC, CFRC-OP, Ref. [15], [21] and [22] 

controllers 
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Table 3.1 Microgrid response summary for CFRC, CFRC-OP, Ref. [15], [21] and [22] controllers - IEEE 34-bus 

Time (hh:mm) 0:00 0:15 0:30 0:45 1:00 1:15 1:30 1:45 

R
ef

. [
15

] Energy available (kVAh) 1000.0 832.3 664.7 497.0 329.4 161.7 x x 

Frequency setpoint (Hz) 60.0 60.0 60.0 60.0 60.0 60.0 60.0 60.0 

R
ef

. [
21

]-
[2

2]
 

Energy available (kVAh) 1000.0 867.07 733.41 599.75 466.10 332.44 198.78 65.12 

Frequency setpoint (Hz) 60.0 59.55 59.55 59.55 59.55 59.55 59.55 59.55 

Energy saving (kVAh) - 139.1 135.9 135.9 135.9 135.9 135.9 135.9 

C
F

R
C

 Energy available (kVAh) 1000.0 849.4 700.8 556.5 416.3 280.1 147.9 17.9 

Frequency setpoint (Hz) 60.0 59.8 59.7 59.7 59.6 59.6 59.5 59.5 

Energy saving (kVAh) - 68.3 76.3 93.3 109.8 125.9 141.6 150.8 

C
F

R
C

-O
P

 Energy available (kVAh) 1000.0 870.9 741.0 611.1 481.2 351.3 221.4 91.5 

Frequency setpoint (Hz) 60.0 59.5 59.5 59.5 59.5 59.5 59.5 59.5 

Energy saving (kVAh) - 154.5 150.9 150.9 150.9 150.9 150.9 150.9 

x – failure to meet the microgrid generation/demand balance 
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3.6.2 Case-study IEEE 123-bus 

 

In this section, the proposed CFRCs are validated considering the IEEE 123-bus system. 

This test system provides a large network environment where the feasibility of the proposed 

method can be stressed considering multiples generating groups, with different power sharing 

coefficients and ESS participation. For the simulations, similar conditions to the ones employed 

in the first case-study are assumed. After maximum load shedding, the islanded network requires 

an improvement of 20% of its local generation to ensure the microgrid generation/demand 

balance. Of this total, local generators are able to provide an additional 8%, with the remaining 

12% generated by ESS. The results of this case-study are depicted in Figure 3.6-3.7 and Table 

3.2. 

Figure 3.6 illustrates the frequency behavior of a large microgrid during dynamic and 

steady-state operation. It allows one the determine the respective moment when the microgrid 

operation is terminated due to the failure to meet the generation/demand balance, evaluate 

whether the system operation is kept within permissible limits, and illustrates the differences in 

frequency responses of small and large microgrid environments. As one may observe in Figure 

3.6, differently from the first case-study depicted in Figure 3.6, where a significant frequency drop 

is featured, in this case-study the microgrid frequency nadir is significantly lower, 59.7 Hz, and 

the stabilized frequency of operation after primary regulation, 59.93 Hz, remains close to the 

frequency reference level. These results are expected once the IEEE 123-bus system has a larger 

number of generators participating in the frequency regulation process, which significantly 

reduces the system frequency deviation during primary regulation. This leads to an opposite 

perspective for controllers [21]-[22], due to the large number of generating units participating in 

the primary regulation, the load variation, although at even higher levels than the first case-study, 

i.e. 20%, has not led to a significant frequency deviation after primary control stabilization, 

∆𝜔=0.07 Hz. In this perspective, the proposed approaches in [21]-[22] were not able to 

meaningfully harness the system frequency damping capacity leading to the same operating time 

as the traditional secondary regulation [15]. In this perspective, one can conclude that the 

approaches [21]-[22] besides significantly restricting the operational range of small microgrids, as 

observed in the first case-study where the IEEE 34-bus islanded network operation is only allowed 

for small load variations, i.e. ∆𝑃 <17%; their applicability to large microgrid environments with 

significant local generation as depicted by the IEEE 123-bus is also not efficient, as the large 
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number of generating units participating in the primary regulation does not allow for a meaningful 

steady-state frequency deviation. 

Further, given the small frequency deviation after primary stabilization, differently from the 

first case-study results depicted in Figure 3.6, where the proposed CFRC approach performed 

corrective actions seeking to improve the microgrid frequency of operation quality level from 59.55 

Hz to 59.8 Hz. Here, even though the controller possesses the same configuration, i.e., expects 

the microgrid reconnection in the foreseeable future, an opposite scenario from Figure 3.6 is 

observed. The proposed CFR-AGC reduces the system operation from 59.9 Hz to 59.8 Hz 

seeking to improve the system energy preserving capacity. Additionally, the CFRC-OP and the 

secondary controller proposed in [15] have similar behaviors to the first case-study as their 

configurations are independent of the system characteristics, i.e. the first respectively seeks the 

maximization of the system autonomy capacity leading to the network operation at the lower 

permissible boundary, i.e. 59.5 Hz, while the second looks towards the system operation to the 

reference level, 60 Hz. It should also be noted that in this case study, the proposed controller is 

once more able, due to the adaptive characteristic of the proposed harnessing factor, to achieve 

energy conservation levels similar to CFRC-OP. The accomplished energy preservation led to 

the improvement of the microgrid autonomy capacity in two operative windows, i.e. 30min while 

ensuring the system operation within permissible limits during the complete analyzed period. This 

represented an increase of 29% in the microgrid duration of the islanded operation. 

The microgrid power dispatch is depicted in Figure 3.7(a)-(c) for each generating group. 

These figures depict the respective power dispatch of each unit contained in a respective 

generating group for each one of the analyzed controllers. The generating groups are constituted 

of 3 generating units with similar droop coefficients, i.e. power sharing capacity, and their 

associated ESS. In this perspective, analyzing the microgrid power dispatch in Figure 3.7 (a)-(c), 

one can observe a significant difference between each generating group power contribution. This 

occurs due to the different droop participation coefficients, where the first generating group 

depicted by 𝒢 , 𝒢 , 𝒢  absorbed 57.1% of the dispatched power, while the second 𝒢 , 𝒢 , 𝒢  and 

third 𝒢 , 𝒢 , 𝒢  groups accounted respectively for 28.6% and 14.3%. Moreover, one should notice 

that all control methods were able to ensure effective power sharing, i.e., all units enclosed in the 

same generating group provided an equal share of dispatched power at steady-state, even though 

the analyzed controller demanded different contributions.  

A summary of the case-study results is depicted in Table 3.2. It presents the microgrid 

operating frequency level for each controller, the respective amount of available energy and the 

instantaneous energy savings enabled by the proposed CFRC and controllers [21]-[22]. Based 



 

 

41 

on these results, one can identify that the proposed CFRC and CFRC-OP provide expressive 

total energy preservation, while controllers [21]-[22] are not able to meaningfully harness the 

system frequency dependency, the respective energy preservation levels are 720 kVAh, 1015 

kVAh, and 118 kVAh. Additionally, the total energy requested from ESS to ensure the system 

generation/demand balance during each window of operation for each analyzed controller, i.e., 

Ref. [15], CFRC, CFRC-OP and Ref. [21]-[22], are respectively 578 kVAh, 537-466 kVAh, 466 

kVAh and 564 kVAh. 

 

Figure 3.6 Microgrid frequency response for CFRC, CFRC-OP, Ref. [15], [21] and [22] controllers – 

IEEE 123-bus 
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(a) (b) 

 

(c) 

Figure 3.7 Power dispatch for (a) 𝓖𝟏, 𝓖𝟐, 𝓖𝟑 ; (b) 𝓖𝟒, 𝓖𝟓, 𝓖𝟔 ; (c) 𝓖𝟕, 𝓖𝟖, 𝓖𝟗 ; considering CFRC, 

CFRC-OP, Ref. [15], [21] and [22] controllers 
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Table 3.2 Microgrid response summary for CFRC, CFRC-OP, Ref. [15], [21] and [22] controllers - IEEE 123-bus 

 
Time (hh:mm) 0:00 0:15 0:30 0:45 1:00 1:15 1:30 1:45 2:00 2:15 

R
ef

. [
15

] Energy available (kVAh) 4500 3921 3343 2764 2186 1608 1029 451 x x 

Frequency setpoint (Hz) 60.0 60.0 60.0 60.0 60.0 60.0 60.0 60.0 60.0 60.0 

R
ef

. [
21

]-
[2

2]
 

Energy available (kVAh) 4500 3936 3372 2808 2245 1681 1117 554 x x 

Frequency setpoint (Hz) 60.0 59.93 59.93 59.93 59.93 59.93 59.93 59.93 59.93 59.93 

Energy saving (kVAh) - 57.3 59.1 59.1 59.1 59.1 59.1 59.1 - - 

C
F

R
C

 Energy available (kVAh) 4500 3963 3435 2917 2408 1908 1423 947 480 14 

Frequency setpoint (Hz) 60.0 59.8 59.8 59.7 59.7 59.6 59.6 59.5 59.5 59.5 

Energy saving (kVAh) - 167 203 240 277 313 375 410 444 450 

C
F

R
C

-O
P

 Energy available (kVAh) 4500 4035 3569 3103 2637 2172 1706 1240 775 309 

Frequency setpoint (Hz) 60.0 59.5 59.5 59.5 59.5 59.5 59.5 59.5 59.5 59.5 

Energy saving (kVAh) - 453 451 451 451 451 451 451 451 451 

x – failure to meet the microgrid generation/demand balance 
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3.7 Discussions 

 

Existing literature investigating islanded microgrid secondary frequency control has 

presupposed a fixed reference level setpoint that remains constant throughout the entire islanded 

operation. In this chapter, we amend this presupposition by proposing an alternative approach 

denoted CFRC that allows the frequency setpoint to change adaptively throughout the evolution 

of the microgrid islanded operation. Simulations were performed for small and large microgrid 

environments with multiple generators groups to validate the proposed method. The obtained 

results demonstrated that the adaptive adjustment of islanded microgrids operating frequency can 

significantly reduce the network power demand consumption, yielding significant improvements 

in the autonomy of islanded microgrids with limited energy resources. Moreover, these results 

highlight the importance of exerting actual control over the system frequency of operation. As 

observed, the current approaches available in the literature proposing microgrid’s frequency 

flexibilization based on primary droop unintentional frequency deviation may not lead to actual 

improvement in the system autonomy in many islanded microgrid scenarios, and can also impose 

significant restrictions in the permissible demand variations in these islanded environments. 

Furthermore, the proposed controller provided effective power sharing and ensured the microgrid 

dynamic and steady-state operation within permissible limits. The results also indicate that even 

for configurations where the proposed CFRC controller is adjusted based on optimistic scenarios, 

the adaptability of the proposed controller harnessing factor enabled the achievement of 

meaningful energy preservation levels similar to the ones obtained by the optimal autonomy 

capacity enhancement setting, CFRC-OP. Based on these results, it is concluded that the 

proposed CFRC provides a robust secondary frequency regulation strategy capable of 

significantly improving the autonomy of islanded microgrids. The main contributions of this chapter 

are following summarized.  

- Expansion of islanded microgrids modeling for flexible frequency of operation analysis; 

- Consideration of frequency regulation to improve the autonomy of islanded microgrids; 

- Development of a novel secondary control perspective based on conservation frequency 

reduction, CFRC, enabling a controllable flexibilization of microgrids operating frequency; 

- Introduction of a harnessing factor able to adaptively determine the islanded network 

operating frequency based on the system available resources and expected reconnection time; 
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4. Chapter 4: Centralized D-PMU Based Secondary Frequency Control for Islanded 

Microgrids 

 

4.1 Context and Overview 

 

In Chapter 3, a new strategy focused on islanded microgrids' ability to regulate their 

operating frequency in order to improve their autonomy capacity was proposed. Still, the proposed 

frequency controller was mainly focused on the steady-state operation and has not explored 

perspectives to improve microgrid’s dynamic regulation. In this sense, this chapter takes 

advantage of the new possibilities enabled by advanced monitoring infrastructures powered with 

D-PMUs to develop a new frequency controller able to effectively improve both steady-state and 

dynamic regulation of islanded microgrid. This new control perspective allows for significant 

improvements in the system overall regulation, consequently enabling better utilization of 

generation reserves through the improvement of the system dynamic and steady-state 

responses. 

To this end, in this chapter, a novel time-variable secondary control for droop-controlled 

islanded microgrids is developed. The proposed method uses, in addition to the global frequency 

error information traditionally employed by available control methods in the literature, time-

synchronized measurements provided by D-PMUs to adequately determine the variations of 

power demand in the islanded network. This enables a novel adaptive time-variable droop 

characteristic capable of significantly speeding up the secondary frequency regulation and 

mitigating generators oscillations. In addition, it enables the controller to handle possible 

measurement errors. For this, a centralized architecture is necessary. This communication 

strategy provides several benefits over distributed architectures, including a global perception of 

the microgrid operation, enhancement of the microgrid stability, easier deployment of additional 

management functions as blackstart, tertiary control, reactive power support, optimized operation, 

and supervisory actions. Dynamic analysis and modeling are developed to demonstrate the 

feasibility of the proposed D-PMU based secondary control and how it benefits from the 

monitoring and communication infrastructure provided by D-PMUs. For validation, two test 

systems are analyzed. First, a comprehensive islanded microgrid based on the IEEE 34-bus is 

employed. In this environment, the proposed D-PMU based control is tested and compared with 

traditional secondary frequency regulation held by SCADA systems. Next, a larger environment 
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represented by the IEEE 123-bus system is used to validate and showcase the proposed control's 

improved performance in comparison to state-of-art controllers. The above-mentioned analysis is 

performed considering two configurations: secondary control activation after primary control 

stabilization, and simultaneous primary and secondary frequency regulation. Results indicate that 

the proposed control based on D-PMU time-synchronized measurements can significantly speed 

up and improve the secondary frequency regulation of islanded microgrids with the main merits 

of the proposed method in comparison with the state-of-art is presented in Table 4.1. The 

remainder of this chapter is organized as follows: Section 4.2 depicts the problem formulation. In 

Section 4.3 the proposed D-PMU based centralized secondary frequency control is developed. In 

Section 4.4 the proposed controller is validated, presenting multiple simulation case studies and 

comparative analysis with literature state-of-art method and benchmark solution. Section 4.5 

concludes this chapter by summarizing its main findings.  

 

Table 4.1 Comparison of the proposed method to state-of-art 

 
Proposed 
method 

Ref. 
[15] 

Ref. 
[17] 

Ref. 
[18] 

Ref. 
[69] 

Ref. 
[66] 

Ref. 
[85] 

Ref. 
[88] 

Accurate consideration 
of measurement update 
rate 

✓ ✕ ✓ ✕ ✓ ✕ ✕ ✓ 
D-PMU data 
consideration ✓ ✕ ✕ ✕ ✕ ✕ ✕ ✕ 
Adaptive time-variable 
droop characteristic 
based on active power 
information 

✓ ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

Frequency nadir 
reduction ✓ ✕ ✕ ✕ ✕ ✕ ✕ ✕ 
Dynamic corrections 
based on active power 
data to mitigate 
oscillations and 
overshoot 

✓ ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

Improvement of 
frequency recovery 
speed 

✓ ✕ ✓ ✓ ✓ ✕ ✓ ✓ 
 

 

4.2 Problem Formulation 

Traditionally, secondary frequency regulation is held for bulk power systems by central 
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controllers denoted AGC, associated with the SCADA system. These controllers use slow PI 

controls to restore the network frequency when the system is subjected to a deviation larger than 

a specified tolerance [15]. 

 

𝛿𝜔 𝑘 𝜔 𝜔 𝑘 𝜔 𝜔 𝑑𝑡 (4.1) 

 

where 𝛿𝜔 is the error signal responsible to restore the system frequency. As well, recent 

developments in the literature propose a similar generic configuration for distributed control, which 

is directly obtained considering the communication between neighbor DERs, where the network 

frequency is determined as the average of DERs frequency measurement. 𝛿𝜔 𝑘 𝜔

𝜔 ∗ 𝑘 𝜔 𝜔 ∗ 𝑑𝑡, 𝜔 ∗= ∑ 𝜔
|𝒢 |∈𝒢 , |𝒢 | denotes the total number of generating units 

represented the cardinality of the set 𝒢 . 

A generalization of this concept was presented in Chapter 3 followed by a variable change 

to eliminate the active power parcel, (3.2)-(3.3). Here a similar process is performed, however, 

the active power information is kept, yielding the following relation: 

 

𝜔 𝜔 𝑚 ∙ ∆𝑃 〈 〉 (4.2) 

 

𝜔 𝜔 𝑢 𝑡 𝑚 ∙ 𝑢 𝑡 ∙ 𝑑𝑡 (4.3) 

 

where, 𝑢 𝜔 , 𝑢 ∆𝑃 〈 〉 are the inputs of frequency and active power. 

In this perspective, the goal is to use the novel possibilities to enable D-PMU’s 

synchronized, low latency and high-resolution measurements to improve the state-of-art design 

of controllers 𝑢  and 𝑢 . These controllers are responsible to satisfactorily regulate the frequency 

setpoint 𝜔 , such that given an event at time 𝑡 , the frequency error and active power sharing 

are null within a finite time, i.e. (1.1)-(1.2) [18]. Moreover, it is shown in this chapter that the 

adequate adjustment of these parameters can improve the islanded microgrid dynamic 

performance including: reduction of the frequency nadir, mitigation of oscillations during transients 

and improvement of the network frequency recovery speed. 
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4.3 Proposed D-PMU Based Centralized Secondary Frequency Control 

It is well known that the precise determination of power systems’ global power demand 

variation during dynamic operation is not feasible with traditional monitoring infrastructure [50]. 

This situation is due to non-synchronized measurements with significant time skew, i.e. “the 

elapsed time between when the first value in a set of measurements is taken until the last value 

of the same set of measurements is taken” [49]. In this sense, the addition of the individual 

generators' contribution would not lead to the global power demand variation, as the 

measurements were obtained during a different operative condition. The aggregation of power 

information during system transients would feature significant errors, i.e. ∆𝑃〈 〉 𝑡 ∆𝑃〈 〉 𝑡

ℰ  |ℰ ∑ ∆𝑃 〈 〉 𝑡 ∙ 𝑑𝑡〈 〉,
∈𝒢 , 𝑡〈 〉, 𝑡 𝑡〈 〉, , where ∆𝑃〈∙〉 is the aggregated power 

information, ℰ is the dynamic aggregation error, 𝑡 , 𝑡〈 〉,  and 𝑡〈 〉,  denote each DER 

measurement sampling time, synchronized sampling time and time skew, Λ is the monitoring 

system index, e.g. D-PMU and SCADA.  

In face of this monitoring limitation, automatic generation control (AGC) has been 

traditionally tackled using the frequency deviation information, a global variable, to perform 

secondary frequency regulation. Moreover, traditional approaches would wait for the network 

primary frequency regulation stabilization before performing secondary control actions. However, 

with the availability of D-PMU synchronized, low latency and high-resolution measurements, one 

is currently able to overcome this inability and precisely perform data aggregation during 

transients, i.e. ∆𝑃〈 〉 𝑡 ∆𝑃〈 〉 𝑡 , as ℰ 0 given that 𝑡 𝑡〈 〉,  ∀ 𝑖 for D-PMU based 

monitoring. Therefore, the secondary frequency control formulation can be revisited and tackled 

using the active power information. 

 

∆𝑃〈 〉 𝑡 ∆𝑃 𝑡, 𝑡〈 〉,
∈𝒢

 (4.4) 

 

∆𝑃 𝑡 𝑃 𝑡, 𝑡〈 〉, 𝑃 𝑡-1, 𝑡〈 〉, ∙ 𝑑𝑡 (4.5) 

 

𝑃 𝑡, 𝑡〈 〉, ℜ 𝑉 𝑡, 𝑡〈 〉, ∙ 𝐼 𝑡, 𝑡〈 - 〉,
∗  (4.6) 
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𝑡 𝑡〈 〉, 𝑡〈 〉 𝑡〈 〉  (4.7a) 

 

𝑡〈 〉, 𝑡〈 〉,

1
𝐹

 (4.7b) 

 

where 𝑉  and 𝐼  are the nodal voltage and current, 𝐹  is the sampling frequency and must respect 

𝐹 10/𝑠 to be characterized as a dynamic measurement, 𝑡〈 〉  represents the time between 

monitoring system sampling and the data availability for transmission, and 𝑡〈 〉  represents the 

network communication latency. In order to simplify notation and enhance understanding, the 

synchronization time-stamp information is suppressed in the following equations. 

In view of the potential improvement in situational awareness held by the increased 

deployment of D-PMUs, this chapter proposes a new outlook for the design of secondary 

controllers for islanded microgrid, introducing an adaptive time-variable droop characteristic 

online adjusted by D-PMUs measurements. This characteristic consists of two main control 

modules: 1) An adaptive proportional gain based on active power variation, 𝑢 , responsible to 

speed-up the frequency regulation and reduce oscillations; 2) A slow integrator based on 

frequency deviation, 𝑢 , responsible to mitigate steady-state frequency errors due to possible 

measurement inaccuracies associated with the first module inputs. For this, a centralized 

architecture is necessary. This design provides several benefits in face of distributed ones, 

including a global perception of the microgrid operation, enhancement of the microgrid stability 

[130], easier deployment of additional management functions [15], [130] as black start capacity, 

voltage restoration and tertiary control, reactive power support, harmonic compensation, 

optimized operation, and supervisory actions for discrete events [1]. 

The general controller characteristic formulation is described by 

𝜔 𝑡 𝜔 𝑚 ∙ 𝑢 𝑡 𝑢 𝑡 ∙ 𝑑𝑡 (4.8) 

 

4.3.1 Active Power Based Control Module 

 

The proposed adaptive proportional gain based on generators active power variation is 

divided into two components, respectively denoted by the static parcel 𝑢 ,〈 〉 and the dynamic 

parcel 𝑢 ,〈 〉. 
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𝑢 𝑡 𝑢 ,〈 〉 𝑡 𝑢 ,〈 〉 𝑡  (4.9a) 

 

 The static contribution, 𝑢 ,〈 〉, is responsible to perform the frequency recovery to the 

reference level after a given event. It represents a direct estimation of the generators' incremental 

contribution at steady-state based on the global power demand variation of the microgrid (4.4) 

and the active power sharing relation of droop-controlled generators (1.2). This parcel ideally 

assumes a constant value during the complete secondary control performance, close to the actual 

generator's incremental contribution at steady-state operation. 

𝑢 ,〈 〉 𝑡
1 𝑚

∑ 1
𝑚∈𝒢

∆𝑃〈 〉 𝑡  (4.9b) 

 

The dynamic parcel, 𝑢 ,〈 〉, is responsible to remove oscillation due to generation 

unbalances during the transient. It represents the error between the current generator incremental 

contribution (4.5) at a specific time 𝑡, and the estimated steady-state operating contribution (4.4).  

 

𝑢 ,〈 〉 𝑡
1 𝑚

∑ 1
𝑚∈𝒢

∆𝑃〈 〉 𝑡 ∆𝑃 𝑡  (4.9c) 

 

At steady-state operative condition the dynamic parcel, 𝑢 ,〈 〉, assumes a null value as 

 lim
→

 ∆𝑃 𝑡
∑ ∈𝒢

∆𝑃〈 〉 𝑡 , being the proposed adaptive correction equivalent to the static 

influence, lim
→

𝑢 𝑡 𝑢 ,〈 〉 𝑡 . 

 

4.3.2 Frequency Deviation Based Control Module 

 

Conscious of the possibility of measurement errors associated with the D-PMU data and 

its subsequent impact on the first control module performance. In especial, calibration errors and 

small synchronization deviations, which would imply in some steady-state frequency error, a 

second control module is associated and described in this section. 

The proposed control module uses the frequency error information to perform a fine 
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adjustment and, consequently, provide a corrected control command closer to the true target. 

This is achieved by implementing a slow integrator based on the frequency deviation, 

 

𝑢 𝜔 𝑡 𝐾 ,〈 〉 ∙ 𝜔 𝑡 𝜔  (4.10) 

 

where 𝐾 ,〈 〉 denotes the integrator gain. 

The complete proposed control formulation representing the novel adaptive time-variable 

droop characteristic considering both power variation and frequency deviation control modules is 

given by (4.11). The proposed characteristic is time variable as it varies over time. Still, the way 

it varies is adaptive, as this variation is dependent on system states, see (4.8)-(4.10), so that the 

proposed control can cope with the system dynamics and consequently improve the network 

dynamic response during frequency regulation. The first term on the right side of the equality 

represents the initial droop frequency reference, the second term regards the adaptive 

proportional gain based on active power variation, and the last term depicts the slow integrator 

based on the frequency deviation to mitigate possible measurement errors. 

 

𝜔 𝑡 𝜔
 

+𝑚 ∙
1 𝑚

∑ 1
𝑚∈𝒢

∆𝑃〈 〉 𝑡
1 𝑚

∑ 1
𝑚∈𝒢

∆𝑃〈 〉 𝑡 ∆𝑃 𝑡

𝐾 ,〈 〉∙ 𝜔 𝑡 𝜔 𝑑𝑡 

(4.11) 

 

A flowchart to assist readers understanding of the proposed control is depicted in Figure 

4.1. 
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Figure 4.1 Proposed control flowchart 

 

The updated governor response considering the proposed online time-variable droop 

characteristic is derived from (4.11), is depicted as follows 

 

Υ 𝑡
т 〈 〉

∙ Υ 𝑡 𝑚 ∙ 𝜔 𝑡 𝜔 𝑚 ∙
∑ ∈𝒢

∆𝑃〈 〉 𝑡

∑ ∈𝒢
∆𝑃〈 〉 𝑡 ∆𝑃 𝑡 𝜔 𝑡   

(4.12) 

 

A general representation of the proposed control and its behavior is illustrated in Figure 

4.2, where ① describes the updated droop provided by the active power based control module, 

② depicts the second module responsible for the fine-tuning process to compensate 

measurement errors. In ③ the complete control behavior is represented.  

D-PMUs synchronized 
measurement of DERs: 𝜔 , 𝑉 , 𝐼  

Determination of the total microgrid 

power demand variation: ∆𝑃〈 〉 

Determination of the static 
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Determination of the 
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𝑢 ,〈 〉  
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𝐹
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Figure 4.2 General schematic representation of the proposed control 

 

4.3.3 System State Space Model 

 

The general modeling of the system considering the proposed control can be given by the 

following feedback closed loop state-space representation.  

 

𝑥 𝑡 A Σ ∙ ℳ ∙ C ∙ 𝑥 𝑡 𝒲 ∙ 𝑢 𝑡 Φ ∙ 𝑟 𝑡  (4.13a) 
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⎡ ∆𝛿
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⎡
0
0
0
ϕ
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⎥
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⎤
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(4.13b) 

 

∶ A K ∙ C ∙ 𝑥 𝑡 𝒲 ∙ 𝑢 𝑡 Φ ∙ 𝑟 𝑡  (4.13c) 

 

𝑢 ∆𝑃〈 〉 ∈ ℝ ∙|𝒢 | |𝒢 |, 𝑟 ∆𝑃〈 〉 ∈ ℝ ∙|𝒢 | |𝒢 | 
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where 𝐾 𝑑𝑖𝑎𝑔 𝐾 ,〈 〉, … , 𝐾|𝒢 |,〈 〉 , ϕ = 2 ∙ 𝑑𝑖𝑎𝑔 т ,〈 〉 ∙
∑ ∈𝒢

, … , т|𝒢 |,〈 〉 ∙ 𝒢

∑ ∈𝒢
, 𝑖 ∈ 𝒢 .   

To evaluate the system stability a similar procedure to the one introduced in [131] is 

performed. For this sake, some modifications to the system model described in (4.13a)-(4.13c). 

are required. First, linear dependent state variables must be eliminated. This is achieved by 

representing 𝜔  as a function of 𝛿. This relation is depicted by 

 

𝜔 𝑐 ∙ 𝛿,   𝑐 𝜔 ∙ 𝐾  (4.14) 

 

Next, the lack of uniqueness of absolute rotor angle is tackled. This is achieved assuming 

a desired generating unit 𝑅 ∈ 𝒢  as angular reference [122], 

 

∆𝛿 0 (4.15a) 

 

∆𝛿 ∆𝜔 ∆𝜔 , ∀ 𝑖 𝑅 (4.15b) 

 

Hence, defining 𝑅 𝒢  matrix ψ is updated to  

 

ψ 𝜔 ∙
1 0

1|𝒢 | 𝑑𝑖𝑎𝑔 1|𝒢 |
 (4.16) 

 

Further, to investigate sufficient conditions for making the microgrid stable, the system 

model in (4.13b) considering the changes described in (4.14)-(4.16) is modified into a regular, 

i.e., non-descriptor state-space model [131]. This is done by eliminating the power flow equations 

system state-space model, integrating the inputs 𝑢 and 𝑟 as functions of the system states.  

 

𝑢 𝑡 𝒦 ∙ 𝑥 𝑡  (4.17a) 

 

𝑟 𝑡 𝒦 ∙ 𝑥 𝑡  (4.17b) 
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𝒦 〈 〉 〈 〉

⎣
⎢
⎢
⎢
⎢
⎡ ,〈 〉

⋮

𝒢 ,〈 〉

,〈 〉

⋱

𝒢 ,〈 〉

⋯

⋱
⋯

,〈 〉

𝒢

⋮

𝒢 ,〈 〉

𝒢 ⎦
⎥
⎥
⎥
⎥
⎤

,  

𝒦 𝒦 ∙ 1|𝒢 | 𝒦 :|𝒢 | :|𝒢 | , 𝒦 𝒦 0 , 𝒦 1|𝒢 | |𝒢 | ∙ 𝒦 , see [122] for 𝑃〈 〉 

formulation.      

 

𝑥 𝑡
𝜔 𝑡

A Σ ∙ ℳ ∙ C 𝒲 ∙ 𝒦 Φ ∙ 𝒦 ∙
𝑥 𝑡
𝜔 𝑡

 (4.18) 

 

Then, one can conveniently represent the microgrid by the linear state-space descriptor 

system 𝑥 A ∙ 𝑥 𝑡 , enabling the system stability to be analyzed by the Linear Quadratic 

Lyapunov Theory. This theory is overviewed in Appendix A. 
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Τ〈 〉
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0
0

Τ〈 〉

Τ〈 〉⎦
⎥
⎥
⎤

∙ 𝑥 𝑡  (4.19) 

 

where Ψ Τ〈 〉 ∙ ℳ ∙
∙| |

Τ〈 〉 ∙ 𝒦 ϕ ∙ 1|𝒢 | |𝒢 | ∙ 𝒦 . 

Specifically, the closed-loop system (4.19) is stable if there exists a symmetric positive 

definite (p.d.) matrix P such that  
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(4.20) 

 

The solution of this LMI is detailed depicted in [132], its existence guarantees that the 

Lyapunov function V 𝑥 =𝑥 ∙ 𝑃 ∙ 𝑥 proves the stability of the closed loop system.  
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4.4 Results 

 

This section validates the proposed D-PMU based secondary control method for islanded 

microgrids through simulation case-studies. The developed case-studies seeks to demonstrate 

the improvements in frequency regulation provided by the proposed adaptive time-variable droop 

adjustment considering the active power variation information; evaluate the active power sharing 

among the generating units; analyze the system stability; compare the proposed method 

performance with state-of-art distributed secondary frequency controllers; and determine the 

influence of D-PMU monitoring infrastructures and traditional SCADA systems in the proposed 

controller response.  

For this sake, two sets of case studies were developed. First, the IEEE 34-bus test system 

[126] was employed to validate the proposed control performance in comparison to traditional 

AGC SCADA system PI control. Next, the IEEE 123-bus test system [127] is used to validate the 

proposed control effectiveness in a large distribution network environment and compare its 

performance with recent distributed secondary frequency control methods. In this work machine-

based DERs are used for frequency regulation. In addition, the influence of measurement 

synchronization, time skew, communication latency and resolution of monitoring infrastructures 

performance requirements are considered for D-PMUs and SCADA systems as per IEEE Std. 

C37.118.1-2011 [24] and IEEE Std C37.1-2007 [49], see Table A.1-A.2 in Appendix A for details. 

This comparison seeks to showcase that although the proposed approach can present a 

significantly improved regulation perspective, it requires monitoring capabilities that may not be 

available in traditional monitoring solutions. For example, a SCADA system can be employed to 

establish data flow between field area elements and respective control centers in microgrids [48]. 

Still, it does not provide the necessary performance requirements for the proposed controller's 

successful implementation. Information about modern power systems communication 

infrastructures and their characteristics are depicted in [25]. Each DER is considered to have a 

D-PMU P-type connected. This type is the most adequate for the studied application due to its 

faster reporting time, i.e. the time between D-PMU sampling and the data availability for 

transmission, denoted by 𝑡〈 - 〉  for D-PMU of M-type and 𝑡〈 - 〉  of P-type [24], where 

the sampling frequency and must respect 𝐹 10/𝑠 to be characterized as a dynamic 

measurement.  

The simulation case-studies consider that the system operates at the steady-state 

frequency reference level, 𝜔 𝜔 60 Hz, when a failure in the bulk system, at time 𝑡 0, 
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led to the microgrid islanding. At this moment, an increase in the system demand was observed 

by local generation (15% - IEEE 34-bus and 50% - IEEE 123-bus). Based on this operative 

scenario, for each system environment two case-studies are performed: 1) The first case study 

considers secondary control activation after the system achieves primary control steady-state 

response, as depicted in controller [13]. This operating mode may be required for microgrids 

presenting monitoring systems with low resolution and/or high communication latency. Thus, 

requiring AGC like controllers activation after primary stabilization in order to ensure the system 

stability and mitigate possible oscillatory modes. Still, it should be noted that this strategy leads 

to a longer recovery period and should not be employed unless imposed by system limitations; 2) 

The second case study evaluates the direct use of the proposed control to provide primary and 

secondary regulation simultaneously, i.e. straightly restoring the system frequency to reference 

level. This mode has not been recommended for traditional power systems monitored by SCADA 

schemes with legacy communication infrastructures, as the featured delays and time skew could 

affect the convergence speed of the primary control. However, recent advancements in 

communication infrastructures and measurement data provided by D-PMUs, allow for the 

assessment of the system states in synchronized time-steps with high resolution and low latency, 

enabling one to effectively perform primary and secondary control simultaneously without 

compromising the network response. 

The proposed control is compared in both case-studies with the traditional AGC SCADA 

system PI control in the IEEE 34-bus system, while a comparison with state-of-art secondary 

frequency controllers [15] and [88] is presented in the IEEE 123-bus system environment. In 

addition, the technical viability of operative scenarios is verified, so that the system stability can 

be guaranteed for real power systems operative limits [122]. To validate the operational feasibility 

of the results, the technically viable set of operating conditions Ω  defined by the Procedures for 

Distribution of Electric Energy in the Brazilian National Electric System [124] is assumed. This set 

is represented by Ω 𝑡 ≔ ℝ Ω 𝑡 , Ω 𝑡 , ∀ 𝑡 𝑡 , see Table A.3 in the Appendix A for 

boundaries Ω 𝑡  and Ω 𝑡  definition. The microgrid frequency settling time, T , is defined as 

the time 𝑡 𝑡  required by the system to reach and stay within a range of 5% error of the static 

stability limit, i.e. |∆𝜔 𝑡 | 0.5 Hz ∙ 5% 0.025 Hz , ∀ 𝑡 T .  

 

4.4.1 Proposed Control Comparison With Traditional AGC SCADA System 

 



 

 

58 

In this section, the proposed control is validated in comparison to the traditional AGC 

SCADA systems. For this sake, the IEEE 34-bus test system [126] was employed to validate the 

proposed control performance in comparison to traditional AGC SCADA system PI control. The 

following modifications were considered: two synchronous DERs responsible for the frequency 

regulation are allocated respectively at Nodes 800 (gas turbine) and 840 (small hydro) and three 

non-controllable DERs operating in PQ mode are installed at Nodes 816, 828 and 848 see 

Appendix A for model details. DERs and controllers parameters are depicted in Table A.4 in 

Appendix A. 

 

4.4.1.1 Traditional Secondary Frequency Regulation 

 

This case study seeks to demonstrate the superior performance of the proposed control 

and can be divided into three stages. First, the system is operating in steady-state condition when 

at 𝑡  an increase of 15% in the system demand is observed by the local generation. At this 

moment, primary droop control is activated performing the system generation/demand balance. 

The system moves to a new stable operating condition, however it comes with the cost of 

frequency deviation. To re-establish the system operation at the frequency reference level, 

secondary control actions are held. Here, comparative results of the microgrid frequency behavior 

for the above mentioned scenario considering the proposed secondary controller and the 

traditional AGC SCADA systems are depicted in Figure 4.3, where the frequency behavior of each 

DER 𝑖 ∈ 𝒢  is represented by 𝒢 ← 𝐶 𝑃, 𝜔  for the proposed D-PMU based secondary control and 

𝒢 ← 𝐶∗ 𝜔  for the traditional AGC SCADA system PI control. The microgrid settling time for the 

proposed control and traditional AGC SCADA system are respectively denoted by T  and T . The 

microgrid operative stages are summarized as follows. 
 

 Stage 1 (< 0 (s)): system is operating in steady-state condition. 

 Stage 2 (0-15(s)): only primary control is activated. 

 Stage 3 (>15(s)): secondary control is activated from 𝑡 15(s).  
 

Figure 4.3 seeks to showcase the proposed controller's improved performance in 

comparison with traditional AGC SCADA systems. Based on this figure one can conclude about 

the system primary frequency regulation, frequency recovery speed after secondary control 

activation, the technical feasibility of the microgrid frequency response and microgrid stability. 

Analyzing Figure 4.3, it is clearly observed that the proposed D-PMU based secondary control 
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can significantly speed up the microgrid frequency restoration while mitigating generators 

oscillations as discussed in Section 4.3. This feature is possible due to the proposed adaptive 

droop characteristic automatically tuned based on D-PMU measurements, (4.11). In especial the 

static and dynamic parcels, 𝑢 ,〈 〉 and 𝑢 ,〈 〉 (4.9a) (4.9c), considering the active power variation 

information into the proposed control. In contrast, the AGC SCADA control only considers the 

frequency influence, hence requiring slower updates to ensure the system stability, as a faster 

response would come with the degradation of the controller response, increasing the oscillations 

and could even lead the system to instability scenarios.  

 

 

Figure 4.3 Microgrid dynamic frequency response for secondary control activation after primary 

regulation stabilization 

 

As one may observe, the microgrid settling time for the proposed control is achieved at 

T ← 𝐶 𝑃, 𝜔 17.09 s, while for the traditional AGC SCADA it would only occur at T ← 𝐶∗ 𝜔

25.03 s. In this sense, the proposed control was able to achieve steady-state condition after 2.09 

s of activation, in comparison with 10.03 s required by the traditional controller, providing a 5 times 

faster response in comparison to the traditional case. The system stability is verified through 

Lyapunov theory been the respective p.d. matrix that ensures the system stability depicted in 

Appendix A. In addition, the technical feasibility of the microgrid frequency response is assessed, 

i.e. given a pre-disturbance equilibrium 𝑋 , the system motion 𝑥 𝑡  converges to the equilibrium 

set 𝑋 , and operating constraints are satisfied for all relevant variables throughout the trajectory, 

𝑥 𝑡 ⊂ Ω , ∀ 𝑡 𝑡 0. As one may observe in Figure 4.3 the system frequency response stays 

in accordance with the technically viable set of operating conditions defined in Table A.3 in 
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Appendix A [124], during the complete analyzed scenario, 𝜔 𝑡 ⊂ Ω 𝑡 , ∀ 𝑡 𝑡 |𝜔 𝑡 ← 𝐶 𝑃, 𝜔 .  

The power sharing between the generating units is depicted in Figure 4.4(a)-(b), where 

the comportment of each DER 𝑖 ∈ 𝒢  for the proposed D-PMU based secondary control is 

represented by 𝒢 ← 𝐶 𝑃, 𝜔 , whereas 𝒢 ← 𝐶∗ 𝜔  denotes traditional AGC SCADA system PI 

control. These figures are developed to illustrate the proposed controller improved performance 

in comparison with traditional AGC SCADA systems. Based on these figures one can conclude 

about the proposed controller’s ability to speed up the microgrid frequency restoration while 

mitigating generators oscillations, and providing accurate power sharing among the generating 

units when steady-state operating condition is achieved.  

 

 

(a) 

 

(b) 

Figure 4.4 Power sharing for secondary control activation after primary regulation stabilization (a) 

𝑪 𝑷, 𝝎 ; (b) 𝑪∗ 𝝎  

 

To showcase the requirement for D-PMUs monitoring systems and demonstrate the 

influence of measurements in the controller response, a comparative case-study considering the 

proposed control using a typical SCADA monitoring system is performed and depicted in Figure 

4.5(a)-(b), where  𝒢 ← 𝐶 𝑃, 𝜔 , and 𝒢 ← 𝐶∗ 𝜔  respectively denote the comportment of each 

DER 𝑖 ∈ 𝒢  for the proposed D-PMU based secondary control and traditional AGC SCADA. Figure 

4.5(a)-(b) show that the non-synchronized measurements and the significant latency of the 

traditional SCADA system do not allow the adequate determination of the global microgrid power 

generation, ∆𝑃〈 〉 𝑡 , leading to severe oscillations and making unfeasible the proposed 

controller application.  
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(a) 

 

(b) 

Figure 4.5 Proposed control response considering SCADA monitoring for first case-study (a)  

Microgrid frequency; (b) Power sharing 

 

4.4.1.2 Simultaneous Primary and Secondary Frequency Regulation 

 

In this case study, primary and secondary frequency regulation are simultaneously 

performed. The objective is to determine the proposed control behavior during the microgrid 

transient period following a disturbance, and observe if the controller is able to satisfactorily 

restore the system to reference level.  

 

This simulation can be divided into two stages: 
 

 Stage 1(<0(s)): the system is operating in steady-state 

 Stage 2(>0(s)): simultaneous primary and secondary regulation. 
 

The microgrid frequency responses for the above mentioned scenario are depicted in 

Figure 4.6. It is developed to showcase the proposed controller improved performance in 

comparison with traditional AGC SCADA systems and primary droop regulation. Based on this 

figure one can conclude about the proposed controller capacity to reduce frequency nadir, 

mitigate oscillations and significantly improve the microgrid frequency recovery speed. It shows 

that the proposed controller is able to rapidly return the system back to reference level, without 

any overshoot and oscillation besides the initial generators inertia. Moreover, due to the time 

synchronized, high resolution and low latency D-PMU monitoring infrastructure, in association 

with the novel proposed adaptive droop characteristic considering the active power variation 

influence, the proposed controller is able to significantly reduce the frequency nadir, 𝜔, by 19% in 
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comparison with primary droop control response denoted by 𝐶 𝜔  and the AGC SCADA system, 

respectively 𝜔 ← 𝐶 𝑃, 𝜔 58.7 Hz,  𝜔 ← 𝐶 𝜔 58.4 Hz, 𝜔 ← 𝐶∗ 𝜔 58.4 Hz.  

Furthermore, the simultaneous performance of primary and secondary control actions 

significantly reduces the network frequency regulation time. As it can be seen, the settling time 

for the proposed control is achieved at T ← 𝐶 𝑃, 𝜔 4.03 s, which represents around 30% of 

the time required by the traditional PI controller, T ← 𝐶∗ 𝜔 13.48 s. These results are even 

more expressive when compared to traditional applications that wait for the primary frequency 

regulation stabilization. In this scenario, by applying the proposed control, the microgrid would 

achieve steady-state operation in 16% of the time required by traditional AGC systems. 

 

 

Figure 4.6 Microgrid frequency responses for simultaneously performed primary and secondary 

frequency regulation, and primary droop regulation 

 

Figure 4.7(a)-(b) depicts the power share between generation units for the simulated case-

study. These results are necessary to confirm accurate power sharing among the generating units 

participating in the microgrid frequency regulation. Similar to the previous scenario, the power 

sharing between the generating units is satisfactorily performed, still, in this case-study the 

proposed control was able to completely mitigate the generators oscillations. It should be 

highlighted that the faster the measurement data is available to the controller, the better its ability 

to improve the network frequency response. This is especially critical for reducing frequency nadir, 

as the information must be available within enough time for the controller to dispatch the 

generators before the frequency nadir is reached. 
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(a) 

 

(b) 

Figure 4.7 Power sharing for simultaneously performed primary and secondary frequency 

regulation (a)  𝑪 𝑷, 𝝎 ; (b) 𝑪∗ 𝝎  

 

Once more the proposed control method was performed considering the traditional 

SCADA monitoring system. As expected, the results depicted in Figure 4.8(a)-(b) illustrate a 

worse response in comparison with the first case-study. Highlighting an even greater necessity 

for D-PMU measurements to adequately perform simultaneous primary and secondary frequency 

regulation. 

In this perspective, the authors would like to note that recent literature [56] has shown that 

advancements in the Synchrophasor technology have significantly reduced the cost of D-PMUs, 

increasing D-PMUs application in the deployment of new monitoring infrastructure. Also, it should 

be noticed that the proposed control is directed to islanded microgrids at distribution system level. 

These networks were typically not monitored, therefore it is not necessary to replace working 

sensors with D-PMUs, a new monitoring infrastructure must be built to enable traditional 

distribution systems into microgrids able to operate islanded to the main grid with secondary 

control capacity. This increases the likelihood of applying D-PMUs. In addition, D-PMUs enable 

new possibilities for several other applications [54]-[55], which makes the investment in this 

modern monitoring infrastructure more attractive. In this sense, the authors are confident in the 

application of D-PMUs in microgrids monitoring.  
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(a) 

 

(b) 

Figure 4.8 Proposed control response considering SCADA monitoring for second case-study (a)  

Microgrid frequency; (b) Power sharing 

 

4.4.2 Proposed Control Comparison With State-of-art Methods 

 

Demonstrated the superior performance of the proposed controller compared to the 

traditional AGC SCADA system. In this section, comparative case studies with state-of-art 

distributed frequency controllers proposed in [15] and [88] are developed. For this, the large 

distribution system IEEE 123-bus [127] was employed considering nine DERs divided into three 

groups of frequency regulation, see Table A.5 in Appendix A for models and controllers 

parameters. In addition, all control methods were implemented considering D-PMU monitoring 

infrastructure in order to showcase the proposed control superior performance and ability to take 

advantage of the new possibilities enabled by D-PMUs. 

 

 

4.4.2.1 Traditional Secondary Frequency Regulation 

 

Here a similar case study to the one described in Section 4.4.1.1 is held. The summary of 

the microgrid operative stages for this case study is described as follows while results are 

depicted in Figure 4.9. 

 Stage 1 (< 0 (s)): system is operating in steady-state condition. 

 Stage 2 (0-25(s)): only primary control is activated. 
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 Stage 3 (>25(s)): secondary control is activated from 𝑡 25(s).  
 

Figure 4.9 (a)-(i) individually depicts each DER 𝑖 ∈ 𝒢  frequency response to the proposed 

control method and state-of-art controllers [88] and [15], respectively denoted by 𝒢 ← 𝐶 𝑃, 𝜔 , 

𝒢 ← Ref. [88] and 𝒢 ← Ref. [15]. These figures are developed to showcase the proposed 

controller improved performance in comparison with state-of-art controllers and validate the 

controller feasibility in large distribution systems with several generating units. Based on these 

figures one can conclude about the system primary frequency regulation, frequency recovery 

speed after secondary control activation, the technical feasibility of the microgrid frequency 

response and microgrid stability. As one may observe, the proposed controller has a much faster 

frequency recovery speed.  This is due to the fact that similarly to the traditional AGC SCADA, 

the controllers [88] and [15] use the frequency deviation as the main control variable responsible 

to return the system to reference level. In contrast, the active power information is either not used 

[15] or only employed to ensure accurate power sharing [15]. Therefore, it is necessary a longer 

period to achieve a stable operating condition, given that if the gains are significantly increased, 

the system will face meaningful oscillations and may even lead to unstable conditions. This result 

is clearly observed in Figure 4.9 (a), where the system setting times for each control method are 

illustrated. The microgrid settling time for the proposed control occurs at T ← 𝐶 𝑃, 𝜔 28.48 s, 

whereas for controller [88] it takes place at T ← 𝐶 𝜔 33.12 s and for controller [15] at T ←

𝐶 𝜔 45.88 s. In this perspective, the proposed control would require only 43% and 17% of the 

time necessary by controllers [88] and [15] to achieve steady-state condition after activation.  
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(i) 

Figure 4.9 Dynamic frequency response of generator (a) 𝓖𝟏; (b) 𝓖𝟐; (c) 𝓖𝟑; (d) 𝓖𝟒; (e) 𝓖𝟓; (f) 𝓖𝟔; (g) 

𝓖𝟕; (h) 𝓖𝟖; (i) 𝓖𝟗; for secondary control activation after primary regulation stabilization 

 

The power sharing between the units are depicted in Figure 4.10(a)-(c), where each DER 

𝑖 ∈ 𝒢  behavior is respectively denoted by 𝒢 , … , 𝒢| |. Based on these figures one can conclude 

about the proposed controller ability to speed up the microgrid frequency restoration while 

mitigating generators oscillations, and providing accurate power sharing among the generating 

units. It is observed that three different power sharing levels are obtained, this result is expected 

due to different droop characteristics assumed by the generators as depicted in Table A.5 in 

Appendix A. Still, one can conclude that accurate power sharing is achieved between the 

generating units for all controllers depicted. 
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(c) 

Figure 4.10 Power sharing for secondary control activation after primary regulation stabilization 

(a) 𝑪 𝑷, 𝝎 ; (b) Ref. [88]; (c) Ref. [15] 

 

4.4.2.2 Simultaneous Primary and Secondary Frequency Regulation 

 

In this case study, primary and secondary frequency regulation are simultaneously 

performed to compare the proposed control performance with recent controllers available in the 

literature. For this, the same operative stages described in Section 4.4.1.2 are assumed and all 

controllers are implemented considering the availability of D-PMU data. 

The results of this case study indicating the DERs frequency response considering the 

proposed control method in comparison with the state-of-art controllers [15] and [88] are illustrated 

in Figure 4.11(a)-(i). These figures are developed to showcase the proposed controller improved 

performance in comparison with state-of-art controllers and validate its applicability in large 

distribution networks. Based on them, one can conclude about the proposed controller capacity 

to reduce frequency nadir, mitigate oscillations and significantly improve the microgrid frequency 

recovery speed. As well, the technical feasibility of the obtained microgrid frequency response 

and microgrid stability can also be assessed. 

Analyzing Figure 4.11, one can observe that although the control methods [15] and [88] 

have access to synchronized, low latency and high-resolution measurements provided by D-

PMUs, their design does not take significant benefits from the novel perspective enable by these 

data. Moreover, the actuation of these controllers during primary regulation in synchronous 

machine based microgrids leads to an increase in oscillations, as the control actions are 
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counterweighting each other during the system inertial response. In contrast, the proposed 

controller is able to significantly capitalize from the new features provided by D-PMUs. First, 

based on D-PMU measurements, the proposed controller can beforehand predict each generator 

contribution at steady-state during the network dynamics. The knowledge of this information 

enables the proposed static proportional correction 𝑢 ,〈 〉, as described in Section 4.3. This 

adjustment leads to the reduction of the microgrid frequency nadir and improves the frequency 

recovery speed, as the controller is able to perform a significant adjustment of DER’s governors 

without consequently increasing oscillations. This benefit is clearly observed when comparing the 

microgrid frequency response for the different controllers in Figure 4.11 (a)-(i). A reduction of 15% 

in the network frequency nadir is provided by the proposed controller in comparison with 

controllers [88] and [15]. The microgrid frequency nadir for each controller is respectively 

described by 𝜔 ← 𝐶 𝑃, 𝜔 58.88 Hz,  𝜔 ← Ref.  88 58.68 Hz, 𝜔 ← Ref. [15] 58.68 Hz. 

In addition, combining the expected steady-state operation information with the high 

resolution/low latency measurements of each DER instantaneous power generation, the 

proposed controller dynamic parcel 𝑢 ,〈 〉 is determined. This parcel is able to significantly reduce 

the generators’ mechanical power oscillations and overshoot. To illustrate the aforementioned 

aspects and showcase the proposed controller improved performance in comparison with recent 

controllers available in the literature Figure 4.12(a)-(c) are developed. Based on these figures one 

can conclude about the proposed controller ability to speed up the microgrid frequency restoration 

while mitigating generators oscillations and overshoot. 

Analyzing Figure 4.12 (a)-(c) it is observed that the mechanical power overshoot, ∆𝑃〈 〉, is 

reduced by 17% in comparison with controllers [88] and [15], respectively ∆𝑃〈 〉 ← 𝐶 𝑃, 𝜔

0.63 p.u., ∆𝑃〈 〉 ← Ref.  88 0.76 p.u., ∆𝑃〈 〉 ← Ref. [15] 0.76 p.u.. In addition, accurate power 

sharing is achieved much more rapidly by the proposed controller than the compared methods. 

The above-mentioned characteristics of the proposed controller lead to a general 

improvement of the microgrid frequency response, consequently providing faster frequency 

recovery rates. Figure 4.11(a),(i), depict the moment in which the microgrid reached frequency 

steady-state condition for each controller. For the proposed controller steady-state condition is 

achieved at T ← 𝐶 𝑃, 𝜔 10.00 s, while for controllers [88] and [15] it occurs at T ← Ref. 

 88 15.27 s and T ← Ref. [15] 20.14 s. In this perspective, the proposed controller is able 

to reach steady-state 35% faster than the controller [88] and 50% faster than controller [15]. 
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(g) 

 

(h) 

 

(i) 

Figure 4.11 Dynamic frequency response of generator (a) 𝓖𝟏; (b) 𝓖𝟐; (c) 𝓖𝟑; (d) 𝓖𝟒; (e) 𝓖𝟓; (f) 𝓖𝟔; (g) 

𝓖𝟕; (h) 𝓖𝟖; (i) 𝓖𝟗; for simultaneously performed primary and secondary frequency regulation 
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(a) 

 

(b) 

 

(c) 

Figure 4.12 Power sharing for simultaneously performed primary and secondary frequency 

regulation (a) 𝑪 𝑷, 𝝎 ; (b) Ref. [88]; (c) Ref. [15] 

 

A summary indicating the main advantages of the proposed method in comparison with 

the state-of-art is presented in Table 4.2. 
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Table 4.2 Comparison of the proposed method performance to state-of-art for the IEEE 123-bus 

system 

Application.
mode.

 
Controller              . 

Simultaneous primary and secondary 
frequency regulation 

Traditional secondary 
frequency regulation 

Frequency 
nadir 

𝜔⨁- 𝜔 (Hz) 

Overshoot 
∆𝑃〈 〉 (p.u.) 

Recovery 
speed 
T  (s) 

Recovery speed 
T -𝑡  (s) 

Ref. [15] 1.32 0.76 20.14 20.88 

Ref. [88] 1.32 0.76 15.27 8.12 

Proposed controller 
𝔖 𝑃, 𝜔   

1.12 0.63 10.00 3.48 

𝔖 𝑃, 𝜔  improvement 
over Ref. [15] 

15% 17% 50% 83% 

𝔖 𝑃, 𝜔   
improvement over 
Ref. [88] 

15% 17% 35% 57% 

 

 

4.5 Discussions 

 

In view of the potential improvement in situational awareness held by the increased 

deployment of D-PMUs, including the ability to precisely determine the global power demand 

variation of islanded microgrids during dynamic conditions, this chapter presents a novel D-PMU 

based secondary control for islanded microgrids. The proposed control adopts an adaptive time-

variable droop characteristic that is automatically tuned based on D-PMUs derived active power 

information. The proposed control can be applied after primary frequency control stabilization, as 

well as directly used to provide primary and secondary regulation simultaneously. The results 

indicate that the proposed control consideration of the active power variation leads to a general 

and meaningful improvement of the frequency control response, which includes reduction of 

frequency nadir, mitigation of oscillations and fast frequency recovery. In addition, it is also 

demonstrated that the proposed control is able to perform satisfactorily for large distribution 

systems with several generating units and different participation coefficients of frequency 

regulation, as well as for small networks with a reduced number of generators. Comparative case 

studies show that the proposed controller is only feasible for D-PMU based monitoring 

infrastructures, as SCADA monitoring systems lack time-stamped synchronized measurements, 

significant time skew and substantial communication delays do not allow the proposed control 
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adequate application. Moreover, the case studies also show that the consideration of D-PMU 

measurements in other state-of-art controllers does not necessarily imply the aforementioned 

advantages achieved by the proposed control. On the contrary, it can actually lead to adverse 

effects (increase of oscillations) or no improvement (same frequency nadir as primary regulation). 

Based on this, it is possible to conclude that D-PMUs can be used to significantly improve the 

frequency regulation of islanded microgrids, leading to more robust and improved frequency 

control perspectives. The contributions of this chapter can be summarized as follows: 

 Design of a novel centralized secondary control strategy for islanded microgrids 

based on D-PMU measurements; 

 Consideration of the active power information as the main control variable for 

frequency regulation; 

 Development of an adaptive time-variable droop characteristic automatically tuned 

based on D-PMU measurements; 

 Two operative modes enabled: traditional secondary control activation after 

primary control stabilization, simultaneous primary and secondary frequency regulation. 
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5. Chapter 5: Distributed D-PMU Based Voltage and Frequency Control for DERs in 

Islanded Microgrids 

5.1 Context and Overview 

 

In Chapter 4, a novel approach to improve islanded microgrid frequency regulation based 

on D-PMU monitoring was proposed. This approach leads to an overall improvement of the 

islanded microgrid dynamic and steady-state performance but requires centralized 

communication infrastructures to be enabled. Although centralized control favors greater flexibility 

and simplified management functions [130], it can on the other hand impose prohibitive 

constraints from both economic and technical outlooks, including extensive and costly 

infrastructures [135], susceptibility to single-point failure, and ineptness to plug-and-play capacity 

[68]. In addition, the proposed control in Chapter 4 was limited to frequency regulation, 

disregarding voltage influences and control during this process. 

In this perspective, seeking to capitalize on the advantages of both distributed control and 

D-PMU based control, this chapter proposes a novel synchrophasor aggregation paradigm for 

frequency and voltage regulation of DERs in islanded microgrids. This new concept takes 

advantage of neighboring DERs measurements provided by D-PMU to obtain a precise 

perspective of microgrid global states during the system dynamics, i.e. global voltage and power 

variation. Based on this information, local precognitions of DERs incremental contribution at 

steady-state are derived, enabling a new distributed control outlook for islanded microgrids 

frequency and voltage regulation. This new strategy uses characteristics derived from DERs' 

active and reactive power information, allowing for significant improvements in microgrids' steady-

state realization and dynamic performance, i.e. mitigating oscillations, overshoot and frequency 

nadir. Additionally, stabilizing integral parcels are considered to ensure the system's proportional 

reactive power sharing and compensation for possible measurement errors. The proposed 

controller stability and steady-state goals are analytically verified. Case-studies are performed to 

demonstrate its performance in comparison with state-of-art controllers, as well as its resilience 

and robustness in critical scenarios including: loading variation, communication failure, loss of 

generation, and plug-and-play capacity. In addition, D-PMU based monitoring merits and its 

requirement for the proposed controller feasibility are verified. The obtained results indicate that 

the proposed controller presents superior frequency and voltage regulation performance, leading 

to meaningful improvements in islanded microgrid dynamic and steady-state responses. The 
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main merits of the proposed method in comparison with the state-of-art are presented in Table 

5.1. The remainder of this chapter is organized as follows: In Section 5.2 the proposed D-PMU 

based distributed aggregation control is developed. In Section 5.3 the proposed approach is 

analytically verified under both stability and steady-state analysis. Section 5.4 validates the 

proposed controller through simulation case-studies, presenting comparisons with state-of-art 

methods. Section 5.5 concludes this chapter and discusses the main findings obtained. 

 

Table 5.1 Comparision of the proposed method with the state-of-art 

 Proposed 
Chap. 

4 
Ref. 
[88] 

Ref. 
[87] 

Ref. 
[86] 

Ref. 
[85] 

Refs. 
[83]-[84] 

Refs. 
[70]-[81] 

Considerations of 
communication systems 
non-idealities 

✓ ✓ ✓ ✓ ✕ ✓ ✕ ✓ 

D-PMU monitoring 
consideration ✓ ✓ ✕ ✕ ✕ ✕ ✕ ✕ 

Dynamic performance 
improvement design ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✕ 

Distributed control 
perspective based on 
power information enabled 
by D-PMU 

✓ ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

Local precognition of 
DERs steady-state 
conditions during system 
dynamics 

✓ ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

Local measurement-based 
corrective and stabilizing 
control parcels to improve 
DERs dynamic response 

✓ ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

Sustained performance 
effectiveness for both local 
and global system 
demands 

✓ ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

 

 

5.2 D-PMU Based Distributed Aggregation Control 

 

In view of microgrids' primary droop regulation, a generic secondary control perspective 

can be obtained differentiating the traditional droop formulations as previously depicted in 

Chapters 3 and 4. In this chapter, this perspective is enhanced by presenting an expanded control 
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perspective, wherein the frequency and voltage regulators feature aggregated parcels with main 

contributions derived from active and reactive power local and global information based on 

distributed monitoring, (5.1a)-(5.1b). 

 

𝜔 𝑡 𝜔  𝛿𝜔 〈 | 〉
𝓅 𝑡 𝛿𝜔 〈 | 〉

𝒾 𝑡 ∙ 𝑑𝑡 (5.1a) 

 

𝑣 𝑡 𝑣  𝛿𝑣 〈 | 〉
𝓅 𝑡 𝛿𝑣 〈 | 〉

𝒾 𝑡 ∙ 𝑑𝑡 (5.1b) 

 

where 𝜔 𝛿𝜔 〈 〉
𝓅 𝛿𝜔 〈 〉

𝒾  and ∆𝑃 〈 〉 𝛿𝜔 〈 〉
𝓅 𝛿𝜔 〈 〉

𝒾  are the frequency and active power inputs 

of frequency controller; similarly for the voltage and reactive power parcels 𝑣 𝛿𝑣 〈 〉
𝓅 𝛿𝑣 〈 〉

𝒾  and 

∆𝑄 〈 〉 𝛿𝑣 〈 〉
𝓅 𝛿𝑣 〈 〉

𝒾 , and 𝛿𝓍 〈𝓍|𝓎〉
𝓌   𝛿𝓍 〈𝓍〉

𝓌 𝛿𝓍 〈𝓎〉
𝓌  | 𝓍, 𝓎  ⊂  𝜔, 𝑃 , 𝑣, 𝑄 , 𝓌 ∈ 𝓅, 𝒾  

represent the aggregated proportional and integral contributions, e.g. 𝛿𝜔 〈 | 〉
𝓅 𝛿𝜔 〈 〉

𝓅 𝛿𝜔 〈 〉
𝓅 , 

similarly for the frequency integral parcel and respect voltage controllers.  

As initially depicted in Chapter 4, the use of active and reactive power data enables the 

development of control actions in phase with DERs angular speed deviations. Thus, allowing for 

the design of effective stabilizing parcels responsible for damp system oscillations [122]. In 

addition, the knowledge of global power variation in a droop-based microgrid, i.e. ∆𝑃〈 〉 𝑡  and 

∆𝑄〈 〉 𝑡 , allows one to obtain a foreknowledge of DERs expected steady-state operating 

condition, lim
→

∆𝑃 〈 〉 𝑡
∑ ∈𝒢

∆𝑃〈 〉 𝑡 . This information can be used to provide meaningful 

corrective actions capable of significantly accelerating the system recovery and convergence 

towards steady-state goals. The proposed controllers' design, stability and steady-state analysis 

are depicted in the following sections.  

 

5.2.1 Synchrophasor Aggregation 

 

First, a novel strategy denoted synchrophasor aggregation is developed. This strategy 

provides the necessary insights into microgrids’ operative conditions required by the proposed 

controller, i.e. DERs’ expected steady-state active and reactive power contribution. For this, a 

synchrophasor aggregation graph denoted by 𝐴  is developed taking advantage of D-PMUs’ 
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synchronized, high resolution and low latency measurements. This graph presents gains derived 

from the proportional power sharing relations of droop-based microgrids, i.e. ∆𝑃 ,〈 〉
〈 〉

𝑚 ∙ ∑ ∆𝑃 ,〈 〉
〈 〉 𝑚∈𝒢 , leading to formulations (5.2a)-(5.2b). It should be noted that 

considering currently available commercial-grade technology, there is a need for a dedicated PDC 

at each D-PMU to effectively perform synchrophasor data aggregation with necessary time 

alignment [51],[133]. Still, PDCs offer a much broader set of functionalities than the ones 

necessary to perform data aggregation with time alignment [133]. In this sense, it is expected that 

as investigation on D-PMU technology evolves, new functionalities will be enabled possibly 

allowing for distributed D-PMU-based communication and data processing without the need for 

dedicated PDCs [50]. This expectation is reinforced by current commercial-grade D-PMUs 

development considering communication with open-source PDC applications [51],[134]. 

 

∆𝜒〈 〉 𝑡 𝐴 ∙∆𝜒 𝑡  (5.2a) 

 

𝐴 𝐴 ∈ ℝ|𝒢 | |𝒢 |  𝐴
𝑎

∑ 𝑎∈𝒢
, ∀ 𝑖, 𝑗 ∈ 𝒢   (5.2b) 

 

𝜒 𝜒 𝑡, 𝑡〈 〉,  (5.3a) 

 

𝑡 𝑡〈 〉 𝑡〈 〉 𝑡〈 〉,  (5.3b) 

 

𝑡〈 〉, 𝑡〈 〉, 𝐹  (5.3c) 

 

where ∆𝜒〈 〉 ∆𝜒〈 〉 ∈ ℝ|𝒢 | and ∆𝜒 ∆𝜒 ∈ ℝ|𝒢 | denote  DERs estimated and actual 

variations for a generic measured state 𝜒  transmitted by a communication link from node 𝑖 to 

node 𝑗, 𝑡〈 〉  represents the communication link latency between nodes 𝑖 and 𝑗. The 

communication graph is represented by the adjacency matrix 𝐴 𝑎 ∈ ℝ|𝒢 | |𝒢 |, where if node 

𝑖 transmits data to node 𝑗, a designated communication weight 𝑎 0 is associated, otherwise 

𝑎  = 0. 𝐴  is dependent on the communication graph and respective state of interest, i.e. for 

active and reactive power, 𝐴  and 𝐴 , aggregation coefficients 𝑎  reflect DERs droop 



 

 

79 

characteristics: 𝑎  = 𝑚 ∙𝑎  and 𝑎  = 𝑛 ∙𝑎 ; whereas for global voltage, 𝐴 , unitary 

aggregation coefficients 𝑎  are assumed: 𝑎  = 1∙𝑎 . The communication graph matrix 𝐴

𝑎 ∈ ℝ|𝒢 | |𝒢 | present fixed unitary weights, i.e. 𝑎 1, ∀ 𝑖, 𝑗 ∈ 𝒢  𝑎 0, and is expanded 

to include nodal measurements, i.e.  𝑎 1| 𝑖=𝑗. 

The ability of the proposed strategy to converge to the actual DERs’ steady-state operating 

conditions is following demonstrated. Assuming that microgrid’s controllers work properly and the 

system achieves proportional power sharing at steady-state, i.e. 𝑚 ∙∆𝑃 ,〈 〉
〈 〉 𝑚 ∙∆𝑃 ,〈 〉

〈 〉, ∀ 𝑖, 𝑗 ∈

𝒢 . The proposed synchrophasor aggregation strategy depicted in (5.2a), can be represented by 

relation (5.4a).  

 

∆𝑃〈 〉
〈 〉 𝑡 𝐴 ∙∆𝑃〈 〉

〈 〉 𝑡 ∴ 𝐴 𝐼 ∙∆𝑃〈 〉
〈 〉 𝑡 0 (5.4a) 

 

This relation presents a DER unit as an independent variable, i.e. one DER may assume 

any value. Seeking to amend this condition, the linear system described in (5.4a) is expanded 

including microgrid’s total power variation, i.e. ∑ ∆𝑃 〈 〉 𝑡 ∆𝑃〈 〉 𝑡∈𝒢 . This modification 

allows the representation of DERs' expected steady-state contribution as a function of the 

microgrid global power variation. The expanded system is shown in (5.4b),  

 

𝐴 0
1 0

𝐼 ∙
∆𝑃〈 〉

〈 〉

∆𝑃〈 〉
0,  𝐴∙𝑥 𝑏 (5.4b) 

 

where 𝐴 𝐴 0
1 0

𝐼 , 𝑥 ∆𝑃〈 〉
〈 〉 ∆𝑃〈 〉 and 𝑏 0; 0’s represent matrices of all zeros 

with appropriate dimensions, similarly for 1’s. 

Next, considering that the communication graph has at least a spanning-tree topology, i.e. 

there exists a path (direct or non-direct) from the root node to every other node [135]. By the 

application of Gauss-Jordan elimination in (5.4b) [136], the following generic representation of the 

system in echelon form is obtained, (5.5a).  
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ℛ∙𝑥 0 ℛ

⎣
⎢
⎢
⎢
⎡

1 0
0 1

⋯
 

0 ℳ
⋮ ℳ

  ⋮     ⋱ 0     ⋮    
  0 ⋯
  0 0 

0
 

   1 ℳ|𝒢 |

⋯ 0 ⎦
⎥
⎥
⎥
⎤

,  ℳ 𝐴
1 𝑚

∑ 1
𝑚∈𝒢

 (5.5a) 

 

∆𝑃 ,〈 〉
〈 〉 𝑡

1 𝑚

∑ 1
𝑚∈𝒢

∆𝑃〈 〉 𝑡 , ∀ 𝑖 ∈ 𝒢  (5.5b) 

This representation presents each DER contribution as a proportional share of the 

microgrid global power variation, (5.5b). Demonstrating the proposed synchrophasor aggregation 

ability to successfully infer the actual steady-state contribution of each DER. The same result is 

obtained for reactive power, where ∆𝑄 ,〈 〉
〈 〉 𝑡

∑ ∈𝒢
∆𝑄〈 〉 𝑡 , ∀ 𝑖 ∈ 𝒢 . 

 

5.2.2 Proposed D-PMU Based Distributed Voltage and Frequency Control 

 

Based on the expected steady-state operating conditions provided by the proposed 

synchrophasor aggregation, a novel outlook for distributed frequency and voltage controllers is 

developed. The proposed perspective leads to a significant improvement in microgrids recovery 

speed, reduces DERs oscillations while accelerating steady-state realization. For this, these 

controllers are composed of corrective and stabilizing actions, respectively denoted by 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝑡  

and 𝛿𝓍〈𝓍|𝓎〉
𝓌,〈 〉 𝑡 |𝓌 ∈ 𝓅, 𝒾   (5.6).  

 

𝓍⨁ 𝑡 =𝓍⨁ + 𝛿𝓍 〈𝓍|𝓎〉
𝓅,〈 〉 𝑡 +𝛿𝓍 〈𝓍|𝓎〉

𝓅,〈 〉 𝑡 + 𝛿𝓍 〈𝓍|𝓎〉
𝒾,〈 〉 𝑡 ∙𝑑𝑡 

(5.6) 

The corrective parcel 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝑡  is responsible for reestablishing the microgrid operation 

to the reference level. This term provides a tailored proportional action based on the respectively 

faced operational condition. Allowing for meaningful improvements in the microgrid recovery 

speed, while not compromising the system stability. This control parcel provides: 1) large 

proportional control actions 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝑡  for severe events, |∆𝜒| ≫ 0; whereas 2) mild 𝛿𝓍〈𝓍|𝓎〉

𝓅,〈 〉 𝑡  

actions are held for small disturbances, |∆𝜒| 0. For this, it uses the expected steady-state 

operating condition obtained by synchrophasor aggregation (5.2a), assuming the form 
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𝛿𝓍〈 〉
𝓅,〈 〉 𝑡 𝐴 ∙∆𝜒. 

In contrast, the stabilizing parcel 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝑡  is responsible to improve the system dynamic 

performance and stabilization. This parcel offers a dynamic control action representative of each 

DER angular deviation by means of the local power measurement parcel, ∆𝜒 𝑡 |  𝜒 ∈ 𝑃, 𝑄 . 

Allowing for meaningful stabilizations on controllers command; i.e., 1) damping corrective control 

actions that would lead to units over acceleration and consequently oscillations, 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝑡

0 |∆𝜒 𝑡 ∆𝜒〈 〉 𝑡 ; 2) improving the response of slower units, 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝑡 0 |∆𝜒 𝑡 ∆𝜒〈 〉 𝑡 ; 

while 3) vanishing as the system approaches steady-state, i.e. lim
→

𝛿𝓍〈 〉
𝓅,〈 〉 𝑡 0. Assuming the 

form 𝛿𝓍〈 〉
𝓅,〈 〉 𝑡 𝐴 𝐼 ∙ ∆𝜒 𝑡 , this parcel is represented as the deviation between DER’s 

expected steady-state operative condition (5.2a), and its current operative state obtained by local 

measurements, ∆𝜒 𝑡 . 

The proposed frequency and voltage controllers characteristics accounting for both 

corrective and stabilizing parcels, 𝛿𝓍 〈𝓍|𝓎〉
𝓅 𝑡 𝛿𝓍 〈𝓍|𝓎〉

𝓅,〈 〉 𝑡 𝛿𝓍 〈𝓍|𝓎〉
𝓅,〈 〉 𝑡 , are depicted by (5.7a)-

(5.7b). 

 

𝛿𝜔〈 | 〉
𝓅 𝑡 𝑀 ∙ 𝐴 ∙ ∆𝑃 𝑡 𝐴 𝐼 ∙ ∆𝑃 𝑡  (5.7a) 

 

𝛿𝑣〈 | 〉
𝓅 𝑡 𝐴 ∙∆𝐸 𝑡 𝐴 ∙ ∆𝐸 𝑡 ∆𝐸 𝑡 𝐴 𝐼 ∙ ∆𝑄 𝑡   (5.7b) 

where at steady-state lim
→

𝛿𝜔〈𝓍|𝓎〉
𝓅 𝑡 𝛿𝜔〈𝓍|𝓎〉

𝓅,〈 〉 𝑡  given that lim
→

𝛿𝜔〈 | 〉
𝓅,〈 〉 𝑡 = lim

→
𝐴

𝐼 ∙∆𝑃 𝑡 =0, and lim
→

𝛿𝑣〈 | 〉
𝓅,〈 〉 𝑡 = lim

→
∆𝐸 𝑡 ∆𝐸 𝑡 𝐴 𝐼 ∙∆𝑄 𝑡 0, as lim

→
𝐸 𝑡

𝐸 𝑡  and lim
→

𝐴 𝐼 ∙ ∆𝑄 𝑡 0. 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝛿𝓍 〈𝓍|𝓎〉

𝓅,〈 〉 ∈ ℝ|𝒢 |, 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝛿𝓍 〈𝓍|𝓎〉

𝓅,〈 〉 ∈ ℝ|𝒢 | and 

𝑀 𝑚 ∈ ℝ|𝒢 |. 

Next, an integral stabilizing term is considered. This parcel accounts for potential 

measurement inaccuracies, providing a fine-tuning to frequency and voltage controller 

commands. In addition, it ensures the realization of voltage controllers' concurrent objectives, i.e. 

voltage restoration and proportional reactive power sharing. Similarly to the proportional 

stabilizing parcel, this term tends to zero as the system reaches steady-state, i.e. lim
→

𝛿𝓍〈𝓍|𝓎〉
,〈 〉 𝑡

0. 
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𝛿𝜔〈 | 〉
𝒾,〈 〉 𝑡 𝐾 ∙ 𝜔 𝑡 𝜔⨁  (5.8a) 

 

𝛿𝑣〈 | 〉
𝒾,〈 〉 𝑡 𝐾 ∙∆𝑉 𝑡 𝐾 ∙ 𝐴 𝐼 ∙∆𝑄 𝑡  (5.8b) 

 

where 𝐾 , 𝐾  and 𝐾  denote frequency, voltage and reactive power integral gains; ∆𝑉

∆𝑉 ∈ ℝ|𝒢 |, is a piece-wise voltage error function responsible for bounding the voltage 

integrator, in order to enable proportional reactive power sharing, ∆𝑉 ∆𝑉  | |∆𝑉 | 𝜏 , 

otherwise  ∆𝑉 0; 𝜏  is the voltage deviation tolerance, typically 𝜏  5% [16]. 

The complete formulation of the proposed synchronized distributed frequency and voltage 

controllers are presented in (5.9a)-(5.9b). A flowchart illustrating the implementation steps of the 

proposed controllers is presented in Figure 5.1.  

 

Υ 𝑡
т

∙ Υ 𝑡 𝑚 ∙ 𝜔 𝑡 𝜔 𝑚 ∙  𝐴 ∙ ∆𝑃 𝑡

𝐴 𝐼 ∙ ∆𝑃 𝑡 𝛿𝜔 〈 | 〉
𝒾 𝑡   

(5.9a) 

 

β 𝑡
т

∙ β 𝑡 𝑣 𝑡 𝑣 + 𝐴 ∙ ∆𝐸 𝑡 𝐴 𝐼 ∙

∆𝑄 𝑡  𝛿𝑣 〈 | 〉
𝒾 𝑡   

(5.9b) 
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Figure 5.1 Proposed control implementation flowchart 

 

5.3 Stability and Steady-state Analysis 

 

In this section, the proposed frequency and voltage controllers’ stability and steady-state 

goals are respectively demonstrated. The system is modeled considering the concepts depicted 

in Chapter 2 including both frequency and voltage dynamics. 

 In this sense, the objective is to ensure that the proposed controller complies with power 

system stability requirements, i.e. ‖𝜒 𝑡 ‖ 𝜂 ⟹ ‖𝜒 𝑡 ‖ 𝜌, ∀ 𝑡 𝑡 , where 𝜂  and 𝜌 denote a 

small spherical neighborhood and  cylinder with respective radius 𝜂  and 𝜌. Additionally, we are 

interested in the ability of the controller to return the microgrid to equilibrium operating conditions 

Synchrophasor Aggregation, (5.2a)-
(5.2b): ∆𝜒〈 〉 𝑡 𝐴 ∙∆𝜒 𝑡  

Corrective term, (5.7a):  

𝛿𝜔〈 | 〉
𝓅,〈 〉 𝑡   𝑀 ∙𝐴 ∙∆𝑃 𝑡  

Control actions: 
 DER  

Proposed D-PMU based 
distributed frequency 

controller, (5.9a): Υ 𝑡  

Integral stabilizing, (4.10)a):  

𝛿𝜔〈 | 〉
𝒾,〈 〉  = 𝐾 ∙ 𝜔 𝑡 𝜔⨁   

Corrective term, (5.7b):  
𝛿𝑣〈 | 〉

𝓅,〈 〉 𝑡   𝐴 ∙∆𝐸 𝑡  

Stabilizing term, (5.7b):  
𝛿𝑣〈 | 〉

𝓅,〈 〉 𝑡   𝐴 ∙ ∆𝐸 𝑡  

∆𝐸 𝑡  𝐴 𝐼 ∙∆𝑄 𝑡

Stabilizing term, (5.7a):  

𝛿𝜔〈 | 〉
𝓅,〈 〉 𝑡   𝑀 ∙ 𝐴 𝐼  

∙∆𝑃 𝑡  

Frequency control unit data: 
𝜒 ∈ 𝜔, 𝑃  

Voltage control unit data: 
𝜒 ∈ 𝑉, 𝑄  

Integral stabilizing, (4.10)b):  

𝛿𝑣〈 | 〉
𝒾,〈 〉 𝑡 𝐾 ∙∆𝑉 𝑡  

𝐾 ∙ 𝐴 𝐼 ∙∆𝑄 𝑡

Proposed D-PMU based 
distributed voltage     

controller, (13b): β 𝑡  

Measurements 
DER  

D-PMU monitoring synchronization,  𝑡〈 〉, 𝑡〈 〉, 𝐹  

Measurements 
DER  

Measurements 
DER  

D-PMU based distributed monitoring system 

Synchrophasor Aggregation 

Voltage control unit Frequency control unit 

DER regulation 
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after a disturbance, i.e. ‖𝜒 𝑡 ‖ 𝜂 ⟹ lim
→

𝜒 𝑡 0 [137]. These features can be guaranteed 

using Routh-Hurwitz stability criteria [138]. This criterion provides sufficient conditions to ensure 

the system's asymptotic stability and, consequently, the fulfillment of the abovementioned 

requirements [137]. First based on (5.9), the microgrid frequency regulation can be represented 

in the frequency domain by (5.10a)-(5.10b), where 𝑇 𝑠 .  

 

𝑃 〈 〉

𝑃 〈 〉

𝑚 ∙ 2𝐻 ∙𝑠 𝐷 ∙ 𝐴 𝐴 𝐼 ∙𝑠 𝐼∙𝑠 𝐾

𝑚 ∙ 2𝐻 ∙𝑠+𝐷 ∙ т ∙𝑠+𝐼 ∙ т ∙𝑠+𝐼 ∙𝑠 𝐼∙𝑠 𝐾
 (5.10a) 

 

𝐷 𝑠 ∙т ∙т ∙𝑠 т +т т ∙т ∙𝑠  + т +т ∙𝑠 𝐼

∙
∙s+

∙
  

(5.10b) 

 

Analyzing this system, one can ensure its asymptotic stability considering design 

conditions (5.11a)-(5.11b). Their respective derivations and the fulfillment of stability criteria [138] 

are detailed depicted in Appendix B. 

 

0 𝐾 2 ∙т  ∙ 1+𝑀  (5.11a) 

 

0 т
т

𝑀 т  2
 (5.11b) 

where т  and 𝑀
∙

.  

The same process is performed for the voltage controller, leading to the following design 

condition (5.12). Derivation details are also presented in Appendix B. 

 

0 𝐾 2 / т т  (5.12) 

where т ≪ т ≪ т , т  and т  are designed parameters. 

 

In addition, it should be noted that the voltage control layer should be designed in the 

same order, or faster, than the reactive power control layer. A feature naturally achieved 

considering 𝐾 𝑛  𝐾 ~𝐾 . This design prevents potential voltage/reactive power regulation 

issues [16] and has limited implications in the reactive power controller performance. Since its 



 

 

85 

primary goal is the realization of a steady-state objective, i.e. proportional power sharing.  

Confirmed the proposed controller stability, the final value theorem can be used to verify 

the expected steady-state objectives. In this sense, first, the proposed controllers' proportional 

power sharing ability is proved. Assuming that the controller works properly, i.e. lim
→

𝜔 𝑡

𝜔⨁ 0. One can conclude that lim
→

∆𝑃〈 〉 𝑡 lim
→

∆𝑃〈 〉 𝑡  and applying this result to (5.9a) 

leads, 

 

т ∙𝑠 𝐼 ∙ т ∙𝑠 𝐼 ∙∆𝑃〈 〉 𝑠 𝐴 𝐴 𝐼 ∙∆𝑃〈 〉 𝑠  (5.13) 

 

Manipulating and considering the final value theorem comes: 

 

lim
→

∆𝑃〈 〉 𝑡 lim
→

𝑠∙∆𝑃〈 〉 𝑠 lim
→

𝐴 𝐴 𝐼
т т

∙ 

∙ 𝑠∙I т  ∙ 𝑠∙𝐼 т  ∙ lim
→

𝑠∙∆𝑃〈 〉 𝑠  

∴ ∆𝑃〈 〉
〈 〉 𝐴 𝐴 𝐼 ∙∆𝑃〈 〉

〈 〉 

(5.14a) 

 

Considering that the communication graph has at least a spanning tree topology. Based 

on the proposed synchrophasor aggregation results (5.5a)-(5.5b), one can prove that the system 

reaches proportional power sharing. 

 

∆𝑃〈 〉
〈 〉 𝐴 ∙∆𝑃〈 〉

〈 〉 ∴ 𝐴 𝐼 ∙∆𝑃〈 〉
〈 〉 0 (5.14b) 

 

Next, using the previous result of (5.14b) and applying the final value theorem. The 

proposed controller's ability to restore microgrid’s frequency to reference level is demonstrated. 

 

lim
→

∆𝜔 𝑡 = lim
→

2𝐻 ∙𝑠 𝐷
-1

𝑠∙∆𝑃〈 〉 𝑠 𝑠∙∆𝑃〈 〉 𝑠  

= lim
→

2𝐻 ∙𝑠+𝐷
-1

𝐴 + 𝐴 𝐼 ∆𝑃〈 〉
〈 〉 ∆𝑃〈 〉

〈 〉 =0  
(5.14c) 

 

Following, voltage controller steady-state analyses are performed. Considering (5.9b) and 

applying the final value theorem, the following relation is derived. 
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𝐾 ∙∆𝑉〈 〉 𝑠 𝐾 ∙ 𝐴 𝐼 ∙∆𝑄〈 〉
〈 〉 𝑠  (5.15) 

 

Then, following the process depicted in (5.5a)-(5.5b), the later expanded system (5.16a) 

may be obtained. 

 

𝐴 0
1 0

𝐼 ∙
∆𝑄〈 〉

〈 〉

∆𝑄〈 〉

𝐼 0
1 1

∙
𝐾∙∆𝑉〈 〉

𝑁 ∙∆𝑉〈 〉
〈 〉  (5.16a) 

where 𝐾 𝐾 ∙𝐾 , 𝐾𝓎 𝑚𝑖𝑛 𝐾𝓎 , ∀ 𝑖 ∈ 𝒢 | 𝓎 ∈ 𝑉, 𝑄 , 𝐾𝓎= 𝐾𝓎, … , 𝐾𝓎 , and 

𝑁  = ∑ 𝐾 ∙𝐾∈𝒢 . 

 

Expanding the system depicted in (5.16a) comes: 

∆𝑄 ,〈 〉
〈 〉 𝐾∙∆𝑉 ,〈 〉

〈 〉
1 𝑛

∑ 1
𝑛∈𝒢

∆Q〈 〉
〈 〉  (5.16b) 

 

∆𝑄 ,〈 〉
〈 〉

∈𝒢

∆Q〈 〉
〈 〉 𝐾∙ ∆𝑉 ,〈 〉

〈 〉

∈𝒢

𝑁 ∙∆𝑉〈 〉
〈 〉  (5.16c) 

 

Substituting (5.16b) in (5.16c) leads to 𝑁 ∙∆𝑉〈 〉
〈 〉 0. Given that 𝑁 0, the only possible 

solution for this system is ∆𝑉〈 〉
〈 〉 0. Therefore, proving the controller ability to perform global 

voltage regulation. Next, considering that the voltage controller works properly, i.e. ∆𝑉〈 〉 0. 

Relation (5.15) assumes a similar form of (5.14b). Thus, proving the proposed controller capacity 

to successfully achieve proportional reactive power sharing, i.e. ∆𝑄 ,〈 〉
〈 〉=

∑ ∈𝒢
∆Q〈 〉, ∀ 𝑖 ∈ 𝒢 . 

Applying this result in (5.16c) and knowing that 𝐾 0, comes that ∆𝑉〈 〉 0, where ∆𝑉〈 〉

|∆𝑉 | 𝜁  |𝜁 𝜏 . Demonstrating that all nodal voltage deviations to reference level denoted by 

𝜁 , are kept within the voltage deviation tolerance 𝜏 . 
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5.4 Results 

 

In this section, the proposed controller is verified through case-studies. To this end, the 

IEEE 123-bus test system [127] is modified to emulate a microgrid including distributed 

communication system provided by D-PMU monitoring, and 6 DERs representing the microgrid’s 

active agents. Details about the system parameters and characteristics, as well as communication 

and monitoring systems non-idealities such as: delays, data synchronization and measurement 

sampling rate are available in Appendix B. The simulation case-studies are divided into three 

main investigations. First, a comparative investigation is performed with the proposed controller 

in Chapter 4 and state-of-art controller [88], namely the centralized strategy based on D-PMU 

information, Chapter 4, and the distributed consensus-based controller in [88]. This analysis 

seeks to validate and showcase the proposed controller improved dynamic and steady-state 

performance. Second, the performance of the proposed controller is investigated under several 

disruptive scenarios during stand-alone operations. This investigation seeks to verify the 

proposed controller resiliency, adaptability and stability considering: 1) communication link failure; 

2) loss of generation; 3) plug-and-play capacity. Third, the requirement for D-PMU monitoring for 

the proposed controller is demonstrated. To this end, a comparative case-study is performed 

considering the proposed controller implementation using a traditional SCADA monitoring system.  

 

5.4.1 Proposed Controller Validation 

 

In this case-study, the microgrid is considered initially operating connected to the main 

grid when an upstream fault at 𝑡 = 0 s leads to the local network islanding. The network presents 

a distributed communication system with ring topology, i.e. each DERs is connected to two other 

neighbors forming a circular arrangement. Still, data is only exchanged among directly connected 

units. The topology configuration is detailed in Appendix B. The proposed controller frequency 

regulation is validated with the proposed controller in Chapter 4 and state-of-art controller [88], 

whilst the voltage controller is compared only with [88], as the proposed controller in Chapter 4 

does not address this aspect.  
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5.4.1.1 Comparative Analysis 

 

The system responses are depicted for each DER 𝑖 ∈ 𝒢  in Figure 5.2-5.3. These 

representations allow one to draw conclusions regarding the system frequency and voltage 

dynamic and steady-state performance, including: frequency nadir, overshoot, oscillations, as 

well as recovery speed, i.e. the period T〈 〉 𝑡  required by the system to reach and remain within 

a range of 5% error of the static stability limit, i.e. |∆𝜒 𝑡 | 𝜏𝒸 ∙ 5%, ∀ 𝑡 T〈 〉
𝒸 , 𝒸 ∈ 𝜔, 𝑉 , 𝜏

0.5 Hz, 𝜏 0.05 V, where T〈 〉 max T〈 〉, T〈 〉 .  

The obtained results indicate that the proposed controller is able to achieve performance 

outcomes at similar, or even improved, levels to the ones obtained by the centralized strategy in 

Chapter 4, without requiring the respective massive centralized communication infrastructure. 

Further, these improvements are even more highlighted comparing the proposed controller with 

the distributed consensus controller of [88]. These improvements are possible due to the 

proposed synchrophasor aggregation ability (5.2a)-(5.2b), obtaining a local beforehand picture of 

the system steady-state using distributed D-PMU measurements. This feature enables low 

latency corrective and stabilizing control actions in phase with DERs angular response. Thus, 

leading to an improved control performance with faster recovery, better stabilization and reduced 

settling time. From Figure 5.2(a)-(f) one can observe that the proposed controller is able to 

completely mitigate the system oscillatory responses and overshoot, i.e. ∆𝜔 0.02 Hz, while 

controllers in Chapter 4 and [88] feature overshoots of ∆𝜔 0.11 Hz and ∆𝜔 0.19 Hz, 

respectively. This improved perspective is only possible due to the proposed controllers stabilizing 

parcel, 𝛿𝓍 〈𝓍|𝓎〉
𝓅,〈 〉 𝑡 . This parcel offers a stabilizing action through the consideration of the deviation 

between DERs’ expected steady-state operative condition and its current operative states, ∆𝑃 ,〈 〉 

and ∆𝑄 ,〈 〉. Enabling the damping of controllers’ corrective commands that could possibly lead to 

DERs over contributions, i.e. 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝑡 𝛿𝓍 〈𝓍|𝓎〉

𝓅,〈 〉 𝑡 𝛿𝓍〈𝓍|𝓎〉
𝓅,〈 〉 𝑡  |∆𝜒 𝑡 ∆𝜒〈 〉 𝑡 , (5.7a). 

Further, one may observe analyzing Chapter 4 controller response, that although this controller 

has frequency regulation designed to mitigate oscillations and overshoot, a noticeable overshoot 

∆𝜔 0.11 Hz is featured. This occurs due to the absence of stabilizing commands for voltage 

regulation. This perspective leads to undesired overcompensated actions in DER’s power control 

loop states dependent on voltage, which consequently affect the system frequency response. 

In addition, the proposed controller is able to meaningfully speed up the system restoration 

to steady-state conditions. The proposed controller leads to a T〈 〉 4.14 s, representing an 
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improvement of 18% in comparison with Chapter 4 controller, T〈 〉 5.03 s, and is almost 3 times 

faster than controller [88], T〈 〉 11.61 s. This significant improvement is enabled by the proposed 

controller corrective parcel, 𝛿𝓍 〈𝓍|𝓎〉
𝓅,〈 〉 𝑡 . Based on neighboring units data (5.2a)-(5.2b), this parcel 

provides a precise corrective command representative of the DER expected steady-state 

operating condition, 𝛿𝓍 〈𝓍|𝓎〉
𝓅,〈 〉 𝑡 𝑎 ∙ ∑ 𝑎∈𝒢 ∙∆𝜒 𝑡  lim

→
𝛿𝓍 〈𝓍|𝓎〉

𝓅,〈 〉 𝑡 = 𝑎 ∙ ∑ 𝑎∈𝒢 ∙

∆𝜒〈 〉 𝑡 . Thus, allowing for fast and effective adjustments of DER’s frequency and voltage 

regulators. Additionally, similar frequency nadir responses are achieved by the proposed and 

centralized approach in Chapter 4, i.e. 𝜔 58.79 Hz and 𝜔 58.73 Hz respectively. These 

responses are considerably lower than the one obtained by controller [88], 𝜔 58.44 Hz. 

Mechanical power variations indicate that all controllers are able to achieve proportional power 

sharing. 

Following, the microgrid voltage regulation is depicted in Figure 5.3(a)-(d). Obtained 

results indicate the proposed controller ability to satisfactorily regulate the microgrid global 

voltage, while ensuring that all nodal voltages are kept within satisfactory limits, i.e. ∆𝑉〈 〉
〈 〉

0  ∆𝑉〈 〉 |∆𝑉 | 𝜁  |𝜁 𝜏 . These results feature the same reasonability presented for 

frequency regulation, (5.7a). Thus, highlighting the proposed controller stabilizing parcel 𝛿𝑣〈 | 〉
𝓅,〈 〉 𝑡  

ability to meaningfully damp voltage oscillations. As well as, the corrective parcel 𝛿𝑣〈 | 〉
𝓅,〈 〉 𝑡  

capacity to accelerate the reestablishment of the system global voltage operation at desired 

operative level, (5.7b). In addition, from Figure 5.3(a)-(b) it is clearly observed that the proposed 

controller presents a significantly improved performance in comparison with controller [88]. The 

proposed controller reaches voltage steady-state 43% faster than controller [88], respectively 

T〈 〉 5.83 s and T〈 〉 13.57 s. Global voltage deviation is less than 10% of that featured by 

controller [88], respectively |∆𝑉| 0.0002 V and |∆𝑉| 0.0025 V. As well, voltage oscillations are 

meaningfully reduced during the regulation process.  
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Figure 5.2 Microgrid frequency and mechanical power responses (a)-(b) proposed controller; (c)-

(d) Chapter 4 controller; (e)-(f) controller [88] 

 

 

(a) 

 

(b) 

 

 

(c) 

 

(d) 

Figure 5.3 Microgrid (a)-(b) global voltage regulation and (c)-(d) local voltage deviations for the 

proposed controller and controller [88]  

 

Active and reactive power variations are illustrated in Figure 5.4(a)-(b), whereby one can 

identify that all DERs achieved adequate proportional active and reactive power sharing, with 

respect to their droop characteristics. 
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(a) 

 

(b) 

Figure 5.4 Proposed controller proportional power sharing (a) active power; (b) reactive power 

 

5.4.1.2 Robustness Analysis 

 

Next, in order to showcase the proposed controller robustness, several case-studies are 

performed considering variations in loading condition due to different islanding scenarios denoted 

by 𝜆 ∈ ℒ| ℒ 15%, 25%, 35%, 50%, 75% , where ℒ is the set representing the increase in local 

generation due to islanding. The obtained results are depicted in Figure 5.5-5.8 and Table 5.2-

5.2.  

Analyzing Figure 5.5-5.8(a), one can observe that the proposed controller sustains an 

effective frequency regulation performance for all simulated loading conditions. Moreover, the 

proposed controller provides meaningful improvements in comparison with Chapter 4 controller 

and [88] responses illustrated in Figure 5.5-5.8(b)-(c). As detailed quantified in Table 5.2, the 

system frequency nadir and overshoot performance is significantly improved by the proposed 

controller, respectively 𝜉∆ 5%, 21%  and 𝜉∆ 39%, 70% , where 𝜉 𝜉 . , 𝜉  denotes 

the average percentage improvement provided by the proposed controller in comparison with 

Chapter 4 controllers and [88], respectively 𝜉 .  and 𝜉 , 𝜉 |ℒ| ∙ ∑ 𝜒 ∙ 𝜒 𝜒| | %,  

𝜒  and 𝜒  are the proposed controller and benchmark controller ‘𝑐’ responses for a generic case 

𝑙. Further, meaningful improvements in the system steady-state realization are also obtained by 

the proposed controller, i.e. 𝜉
〈 〉

11%, 62% . These results are enabled due to the adaptability 

provided by corrective and stabilizing parcels, (5.9a). These control parcels measurement-based 

design considering microgrid’s global power variation enables the controller to recognize and 
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adapt to local and global variations on the microgrid demand. Consequently, allowing for a 

sustained control performance regardless of the loading condition. 

This robust and improved perspective is also featured for voltage regulation, as shown in 

Figure 5.5-5.8(d) and Table 5.3. From Figure 5.5-5.8(d), one can notice that the proposed 

controller voltage regulation presents a constant and effective performance, while controller [88] 

is significantly affected by the microgrid loading condition. These results occur as the proposed 

controller presents an integrated design for voltage and reactive power regulation (5.9b). In 

contrast, controller [88] features independently designed modules with the reactive power 

information only used to ensure proportional power sharing. In this sense, given the conflicting 

objectives of voltage and reactive power regulation [6], an inconstant voltage control performance 

is featured. The proposed controller improved performance is clearly observed in Table 5.3. As 

one may notice, it leads to meaningful reductions in voltage deviations, 𝜉|∆ | 71%, while 

significantly speeding-up steady-state realization, 𝜉
〈 〉

73%. 
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(c) 

 

(d) 

 

Figure 5.5 Microgrid behavior for loading condition 𝝀𝑳 𝟏𝟓%: frequency response (a) proposed 

controller; (b) Chapter 4 controller; (c) controller [88]; and (d) global voltage regulation for the 

proposed controller and controller [88] 
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(c) 

 

(d) 

Figure 5.6 Microgrid behavior for loading condition 𝝀𝑳 𝟐𝟓%: frequency response (a) proposed 

controller; (b) Chapter 4 controller; (c) controller [88]; and (d) global voltage regulation for the 

proposed controller and controller [88] 
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(c) 

 

(d) 

Figure 5.7 Microgrid behavior for loading condition 𝝀𝑳 𝟑𝟓%: frequency response (a) proposed 

controller; (b) Chapter 4 controller; (c) controller [88]; and (d) global voltage regulation for the 

proposed controller and controller [88] 
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(c) 

 

(d) 

Figure 5.8 Microgrid behavior for loading condition 𝝀𝑳 𝟕𝟓%: frequency response (a) proposed 

controller; (b) Chapter 4 controller; (c) controller [88]; and (d) global voltage regulation for the 

proposed controller and controller [88] 

 

Table 5.2 Proposed controller frequency regulation robustness under variable loading conditions 

𝜆    .

 Controller 

15% 25% 35% 50%* 75% 𝜉  

N
ad

ir 

∆
𝜔

 (
H

z)
 Proposed 0.25 0.51 0.78 1.21 1.92 - 

Chapter 4 0.26 0.53 0.83 1.28 2.03 5% 

[88] 0.31 0.64 1.00 1.56 2.48 21% 

O
ve

rs
ho

ot
 

∆
𝜔

 (H
z)

 Proposed 0.05 0.02 0.03 0.04 0.07 - 

Chapter 4 0.05 0.04 0.06 0.09 0.13 39% 

[88] 0.08 0.11 0.15 0.19 0.21 70% 

R
ec

. 
sp

ee
d 

T 〈
〉 

(s
) Proposed 2.94 3.14 3.25 4.24 5.11 - 

Chapter 4 2.26 3.30 3.62 4.95 5.85 11% 

[88] 6.50 8.97 9.09 11.59 13.85 62% 

*Results for 𝜆 50% are depicted in Figure 5.2. 
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Table 5.3 Proposed controller voltage regulation robustness under variable loading conditions 

𝜆    .

 

 Controller 

15% 25% 35% 50%* 75% 𝜉  

V
ol

t. 

de
v.

 Proposed 0.0002 0.0002 0.0002 0.0002 0.0005 - 

[88] 0.0033 0.0015 0.0002 0.0025 0.0027 71% 

R
ec

. 

sp
ee

d 
 

Proposed 1.04 1.23 1.27 1.32 2.42 - 

[88] 1.67 4.11 6.96 10.35 19.13 73% 

*Results for λ 50% are depicted in Figure 5.3. 

 

5.4.2 Critical Performance Assessment 

 

In this section, the proposed synchronized distributed controller performance is 

investigated under a reliability outlook. Here, the microgrid is considered operating at the stable 

condition achieved in the previous section, when several critical contingencies occur. First, a 

case-study presenting the controller performance for various subsequent events is featured, 

including: communication changes, generation failure and plug-and-play capacity. Next, the 

proposed controller robustness is analyzed for each of these events individually through several 

scenarios. 

 

5.4.2.1 Subsequent Events 

 

In this case-study the proposed controller performance is evaluated for various 

subsequent disruptive events. First, a communication failure at T =0 s leads to the loss of the 

communication link between 𝒢  and 𝒢 , causing the system communication graph to assume a 

spanning tree configuration, details in Appendix B. Then, at T =15 s a subsequent failure results 

in the loss of generator 𝒢 . Next, at T =45 s the system plug-and-play capacity is verified, as 𝒢  

is reconnected to the islanded network.  

Analyzing Figure 5.9-4.10 one can observe the proposed controller's ability to satisfactorily 

respond to distinct circumstances, including severe and mild contingencies without compromising 

the network stability. First, the interval T  ≤ 𝑡 < T  is analyzed. The obtained results indicate that 

the proposed controller is able to satisfactorily ride-through communication link failures, as the 
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impact of this event is almost unrecognized in the system operation, i.e. the system states are 

maintained within steady-state tolerance during the complete event period, |∆𝜔 𝑡 | ≤ 

𝜏 , ∀ T ≤𝑡<T → T〈 〉=T . Thus, requiring minor corrective control actions 𝛿𝓍 〈𝓍|𝓎〉
𝓅,〈 〉 𝑡 , as |∆𝜒| 0. 

This perspective is evident in the first zoomed parcel in Figure 5.9. Following, interval T  ≤ 𝑡 < T  

is analyzed. This interval presents a critical event depicted by the loss of generator 𝒢  at T =15 s. 

This event poses a significant impact to the system operation, noticeably by the steep variation 

in active and reactive power shown in Figure 5.10(c)-(d), i.e. |∆𝜒| ≫ 0. Yet, the proposed 

controller is able to rapidly amend this severe contingency due to its measurement-based actions.  

 

 

Figure 5.9 Proposed controller frequency response assessment for critical scenarios  
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(c) 

 

(d) 

Figure 5.10 Proposed controller performance assessment for critical scenarios: (a) global voltage 

regulation; (b) local voltage deviations; (c) active power sharing; (d) reactive power sharing 

 

In this sense, the synchrophasor aggregation matrix is automatically adjusted considering 

the absence of generator 𝒢  contribution. This action allows for an effective redistribution of the 

system generation among the available units and, subsequently, the achievement of a new 

proportional power sharing condition, i.e. ∆𝜒〈 〉 𝑡 𝐴 ∙∆𝜒 𝑡  𝑎 0, ∀ 𝑖, 𝑗 ∈ 𝒢 . The complete 

process is concluded at T〈 〉=18.48 s. It should be noted that the assumption of negative values 

by active and reactive power variations in Figure 5.10 (c)-(d) occur as the reference 

value, ∆𝑃 ,〈 〉=0 and ∆Q ,〈 〉=0, represents the generator current operating condition, where 

𝑃 ,〈 〉 0.56 p.u. and 𝑄 ,〈 〉 0.16 p.u.. Next, interval 𝑡  T  is analyzed. This interval 

verifies the system plug-and-play capacity by the reconnection of 𝒢  at T =45 s. The obtained 

results indicate that the proposed controller presents a smooth reconnection of 𝒢 , completely 

preserving the microgrid frequency and voltage operative levels within satisfactory limits. This 

process is quickly concluded 3.20 s after the event, i.e. T〈 〉=48.20 s. Resuming the system power 

sharing at the similar condition featured before 𝒢  disconnection, i.e. ∆𝜒〈 〉 𝑡

𝐴 ∙∆𝜒 𝑡  𝑎 =1, ∀ 𝑖, 𝑗 ∈ 𝒢 . 
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5.4.2.2 Communication Changes 

 

Subsequently, the impact of communication changes on the proposed controller 

robustness is individually analyzed. For this, the system is considered to be operating in ring 

topology at 𝑡 = 0 s, in which the loss of any additional communication link 𝒢 𝒢  𝒢 , 𝒢 ∈ 𝒢  leads 

to the worst-case configuration, i.e. spanning tree. As one may observe in Table 5.4, the proposed 

controller is able to successfully ride through all scenarios with minor impact in the microgrid 

operation. All variations are kept within steady-state limits, consequently, no voltage or frequency 

settling time is recorded, i.e. deviations are too small to be considered dynamic events. These 

results showcase the proposed controller's significant robustness to variations in communication. 

 

5.4.2.3 Generation Failure 

 

Next, the proposed controller robustness for generators failure is depicted. These case-

studies consider that the microgrid is operating islanded in steady-state condition when at 𝑡 = 0 s 

failures leading to individual generators tripping 𝒢 ∈ 𝒢 | 𝒢 𝒢 , 𝒢 , 𝒢 , 𝒢 , 𝒢 , 𝒢  are featured. 

The proposed controller is able to ensure the system satisfactory operation for all analyzed case-

studies, i.e. frequency is restored to  reference level, ∆𝜔 𝑡 0, ∀ 𝒢 ∈ 𝒢  𝑡 T〈 〉, voltage 

deviations are within acceptable limits |∆𝑉 𝑡 | 𝜏 , ∀ 𝒢 ∈ 𝒢  𝑡 T〈 〉, as well as active and 

reactive power proportional power sharing is achieved, 𝑚 ∙ ∆𝑃 〈 〉 𝑡 𝑚 ∙ ∆𝑃 〈 〉 𝑡 , ∀ 𝒢 , 𝒢 ∈

𝒢 𝒢 𝑡 T〈 〉 and  𝑛 ∙ ∆𝑄 〈 〉 𝑡 𝑛 ∙ ∆𝑄 〈 〉 𝑡 , ∀ 𝒢 , 𝒢 ∈ 𝒢 𝒢 𝑡 T〈 〉. The proposed 

controller performance parameters are depicted in Table 5.5. 

From Table 5.5 is possible to observe that the proposed controller response varies 

accordingly to each generator failure. This outcome is expected as these units' frequency and 

voltage regulation support changes due to their intrinsic characteristics and respective system 

location. In this sense, when a fast generating unit is tripped, the microgrid will require a longer 

recovery period than the one necessary in case of a slower unit failure. This perspective is clearly 

observed comparing the frequency regulation performance for the tripping of 𝒢  and 𝒢 . Both units 

present the same frequency supporting share, i.e. 𝑚 𝑚 . Yet, 𝒢  can provide the system with 

the necessary frequency support much faster than 𝒢 , i.e. ∆𝑃 〈 〉 𝑡 ≫ ∆𝑃 〈 〉. In this sense, even 

though the microgrid successfully reaches steady-state for both cases, i.e. ∆𝜔 𝑡 0, ∀ 𝒢 ∈

𝒢  𝑡 T〈 〉. The loss of 𝒢  leads to greater impacts in the system dynamic response, i.e. larger 
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frequency nadir, higher overshoot and longer recovery time. In contrast, voltage regulation 

typically presents more uniform responses regarding generators influence. This occurs due to the 

significantly faster time constants for this control loop.  

However, it should be noted that voltage regulation performance can be considerably 

affected by local system aspects. This is observed by the tripping of 𝒢 . This generator is located 

in a focal point for voltage support, thus its loss leads to a longer period for voltage restoration 

and larger deviations. Still, it should be noticed that the proposed controller is able to ensure a 

rapid voltage restoration for all analyzed cases. 

 

Table 5.4 Proposed controller robustness for communication changes 

 Frequency Voltage 

Comm. Loss 
Nadir 

∆𝜔 (Hz) 

Overshoot 

∆𝜔 (Hz) 

Rec. speed 

T〈 〉 (s) 

Deviation 

|∆𝑉| (V) 

Rec. speed 

T〈 〉 (s) 

𝒢 − 𝒢  0.0000 0.0068 - 0.0009 - 

𝒢 − 𝒢  0.0053 0.0010 - 0.0009 - 

𝒢 − 𝒢  0.0009 0.0076 - 0.0004 - 

𝒢 − 𝒢  0.0000 0.0083 - 0.0012 - 

𝒢 − 𝒢  0.0021 0.0019 - 0.0001 - 

𝒢 − 𝒢  0.0066 0.0011 - 0.0009 - 

 

Table 5.5 Proposed controller robustness for generation failure 

 Frequency Voltage 

Gen. Loss 
Nadir 

∆𝜔 (Hz) 

Overshoot 

∆𝜔 (Hz) 

Rec. speed 

T〈 〉 (s) 

Volt. dev. 

|∆𝑉| (V) 

Rec. speed 

T〈 〉 (s) 

𝒢  0.94 0.44 13.41 0.0049 1.61 

𝒢  0.95 0.24 6.16 0.0294 4.89 

𝒢  0.59 0.02 2.66 0.0136 1.85 

𝒢  0.65 0.00 4.07 0.0117 4.14 

𝒢  0.49 0.00 3.47 0.0020 1.08 

𝒢  0.86 0.06 4.62 0.0226 3.27 
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5.4.2.4 Plug-and-play Capacity 

 

Following, the proposed controller robustness for plug-and-play capacity is evaluated. The 

developed case-studies assume the microgrid operation in islanded mode at steady-state, with 

supply initially provided by all units except the one that will perform plug-and-play, i.e. 

∑ 𝑃 〈 〉 𝑡 𝑃〈 〉 𝑡𝒢 ∈ 𝒢 𝒢 , where 𝒢 ∈ 𝒢  denotes the plug-and-play unit. Next, at 𝑡 = 0 s the 

respective plug-and-play unit 𝒢  is connected and the microgrid response recorded. This process 

is performed considering each microgrid generator as a plug-and-play unit.  

Obtained results are depicted in Table 5.6. As one can observe, the proposed approach 

is able to effectively perform plug-and-play for all evaluated case-studies with minor effects in the 

system dynamics. All exhibited variations are within acceptable limits and the system is able to 

quickly achieve steady-state conditions for both frequency and voltage controllers. 

 

Table 5.6 Proposed controller robustness for generation plug-and-play 

 Frequency Voltage 

Gen.  

Plug-and-Play 

Nadir 

∆𝜔 (Hz) 

Overshoot 

∆𝜔 (Hz) 

Rec. speed 

T〈 〉 (s) 

Volt. dev. 

|∆𝑉| (V) 

Rec. speed 

T〈 〉 (s) 

𝒢  0.21 0.63 6.77 0.0001 1.19 

𝒢  0.04 0.37 5.07 0.0031 0.96 

𝒢  0.30 0.06 4.71 0.0029 2.69 

𝒢  0.35 0.00 2.92 0.0014 3.63 

𝒢  0.31 0.00 3.09 0.0011 2.94 

𝒢  0.56 0.11 6.62 0.0012 1.88 

 

5.4.3 Proposed Controller Application with SCADA Monitoring 

 

This section seeks to demonstrate the merits of D-PMU based monitoring and its 

requirement for the proposed controller development. To this end, a comparative case-study 

presenting the proposed controller implementation in a standard environment with monitoring 

provided by a typical SCADA system is developed [49]. The analyzed case-study considers the 

microgrid operating scenario depicted in Section 5.5.1. Obtained results are illustrated in Figure 

5.11(a)-(f), depicting the microgrid frequency and voltage regulation, as well as active and reactive 
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power sharing. As one may observe, the proposed controller is not able to adequately perform 

the microgrid regulation when based on SCADA monitoring, i.e. frequency and voltage 

responses, as well as active and reactive power exhibit oscillatory behaviors on paths toward 

instability. This occurs due to the proposed controller requirement for data aggregation during the 

system dynamics, in order to determine the proposed corrective and stabilizing actions (5.9a)-

(5.9b). However, given SCADA measurements significant time skew and low sampling rate [49], 

the dynamic data aggregation of DERs contributions does not lead to a representative perspective 

of the microgrid global power variation, but rather leads to the system instability. Once the 

respectively available measurements are referred to different operating points, i.e. 𝑡

𝑡 | 𝑖, 𝑗 ∈ 𝒢 , consequently ∑ ∆𝑃 〈 〉 𝑡∈𝒢 ∆𝑃〈 〉 𝑡〈 〉, ℰ.   

In contrast, D-PMU monitoring synchronized measurements with high resolution and low 

latency [24], provide the necessary conditions for this perspective realization, i.e. 𝑡 𝑡〈 〉, , ∀ 𝑖 ∈

𝒢 , consequently ∑ ∆𝑃 〈 〉 𝑡∈𝒢 ∆𝑃〈 〉 𝑡〈 〉, 0. Thus, enabling the proposed controllers’ 

design (5.9a)-(5.9b) and the improved regulating perspectives previously illustrated in Figure 5.2-

5.4. 
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(c) 

 

(d) 

 

 

(e) 

 

(f) 

Figure 5.11 Proposed controller performance assessment for implementation with SCADA 

monitoring: (a) frequency response; (b) mechanical power responses; (c) global voltage regulation; 

(d) local voltage deviations; (e) active power sharing; (f) reactive power sharing  

 

5.5 Discussions 

 

In this chapter, a novel outlook for frequency and voltage regulation based on 

synchrophasor technology is proposed. First, a strategy denoted synchrophasor aggregation is 

developed. This strategy enables the aggregation of neighboring DERs measurements provided 

by D-PMUs to obtain a beforehand picture of the system steady-state operation during network 

dynamics. A feature not addressed in the current literature, or achievable through traditional 

monitoring. Considering this information, new distributed frequency and voltage controllers are 
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designed. These controllers take advantage of local and global characteristics of active and 

reactive power, developing measurement-based corrective and stabilizing control actions. These 

actions are respectively responsible to improve DERs, and consequently microgrids, frequency 

and voltage steady-state realization and dynamic response. Stability and steady-state analysis 

are presented, and simulation case-studies are performed. The validation analysis with literature 

state-of-art controllers shows meaningful improvements of DERs dynamic response and 

significant robustness. In addition, a critical performance assessment of the proposed controller 

indicates high reliability for several disruptive operating conditions including communication 

failure, loss of generation and plug-and-play capacity. These results showcase the proposed 

controller adaptability, providing sustained performance effectiveness for a wide range of system 

demands. Further, D-PMU monitoring merits and its requirement for the proposed controller are 

illustrated by comparing the proposed approach implementation with SCADA monitoring. A 

summary of this chapter merits is following listed: 

 

- Novel distributed control perspective for frequency and voltage regulation based on D-

PMU monitoring; 

- Development of synchrophasor aggregation strategy, providing precise local 

foreknowledge of microgrid’s expected steady-state conditions; 

- Design of dedicated corrective and stabilizing control actions tailored to improve DERs 

dynamic response; 

- Sustained performance effectiveness of frequency and voltage controllers in face of a 

wide range of system requirements  
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6. Chapter 6: Resilience-Oriented D-PMU based Frequency Controller for Islanded 

Microgrids with Flexible Resources Support 

 

6.1 Context and Overview 

 

In Chapter 5, a new distributed controller taking advantage of D-PMU based monitoring to 

improve islanded microgrids' dynamic and steady-state frequency and voltage regulation was 

developed. This controller provides significant improvements on microgrid’s resilience through 

the overall enhancement of its dynamic and steady-state responses. Even so, there is still a need 

to consider possible direct actions enabled from the support provided by supplemental reserves, 

such as flexible resources. These resources are capable of providing much-needed assistance 

during microgrid’s initial dynamics in networks lacking generation reserves. Consequently, 

allowing for meaningful reductions in the requirements for generation reserves, while ensuring 

microgrids operation within desired steady-state and dynamic limits. These are especially critical 

aspects given microgrid’s limited generation reserves and a significant share of variable 

renewable generation in the resource mix. 

In this sense, this chapter proposes a novel resilience-oriented D-PMU based frequency 

controller with flexible resources support. The proposed controller is focused on improving the 

frequency regulation of microgrids at distinct operational stages, including arrest, rebound and 

recovery intervals, in order to effectively harness flexible resources potential to enhance 

microgrids resilience. For this, capitalizing on D-PMUs synchronized, low latency and high-

resolution measurements, a beforehand assessment of the system generation/demand mismatch 

leading to frequency nadir condition is obtained. Based on this information, novel measurement-

based control parcels focused on microgrid’s resilience improvement are designed. These parcels 

provide sufficiently fast control actions that effectively harness the new opportunities enabled by 

flexible resources to improve the processes of frequency rebound and recovery of low inertia 

microgrid environments. The proposed controller stability is detailed demonstrated, and 

comparative case-studies under resilience-oriented outlook developed considering 

communication and monitoring system non-idealities. Obtained results showcase a meaningful 

improvement of microgrids resilience and frequency regulation performance while providing a 

significant enhancement of flexible resources economic benefit. This chapter organization is 

following depicted: Section 6.2 describes the proposed controller design, and its stability is 
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mathematically demonstrated. In Section 6.3 comparative case-studies are developed under a 

resilience-oriented outlook seeking to showcase the proposed controller's improved performance. 

Section 6.4 presents this chapter's final remarks and conclusions. 

 

6.2 Proposed Resilience-Oriented D-PMU Based Frequency Controller 

 

Considering that the microgrid is in equilibrium condition for 𝑡 𝑡  when a sudden positive 

disturbance event leading to ∆𝑃〈𝒢〉 𝑡 0  𝑡 𝑡 𝑡  occurs. One can observe that given 

microgrids reduced inertia, frequency arrest and rebound actions effectiveness are conditioned 

to an extremely restrict interval 𝑡 ∈ 𝑡 , 𝑡  𝑡 𝑡|∆ , where the system frequency variation 

denoted by 𝜔 𝑡  presents a strictly monotonic decreasing behavior for 𝑡 ∈ 𝑡 , 𝑡 , ∆𝜔 𝜔

𝜔 𝑡 | 𝜔 𝑡 0 denotes the system frequency nadir variation. 

 

∆𝜔 𝑡 ∆𝜔 |𝜔 𝑡 0, 𝑡 𝑡 𝑡  (6.1) 

 

In this perspective, solutions based on power systems legacy infrastructure may not be 

suitable for microgrids’ application given these systems significant latency and low resolution, 

typically 2s 𝐹 6s ≫ 𝑡  for SCADA [49], where 𝐹  denotes the monitoring system 

resolution. However, this perspective can be significantly improved considering the novel 

monitoring perspectives enabled by D-PMUs. These units low latency and high resolution allow 

data to be made available quickly across the complete distribution system, i.e. s 𝐹

s ≪ 𝑡  [24].  

Capitalizing on these potential monitoring benefits while taking advantage of the 

increasing availability of flexible resources, this chapter proposes a novel expanded frequency 

control perspective focused on improving the resilience of islanded microgrids, (6.2a)-(6.2c). 

 

𝛿𝜔 〈ℱ〉 𝑡 𝑚 〈ℱ〉 ∙ ∆𝜔 𝑡 𝛿𝜔 〈ℱ〉 𝑡 𝛿𝜔 〈ℱ〉
‡ 𝑡  (6.2a) 

where, 

𝛿𝜔 〈ℱ〉 𝑡 lim
→

∆𝑃 〈𝒢〉 𝑡 ∆𝑃 〈𝒢〉 𝑡 +∆𝑃 〈ℱ〉 𝑡 =0 (6.2b) 
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𝛿𝜔 〈ℱ〉
‡ 𝑡 lim

→
∆𝑃 〈ℱ〉 𝑡 ∆𝑃 〈ℱ〉 𝑡 0  (6.2c) 

 

where 𝑚 〈ℱ〉 denotes flexible resource droop coefficient,  𝛿𝜔 〈ℱ〉 and 𝛿𝜔 〈ℱ〉
‡  are proposed frequency 

rebound and recovery control modules. 

The proposed controller is composed of decentralized and distributed architectures 

divided into three modules, each individually focused on improving a specific frequency regulation 

stage, respectively arrest, rebound and recovery. First, decentralized actions based on traditional 

droop control offer the microgrid an immediate response to the system frequency variation, 

i.e. 𝑚 〈ℱ〉 ∙ ∆𝜔 𝑡 . This action provides the microgrid with additional frequency arrest capacity, 

while necessary information for rebound and recovery modules action is not available, e.g. 

latency, delays and processing times imposed by monitoring and communication system non-

idealities. Next, distributed control actions capitalizing on the novel opportunities enabled by D-

PMU measurements are developed. These actions denoted by 𝛿𝜔 〈ℱ〉 and 𝛿𝜔 〈ℱ〉
‡  are respectively 

focused on the improvement of microgrids’ frequency rebound and recovery stages. For this, the 

rebound parcel 𝛿𝜔 〈ℱ〉 explores D-PMU ability to dynamically integrate power measurements to 

obtain a global foreknowledge of the system active power mismatch that leads to the frequency 

nadir operating condition, i.e. lim
→

∆𝑃 〈𝒢〉 𝑡 ∆𝑃 〈𝒢〉 𝑡 +∆𝑃 〈ℱ〉 𝑡 . This information allows the 

design of fast and precise rebound actions capable of significantly mitigating the frequency nadir. 

Following, the recovery term 𝛿𝜔 〈ℱ〉
‡  ensures the microgrid overall dynamic performance fine-

tuning. This term provides damping control commands seeking to guarantee effective frequency 

arrest and rebound actions, without jeopardizing the system stability or inserting undesired 

oscillatory modes during the recovery process. 

The proposed control actions design, as well as the system stability, are following detailed 

depicted. 

 

6.2.1 Proposed Controller Design 

 

From the manipulation of microgrid’s frequency response modeling (2.4), while aware of 

the multiple active agents participating in the process of frequency regulation, one can relate the 

system frequency variation at nadir condition as directly proportional to the generation/demand 
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power mismatch, i.e. lim
→

𝑚 〈𝒢〉 ∙ ∆𝜔 𝑡 ≈ lim
→

∆𝑃 〈𝒢〉 𝑡 + ∆𝑃 〈𝒢〉 𝑡 +∆𝑃 〈ℱ〉 𝑡   𝑚 〈𝒢〉 ≫ 𝐷 . In 

this sense, assuming that the system frequency nadir represents the worst-case scenario of 

steady-state condition, i.e. ∆𝜔 𝑡 ∆𝜔, ∀ 𝑡 𝑡 , while considering that the microgrid demand 

supply at steady-state is completely realized by frequency regulating reserves at a proportional 

sharing rate, i.e. design conditions (6.4)-(6.5). The corrective frequency rebound parcel 𝛿𝜔 〈ℱ〉 

can be represented as the mismatch between the unit expected steady-state operating condition, 

and its current generation contribution, (6.3). In this sense, a foreknowledge of the system 

operating condition at steady-state is necessary to perform this control design, i.e. lim
→

∆𝑃 〈𝒢〉 𝑡

〈𝒢〉

∑ 〈𝒢〉∈𝒢
∆𝑃 𝑡 . This is possible capitalizing on D-PMU monitoring high resolution, low latency 

and synchronized measurements. Overcoming previous restrictions imposed by legacy 

monitoring systems low-resolution measurements with significant time-skew, D-PMU 

measurements allows one to obtain a precise beforehand assessment of the system steady-state 

condition during the early stages of the system dynamics using distributed synchrophasor 

aggregation, i.e. ∆𝑃 〈𝒢〉
〈 〉 𝑡 𝐴 ∙∆𝑃〈𝒢〉 𝑡 lim

→
∆𝑃 〈𝒢〉 𝑡 .  

The complete formulation of  𝛿𝜔 〈ℱ〉 is available in (6.3)-(6.6) considering D-PMU 

monitoring and communication systems non-idealities, such as data processing delays, 

measurement resolution, sampling synchronization and communication latency.  

 

𝛿𝜔 〈ℱ〉 𝑡 lim
→

𝑚 〈𝒢〉∙∆𝜔 𝑡 𝐴 ∙∆𝑃〈𝒢〉 𝑡 ∆𝑃 〈𝒢〉 𝑡 ∆𝑃 〈ℱ〉 𝑡   (6.3) 

where, 

lim
→

∆𝑃 〈𝒢〉 𝑡 lim
→

∆𝑃 〈𝒢〉 𝑡 , ∀ 𝑖 ∈ 𝒢  (6.4) 

 

lim
→

∆𝑃 〈𝒢〉 𝑡
𝑚 〈𝒢〉

∑ 𝑚 〈𝒢〉∈𝒢
∆𝑃 𝑡 , ∀ 𝑖 ∈ 𝒢  

lim
→

𝑚 〈 〉∙∆𝑃 〈 〉 𝑡 𝑚 〈 〉∙∆𝑃 〈 〉 𝑡 0 

(6.5) 

 

∆𝑃 〈𝒢〉
〈 〉 𝑡 𝐴 ∙∆𝑃〈𝒢〉 𝑡

𝑚 〈𝒢〉

∑ 𝑚 〈𝒢〉∈𝒢
∆𝑃 𝑡𝒮 𝜀 𝜀 𝐴 ∙∆𝑃 〈𝒢〉 𝑡 ∙ 𝑑𝑡

〈 〉

∈𝒢
 

(6.6a) 
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𝐴 𝐴 , … , 𝐴   𝐴
𝑚 〈𝒢〉 ∙𝑎

∑ 𝑚 〈𝒢〉 ∙𝑎∈𝒢
, ∀ 𝑖, 𝑗 ∈ 𝒢  (6.6b) 

 

𝐴 𝑎  𝑎 1, ∀ 𝑖, 𝑗 ⊂ 𝒢𝒞; 𝑎 0, ∀ 𝑖, 𝑗 ∩ 𝒢𝒵 ∅ (6.6c) 

 

𝑡 max 𝑡 〈 〉
𝒮 𝜏 〈 〉 𝜏 〈 〉 𝑡 〈 〉  (6.6d) 

 

𝑡 〈 〉 𝑡 〈 〉
𝒮 𝑡 〈 〉

𝒮  (6.6e) 

 

𝑡 〈 〉
𝒮 𝑡 〈 〉 𝐹 〈 〉  (6.6f) 

 

where 𝐴 is a communication graph matrix presenting at least a spanning-tree topology, i.e. there 

is a path connecting the root node to all other nodes through a direct or indirect route [135]; 𝑡 〈 〉
𝒮  

and 𝑡 〈 〉  are sampling and processing times, 𝜏 〈 〉 and 𝜏 〈 〉 denote measurement latency and 

communication delays. 𝜀  denotes measurement dynamic aggregation error, featuring negligible 

influence under D-PMU based monitoring due to synchronized sampling, i.e. 𝑡 〈 〉 𝑡 〈 〉

𝑡 〈 〉 1𝑒 s ∀ 𝑖, 𝑗 ⊂ 𝒢𝒵 [24], while presenting significant deviations for legacy monitoring, i.e. 

𝑡 〈 〉 1s for SCADA systems [49]. 𝒢  and 𝒢𝒵 are sets collecting frequency regulating reserves 

and communication links. 

Next, given that fast variation on generation dispatch can compromise the system dynamic 

performance, introducing meaningful oscillatory modes, overshoots and possibly leading to the 

system instability. The second control module denoted by 𝛿𝜔 〈ℱ〉
‡  is developed. This module 

ensures a smooth recovery process while allowing a fast rebound perspective. For this, based on 

the proposed controller general design, (6.2a), while knowing that flexible resources contribution 

must vanish as the system approaches steady-state, i.e. lim
→

∆𝑃 〈𝒢〉 𝑡 lim
→

∆𝑃 〈𝒢〉 𝑡 ⇒

lim
→

𝛿𝜔 〈ℱ〉
‡ 0 (6.8), and the system must resume its operation at frequency reference level, 

(6.9). The control perspective depicted in (6.7) is proposed. This controller design provides 

counterbalancing actions that ensure flexible resources dispatch in phase with the system angular 

response. Therefore, as frequency regulating reserves take over flexible resources contribution 

during the recovery process, the controller 𝛿𝜔 〈ℱ〉
‡  is able to mitigate overacting rebound 
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commands 𝛿𝜔 〈ℱ〉. Yet, it does not compromise the system rebound performance, as it presents 

negligible contributions during the initial stages of frequency regulation post-disturbance, i.e. 

lim
→

𝛿𝜔 〈ℱ〉 𝑡 𝛿𝜔 〈ℱ〉 𝑡 lim
→

𝛿𝜔 〈ℱ〉
‡ 𝑡 0 , ∆𝜔 𝑡 0. 

 

𝛿𝜔 〈ℱ〉
‡ 𝑡 lim

→
𝑚 〈ℱ〉 ∙ ∆𝜔 𝑡 𝛿𝜔 〈ℱ〉 𝑡 𝛿𝜔 〈ℱ〉

‡ 𝑡 ∆𝑃 〈ℱ〉 𝑡  

0 ∆𝑃 〈ℱ〉 𝑡   
(6.7) 

where, 

lim
→

∆𝜔 𝑡 0, ∀  𝑖 ∈ 𝒩 (6.8) 

 

lim
→

∆𝑃 〈ℱ〉 𝑡 0, ∀  𝑖 ∈ 𝒢Γ lim
→

∆𝑃 〈𝒢〉 𝑡 〈𝒢〉

∑ 〈𝒢〉∈𝒢
∆𝑃 𝑡 , ∀ 𝑖 ∈ 𝒢    (6.9) 

 

where 𝒢Γ is the set collecting all microgrid flexible resources. 

 

The proposed controller block diagram representation is illustrated in Figure 6.1. 

 

Figure 6.1 Proposed control block diagram representation 
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6.2.2 Stability Analysis 

 

In this section, the proposed resilience-oriented D-PMU based frequency controller 

stability is demonstrated considering Lyapunov linear quadratic theory. For this, first, a general 

feedback state-space representation considering the proposed controller implementation is 

developed. 

 

𝑥 𝑡 A K ∙ C ∙ 𝑥 𝑡 Β ∙ 𝑢 𝑡  (6.10a) 

 

⎣
⎢
⎢
⎢
⎢
⎢
⎡ ∆𝛿

∆𝜔
∆𝑃〈 〉

∆Υ
∆𝑃〈 〉

∆Γ ⎦
⎥
⎥
⎥
⎥
⎥
⎤

⎝

⎜
⎜
⎛

⎣
⎢
⎢
⎢
⎢
⎡ 0

0
0
𝐾
0
0

ψ
𝒟 ∙ ℋ

0
0
0
0

0
ℋ
𝛵〈 〉

0
0
0

0
0

𝑇〈 〉

𝑇〈 〉

0
0

0
0
0
0
0
0

0
0
0
0
Τ〈 〉

2 ∙ Τ〈 〉

0
0
0
0

Τ〈 〉

Τ〈 〉⎦
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡

0
0
0

T〈 〉 ∙ ℳ〈 〉

0
T〈 〉 ∙ ℳ〈 〉⎦

⎥
⎥
⎥
⎥
⎤

∙

⎣
⎢
⎢
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⎡
0
𝐼
0
0
0
0⎦

⎥
⎥
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⎤

⎠

⎟
⎟
⎞

∙

⎣
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⎡

∆𝛿
∆𝜔

∆𝑃〈 〉

∆Υ
∆𝑃〈 〉

∆Γ ⎦
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡

0
ℋ
0

T〈 〉 ∙ 𝐼 2 ∙ 𝐴
0

T〈 〉 ∙ 𝐼 𝐴 ⎦
⎥
⎥
⎥
⎥
⎤

∙ ∆𝑃〈 〉 

(6.10b) 

 

 ∶ 𝒜 ∙ 𝑥 𝑡 Β ∙ 𝑢 𝑡  (6.10c) 

 

where 𝐾 𝜔 ∙ 𝑑𝑖𝑎𝑔 𝐾 ,〈 〉, … , 𝐾| |,〈 〉 ∙ T〈 〉 ∙ ℳ〈 〉. It should be noted that frequency 

regulating reserves regulator 𝛿𝜔 〈 〉 is considered based on Chapter 5. 

Next, a procedure similar to the one performed in [131] and Chapter 4 is held to eliminate 

the lack of uniqueness of absolute rotor angle and incorporate power flow equations into the state 

matrix, so that the system modeling depicted in (6.10) can be represented as the linear state-

space descriptor system (6.11).  

 

𝑥 𝑡 𝒜 Β ∙ 𝒦 ∙ 𝑥 𝑡  |𝑢 𝑡 𝒦 ∙ 𝑥 𝑡  (6.11a) 

 

𝒦 𝒦 0  𝒦
1 0

1|𝒢 | 𝑑𝑖𝑎𝑔 1|𝒢 |
∙

𝜕𝑃〈 〉

𝜕𝛿
 (6.11b) 
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where 𝑃〈𝒢〉 and 𝒦  formulation derivations are available in [122] and [131]. 

 

This representation allows one to conveniently analyze the system stability applying the 

Lyapunov direct method. In this sense, the system is naturally demonstrated stable by the 

Lyapunov function V 𝑥 , (6.12a), given that matrix 𝑃 is positive definite and satisfies Lyapunov 

inequality (6.12c). These results are overviewed in Appendix C.  

 

V 𝑥 =𝑥 ∙ 𝑃 ∙ 𝑥 (6.12a) 

 

V 𝑥 =𝑥 ∙ 𝒜 Β∙𝒦 ∙𝑃 𝑃∙ 𝒜 Β∙𝒦 ∙ 𝑥 𝑥 ∙ 𝑄 ∙ 𝑥 (6.12b) 

 

𝒜 Β∙𝒦 ∙𝑃 𝑃∙ 𝒜 Β∙𝒦 𝑄 0 (6.12c) 

 

𝐴 𝛣 ∙ 𝐾
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0
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0
0
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2 ∙ T〈 〉

0
0
0
0

T〈 〉

T〈 〉⎦
⎥
⎥
⎥
⎥
⎤

 (6.12d) 

 

where 𝛹〈 〉 T〈 〉 ∙ 𝐼 𝐴 ∙ 𝐾 , Ψ〈ℱ〉 T〈 〉∙ 𝐼 2∙𝐴 ∙𝒦 . 

 

6.3 Results 

 

In this section, the proposed controller performance is verified for critical scenarios under 

the resilience outlook. The developed case-studies present a comparative analysis between the 

proposed method and controllers [9],[97], and Chapter 5 where 𝒞  represents the proposed 

controller, 𝒞  and 𝒞  are comparative state-of-art synchrophasor-based frequency controllers 

considering supplemental frequency support from flexible resources, i.e. [97], and integrated 

primary and secondary frequency regulation, i.e. Chapter 5, while 𝒞  depicts legacy power system 

benchmark solution, i.e. [9]. It should be noted that controller 𝒞  does not consider voltage control, 

whereas controllers 𝒞  and 𝒞  do not consider flexible resources participation in frequency 

regulation. To perform this analysis, the IEEE 123-bus test system [127] is considered featuring 

modifications to emulate microgrid’s cyber-physical aspects, including multiple active agents, i.e. 
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dispatchable and non-dispatchable units, flexible resources and protection schemes providing 

three levels of under-frequency load shedding (UFLS). Flexible resources are considered as ESA 

models located at each node with controllable generators. As well, monitoring and communication 

systems non-idealities such as measurements resolution, latency and synchronization, 

processing time and communication delays are considered. Details regarding these aspects are 

available in Appendix C.  

For this, three main analyses are performed. First, the proposed controller improved 

capacity is demonstrated. In this case-study, the microgrid is assumed to be initially operating 

connected to the main grid when at T 0s an upstream fault occurs leading to the system 

islanding. During this event, the microgrid is operating under a meaningful deficit between local 

generation and demand, i.e. 30% of the microgrid demand is supplied by the main grid. In 

addition, aware of power-electronics interfaced renewable units sensitivity to large frequency 

events [139], a cascade incident at T 15s is considered to represent the possibility of 

renewable energy sources being unintendedly disconnected. This event leads to a loss of 27.5% 

of the microgrid total local generation. Next, a sensitivity analysis is held considering events within 

the maximum disturbance capacity (MDC) that the microgrid can withstand before activating the 

first level of the UFLS safety net, 𝜔 𝜔〈 〉| ∆𝑃 MDC. This case-study demonstrates the 

proposed controller performance and stability for general cases, presenting a detailed analysis of 

the microgrid behavior, including modes sensitivity and motion, [121],[140]-[141]. Following, the 

proposed controller response is verified for a critical loading event characterized by a large motor 

start during islanded operation. 

 

6.3.1 Performance Evaluation 

 

Obtained results are illustrated in Figure 6.2-5.5. From Figure 6.2 one can draw 

conclusions regarding the microgrid complete frequency regulation performance, including arrest, 

rebound, recovery and steady-state operation; as well as, determine frequency violations of 

protection limits leading to the activation of UFLS schemes. In Figure 6.3 frequency regulating 

reserves operation are detailed depicted. These results demonstrate the individual response of 

each generator and microgrid’s overall service capacity considering the impact of possible 

activations of UFLS protection schemes. In Figure 6.4 flexible resources contributions toward the 

process of frequency regulation are illustrated. It should be noticed that controllers 𝒞 𝒞  are 
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not represented as they do not address the possibility of flexible resources participation in the 

process of frequency regulation. In Figure 6.5 the microgrid voltage response is depicted 

considering the proposed controller application. The microgrid voltage control is performed based 

on the average voltage regulation theory depicted in [16] and the proposed controller in Chapter 

5. As one may observe, the microgrid voltage is fully compliant with power quality standards, i.e. 

the system average voltage 𝑉〈 〉 is reestablished to reference level and local voltage deviations 

∆𝑉  are kept within satisfactory limits, lim
→

∆𝑉〈 〉 𝑡 = 0  lim
→

|∆𝑉 𝑡 | 𝜏 ∀ 𝑖, typically 𝜏 = 5% 

[16]. 

The obtained results indicate that the proposed method is able to significantly enhance 

microgrids' overall frequency regulation and resilience, successfully riding through both critical 

events without compromising the system service capacity. A feature not achievable considering 

controllers 𝒞 𝒞 . Detailed discussions for each event are available in the following sections. 

 
Figure 6.2 Microgrid frequency response 
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(b) 

 

(c) 

 

(d) 

Figure 6.3 Frequency regulating reserves operation: (a) proposed controller - 𝓒𝒓𝒆𝒇; (b) ref. [97] - 𝓒𝟏; 

(c) Chapter 5 - 𝓒𝟐; (d) ref. [9] - 𝓒𝟑 

 

Time (s)

0 5 10 15 20 25 30

0.0

0.4

0.6

1.0

1.4

0.8

1.2

0.2

 (
p
.u

.)
�P

  e <     >G

1 2 3

5 64 �P  
e

<            >MG

�P  
e,

<            >MG

�P  
e

<                    >UFLS

T<                    >UFLS

2T<                    >UFLS

1

Time (s)

0 5 10 15 20 25 30

0.0

0.4

0.6

1.0

1.4

0.8

1.2

0.2

 (
p
.u

.)
�P

  e <     >G

�P  
e

<                    >UFLS

T<                    >UFLS

11

1 2 3

5 64 �P  
e

<            >MG

�P  
e,

<            >MG

Time (s)

0 5 10 15 20 25 30

0.0

0.4

0.6

1.0

1.4

0.8

1.2

0.2

 (
p

.u
.)

�P
  e <     >G

�P  
e

<                    >UFLST<                    >UFLS

1T
1 2 3

5 64 �P  
e

<            >MG

�P  
e,

<            >MG

T<                    >UFLS

2



 

 

118 

 

(a) 

 

(b) 

Figure 6.4 Flexible resources operation: (a) proposed controller - 𝓒𝒓𝒆𝒇; (b) ref. [97] - 𝓒𝟏 

 

 

Figure 6.5 Microgrid voltage response for the proposed controller 
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6.3.1.1 Islanding Analysis 

 

First, analyzing Figure 6.2-6.4 during the interval T t T  one can observe that the 

proposed controller is able to significantly enhance the microgrid’s resilience, while providing a 

general improvement of the frequency regulation process, including arrest, rebound and recovery 

stages. These outcomes are enabled by the proposed controller's dedicated rebound and 

recovery modules. First, based on the foreknowledge of the microgrid generation/demand power 

mismatch (6.3), the proposed controller is able to precisely dispatch flexible resources in a way 

that significantly speeds up the system frequency rebound, i.e. Τ𝒞 〈∆ 〉 0.44s ≪ Τ𝒸〈∆ 〉∀ 𝒸 ∈

𝒞|𝒞 𝒞 , 𝒞 , 𝒞 , Τ𝒞〈∆ 〉 0.62, 0.67, 0.76 s, where Τ𝒸〈∆ 〉
∙  represents the frequency rebound 

time and 𝒸 is a generic controller index. Consequently, meaningfully reducing the frequency nadir 

and avoiding the activation of UFLS protection schemes, i.e. 𝜔 𝒞 59.4Hz 𝜔〈 〉, where 

𝜔〈 〉 is the UFLS activation setpoint. Next, as frequency regulating reserves take on flexible 

resources contribution, the recovery module ensures a seamless transition, guaranteeing a 

smooth frequency recovery process toward the reference level.  In contrast, controllers 𝒞 𝒞  

are unable to regulate the microgrid without activating UFLS protection schemes, respectively 

controllers 𝒞  and 𝒞  require the activation of the first level of UFLS, i.e. 𝜔𝒸 𝑡

𝜔〈 〉  𝒸 ∈ 𝒞 , 𝒞 , 𝑡 ∈ 𝑡〈 〉, 𝑡〈 〉 𝑡〈 〉 , where 𝑡〈 〉
∙  and 𝑡〈 〉 are the time of UFLS 

setpoint violation and delay, typically 𝑡 300 ms [142], and controller 𝒞  leads to the 

activation of two UFLS levels, i.e. 𝜔𝒞 𝑡 𝜔〈 〉   𝑡 ∈ 𝑡〈 〉, 𝑡〈 〉 𝑡〈 〉 . This occur as 

controller 𝒞  corrective actions present significant latency due to estimation processing time, 

which jeopardize its rebound response in low inertia environments. Next, controllers 𝒞 𝒞  do 

not consider the participation of flexible resources, in this sense being majorly dependent on the 

system inertial response and corrective actions effectiveness. The last can be observed by the 

controller 𝒞  performance, which features a significant natural reduction of the system frequency 

nadir due to its fast integrated performance of primary and secondary control actions.  

 

6.3.1.2 Cascade Event Analysis 

 

Next, analyzing Figure 6.2-6.4 during the interval t T , it is observed that the proposed 
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controller is able to meaningfully improve microgrids’ resilience in face of cascade events. In this 

sense, besides the direct resilience benefit obtained through the improvement of microgrids 

frequency rebound capacity, i.e.  𝜔 𝒞⨁ 𝑡 >𝜔〈 〉>𝜔𝒞 𝑡 ⇒ ∆𝑃 𝒞⨁〈 〉 𝑡 ≫ ∆𝑃𝒞〈 〉 𝑡  |T 𝑡

T . The proposed controller ability to quickly reestablish the system operation to reference level 

while nullifying flexible resources contribution, (6.8)-(6.9), leads to a meaningful increase in the 

availability of flexible reserves under power and energy outlooks, i.e. ∆𝑃𝒞 〈ℱ〉 𝑡 ∙ 𝑑𝑡 ≫

∆𝑃𝒞 〈ℱ〉 𝑡 ∙ 𝑑𝑡 ∆𝑃𝒸〈ℱ〉 ∆𝑃𝒸〈ℱ〉 ∆𝑃𝒞 〈ℱ〉 𝑡 , and ∆𝐸𝒞 〈ℱ〉 𝑡 ≪ ∆E𝒞 〈ℱ〉 𝑡 ∆E𝒸〈ℱ〉 𝑡

∆𝑃𝒸〈ℱ〉 𝑡 ∙ 𝑑𝑡, where ∆𝑃𝒸〈ℱ〉 and ∆E𝒸〈ℱ〉 are flexible resources maximum available rated power 

for dispatch and consumed energy considering a generic controller 𝒸. In this sense, a twofold 

perspective is obtained: 1) First, flexible resources economic benefit is considerably enhanced, 

as one can provide a significantly improved frequency regulation perspective with lower energy 

and rated power requirements; 2) Second, the system resilience to cascade events is 

meaningfully improved due to the greater availability of frequency reserves during extended 

regulation periods. This perspective is clearly observed in Figure 6.4, where one can identify the 

proposed controller reduced energy requirements and higher availability of flexible resources in 

comparison to the controller 𝒞 . Consequently leading to a greater system resilience, as it 

completely avoids the triggering of UFLS protection, whereas controller 𝒞  is forced to activate 

the second level of UFLS due to the lack of flexible resources availability, Figure 6.2-6.4. 

A summary of the main performance aspects under a resilience-oriented outlook is 

presented in Table 6.1. As one may observe, the proposed approach leads to an overall 

improvement of microgrid’s resilience, including significantly higher frequency rebound capacity, 

meaningfully improved service capacity, and considerably lower flexibility requirements.  

 

Table 6.1 Comparative resilience evaluation for the proposed controller 

 
𝑈𝐹𝐿𝑆 Τ〈 〉 

(s) 

Τ〈 〉 

(s) 

𝜔  

(Hz) 

∆𝑃  

(p.u.) 

∆𝐸𝒸〈ℱ〉 

(kVAh) 

𝜔〈 〉  

(Hz) 

Improvement 

1 2 3 ∆𝜔 ∆𝑃  ∆𝐸𝒸〈ℱ〉 

𝒞       59.4 1.33 2.31 60.0    

𝒞  ✔ ✔  0.66 15.96 58.9 0.84 32.55 59.7 45% 58% 93% 

𝒞  ✔   0.69  59.1 1.06  60.0 33% 25%  

𝒞  ✔ ✔  0.65 0.94 58.6 0.84  59.4 57% 58%  
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6.3.1.3 Sensitivity Analysis 

 

In this section, a sensitivity analysis is held to demonstrate the proposed controller 

performance and stability for various scenarios. For this, multiple disruptive events 𝜁  

representative of the microgrid MDC is considered, where 𝜁 𝛼 ∙ MDC | 0 𝛼  1 and 

𝛼  represents the event disruption coefficient. Obtained results are depicted in Figure 6.6-6.8 

and Table 6.2.  

Figure 6.6-6.7 describe the microgrid response for two selected events extracted from the 

sensitivity analysis, respectively 𝛼 25%, 75% . The results obtained illustrate the capacity 

of the proposed controller to achieve significantly improved dynamic responses. From Figure 6.6, 

one may observe that the microgrid frequency nadir is significantly reduced by the proposed 

controller, i.e. ∆𝜔 is 33%, 29%  lower in comparison with the state-of-art controller 𝒞 . The 

system operation is quickly reestablished to steady-state reference level, lim
→

∆𝜔 𝑡 = 0, whereas 

state-of-art controller 𝒞  presents substantial steady-state frequency deviations, i.e. 

lim
→

∆𝜔 𝑡 = {10%, 30%}∙𝜏 , typically 𝜏 0.1Hz [143]. In addition, a significant improvement in 

the overall microgrid dynamic response is observed, as the proposed controller is able to 

completely mitigate overshoot and oscillations, Figure 6.6-6.7. As well, in Figure 6.7 it is shown 

that the microgrid voltage regulation is maintained within satisfactory power quality standards 

throughout the operation. For this analysis, voltage regulation is performed considering the 

voltage controller developed in Chapter 5. 

Next, in Figure 6.8 microgrid modes are depicted using markers ‘+’ while arrows indicate 

the direction of motion obtained from the sensitivity analysis for a load increase direction, 

i.e. lim
→

𝜁 MDC. First, based on Figure 6.8  it is observed that all modes are contained within 

the left half-plane demonstrating a stable system response. In addition, modes motion is quite 

minimum throughout the complete sensitivity analysis, i.e.  0 𝛼  1, demonstrating the 

proposed controller stability for general operating conditions within the microgrid designed MDC. 

This perspective is further illustrated by the sensitivity of the modes depicted in Table 6.2. As one 

can observe, the modes mainly associated with the proposed controller are moving further to the 

left. On the other hand, modes moving to the right are the ones associated with the system states, 

as is an expected behavior of the microgrid for a load increase direction as previously described 

in [121],[140]. 
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(a) 

 

(b) 

Figure 6.6 Microgrid frequency response for selected events extracted from the sensitivity analysis: 

(a) 𝜶𝑴𝑫𝑪 𝟐𝟓%; (b) 𝜶𝑴𝑫𝑪 𝟕𝟓% 

 

 

(a)                                                          (b) 

Figure 6.7 Microgrid voltage response for selected events extracted from the sensitivity analysis – 

proposed controller: (a) 𝜶𝑴𝑫𝑪 𝟐𝟓%; (b) 𝜶𝑴𝑫𝑪 𝟕𝟓% 
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Figure 6.8 Microgrid modes and motion – proposed controller, 𝐥𝐢𝐦
𝜶𝑴𝑫𝑪→𝟏

𝜻𝒊 𝐌𝐃𝐂 

 

Table 6.2 Modes sensitivity to system states 

Modes 
States participation factor Main 

States 𝛿 𝜔 𝑃〈𝒢〉 Υ 𝑃〈ℱ〉 Γ 

𝜆 , 𝜆  0.47 0.50 0.01 0.01 0.00 0.00 𝜔, 𝛿 

𝜆  0.22 0.27 0.13 0.39 0.00 0.00 Υ, 𝜔, 𝛿 

𝜆  0.06 0.04 0.43 0.47 0.00 0.00 Υ, 𝑃〈𝒢〉 

𝜆  0.02 0.01 0.14 0.82 0.00 0.00 Υ 

𝜆  0.02 0.00 0.85 0.13 0.00 0.00 𝑃〈𝒢〉 

𝜆  0.00 0.00 0.00 0.00 0.50 0.50 𝑃〈ℱ〉, Γ 

 

 

6.3.1.4 Motor Start 

 

Next, the proposed controller behavior for a large motor start during islanded operation is 

analyzed. The developed case study considers that the microgrid is initially operating islanded 

when at T 0s a large motor start occurs. The motor parameters and modeling are depicted in 

Appendix C, while obtained results are illustrated in Figure 6.9-6.10. Analyzing Figure 6.9 it is 

possible to observe that the proposed controller is able to ensure stable frequency and voltage 

dynamic operations, quickly resuming the microgrid frequency and voltage levels to desired 

steady-state conditions, i.e. lim
→

∆𝜔 𝑡 = 0 and lim
→

∆𝑉〈 〉 𝑡 = 0  lim
→

|∆𝑉 𝑡 | 𝜏 ∀ 𝑖. In 
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addition, Figure 6.10 shows the proposed controller capacity to successfully perform proportional 

power sharing between generating units, as flexible resources contribution nullifies approaching 

steady-state condition, i.e. lim
→

𝑚 〈 〉∙∆𝑃 〈 〉 𝑡 𝑚 〈 〉∙∆𝑃 〈 〉 𝑡 0 , ∀ 𝑖 ∈ 𝒢  and 

lim
→

∆𝑃 〈ℱ〉 𝑡 0, ∀  𝑖 ∈ 𝒢Γ. 

 

 

(a)                                                           (b) 

Figure 6.9 Microgrid behavior during a motor start: (a) frequency response; (b) voltage response – 

proposed controller 

 

 

(a) 

 

(b) 

Figure 6.10 Microgrid power sharing during a motor start – proposed controller: (a) generating 

units; (b) flexible resources 
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6.4 Discussions 

 

In this chapter, a new frequency regulation perspective focused on the improvement of 

power system resilience is developed. The proposed approach capitalizes on the novel 

opportunities enabled by D-PMU monitoring to overcome limitations in the current literature state-

of-art that restrict the potential of harnessing flexible resources to support microgrids resilience. 

Stability analyses are held and comparative case-studies with state-of-art and benchmark 

solutions are performed. Obtained results indicate that the proposed D-PMU based controller can 

meaningfully improve the system frequency rebound capacity without compromising its dynamic 

performance, leading to a smooth recovery process toward steady-state realization. This 

perspective provides a significant enhancement of microgrids' resilience to critical events, 

mitigating the activation of protection schemes due to the meaningful reduction in frequency nadir 

excursions. Moreover, the proposed controller's ability to quickly resume the system operation to 

steady-state condition while nullifying flexible resources contributions greatly enhance the 

availability of flexible reserves during the frequency regulation process. This result leads to a 

twofold outcome: 1) meaningful improvement of microgrids resilience to cascade events; 2) 

significant enhancement of flexible resources economic benefit. In this sense, this chapter’s main 

contributions are following listed. 

- Novel resilience-oriented D-PMU based frequency regulation perspective exploiting 

flexible resources support 

- Improvement of islanded microgrids frequency regulation process including arrest, 

rebound and recovery stages 

- Increased availability of flexible reserves during frequency regulation process under both 

power and energy outlooks 

- Enhanced microgrid resilience to single and cascade large scale disruptive events 
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7. Chapter 7: Conclusion 
  

 

7.1 Summary and Conclusions 

 

In Chapter 3 a new outlook for secondary frequency regulation in islanded microgrids 

denoted as conservation frequency reduction is developed. The proposed approach exploits the 

frequency dependency characteristics of microgrids by intentionally reducing the reference 

frequency setpoint of the islanded network in a controllable way to decrease the network’s 

demand and improve its autonomy capacity, i.e. ability to supply its demand in islanded mode; 

while ensuring the system operation is kept within permissible limits. Simulation case-studies 

indicate that the proposed approach is able to significantly enhance islanded microgrids' 

autonomy capacity while guaranteeing its frequency of operation within satisfactory dynamic and 

steady-state limits. 

In Chapter 4 a novel centralized frequency controller for distributed energy resources 

operating in stand-alone mode is developed. The proposed approach takes advantage of the high 

resolution, low latency and time-stamped synchronized measurements of D-PMUs to iteratively 

adjust generators' contribution, considering the D-PMU-based derived active power information, 

in a way that improves the dynamics of the islanded microgrid frequency regulation. These 

adjustments are performed using a novel adaptive time-variable droop characteristic capable of 

significantly speeding up secondary frequency regulation, mitigating oscillations and reducing 

frequency nadir. The proposed secondary frequency control can be held after the stabilization of 

the primary control, as well as simultaneously with primary frequency regulation. Simulation case-

studies had shown the effectiveness of the proposed approach in significantly improving the 

frequency regulation of islanded microgrids.  

In Chapter 5, a novel distributed control paradigm based on D-PMUs monitoring is 

developed seeking the improvement of frequency and voltage regulation of DERs in islanded 

microgrids. For this, first, a novel strategy denoted synchrophasor aggregation is proposed. This 

strategy takes advantage of the high resolution, low latency and time-stamped synchronized 

measurements provided by D-PMUs to obtain a local foreknowledge of DERs' steady-state 

operating condition during the system dynamics. Based on this information, novel measurement-

based distributed control parcels are developed to provide stabilizing and corrective adjustments 

of generators' contribution. These controllers are able to effectively improve DERs' dynamic 
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performance, i.e. damping oscillations, overshoot and frequency nadir, while significantly 

speeding up the realization of steady-state goals. Comparative case-studies with state-of-art 

controllers, as well as with traditional SCADA systems, are conducted to evaluate the 

performance and robustness of the proposed controller under different scenarios, including: 

loading variation, communication failure, loss of generation, and plug-and-play capacity. 

Simulation case-studies showcase the proposed controller's ability to significantly improve 

islanded microgrid regulation.  

In Chapter 6, a novel frequency regulation outlook focused on the improvement of islanded 

microgrids resilience is developed. The proposed method takes advantage of power systems 

enhanced situation awareness enabled by D-PMUs monitoring to overcome current design 

boundaries that limit an effective harnessing of flexible resources potential to support microgrids 

resilience. For this, capitalizing on D-PMUs high resolution, low latency and time synchronized 

measurements, a beforehand assessment of the power mismatch leading the microgrid to 

frequency nadir condition is achievable during the early stages of the system dynamics. Based 

on this information, new measurement-based control modules are designed to address individual 

stages of the frequency regulation process in a dedicated manner, respectively arrest, rebound 

and recovery stages. These controllers provide a significant improvement of the microgrid’s 

frequency arrest and rebound ability while ensuring a smooth recovery process toward the 

system's steady-state realization. The proposed approach stability is mathematically 

demonstrated and comparative case-studies developed considering monitoring and 

communication systems non-idealities. Simulation case-studies indicate the proposed controller's 

superior ability to address single and cascade large-scale disturbances, while simultaneously 

providing an improved frequency regulation performance and greater economic benefit for flexible 

resource support. 

   

7.2 Contributions 

 

The main contribution of this thesis is characterized by its ability to capitalize on advanced 

monitoring provided by D-PMUs to improve islanded microgrids operation and reduce necessary 

generating reserves, including: autonomy, control performance and resilience perspectives. A 

detailed description of the main improvements is following listed.  

- Enhancement of islanded microgrids autonomy capacity through flexibilization of 

microgrids operating frequency setpoint: The proposed CFRC provides secondary control actions 
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based on the availability of local energy resources and the expected reconnection time to 

adaptively determine the most effective microgrid frequency operating level. This significantly 

improves the microgrid ability to harness its frequency dependency towards the improvement of 

its autonomy capacity.  

- Improvement of microgrids frequency rebound: After a disturbance, the information 

provided by the D-PMUs measurements, during the microgrid dynamics, allows for the 

foreknowledge of the generator's steady-state operating condition. This knowledge is used by a 

static parcel in the proposed D-PMU based centralized controller to affect rapid adjustments to 

the governors of the DERs in a way that allows for the reduction of the system frequency nadir, 

consequently meaningfully improving microgrids frequency rebound. 

- Mitigation of oscillations and overshoot during microgrids dynamics: The high resolution 

and low latency measurements of DERs’ active power contribution provided by the D-PMUs 

during the microgrid dynamics, in association with the previously mentioned ability to foresee the 

generators steady-state condition, are used by a dynamic parcel in the proposed controller to 

enable the controller adjustment of DERs governors without a consequent increase in oscillations, 

whereas these dynamic adjustments are not possible for traditional controllers solely dependent 

on the frequency deviation information. The proposed dynamic parcel uses the mismatch 

between the expected steady-state operating condition and the actual DER contribution to 

dynamically counterweight excessive accelerations and speed-up slow responses in the DERs 

governors’ adjustments. 

- Improvement of microgrids frequency recovery speed: The use of the D-PMUs high 

resolution and low latency measurements with the aforementioned static and dynamic parcels of 

the proposed controllers lead to an overall improvement in the microgrid frequency response, 

allowing for fewer deviations and faster frequency recovery speed. 

- Improvement of DERs dynamic response: Considering the information enabled by D-

PMU monitoring and respectively proposed dedicated corrective and stabilizing actions of the 

proposed D-PMU based distributed controller. Tailored control commands representative of each 

DERs’ actual and expected steady-state operating condition is obtained. These commands 

significantly improve DERs' dynamic performance, i.e. reduces oscillations, frequency nadir, 

overshoot and recovery time.  

- Sustained effectiveness of microgrid controllers performance: The proposed controllers' 

measurement-based parcels are representative of both local and global system variations. In this 

sense, allowing the proposed frequency and voltage controllers to sustain their performance 

effectiveness for a wide range of system requests. This perspective is verified by several case-
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studies for variations on loading conditions, communication changes, generation loss and plug-

and-play.  

- Higher resilience to single large-scale and cascade disruptive events: Capitalizing on 

flexible resources ability to be quickly dispatched in association with D-PMUs advanced 

monitoring and control solutions, significant improvements on microgrids resilience can be 

achieved without requirements for additional frequency response reserves. 

 

7.3 Directions for Future Works 

 

In continuation of this work, the following topics are suggested as future works: 

 

- Extend the proposed methods to include non-periodic communication strategies: 

The proposed controllers present periodic sampling with continuous communication of 

measured information. This perspective can demand significant investments in communication 

infrastructures capabilities, e.g. large bandwidth, due to the high usage of communication 

channels. This perspective becomes especially critical as the size of the microgrids and the 

penetration of DERs increase. In this sense, the consideration of alternative communication 

strategies within the proposed controllers has the potential to significantly alleviate 

communication channels burden due to the handling of communication in a non-periodic manner. 

This for instance can significantly reduce communication requirements imposed by the proposed 

controllers toward their application to microgrid environments with large penetration of DERs. 

 

- Use state-estimation to improve robustness in face of loss of situation awareness:  

The proposed controllers provide meaningful regulation capabilities over islanded 

microgrids' local resources. For this, they demand measurement information of all controllable 

resources in the system, a critical aspect that can be compromised in case of failures in the 

monitoring systems. In this sense, the application of state-estimation algorithms can significantly 

improve the proposed controllers' robustness. Through those algorithms, necessary information 

about system variables’ operating conditions can be accessible in case of selected failures in the 

monitoring systems. Thus, allowing the proposed controllers to effectively operate in case of loss 

of situation awareness, and consequently, improve islanded microgrids' robustness. 
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- Incorporate energy management strategies toward local resources optimal dispatch:  

The proposed controllers are focused on microgrids' technical regulation aspects, i.e. 

dynamic performance and steady-state realization. In this sense, a natural and important 

extension of these controllers includes the integration of energy management strategies. Energy 

management systems are focused on determining operating conditions that guarantee the 

optimal economic dispatch of local resources. Therefore, the association of this control stage 

enables the microgrid economic operation, an important feature that complements the technical 

regulation perspective addressed in this thesis. 
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Appendices 

A.  

Appendix A 

Appendix A.1  Linear Quadratic Lyapunov Theory 

 

Theorem 1 (Lyapunov’s Direct Method Stability Theorem) 

Let V 𝑥, 𝑡  be a non-negative function with derivative V 𝑥, 𝑡  along the trajectories of the 

system. If, 

 V 𝑥, 𝑡  is positive definite and decrescent; and  

 V 𝑥, 𝑡  is positive definite (p.d.). 

Then the system is uniformly asymptotically stable. 

 

From the Linear Quadratic Lyapunov Theory, the following Lyapunov candidate function 

is assumed [132],[144]. 

V 𝑥 =𝑥 ∙ 𝑃 ∙ 𝑥 (A.1a) 

 

V 𝑥 =𝑥 ∙ A ∙ 𝑃 𝑃 ∙ A ∙ 𝑥 𝑥 ∙ 𝑄 ∙ 𝑥 (A.1b) 

 

Based on (A.1a)-(A.1b), one can show that the LMI (4.20) can be explicitly solved by (A.2) 

 

Q = A ∙ 𝑃 𝑃 ∙ A  (A.2) 

 

Defining 𝑄 as a positive definite (p.d.) matrix I, where I is an identity matrix of adequate 

size one can automatically prove that V 𝑥  is p.d., satisfying the second half of Theorem 1. 

The first half condition is achieved by determining a symmetric p.d. matrix, 𝑃 𝑃 , 𝑃 0, which 

is obtained by solving the linear system (4.19). The steps to solve this problem are available in 

[132]. For the case study developed in Section 4.4.1, the following symmetric p.d. matrix P 

proves the system stability. 
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P  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
386881.64 26.83
    26.83 57.63

 0.00
0.14

 0.14
0.14

       0.00   0.14 0.36 0.05
       0.14    0.14 0.05 0.88

291.97
0.24

292.05
4.56

546.25
13.33

   0.15 1.14 1.50
  0.14 0.96 10.78

163.58
15.21
5.13

3.99
291.97 0.24      0.15   0.14
292.05   4.56    1.14  0.96

546.25   13.33   1.50 10.78

 4.82        2.08      2.50
 2.08        20.88       40.90
 2.50        40.90      194.47

0.43
20.73
16.18

163.58 15.21 5.13    3.99 0.43     20.73     16.18 106.64 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 

Appendix A.2  Communication Parameters and Technically Viable Set of Operating 

Conditions 

 

Table A.1 D-PMU PERFORMANCE PARAMETERS BASED ON IEEE STD C37.118.1-2011 [24],[25] 

Fs Update Reporting 

latency* 

Time 

skew 

Network 

latency [25] 

Total latency 

60 𝑠  1/𝐹𝑠 2/𝐹𝑠 ~0 40 𝑚𝑠  73 𝑚𝑠  

*P-TYPE; 

 

Table A.2 SCADA PERFORMANCE PARAMETERS BASED ON IEEE Std C37.1-2007 [49] 

 Update Latency Time skew Total latency 

AGC 2 𝑠  1 𝑠  1 𝑠  2 𝑠  

 

Table A.3 Frequency technically viable set of operating conditions [124] 

𝑡 𝑠  𝑡 +5 𝑡 +10 𝑡 +30 𝑡∗ 𝑡∗ 

Ω 𝑡  (Hz) 63.5 63.5 62.0 60.5 60.1 

Ω 𝑡  (Hz) 56.5 57.5 58.5 59.5 59.9 

𝑡∗ represents a steady-state operating condition 
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Appendix A.3  Case Studies Parameters of DERs and Controllers  

 

 IEEE 34-bus test system 

 

Table A.4 Synchronous generators and controllers parameters IEEE 34 bus 

𝒢  Bus 𝐻  𝐷  т ,〈 〉 т ,〈 〉 𝑚  𝐾 ,〈 〉  𝑘  𝑘  

𝒢  800 1.01 2.0 0.30 0.2 0.05 0.005  0.15 0.17 

𝒢  840 2.26 2.0 4.64 0.2 0.05 0.005  0.15 0.17 

 

 IEEE 123-bus test system 

 

Table A.5 Synchronous generators parameters IEEE 123 bus 

𝒢  Bus 𝐻  𝐷  т ,〈 〉 т ,〈 〉 𝑚  

𝒢  149 3.12 2.0 0.56 0.17 0.025 

𝒢  13 3.82 2.0 4.80 0.42 0.025 

𝒢  52 2.26 2.0 4.64 0.50 0.025 

𝒢  35 2.00 2.0 0.26 0.20 0.050 

𝒢  47 1.18 2.0 0.42 0.18 0.050 

𝒢  25 3.12 2.0 3.35 0.38 0.050 

𝒢  108 1.00 2.0 1.80 0.20 0.100 

𝒢  197 3.82 2.0 4.80 0.41 0.100 

𝒢  67 1.83 2.0 0.75 0.31 0.100 

 

The following parameters correspond to the simulated controllers' settings. Proposed 

controller, 𝐾 ,〈 〉 0.005, ∀ 𝑖 ∈ 𝒢 ; Reference [15], 𝑘 0.10,  𝑘 0.15. Reference [88], 𝑎

|𝒢 |
, ∀ 𝑖, 𝑗 ⊂ 𝒢 , 𝑎 1, ∀ 𝑖, 𝑗 ⊂ 𝒢 ; 𝑏 1, ∀ 𝑖, 𝑗 ⊂ 𝒢 , 𝑘 0.02, 𝛼 0.85, 𝛾 0.05, 𝛿

0.15, 𝛿 0.2, 𝐾 0.015, ∀ 𝑖 ∈ 𝒢 . 
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Appendix B 

Appendix B.1  Proposed Controller Design Conditions and Stability 

 

 In this Appendix, the proposed frequency and voltage controllers’ asymptotic stability and 

design conditions derivation are detailed depicted. These developments are based on the 

satisfaction of Routh-Hurwitz stability criteria (B.1a)-(B.1d) [138]. In this sense, the fulfillment of 

criteria (B.1a)-(B.1d) ensures the asymptotic stability of the proposed controllers, while providing 

constraints to the definition of selection intervals for the proposed controller parameters, i.e. 

design conditions. 

 

𝑎 0 (B.1a) 

 

𝑎 ∙𝑎 𝑎 ∙𝑎 0 (B.1b) 

 

𝑎 ∙𝑎 𝑎 ∙𝑎 ∙𝑎 𝑎 ∙𝑎 0 (B.1c) 

 

𝑎 0 (B.1d) 

where 𝐷 𝑠 𝑎 𝑎 ∙𝑠 𝑎 ∙𝑠 ⋯ +𝑎 ∙𝑠  |𝑎 0, ∀ 𝑖 ∈ 0, 𝑛 . 

 

 Frequency Controller  

 

First, from the proposed frequency regulation (5.10b), one can observe that criteria (B.1a) 

are naturally satisfied given that system parameters 𝐻 , 𝐷 , т , т 0, (B.2). Also, criteria (B.1d) 

is straight-forward fulfilled establishing a lower boundary for gain 𝐾  as depicted in (B.3). 

 

2𝐻
𝐷

т +т т ∙т > 0  𝐻 , 𝐷 , т , т > 0 (B.2) 

 

𝐾 0 (B.3) 

 

Next, criteria (B.1b) illustrated in (B.4a) is achieved using (B.7), a condition obtained as 

development continues.  
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2𝐻
𝐷

𝐷

2𝐻
∙т ∙т т +т ∙

1
т

+
1

т
1

𝑚 ∙𝐷
0 (B.4a) 

 

Applying (B.7) in (B.4a), while knowing that 𝐽 𝑀 т  2 0. After manipulations, 

relation (B.6b) is obtained, demonstrating the satisfaction of stability criteria (B.6b). 

 

т ∙т  1 𝐽  т ∙т  1 𝐽 т  + 𝐽  0  т , т , 𝐽 0 (B.4b) 

 

Following to fulfill criteria (B.6c) depicted by relation (B.5), 6 easier solvable sub-criteria 

are obtained manipulating (B.5). These conditions depicted in (B.6a)- (B.6f) provide sufficient 

requirements to ensure criteria (B.1c) fulfillment. 

 

2𝐻
𝐷

∙ т +т т ∙т ∙ т +т
2𝐻
𝐷

∙ т +т
1

𝑚 ∙𝐷
∙

2𝐻
𝐷

∙т ∙т  

∙ 1
1

𝑚 ∙𝐷
2𝐻
𝐷

∙ т +т т ∙т ∙
𝐾

𝑚 ∙𝐷
0 

(B.5) 

 

1+𝑀 т ∙𝑀 ∙𝐾 >0 ⇒ 𝐾 < т  ∙ 1+𝑀  (B.6a) 

 

2∙т + т 𝑀 ∙т ∙ 1+𝑀 2т ∙𝑀 ∙𝐾 0 

⇒ 𝐾  2 ∙ 1+𝑀 2 𝑀 т т⁄  
(B.6b) 

 

1+𝑀 т ∙𝑀 ∙𝐾 >0 ⇒ 𝐾 < т  ∙ 1+𝑀  (B.6c) 

 

1+𝑀 2∙т ∙𝑀 ∙𝐾 0 ⇒ 𝐾  2 ∙т  ∙ 1+𝑀  (B.6d) 

 

1+𝑀 2∙т ∙𝑀 ∙𝐾 0 ⇒ 𝐾  2 ∙т  ∙ 1+𝑀  (B.6e) 

 

1+𝑀 т ∙𝑀 ∙𝐾 0 ⇒ 𝐾  т  ∙ 1+𝑀  (B.6f) 

 

In this sense, analyzing (B.6a)-(B.6f) one can notice that (B.6d) is a more strict condition 
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than (B.6a), and similarly (B.6e) is more strict than (B.6f), i.e. 2 ∙𝒳<𝒳, where 𝒳 denotes a 

generic quantity. Further, based on (B.6d) and (B.6c) one can observe that т
т

т ⇒

т  т  , consequently (B.6d) represents a tighter restriction than (B.6c). In addition, it is 

known that т т , therefore (B.6d) is more rigorous than (B.6e). Following, from the lower 

boundary restriction imposed by (B.3), condition (B.6b) can be redesigned as (B.6g). 

 

2 𝑀 т т⁄ 0 𝐾 0 ⇒ т
т

𝑀 2
 (B.6g) 

 

Next, substituting condition (B.6d) in (B.6g), one can observe that (B.6d) is more restrictive 

than (B.6g), i.e. т
т

т  

т
 (B.7). Therefore, (B.6d) represents the most strict condition 

among (B.6a)-(B.6g), i.e. its satisfaction ensures the fulfillment of criteria (B.6a)-(B.6g), and 

consequently (B.1c). 

 

2 𝑀 т т⁄ т  ⇒ т
т

𝑀 т  2
 (B.7) 

 

Finally, from (B.2)-(B.4a), (B.6d) and (B.7) the frequency controller design conditions 

(5.11a)-(5.11b) are obtained. These conditions ensure the satisfaction of stability criteria (B.1a)- 

(B.1d), consequently guaranteeing the proposed frequency controller asymptotic stability. 

 

 Voltage controller  

 

Here the same process is performed for the proposed voltage controller design condition. 

First, based on the voltage regulation relations (5.2)-(5.4) and (5.9b), the following representation 

is obtained. 

 

𝐷 𝑠 т ∙т ∙т ∙𝑠 т т +т т ∙т ∙𝑠 + т т ∙𝑠

𝑠∙I 𝐾   
(B.8)  

 

where 𝐴 I is the system representation for the worst-case communication, i.e. spanning-tree 

topology. 
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From (B.8) one can show that stability criteria (B.1a)-(B.1b) are naturally satisfied given 

system parameters т т , т 0, (B.9)-(B.10). 

 

т т +т т ∙т 0  т , т , т 0 (B.9) 

 

т ∙т ∙т т т ∙т т т ∙т  > 0  т т , т 0 (B.10) 

 

Similarly, criteria (B.1d) is straight-forward fulfilled establishing a lower boundary for the 

gain 𝐾 ,(B.11). 

 

𝐾 0 (B.11) 

 

Next, criteria (B.1c) illustrated in (B.12) can be manipulated into 3 easier solvable sub-

criteria depicted in (B.13a)-(B.13c). These sub-criteria can be simplified into the relations depicted 

on the rightmost side of (B.13a)-(B.13c), given that т ≪ т , and designing т  in a way that 

т ≪ т ≪ т .   

 

т ∙т ∙т т т ∙т т т ∙т  

т т +т т ∙т ∙𝐾 0 
(B.12) 

 

𝐾 2 ∙ т т т ⇒ 𝐾 2 ∙т     (B.13a) 

 

𝐾
т т

т т    ⇒ 𝐾 т     (B.13b) 

 

𝐾 т т ⇒ 𝐾 т  (B.13c)  

 

Analyzing (B.13a)-(B.13c), one can notice that (B.13a) and (B.13c) are stricter criteria than 

(B.13b), i.e. т    2 ∙т    . Thus, by substituting (B.13c) in (B.13a) one can observe that,  

 

т 2 ∙т    ⇒ т 2  (B.14) 
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Finally, based on (B.9)-(B.11) and (B.14), while also providing sufficient conditions to 

ensure designing restriction т ≪ т ≪ т . The voltage controller design condition (5.12) is 

obtained, guaranteeing the satisfaction of stability criteria (B.1a)-(B.1d) and, consequently, the 

proposed voltage controller asymptotic stability. 

 

Appendix B.2  Communication Configuration and Parameters 

 

The ring topology is depicted by the communication graph  

1, 1, 0, 0, 0, 1; 1, 1, 1, 0, 0, 0; 0, 1, 1, 1, 0, 0; 0, 0, 1, 1, 1, 0; 0, 0, 0, 1, 1, 1; 1, 0, 0, 0, 1, 1 , whereas the 

spanning tree topology is depicted by the loss of any additional communication link, e.g. the loss 

of link 𝒢 𝒢  leads to 𝐴

1, 1, 0, 0, 0, 0;  1, 1, 1, 0, 0, 0; 0, 1, 1, 1, 0, 0;  0, 0, 1, 1, 1, 0;  0, 0, 0, 1, 1, 1;  0, 0, 0, 0, 1, 1 . The generators 

reference position for the communication graph is denoted by 𝒢# = 𝒢 , 𝒢 , 𝒢 , 𝒢 , 𝒢 , 𝒢 . D-PMU 

and SCADA monitoring parameters are depicted in Table B.1-B.2.  

 

Table B.1 D-PMU MONITORING PERFORMANCE PARAMETERS IEEE STD. C37.118.1-2011 [24],[25] 

Fs Update Reporting 

latency* 

Time 

skew 

Network 

latency 

Total latency 

60 𝑠  1/𝐹𝑠 2/𝐹𝑠 ~0 20 𝑚𝑠 53 𝑚𝑠 

*P-TYPE;  

 

 

Table B.2 SCADA MONITORING PERFORMANCE PARAMETERS IEEE STD. C37.1-2007 [49] 

 Update Network Latency Time skew Total latency 

AGC  2 𝑠  1 𝑠  1 𝑠  2 𝑠  

 

Appendix B.3  DERs and Controllers Parameters 

 

Table B.3 DERs parameters for proposed microgrid 

𝒢  Bus 𝐻  𝐷  𝑚  𝑛  т  т  т  т  т  𝑋  𝑋  𝑋  
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𝒢  149 1.12 2.0 0.025 0.25 0.012 0.56 0.35 0.17 0.121 0.895 0.895 0.180 

𝒢  52 1.18 2.0 0.025 0.25 0.009 0.42 0.38 0.18 0.180 0.995 0.995 0.204 

𝒢  47 2.00 2.0 0.025 0.25 0.011 3.35 0.40 0.31 0.220 0.595 0.595 0.150 

𝒢  35 3.12 2.0 0.050 0.50 0.012 4.80 0.48 0.28 0.380 0.695 0.695 0.124 

𝒢  25 2.80 2.0 0.050 0.50 0.013 4.80 0.43 0.31 0.450 0.895 0.895 0.184 

𝒢  13 2.82 2.0 0.050 0.50 0.011 4.80 0.50 0.22 0.220 0.795 0.795 0.164 

 

The following parameters relate to the simulated controllers' settings. The proposed 

controller in Chapter 5: 𝐾 =𝑛 , 𝐾 =0.2, 𝐾 =0.005, ∀ 𝑖 ∈ 𝒢 ; in Chapter 4: 𝐾 ,〈 〉=0.005, ∀ 𝑖 ∈ 𝒢 ; 

Reference [88]: 𝑎 0.07, 𝑎 𝑏 0.4, 𝑎 1, 𝑎 0.1, 𝑏 0.24, ∀ 𝑖, 𝑗 ⊂ 𝒢 , k = 0.02, 

α = 0.85, γ = 0.085, δp = δq = 0.15, δω = δv = 0.2, 𝐾 0.005, 𝐾 0.55, ∀ 𝑖 ∈ 𝒢 . 

 

Appendix C 

Appendix C.1  Lyapunov Direct Method for Stability 

 

Let the Lyapunov candidate function V 𝑥  be a non-negative function with derivative V 𝑥 , 

respectively (6.12a)-(6.12b). The system is considered stable if conditions (C.1a)-(C.1b) are 

satisfied over the complete system trajectory. 

 

V 𝑥 0 | 𝑥 0, and  V 0 0 (C.1a) 

 

V 𝑥 0 | 𝑥 0 (C.1b) 

 

In this perspective, defining 𝑄 as an identity matrix of adequate dimension and solving 

Lyapunov inequality (6.12c), one can observe that stability conditions (C.1a)-(C.1b) are satisfied, 

demonstrating the system stability. This result is clearly illustrated by the Lyapunov function 

response depicted in Figure C.2. A thorough description of this theory including the process for 

Lyapunov inequality solution is available in [132]. 
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Figure C.2  Lyapunov function 𝐕 𝒙  and derivative 𝐕 𝒙  behavior 

 

Appendix C.2  Microgrid components 

 

The microgrid features a set of 6 dispatchable units respectively 𝒢 ∈ 𝒢 , … , 𝒢  with 

allocation and parameters description found in Table B.3. A set of 6 non-dispatchable units 

respectively allocated in nodes 10, 23, 35, 54, 67, 100  are considered, where these units 

represent 50% of the microgrid's initial local generation. In addition, 6 sets of flexible resources 

are considered where each set features the following aggregated parameters given by т

0.4, ∀𝑖 ∈ 𝒢Γ, 𝑚 〈ℱ〉 𝑚 〈𝒢〉, ∀𝑖 ∈ 𝒢Γ, and |𝒢Γ| |𝒢 |. Monitoring and communication system non-

idealities are depicted in Table C.1. The proposed controller only requires D-PMUs to monitor unit 

sets contributing to the frequency regulation process, i.e.  𝒢  and 𝒢Γ. In this perspective, D-PMUs 

are featured at controllable DER nodes 𝑖 ∈ 𝒢 ∪ 𝒢Γ , where the total quantity of D-PMUs is given 

by Λ# |𝒢 | |𝒢Γ|. The UFLS protection schemes configuration are available in Table C.2. The 

motor modeling and parameters are following depicted and shown in Table C.3, [146],[145] 

 

𝑆 𝑡
1

2𝐻
∙ 𝑃 𝑡 𝑃 𝑡 𝐾 1 𝑆  (C.2a) 

 

𝑇 𝑡
𝑅 ∙ 𝑉 ∙ 𝑆

𝑅 ∙ 𝑆 𝑅 𝑋 𝑋
 (C.2b) 

where 𝑃  and 𝑉  are the rated motor power and voltage, 𝑅 , 𝑅  (𝐿 , 𝐿 ) are the stator and rotor 

resistance (inductance), 𝐿  is the magnetizing inductance, 𝑇  is the motor torque, 𝑆  is the motor 
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slip, 𝐻  is the motor inertia, and 𝐾  is the windage coefficient. 

 

Table C.1 D-PMU MONITORING PARAMETERS IEEE STD. C37.118.1-2011 [24],[25] 

Sampling 

resolution 

𝐹  

Sampling 

time 

𝑡𝒮) 

Reporting 

time 

(𝑡𝒮+𝜏  

Time  

skew 

(𝑡 ) 

Network 

latency 

𝜏  

Total latency 

(𝑡) 

60 𝑠  1/𝐹𝑠 2/𝐹𝑠 1 𝜇𝑠 20 𝑚𝑠 53 𝑚𝑠 

 

Table C.2 UFLS PROTECTION SCHEMES CONFIGURATION BASED ON [142] 

𝑈𝐹𝐿𝑆-1 𝑈𝐹𝐿𝑆-2 𝑈𝐹𝐿𝑆-3 
𝑡  

𝜔〈 〉 𝑆〈 〉 𝜔〈 〉 𝑆〈 〉 𝜔〈 〉 𝑆〈 〉 

59.3 Hz 
{2, 3, 6,    

 7, 9, 34} 
58.9 Hz 

{25, 36, 37,  

 40, 49,52} 
58.4 Hz 

{71, 72, 73,  

  90, 91, 92} 
300ms 

where 𝑆〈 〉
∙  is a set of curtailed nodes. 

 

Table C.3 Motor parameters based on [145] 

𝑃  𝑉  𝑅  𝑅  𝐿  𝐿  𝐿  𝐻  𝐾  

1000 HP 4.16kV 0.087Ω 0.228 Ω 0.8e-3 H 34.7e-3 H 0.8e-3 H 1.66 s 0.01 p.u. 

 

 

 


