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Abstract

With the unprecedented growth in the number of connected devices and de-
mand for larger amount of data as well as higher data rate, there is a need
to improve our communication systems to address such demands. Address-
ing these demands have resulted in devising a roadmap for transition from
current 4th generation of communication systems (4G) to the 5th generation
(5G) and beyond 5G in the near future.

To address the demand for higher data rates, broadening the frequency
spectrum of 5G and beyond 5G to millimeter wave bands is being actively
pursued. To overcome propagation losses, reduce interferers and improve
signal-to-noise ratio, phased-array systems have attracted a lot of attention
especially for applications operating in mm-wave bands. In this work, we
mainly focus on two important building blocks of phased-array systems,
namely, power amplifiers (PAs) and phase shifters.

To fulfill the stringent linearity and e�ciency requirements of the 5G and
beyond 5G systems, a linear and e�cient PA is required. We present several
design techniques for implementing highly linear and e�cient CMOS PAs.
The proposed techniques include strategic placement of varactors, a multi-
function coplanar-waveguide (CPW)-like power combining structure, and a
systematic design approach for the passive networks. A proof-of-concept
prototype that operates in the 28 GHz band is designed and fabricated in a
65-nm bulk CMOS process. The design achieves a Psat of 23.2 dBm, output
P1dB of 22.7 dBm, and power-added e�ciently (PAE) of 35.5%.

Next, a continuous-mode 360� mm-wave ultra-wideband phase shifter
over the frequency range of 10 GHz to 50 GHz is presented. A proof-of-
concept prototype is also designed and fabricated in a 65-nm bulk CMOS
process. To implement such an ultra-wideband phase shifter, design ap-
proaches for several key building blocks including balun and quadrature all-
pass filter (QAF) are proposed. These sub-blocks are separately analyzed.
To confirm the validity of the proposed techniques, proof-of-concept proto-
types have been designed and tested. Particularly, the continuous-mode 360�

phase shifter prototype achieves ⇠0.2�dB root-mean square (RMS) ampli-
tude and <1.4� phase error over the frequency range from 10 to 50 GHz.
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Lay Summary

The research presented in this thesis focuses on the design and implementa-
tion of two main building blocks of 5G phased array systems, namely, power
amplifiers (PAs) and phase shifters. 5G systems require both highly lin-
ear PAs to minimize the overall distortion and e�cient PAs to prolong the
battery life, which calls for improving linearity and e�ciency of the current
state-of-the-art designs. In this context, we have proposed several design
techniques to enhance both linearity and e�ciency of PA structures. We
have also proposed and have experimentally validated the operation of a
continuous-mode 360� phase shifter structure. The key advantage of the
proposed phase shifter is that while it operates at high frequencies and over
a broad bandwidth, its amplitude and phase errors are low which result in
a phased array system with improved overall reliability and performance.
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Chapter 1

Introduction and Overview

1.1 Mobile Communication History

As shown in Fig. 1.1, four generations of mobile communications have been
established over the past 40 years. Emerging around 1980, the first genera-
tion (1G) was based on analog data transmission. The systems based on this
generation were limited to voice services and made mobile telephony accessi-
ble to ordinary people for the first time. In the early 1990s, the second gen-
eration (2G) of mobile communication was introduced which was based on
digital transmission on the radio link. Although the target service was still
voice, the system was able to provide some limited data services to the users.
Initially, several di↵erent second-generation technologies were developed in-
cluding GSM (Global System for Mobile communication), D-Advanced Mo-
bile Phone System (D-AMPS), PDC (Personal Digital Cellular), and Code-
Division Multiple Access (CDMA)-based technologies. However, with the
passage of time, GSM technology which was initiated in Europe, penetrated
from Europe to other parts of the world and became a dominant approach
among the second-generation technologies. Due to the success of GSM, 2G
systems were adopted by many countries and mobile communication systems
became popular for the majority of the world’s population. Even today there
are many places in the world where GSM is dominant despite the introduc-
tion of third and fourth-generation of communication systems (3G and 4G)
and their deployment across the globe. In early 2000s, 3G was introduced.
By developing 3G, a main stepping-stone to high-quality mobile broadband,
fast wireless Internet access was enabled by the 3G evolution known as
HSPA (High-Speed Packet Access) [1]. The 4G was established by deploy-
ment of the LTE (Long Term Evolution) technology [2]. LTE improves the
performance of HSPA and provides a higher e�ciency and a more enhanced
mobile-broadband experience in terms of higher end-user data rates. This is
provided by means of orthogonal frequency division multiplexing (OFDM)-
based transmission, which enables wider transmission bandwidths and more
advanced multi-antenna technologies.

We are currently in the transition from 4G to fifth generation (5G) sys-
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tems of mobile communications. Initial discussions on 5G were initiated
around 2012. The term 5G in many discussions refers to the specific new
5G radio-access technology. However, 5G is also often used in a much wider
context, not just referring to a specific radio-access technology but rather
to a wide range of new services envisioned to be enabled by emerging mo-
bile communication. The main objective of the 5G is to enable larger data
volumes and further enhanced user experience, for example, by supporting
higher data rates with low latency and high reliability. To increase the data
rates, broadening the operating frequency spectrum of 5G to millimeter-
wave (mm-wave) bands has become inevitable.
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Figure 1.1: The di↵erent generations of mobile communication.

1.2 Background

Based on the recent research, an optimal technique to counter heavy propa-
gation losses at mm-wave frequencies [3], [4] in the emerging wireless commu-
nication systems (5G and beyond 5G) is the use of antenna arrays (phased-
array systems). It is expected that such antenna arrays would be integrated
into both base stations and user equipment (UE). Moreover, non-line-of-
sight (NLOS) 28 GHz coverage is demonstrated in urban cells [10]. Fig. 1.2
shows a typical block diagram of phased-array transceiver. The power re-
ceived by receiver can be calculated from the Friis’ equation [5].

Phased-array systems bring several advantages to the wireless system.
Starting from the transmitting side of the phased array system (Fig. 1.2),
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Figure 1.2: 5G mm-wave phased-array transceiver architecture.

the signals transmitted by the antennas can constructively add up in certain
direction(s) in space through spatial power combining. In comparison to a
single-antenna transmitter, transmitting an output power of P0, each path
of the phased-array transmitter can transmit an output power of P0/N and
keep the sum of the output power equal to P0. Therefore, the equivalent
isotropic radiated power (EIRP) of the phased-array transmitter will be
P0⇥N , which is increased by 10⇥logN dB as compared to the single-antenna
transmitter. Moreover, the output power of a phased array transmitter can
be controlled by simply turning on or o↵ a certain number of transmitters.
On the receiver side, the signals received by multiple antennas can be added
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Figure 1.3: Block diagram of a phased array receiver with equivalent input-
referred noise of each path.

up constructively. On the other hand, as shown in Fig. 1.3, the noise of

3



di↵erent receiver paths, dominated by the contributions of separate antennas
and the low noise amplifiers after the antennas (N11, N12, ..., N1N ), are
generally uncorrelated. As a result, if N antennas are used in the receiver,
the output signal-to-noise ratio and thus the sensitivity of the receiver can be
improved by 10⇥ logN dB. Furthermore, a phased array system can place
nulls in undesired direction(s), which improves channel multipath profile
and reduces interference to/from other systems. Consequently, a phased
array system facilitates achieving a higher system capacity, larger range and
better interference suppression, which are highly beneficial properties for a
mm-wave wireless system. In the remainder of this section, we will focus on
two main building blocks of a typical phased-array transceiver.

1.2.1 Building Blocks of Phased-Array Systems

Phase shifting blocks

Phase shifters, serving as electronic beam steering elements, are the key
building blocks of any phased array systems [6], [7]. A phase shifter can
provide a continuously variable phase shift (analog), or a discrete set of
phase states (digital). Compared to a continuously variable phase shifter,
a discrete-step phase shifter has phase quantization errors. The advantage
of using a discrete-step phase shifter is that it can be digitally controlled,
which allows for a simple control and better immunity to noise on the control
lines. Phase shifters can be either passive or active each of which is briefly
described below.

Passive phase shifters: Semiconductor or micro-electro-mechanical-
system (MEMS) based passive phase shifters can be categorized into two
main groups.

Transmission type: Although there are various types of phase shifters
falling into this category, the most popular one is switched network
type. A basic block diagram of switched network phase shifter is shown
in Fig. 1.4. When the input signal, originally passing through network
1, is switched to pass through network 2, we get a di↵erential phase
shift (�2��1), where �1 and �2 are the input-output phase di↵erence
of network 1 and 2, respectively. The most commonly used networks
in switched network phase shifters are the low-pass and high-pass filter
configuration.

Reflection type: In reflection type phase shifters, the basic design unit
is a one-port network, and it is the phase shift of the reflected signal
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that is changed by the control line. These basic one-port phase shifters
can be converted into two-port components either by using a circulator
or a hybrid. The reflection type phase shifter are also able to generate
a continuous 360� phase shift.
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Figure 1.4: Basic block diagram of switched network phase shifter.
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Figure 1.5: Basic concept of vector modulator circuits. (b) Four vectors
spaced 90� apart, that are typically used for the realization of vector mod-
ulator circuits. (c) Three vectors (120� apart) that can also be used for the
realization of vector modulator circuits.

Active phase shifters: While passive phase shifters are realized by
transistors in the passive mode (switch), use of transistors in the active
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mode makes several phase shifter designs possible. Although there are sev-
eral classes of active phase shifters, the most popular one is phase shifting
using vector modulators. A vector modulator is a circuit that is capable
of independently varying the amplitude and the phase of an input signal
by desired amounts. The concept is shown schematically in Fig. 1.5. In
principle, � could be anywhere between 0� and 360�, and the magnitude
A could be any feasible positive value. Two main schemes have been pro-
posed for implementing the vector modulator circuit. One of them uses four
vectors spaced 90� apart and pointing in four di↵erent directions as shown
in Fig. 1.5(b). Amplitudes of the four component vectors A1, A2, A3, and
A4 are controlled independently by four di↵erent gain-controlled amplifiers.
Only two of these four components are nonzero at any time. Thus, the vec-
tor sum could be in any of the four quadrants and the amplitude could be
adjusted by controlling the gains of two amplifiers active at the given time.
The second scheme, instead of four component vectors uses three vectors
spaced 120� apart, as shown in Fig. 1.5(c). This scheme provides an alter-
native implementation for vector modulator circuits. In general, the vector
type phase shifter has the ability to change the output phase in a continuous
manner.

Active versus passive phase shifters: Active phase shifters as com-
pared to their passive counterparts can achieve much finer resolution over
a broader bandwidth. Moreover, contrary to passive phase shifters, active
ones do not su↵er from the high insertion loss, which can adversely a↵ect
the noise figure (NF) of the system. When integrated, they also generally
occupy less die area as compared to passive ones. On the other hand, active
phase shifters have poorer linearity [8], [58], [62] and [66].

Power Amplifiers (PAs)

Similar to any wireless system, 5G systems also require power amplifiers so
that the signal level can reach an acceptable one before being delivered to
antenna. PAs are usually categorized based on their e�ciency and linear-
ity. While the former measure is indicative of the amount of energy drawn
from the power supply for a specific output power, the latter provides an
indication of the level of adjacent channel power as a result of spectral re-
growth and amplitude compression. Since the PA in the user equipment
(UE) devices obtains its energy from the battery, a high power e�ciency for
low-cost UE devices is an important factor. Moreover, for high data-rate
communication, the use of higher-order complex modulation schemes, e.g.,
quadrature amplitude modulation (QAM), with high peak-to-average power
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ratio (PAPR) and large RF bandwidth, e.g., �100 MHz, is being envisioned.
These modulation schemes require a highly linear power amplifier. Further-
more, they have a large PAPR and their sensitivity to distortion forces the
PA to operate in 8 to 10 dB power back-o↵, which can drastically lower the
e�ciency of the PA. From this perspective, the GaAs PAs would be favor-
able as they do not su↵er from problems such as substrate conductivity or
low breakdown voltage as compared to CMOS technologies.

On the other hand, due to having many building blocks, low cost and
high level of integration are the key points for phased array systems. There-
fore, in the context of phased array systems, CMOS PAs are the preferred
choice over more power-e�cient PAs that are implemented in other tech-
nologies such as GaAs, due to the high level of integration, lower cost and
higher yield o↵ered by CMOS.

Thus, design and implementation of a highly linear and e�cient CMOS
PA for 5G UEs have been a popular topic of research in both academia and
industry. Since, in a high-volume production setting, cost and complexity
preclude the use of calibration, e.g., using digital pre-distortion, due to dif-
fering nonlinear behavior among PAs in an integrated array, it is desired
that the PAs have inherent circuit-level linearity.

1.3 Thesis Outline and Summary of Research
Objectives and Contributions

The focus of this research is on the above-mentioned main building blocks of
phased-array systems, namely, the PA and the phase shifter, in particular,
those that are intended for 5G (or beyond 5G) applications. The objectives
and contributions of this work are summarized as follows:

A highly linear and e�cient 28-GHz power amplifier (PA) suitable
for 5G phased-array systems is presented in Chapter 2. A proof-of-
concept prototype is designed, fabricated and successfully tested in a
65-nm bulk CMOS process. It achieves the saturated output power
(Psat) of over 23 dBm at 28 GHz and AM-PM distortion of less than
1.9� over the frequency band of 26 GHz to 31 GHz with a peak power-
added e�ciency (PAE) of 35.5%. Several techniques including strate-
gic placement of capacitors and varactors are used to improve the
e�ciency and linearity of the design leading to a negligible di↵erence
between P1dB and Psat. The contributions here include several design
techniques that facilitate achieving high linearity and high e�ciency.
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Chapter 3 is focused on the nth-order quadrature-based poly-phase all-
pass filters (PAFs). This block is the key building block of the active
phase shifters. It generates the in-phase and quadrature (I/Q) signals
required for the proper operation of active phase shifters. Since it plays
a crucial role in the overall performance, the I/Q generator should
produce the quadrature signals with a low error in both quadrature
gain and phase over the operation bandwidth. Thus, a network with
the ability to operate over a broad bandwidth while having a low error
is proposed and analyzed.

An ultra-wideband miniaturized passive balun (balanced-unbalanced
converter) is presented in Chapter 4. As the objective is to eventu-
ally design and implement a millimeter-wave phase shifter, the opti-
mal approach is to distribute the sensitive high frequency signals in
a balanced manner to reduce the noises coupled to the signal lines,
interference e↵ect, higher order, particularly even-order, harmonics.
Furthermore, as explained in Chapter 5, the QAF itself intrinsically
has a di↵erential structure, it needs to have a balun at the input. The
proposed balun converting the single-ended impedance of 50 ⌦ to the
di↵erential one of 50 ⌦ exhibits the amplitude and phase mismatch
of less than 0.4 dB and 1.5� over the frequency band of 10 GHz to
50 GHz, while it occupies a core area of 180 µm ⇥ 130 µm.

Finally, in Chapter 5, a fully continuous-mode 360� ultra-wideband
mm-wave active phase shifter that operates over a wide frequency
range from 10 GHz to 50 GHz is presented. The quadrature all-pass
filter (QAF), which is based on the quadrature PAF described in Chap-
ter 3, and balun proposed in Chapter 4 are used in the proposed phase
shifting block. The design techniques presented here facilitate achiev-
ing low amplitude and phase errors with a power consumption that
compares favorably with that of state-of-the-art designs.
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Chapter 2

A Highly Linear and E�cient
28-GHz Power Amplifier
(PA) in 65-nm Bulk CMOS

To address the ever-growing demand for broadband cellular data commu-
nication, emerging wireless systems, including 5th-generation (5G) devices,
are moving towards using mm-wave frequency bands to facilitate Gb/s data
rates [9]�[10]. Several mm-wave frequency bands, including spectra around
28 GHz, 37 GHz, and 39 GHz have been allocated by the Federal Communi-
cations Commission (FCC) for use in 5G radio [11]. Furthermore, to achieve
high data rates, the use of higher-order complex-modulation schemes, e.g.,
quadrature amplitude modulation (QAM), with high peak-to-average power
ratio (PAPR) and wide bandwidths are being envisioned. Owing to the high
PAPR, 5G power amplifiers (PAs) are required to have a high linearity in
both amplitude and phase over a wide power range to ensure a satisfactory
quality of service and user experience.

PAs are considered to be one of the most critical building blocks in
wireless transceivers whose performance usually dictates the linearity and
energy e�ciency of the overall wireless transmitter [12]�[13]. In fact, a mm-
wave PA with high linearity and high e�ciency is essential for 5G massive
multi-input multi-output (MIMO) and phased-array systems. CMOS-based
PAs are the preferred choice over the more power-e�cient PAs that are
implemented in high performance technologies such as GaAs, due to the
higher level of integration, lower cost and higher yield of CMOS circuits.
Nevertheless, CMOS PAs typically su↵er from low output power (Pout), poor
linearity, and reduced power added e�ciency (PAE). Several researchers
have reported on improving the intrinsic linearity of PAs by using techniques
to reduce their AM-PM distortion [14]�[15]. However, these approaches
deliver medium-level output power with limited PAE improvement.

In this chapter, a 28-GHz highly linear and e�cient CMOS PA is pre-
sented whose complete structure is shown in Fig. 2.1. To enhance both
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linearity and e�ciency of the system, several techniques are proposed. A
varactor-based feedback technique is used to improve the linearity of the
PA. It dynamically changes the impedance seen by the gm cell of the out-
put stage to linearize the input capacitance of the gm cell. The feedback
network also facilitates driving more current to the output as output power
increases. Consequently, unlike conventional techniques where the varactor
network helps to reduce the AM-PM distortion [16] or the ones that use sep-
arate mechanisms for AM-PM and AM-AM conversion reduction [17], the
proposed approach improves the linearity through reducing both AM-PM
and AM-AM conversions using the same varactor network. Furthermore,
contrary to the conventional stacked structures in which the feedback loop
operates at the carrier rate, the proposed topology runs the feedback loop
at the envelope rate. Since the envelope frequencies are much lower than
the carrier, the design constrains in the proposed technique are less critical.
Moreover, compared to the existing PAs using the adaptive biasing scheme
which is typically focused on the feedforward compensation to reduce AM-
AM distortion, the proposed feedback linearization technique enhances the
linearity through reduction of both AM-AM and AM-PM distortions. To
improve the e�ciency several techniques are proposed. The first approach
resonates out the inductive portion of the source interconnect parasitics by
adding a capacitor (and creating an LC filter). It can also help to partially
cancel out the poly gate resistance. The second technique, which is layout-
based, is to twist and combine the layouts of the proposed filter and output
power combiner to make a coplanar-waveguide (CPW) like combiner. This
is done without using the additional ground planes. In fact, one of the com-
ponents of the filter, that acts as a DC path for the power stage and also
helps to improve the stability of the whole system at lower frequencies, can
also serve as the GND plane for the power combiner (Fig. 2.1(c)). Finally,
to ensure that all passive matching networks including input, interstage, and
output ones are designed with the minimum number of passive components,
a systematic approach based on [18] is employed. The aim is to achieve
the frequency response with an acceptable flatness in the frequency band of
interest while the overall system is optimized in terms of e�ciency and area.

The organization of the chapter is as follows. Section 2.1 describes the
architecture of the proposed two-stage PA. Linearity and e�ciency improve-
ment techniques are described in Section 2.2. Section 2.3 presents the pro-
posed systematic approach for designing the passive matching networks to
achieve the optimum performance over the frequency band of interest. Sec-
tion 2.4 discusses the reliability and stability of the overall structure. Mea-
surement results and performance comparison with state-of-the-art PAs are

10



presented in Section 2.5.
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Figure 2.1: The complete structure of the proposed PA: (a) the architec-
ture, (b) the output stage with an adaptive feedback network enhancing the
linearity of the output stage through improving both AM-AM and AM-PM
conversions, (c) the proposed filter and CPW-like combiner.

2.1 Architecture of the Proposed Power
Amplifier

Fig. 2.1(a) shows the architecture of the proposed PA. The input is first split
into two in-phase signals, each of which is fed into its own driver amplifier
(DA) whose structure is a single gm cell with inductive degeneration. Then,
the output of each DA is further split into two in-phase signals before it is
fed to four PA cells. The PA cell outputs are then combined by a 4-way
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microstrip-based power combiner.
An inductively degenerated gm cell [24] is preferred over the cascode

topology for the DA since it simplifies the design of the interstage matching
network. In comparison with a cascode topology, an inductively degener-
ated structure results in a lower input to output impedance ratio for the
interstage network, making the design of a low-loss interstage network over
the given bandwidth more convenient. Furthermore, inductive degeneration
facilitates impedance matching to an input source with real impedance if de-
sired. Finally, including an inductor in the source of the transistor improves
both the linearity and stability of the structure.

The stacked configuration [21] is chosen for the output stage (power
cell). To improve the linearity, an adaptive feedback network is proposed to
dynamically change the impedance seen by the gm cell of the power stage
based on the output power level. The feedback loop is comprised of a single
varactor along with an envelope detector circuit. The envelope detector
consists of a single-transistor common-drain bu↵er with a capacitor at its
output (Fig. 2.1(b)). Furthermore, the proposed technique reduces the
voltage stress on the gate-drain terminal of the stacked transistor compared
to the conventional cascode structure where the gate of the cascode device
is typically an AC ground. The structure of the output stage is shown in
Fig. 2.1(c).

The input and interstage splitters act as both power splitters and impedance
matching networks, and help to maximize the power delivered to the next
stage. The interstage network converts the input impedance of the output
cell to the optimum load required for the driver stage so that the maximum
power can be delivered to the power cell in the frequency range of interest.
To match the input impedance of the driver cell to 50 ⌦ (which is used
for this standalone PA chip), another matching network is used. To have
an optimum matching network with the minimum number of reactive com-
ponents for input, interstage, and output passive networks, Lopez approach
[18]�[20] is employed, which is a revised and improved version of Bode-Fano
technique [22]�[23]. The objective is to use a (simple) passive structure that
meets both the bandwidth and optimum power transfer requirements. In
this context, a systematic approach is chosen to make sure no redundant
passive components (that could degrade the overall performance) are used.
The output power combiner converts the 50 ⌦ impedance of the antenna to
the required load at the drain of the output stage which results in optimum
power delivery and e�ciency. This load is obtained at full power to take
the large-signal output impedance of the transistors into account. To en-
sure a unified ground path with the same potential across the chip, a large
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ground plane is implemented outside the active area (the shaded area in Fig.
2.1(a)).

2.2 Linearity and E�ciency Enhancements

2.2.1 Linearity improvement

Two dominant sources of nonlinearity in any linear PA are AM-AM and AM-
PM conversion. While the former is typically dominated by the nonlinearity
of the transconductance, i.e., gm, of the active device, the key contributors
to the latter are the intrinsic nonlinear capacitor of the device [25]. Conven-
tionally, to improve the overall linearity through AM-PM compensation, if
the input transistor of the power stage is an NMOS transistor, a PMOSCAP
is placed in parallel with its gate-source capacitance, so that the phase shift
caused by input capacitance changes can be kept approximately constant.
The bias voltage of this varactor can be fixed [16] or dynamically controlled
for the optimum performance [27]. However, this technique can only allevi-
ate the AM-PM distortion and AM-AM distortion still needs to be improved.
While AM-PM distortion causes rotation in the signal constellation, AM-
AM distortion compresses the signal constellation. Such compression e↵ect
can be problematic for higher-order modulations, e.g., 256 QAM. Another
technique that helps to improve the overall linearity is to put a degeneration
inductance in the source of the power transistor [28]. This inductance, by
creating a negative feedback, reduces the distortion and thus enhances the
linearity. The main drawback of this technique is its negative impact on the
output swing and e�ciency of the PA.

In this work, a technique is developed that enhances the overall linearity
of the PA by reducing both AM-AM and AM-PM distortions with minimal
impact on the output power and e�ciency. Considering the simplified tran-
sistor model shown in (Fig. 2.2), the equivalent Miller capacitance seen at
the gate due to gate-drain capacitance is:

Cm = (1 + gmRL)⇥ Cgd (2.1)

where, RL is the equivalent load resistance.
Now, if a mechanism is introduced that Cgs and Cm show complementary

behaviors as a function of the input voltage, the equivalent input capacitance
seen at the gate of the power cell (seen by the driver stage) will be approxi-
mately constant. The approach can also enhance the e�ciency by alleviating
the trade-o↵ between the linearity and e�ciency since it would provide an
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Figure 2.2: A simplified model of a MOS transistor.

option to use more e�cient classes such as class B or C while keeping the lin-
earity at an acceptable level. For instance, biasing the output transistor at
a low VGS of around Vth or even lower, significantly reduces the bias current
of the power cell, helping to further improve the e�ciency as compared to
the topologies biased in class AB. The e↵ective gate-source capacitance for
the given bias is more voltage-dependent and increases as the gate voltage
amplitude increases [24] and [26]. So, if Cm decreases when the amplitude
of the input signal increases, then the overall equivalent capacitance seen at
the input of the power cell can be kept approximately constant. One tech-
nique for achieving this is to dynamically control the value of resistor RL

(see Eq. (2.1)). For example, to compensate for the increase in Cgs for the
transistor biased around Vth, the value of RL should decrease as the signal
amplitude increases.
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Figure 2.3: Conceptual schematics of (a) the conventional cascode, and (b)
proposed stacked architecture.

Implementation of a simple variable load

The conventional cascode structure is shown in Fig. 2.3(a). The impedance
seen by the gm deviceMgm is approximately equal to (gm�Mc

+ j!Cgs�Mc
)�1,

where gm�Mc
and Cgs�Mc

are the transconductance and gate-source capac-
itance of the transistor Mc, respectively. If the operating frequency is much
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smaller than the transit frequency, fT , of the device, the impedance can be
simplified to (gm�Mc

)�1. If the impedance presented by Mc to Mgm can
change dynamically with the signal amplitude, the Miller capacitance Cm

can also vary, compensating for the variations of the gate-source capaci-
tance. Shown in Fig. 2.3(b), is a stacked structure with an impedance Z

attached to the gate of the transistor Mc. The revised impedance seen by
Mgm is:

1 + Z(j!)⇥ j!Cgs�Mc

gm�Mc
+ j!Cgs�Mc

⇡
1 + Z(j!)⇥ j!Cgs�Mc

gm�Mc

(2.2)

If Z(j!) is replaced with a varactor (as shown in Fig. 2.3(b)), the
impedance seen by the gm cell can be written as:

1 +
Cgs�Mc
Cv(v)

gm�Mc

(2.3)

where Cv(v) is the voltage-dependent capacitance of the varactor. This
equation can provide an impedance whose value decreases as the control
voltage increases. The control voltage can be implemented using an enve-
lope detector that detects the amplitude of the output signal. Accordingly,
the control voltage of the varactor varies with the change in the output am-
plitude. The proposed structure is shown in Fig. 2.4(a). In this circuit, as
the output signal amplitude increases, the control voltage of the varactor in-
creases, which leads to an increase in the capacitance of the varactor. Thus,
the impedance seen by the gm device, given by (2.3), decreases. To minimize
the nonlinearity e↵ect of varactor, varactors are connected in a back-to-back
manner. The detector consists of a simple common-drain structure with a
capacitance connected to its output. A thick-oxide device is chosen for the
envelop detector to minimize the chance of breakdown.

To further improve the performance of the proposed linearity enhance-
ment technique, an inductor is added at node X to cancel out the capacitance
at this node, which mainly originates from the drain-bulk capacitance of the
gm device and source-bulk capacitance of the stacked device. Due to adding
this inductance, the impedance seen by the gm cell would be mostly resistive
over the frequency band of interest. Unlike the structure presented in [28]
which uses a series inductor, the power gain and output swing are largely
preserved in the proposed design which employs a parallel inductor.

To maximize the impedance modulation expressed in (2.3), the gate-
source capacitance of the stacked transistor should be closer to the maxi-
mum capacitance of the varactor, Cmax. Note that due to body e↵ect, the
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Figure 2.4: Linearity improvement technique: (a) complete schematics (b)
AM-PM and, (c) AM-AM reduction mechanisms.

gate-source capacitance of the stacked transistor, Cgs�Mc
, does not usually

exhibit the same behavior as that of the gm device, and its variations is
less than that of the gate-source capacitance of the gm device. Moreover,
the varactor helps with minimizing the variations in Cgs�Mc

as it limits the
voltage drop across the capacitance. With these design considerations in
mind, as it will be shown later, the overall capacitance seen at the gate of
the gm cell can be kept approximately constant despite the variations in the
amplitude of the input signal of the gm cell. The technique can also help
with reducing the AM-AM distortion as graphically shown in Fig. 2.4(c).
Based on (2.3) and as shown in Fig. 2.4b, the e↵ective impedance seen
by the gm device decreases at higher output levels due to the impedance
modulation directing a larger portion of the current generated by Mgm to
the output. Consequently, the P1dB of the PA will be improved leading
to lower AM-AM distortion. Fig. 2.5 shows the capacitance variations of
the varactor versus the amplitude of the signal at the gate of the envelope
detector for di↵erent bias voltages, VBE . As can be seen from the figure,
VBE , adjusts the voltage where the varactor capacitance starts to change
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Figure 2.5: Varactor capacitance variation versus the gate amplitude of the
envelop detector for di↵erent biases of the envelop detector (VBE-en).

(shifts the capacitance versus gate amplitude voltage curve) and plays a
key role in the behavior of the capacitance seen at the input of the power
cell or by the driver stage. The performance of the circuit can be further
enhanced by inserting a variable gain amplifier after the envelope detector
(Fig. 2.4(a)). It causes the slope of the capacitance curve in Fig. 2.5 to
become variable, which adds more flexibility to the overall structure. In
this work, our focus is on improving the performance with minimum added
circuitry to the proposed system shown in Fig. 2.4(a) and thus a variable
gain amplifier is not used. Fig. 2.6 shows the simulation results, comparing
some of the features of the proposed structure with those of the traditional
stacked structure. As Fig. 2.6(a) shows, the gate capacitance of the proposed
structure stays approximately constant. In contrast, the traditional stacked
structure shows more than 30% variation in the input capacitance versus the
gate voltage amplitude of the main transistor Mgm1 for the same bias and
transistor sizes. In the proposed structure, the input capacitance remains
approximately constant for a wide range of the gate voltage amplitude.

The current shunted into the stacked transistor Mc1 can increase up to
around 40% using the proposed technique as compared to the case without a
varactor (Fig. 2.6(b)). Therefore, the gain compression at higher gate volt-
ages is reduced, and consequently the AM-AM distortion is improved. The
drain-to-gate voltage ratio of the transistor Mmg1 is shown in Fig. 2.6(c). As
can be seen from Fig. 2.6(c), in the proposed technique the voltage gain of
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earity improvement technique: (a) gate capacitance variation percentage of
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the main transistor drops faster than that of the conventional stacked topol-
ogy and thus the e↵ective Miller capacitance drops in a way that the sum of
the gate capacitance and the Miller capacitance stays almost constant over
the wide range of input voltage amplitude variations.

A

B

a b

c

Stacked-
Structure

Envelope 
Detector

A

B

a b

c

Figure 2.7: The architecture of the output stage of the PA.

A brief discussion on feedback loop dynamics

As shown in Fig. 2.7, the input signal of the output stage is fed forward to the
output through path A (stacked structure) and the envelope of the output
signal is fed back to pin c through path B (envelope detector). It should be
noted that due to the use of the envelope detector, the frequency contents
of the input and output of the feedback network are di↵erent. Therefore,
to gain a better qualitative understanding of the behavior of the feedback
system the following approach is considered.

Since the varactor capacitance is modulated by the envelope signal, the
overall PA, and in particular, its output stage, should ideally remain stable
for all capacitance values of the varactor. Thus, the stability of the system is
evaluated over di↵erent process corners, supply voltages, and temperatures
(PVT variations) as well as di↵erent input (output) power levels. These
results are presented in Section V. To achieve the optimal performance from
the proposed technique, the impedance seen by the gm transistor has to be
minimum (maximum) when the signal at its input is maximum (minimum).
To satisfy this condition, the envelope signal at pin c (Fig. 2.7) should have
a minimum phase delay with respect to the envelope of the signal at pin
a. Furthermore, to avoid unnecessary distortions, the group delay or ⌧g,
namely, the rate of change of the total phase shift with respect to frequency,
of the envelope signal at pin c should have little or no variations (ideally
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be constant) over its bandwidth. As a result, it is desirable to keep the
delay of the signal in the most critical path, from pin b to c, at minimum
(ideally zero) over the frequency band of the envelope signal. Therefore, in
this work, the feedback path is implemented with a simple envelope detector
without using any additional amplification stage. This approach would also
facilitate a wider bandwidth for the envelope detector. Nonetheless, one can
include an amplification stage to potentially improve the performance as
pointed out in the previous subsection, at the cost of including another block,
namely equalizer, to equalize for the delay and/or amplitude in the feedback
path. Fig. 2.8 shows the frequency response of the envelope detector. It
confirms that the envelope signal is received by the varactor with a negligible
magnitude/phase variation over the frequency band of ⇠1 GHz.

2.2.2 E�ciency improvement

This section highlights the proposed e�ciency improvement methods. A
filtering technique that cancels the source parasitics of the transistors is
proposed. The objective is to manipulate the structure to create a local
reference at the source of the output transistors since any parasitics at this
node adversely a↵ects both the output power and e�ciency. Moreover, the
layout floor plan is modified to create a CPW-like power combiner with-
out requiring any additional ground trace. In the following, the proposed
techniques are described.

Source-Inductance cancellation network

The parasitic inductance at the source of the gm transistor has a profound
impact on the performance of the PA since it limits both the power gain
and output swing of the common-source sub-PA. A common approach to
neutralize the inductance is to add a series capacitance. However, adding
the capacitance to the source blocks the DC component of the device current.
To bias the transistor, an inductor can be placed in parallel with the series
combination. The added inductor will interact negligibly with the series LC
path over the frequency band of interest since the series LC creates a low-
impedance path to GND over the frequency band. The simplified equivalent
circuit of this arrangement is shown in Fig. 2.9, where Lp creates a DC path
for the power cells to GND and Cs is added to cancel the source inductance
Ls. At the frequency band of interest, a low impedance path is created by
the series resonance, fs, of source interconnect and Cs. Inductance Lp, in
addition to the DC path creation for the gm devices, plays two other roles.
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Figure 2.8: Frequency response of the envelope detector, (a) amplitude, (b)
phase response.

First, it helps to improve the stability of the structure through its parallel
resonance whose value is:

fp =
1

2⇡
p
Cs(Ls + Lp)

. (2.4)

Since fp is always smaller than fs, the lower corner of the frequency band
can be determined by fp. Consequently, any unwanted low-frequency oscil-
lation is dampened. Moreover, it acts as a GND trace for the output power
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combiner described in the next subsection to improve the passive e�ciency
of the combiner. More specifically, the layout of the proposed arrangement
together with that of the power combiner can be co-designed to have a
smaller size and enhance the overall performance.
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Figure 2.9: Simplified equivalent circuit of the proposed filter for source
inductance cancellation.
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Figure 2.10: Simplified equivalent circuit of the network used for the power
combining stage.

Power combiner structure

Fig. 2.10 shows a simplified lumped circuit model of the structure used
for combining the output power of four sub-PAs. Co and LM convert the
resistance RL to the optimum impedance seen by each PA. While Co controls
the real part of the optimum load, the imaginary part of the optimum load
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is controlled by LM . Co and LM are:

Co =
1

RL!o

s
4RL

Ropt
� 1 (2.5)

LM =
Xopt

4!o
+

CoR
2
L

1 + C2
oR

2
L!

2
o
, (2.6)

where !o, Ropt and Xopt are the center frequency, and the real and imaginary
parts of the optimum load impedance seen by each sub-PA, respectively. It
should be noted that, with the same layout strategy presented here, the
structure can accommodate a higher order filter if a higher bandwidth is
desired. For example, one can add capacitors at nodes a, o, and a

0 (the gray
capacitors shown in Fig. 2.10, which are not included in this work). To save
area and increase the quality factor of the capacitor Co, namely, QC , the
capacitor, which is implemented by three top metal layers and optimized
using electromagnetic (EM) simulations, is located underneath the output
pad. To increase the quality factor of inductor LM , namely, QL, a copla-
nar waveguide (CPW) like structure is used. Compared to microstrip line
inductors on silicon substrate, CPWs have a considerably higher QLs due
to the close proximity of the ground plane to the signal line [29]. Fig. 2.11
shows the proposed power combiner. The interconnect lines are divided into
three segments. The trace carrying the highest current, trace T3, is imple-
mented based on CPW (to have the maximum Q over the frequency band
of interest). To calculate the lengths of the traces, the following approach
is used.

One of the important tasks of the output passive stage design is deter-
mining the distance S in Fig. 2.11 since the layouts of the power combiner
and the filter are intertwined. EM simulations for a CPW are performed to
estimate the inductive Q, QL, of the line as a function of S. To ensure that
the total impedance seen by each sub-PA does not change for any distance
S, the length of T3 is adjusted with S. Given that the length of power
combiner line is electrically small (i.e., much smaller than the wavelength)
and the bandwidth is not very broad, the power combiner is modeled with
a series inductor, and the QL around this inductance becomes part of the
optimum load seen by each sub-PA. Note that the parallel capacitance is
typically small compared to the capacitor at the output of the power com-
biner and can be either ignored or incorporated into the output capacitance
(Fig. 2.11). Fig. 2.12 shows the QL normalized to that of a simple line
without any GND traces, i.e., S = 1. Two di↵erent initial line lengths of
100 µm and 200 µm are considered. When S is changed the length of the
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line is also changed correspondingly so that its inductance stays constant.
As can be seen from Fig. 2.12, there is an optimum value for QL which
for both cases occurs at almost the same value of S. Once the optimum S

is estimated, the lengths of three di↵erent segments T1, T2 and T3 can be
found. Denoting LT1 , LT2 and LT3 as the inductance of segments T1, T2 and
T3, respectively, the equivalent inductance of the combiner (Fig. 2.10) can
be written as: LM = LT3 +0.5LT2 +0.25LT1 . Since LM is a weaker function
of LT1 , the length of T1 (and consequently, LT1) is minimized. Therefore,
the length of T2 covers most of S. Finally, the length of T3 can be calculated
after calculating the equivalent inductance of traces T1 and T2. Once the
sizes are determined, further EM simulations are performed on the power
combiner structure that is shielded with the GND traces while the distance
S is swept in the vicinity of the optimum value obtained above. The pro-
posed approach provides a good initial estimate for the parameters of the
power combiner.
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Figure 2.11: 4-way CPW-like output power combiner and its equivalent
circuit.
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Figure 2.12: The normalized QL of a simple L-constant CPW versus the
distance, S.

Co-designing the layout of the power combiner and source
inductance cancellation network

The process begins with placing two lines (slot lines in Fig. 2.11) on each side
of the power combiner at the distance of S from the high current segment
TL3 obtained from the previous subsection. To create a low-impedance path
from the source of power cell (points C and C

0 in Fig. 2.11) to GND, two
capacitors are placed in series with the slot lines in the lower half of line
DD

0 (Fig. 2.11). Their values can be obtained once the length of the source
interconnect is found. The length is constrained by the layout of the overall
structure, e.g., the location of RF pads, active cells, etc. The other end of
capacitors are connected to GND pads. Since these capacitors cancel out
the interconnect inductance, nodes C and C

0 remain almost at the same
potential as GND pads over the frequency band of interest. The sources of
gm devices are connected to nodes C and C

0. The slot lines located in the
upper half of lineDD

0 act as the inductance Lp (Fig. 2.9), GND lines for high
current trace of the output power combiner, TL3, and DC current path for the
output stage transistors. Lp is calculated using (2.4) and based on its value
its length is estimated. This inductance determines the lower corner of the
frequency band and dampens the unwanted low frequency oscillations. If the
length is close to TL3 that is obtained in the previous subsection, the (near)
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optimum performance can be expected. If not, another EM simulation is
required to recalculate the circuit parameters, e.g., the length of the source
interconnect, S, etc. In this design, Cs and Ls are ⇠250 fF and ⇠130 pH,
respectively. A wide ground plane (Fig. 2.1) consisting of two metal layers is
implemented outside the active area to connect input and output GND pads
with minimum parasitics. This keeps both input and output GND pads at
(approximately) the same potential. Consequently, the trace representing
Lp can also be considered as the ground shield for the power combiner
in the frequency band since one end of this trace is connected to GND
and the other end connected to the source, nodes C and C

0, remain near
GND. In fact, without adding any extra GND traces for power combiner
and only by combining these layouts, the high current trace T3 is shielded.
To further enhance the e�ciency, the e↵ective impedance at the source can
be designed to be slightly capacitive, and thus the equivalent impedance
seen at the gate will have a negative resistance which partially cancels out
the gate resistance. Depending on the choice of the technology which a↵ects
the device performance, the device parasitics such as gate resistance can
degrade the PA performance metrics, e.g, PAE in mm-wave PAs.
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Figure 2.13: Load impedance matching network using n-tuned topology.

2.3 Implementation of Passive Circuits

2.3.1 Band-pass passive matching networks

Fig. 2.13 shows a passive LC structure which converts any complex load to
the real one. For the given configuration, it can be shown that the following
relationship exists among the quality factor of the load, QL, the normalized
bandwidth (BWnor) and the maximum permissible reflection magnitude,
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�max, of the band-pass matching network [18].

QL ⇥BWnor =
1

bnsinh(
1
an
ln( 1

�max
)) + 1�bn

an
ln( 1

�max
)
, (2.7)

where BWnor is:

BWnor =
fmax � fminp
fmin ⇥ fmax

. (2.8)

The matching network in Fig. 2.13 is a lossless n-stage network with con-
tiguous branches that alternate between series and parallel combination of
Ls and Cs. n is the number of series or parallel stages of the matching net-
work. The coe�cients an and bn are constants whose values can be found
in [18].
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Input matching network implementation

To design the input matching network with the minimum number of passive
components, it should be noted that any degeneration inductor (inductor
in the source of the driver transistor) will degrade the quality factor of the
impedance seen at the input of the driver stage, namely, QL. As can be
seen from Fig. 2.14, for given BWnor and �max, Eq. (2.7) can be satisfied
with a smaller n, i.e., lower number of tuned stages, for lower QL. For
example, for bandwidth of 5 GHz (from 26 GHz to 31 GHz), with QL of
2, �max can be higher than 15 dB even if a single-tuned topology is used.
In this work, QL is chosen to be 3 so as to provide some additional passive
gain to compensate for the passive network losses. Consequently, �max (i.e.,
the maximum return loss) of better than 12 dB can be attained over the
frequency band of interest. Next step is to convert the perceived resistance
to 50 ⌦. In Fig. 2.13 this is achieved by an ideal transformer. Here, a simple
L-type matching network is used. Fig. 2.15(a) shows the resulting structure.
The final matching network for driving two DAs is shown in Fig. 2.15(b).
Li1 and Li2 are incorporated into the splitter.

Interstage matching network implementation

Contrary to the input or output matching networks, complex-to-complex
impedance transformation is generally performed by an interstage matching
network. Therefore, the technique presented in [18] is modified to develop
an approach to find the minimum number of required segments for a given
�. This is because the technique presented in [18] only works for matching
a complex impedance to a real impedance or vice versa. Thus, as shown
in Fig. 2.16(a), a combination of two cascaded segments, namely, an ideal
transformer and a reactive absorptive network, are used. The left sub-
network converts the complex impedance ZS to real impedance Rm1 and the
right sub-network converts the complex impedance ZL to the real impedance
Rm2. The turn ratios of ideal transformers are chosen such that Rm1 =
Rm2. Then, the procedure described in [18] can be followed for each side
separately.

The quality factors of the impedances seen at the driver side and the
input of sub-PAs, are denoted as QS and QL, respectively. Both of these
quality factors (or one of them depending on their ratio) play a prominent
role in determining the bandwidth of the interstage network. This is also
shown graphically in Fig. 2.16(a). In this figure, ZS is the complex conjugate
of the driver load impedance that is required for the optimum power transfer
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to the succeeding stage and ZL is the impedance seen at the input of the
power stage. Using (2.7), the maximum attainable return loss over the
frequency band of 26 to 31 GHz for the single- and double-tuned topologies
for QL of 10 are ⇠5 and ⇠10 dB, respectively. Since in this work, QL

QS

is much higher than 1, the bandwidth is limited by the right sub-network
in Fig. 2.16(a). Consequently, a double-tuned or higher-order interstage
matching network topology is needed for the right sub-network shown in
Fig. 2.16(a), while a single-tuned network would be su�cient for the left sub-
network. This is due to the fact that over the frequency band of interest, the
maximum attainable return loss of a single-tuned topology used for the left
sub-network (QS) is still much higher than that of a double-tuned network
used for the right sub-network (QL).

The systematic approach presented thus far can be used for finding the
sub-network(s) with the minimum number of components for a given return
loss. It can also provide us with some insights into the design of a network
whose input and output impedances are complex which is more di�cult to
achieve than the case where one side of the network is terminated to a 50 ⌦
(purely real impedance). In what follows, some simplifications including a
circuit technique, namely, Norton transformation [30]�[31] are discussed.
These simplifications result in a more compact network.

Starting with the inductor LML1 in the left sub-network and capacitor
CMR1 in the right sub-network, they can be transferred to the right and left
sub-networks, respectively, with an appropriate turn ratio of the transform-
ers. Transferring the capacitor CMR1 to the left also provides the option to
incorporate the output capacitance of the driver stage into it. Then, the two
transformers can be merged and modeled with a single transformer with a
turn ratio of 1 : n1⇥n2, where 1 : n1 and 1 : n2 are the turn ratios of the left
and right transformers, respectively. The simplified network, which consists
of the reactive absorptive components and a single transformer, is shown
in Fig. 2.16(b). As expected and also confirmed by the simulation results
shown in Fig. 2.16(b), the bandwidth is limited by the reactive absorptive
network of the right sub-network in Fig. 2.16(a) since the maximum re-
flection coe�cient of the final interstage network still remains around �10
dB.

As shown in Fig. 2.16(c), the inductor LMR2 is split into three parts,
namely, L1, L2 and Lsp. Then, using a Norton transformation, the right-
handed L-network consisting of inductors LM and L1 is transformed to the
left-handed L-network (with appropriate scaling). Shown in the red box in
Fig. 2.16(c), the resulting circuit can be modeled with two inductors Lint1

and Lint2 that are coupled with the coupling factor of k (Fig. 2.16(c)). The
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following equations can be used to properly split the inductor LMR2 so that
the final T -network as well as the ideal transformer can be modeled with
two coupled lines.

L1 = LM

⇣r
1 +

LMR2 � LSP

LM
� 1

⌘
(2.9)

L2 = LM

⇣
LMR2 � LSP

LM
�
r

1 +
LMR2 � LSP

LM
+ 1

⌘
, (2.10)

where LMR2 and Lsp are the series inductance of the right reactive absorptive
network shown in Fig. 2.16(a) and the one that is required for the splitter
SPint, respectively.

n =
1

k
= 1 +

L1

LM
(2.11)

Lint1 =
LM

N2
and Lint2 =

LM

k2
, (2.12)

where n, N , k, Lint1 and Lint2 are the Norton transformation ratio, n1n2,
the coupling factor, the inductance of the primary and secondary terminals
of the coupled lines, respectively. The final interstage matching network is
shown in Fig. 2.16(d) that is more compact than the structure shown in Fig.
2.16(a). Moreover, the driver and power stages can be biased independently
through the coupled lines as the bias voltages can be applied to the inductors
Lint1 and Lint2, respectively. As a result, no DC-block capacitor, whose
added parasitics (particularly to the substrate) degrade the high frequency
performance, is needed in the interstage network.

Output power combiner implementation

The objective of this block is to convert the load impedance of the antenna
to the impedance obtained from the load-pull for the optimum power de-
livery with acceptable e�ciency. While the optimum susceptance is meant
to negate the output parasitic capacitance of the power cell, the optimum
conductance is approximately given by:

G
�1
opt ⇡

VDD � Vov

IDC
, (2.13)

where VDD, Vov, and IDC are the DC power supply, overdrive voltage, and
DC current of the transistor at the power for which load-pull is performed,
respectively [41]-[42]. Since QL, that is here the ratio of optimum imaginary
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Figure 2.16: Interstage matching network: (a) detailed structure, (b) sim-
plified network and its input reflection coe�cient (c) Norton transformation
step, (d) final structure.

and real parts, is low (⇠0.75), even with a single-tuned topology, a consider-
ably high return loss (>23 dB) can be obtained over the frequency band of
26 to 31 GHz. Consequently, the bandwidth of the output power combiner
is limited by the transformer, in contrast to that of the interstage match-
ing network that is limited by the reactive absorptive network. Fig. 2.17
shows the complete equivalent circuit model of the output stages including
the power combiner and filter. Fig. 2.18 compares the passive e�ciency
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of the output power combiner with and without shielding lines. Using the
CPW-like technique, the combiner e�ciency is improved by 5% and a pas-
sive e�ciency of over 93% (equivalent to loss ⇠ 0.3 dB) near 28 GHz is
achieved. Moreover, the combining e�ciency remains higher than 90% over
a bandwidth of ⇠ 7 GHz.
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Figure 2.17: Equivalent circuit model of the output stages including the
power combiner and filter.
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Figure 2.18: Output combiner e�ciency with and without shield lines.
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2.4 Reliability and Stability of the PA

2.4.1 Voltage distribution across the stacked device of the
output stage

Since the stacked configuration is used for the output stage of the PA, the
voltage distributed across the stacked device should be taken into account to
make sure that the device is not overly stressed. Among all voltage distribu-
tions across di↵erent terminals of the stacked device, the more critical ones
are the gate-drain and drain-bulk (in bulk CMOS technologies) voltages as
they are connected to a high-voltage node [32]. Given that a two-stacked
configuration is used in this work, the drain-bulk terminal is not as critical
as the gate-drain. In fact, based on [32], the maximum allowed number of
stacked devices in bulk CMOS technologies is reported to be three or four
(while using three and four times of the nominal supply, respectively) and
this number is limited by the junction breakdown voltage. Thus, scaling the
supply by a factor of two is tolerable. As for the gate-drain terminal, its
maximum allowable swing is 2 ⇥ VDD [32]�[33]. Fig. 2.19 shows the volt-
age swing of the drain-gate terminal of the stacked FET, confirming that it
remains under 2VDD (⇠ 2.4V here). Also, the varactor, which is connected
to the gate of the stacked FET, can help reducing the voltage swing across
the gate-drain terminal under large-signal conditions, further improving the
reliability.

10 20 30 40 50 60 700 80

0.0

0.5

1.0

1.5

-0.5

2.0

time, psec

v D
G, 

V

10 20 30 40 50 60 700 80

0.0

0.5

1.0

1.5

-0.5

2.0

time, psec

v D
G, 

V

Figure 2.19: Voltage swing of the drain-gate terminal of the stacked FET.
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2.4.2 Stability of the amplifier

At higher frequencies, the stability of amplifiers is a major concern as the
reverse isolation of active components is low. A practical approach to make
a common-source amplifier more unilateral and thus unconditionally stable
is to employ the cascode or stacked topology. While the latter is used in
the power stage, the stability may be compromised since the gate of the
stacked transistor is connected to a varactor instead of directly going to
AC GND. To guarantee that the proposed structure, which uses a varactor,
remains stable over di↵erent gate and drain biases as well as process corners,
the approach used in [34] is carried out. The limited quality factor of the
varactor along with that of the inductor placed at the source of Mc (node X
in Fig. 2.4(a)) helps to enhance the stability. The limited Q of the varactor
creates a resistance which partially cancels the unwanted negative resistance
seen at the gate. The inductance at node X causes the negative impedance
seen at the gate of Mc to be considerably smaller.

Another concern is the series capacitor placed at the source of gm devices
to form an LC filter so that the inductive part of the interconnect parasitics
can be canceled out. Since this filter may have a capacitive behavior at low
frequencies, it may adversely a↵ect the stability of the overall system. How-
ever, as the frequency drops, the parallel resonance frequency, fp, becomes
dominant, improving the stability by creating a high impedance path at the
source of the PA cells and thus reducing the gain of the system. From this
property, the lower corner of the frequency band can be set as discussed
previously since it creates a parallel self-resonance. Furthermore, the in-
terstage coupled lines, which are designed for the optimum performance in
the frequency band of interest, lower the gain at low frequencies and thus
help to dampen any unwanted low frequency signal. At the other end of the
frequency band, the high-quality matching capacitor placed at the output of
the combiner sets the upper corner frequency of the system and attenuates
the gain of the overall system.

The even-mode stability (µ�factor) of the structure is evaluated for each
stage (driver and output) separately and also the complete structure at dif-
ferent PVT corners and di↵erent bias voltages. Fig. 2.20 shows the sim-
ulated stability factor of the whole structure at di↵erent corners, tempera-
tures and two di↵erent output power levels of �7/+23 dBm at 28 GHz. The
µ�factor remains greater than one over the wide frequency range indicating
that it is unconditionally stable. To ensure that any odd-mode oscillation
[35], which leads to gain drop due to internal oscillation, is dampened, the
resistors between each two inputs and also each two output nodes of the
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power cell with the values of 1.5k⌦ are added (the resistors in Fig. 2.16(d))
[35]. An o↵-chip resistive biasing network [35] consisting of resistors and
capacitors is used to prevent low-frequency oscillations. The measured out-
put spectrum of the PA is also monitored over the frequency range of DC
to 60 GHz (with and without an input signal) and no oscillation is observed
(Fig. 2.21)
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Figure 2.20: Simulated stability factors at di↵erent corners, temperatures
and power levels (Full-Power = 23 dBm; Small-Power=-7 dBm).
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Figure 2.21: Output spectrum for (a) no input signal, (b) Pout ⇡ 23 dBm.

2.5 Experimental Results

The PA is designed and fabricated in 1-poly 9-metal (1P9M) 65-nm bulk
CMOS general purpose process. The chip micrograph is shown in Fig. 2.22.
The chip size including the pads is 500 µm ⇥ 800 µm. The chip is mounted
on a printed-circuit board (PCB) and the PA is measured through on-wafer
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probes with all DC pads wire bonded to the PCB. S-parameters are mea-
sured with a Keysight N5225B PNA network analyzer. The S-parameter
measurements showing the small-signal gain and input matching results are
shown in Fig. 2.23. The measured results are in good agreement with sim-
ulations. Fig. 2.24 shows the large-signal behavior of the PA including the
output power, gain, and PAE versus the input power for a single tone input
at 28 GHz. The measurement results demonstrate Psat of 23.2 dBm, output
P1dB of 22.7 dBm, and peak PAE of 35.5%, at 28 GHz. Fig. 2.25 shows
the variation of PAE and Pout versus frequency. The proposed PA has a
PAEmax and Psat of higher than 30% and 22.1 dBm, respectively, across
the frequency range of 26 GHz to 31 GHz. The histograms of Po�sat and
PAEmax for 20 measured samples are shown in Fig. 2.26. The measurement
results of 20 samples confirm that the proposed techniques are reliable. To
perform these measurements, first, one sample is chosen randomly and the
biasing voltages for that sample are adjusted to achieve its optimum perfor-
mance. Then the same biasing setup is used for the rest of the samples.

Figure 2.22: Die micrograph of the proposed PA.

Fig. 2.27 shows measured and simulated AM-AM and AM-PM dis-
tortions confirming high linearity of the proposed structure. AM-AM and
AM-PM have the overshoot of less than 0.3 dB and 0.2�, respectively, at
28 GHz. Also, by including the varactor at the gate of the stacked transis-
tor, the output P1dB is improved by more than 5.5 dB. The proposed tech-
nique also shows a favorable performance as compared to the case where the
varactor is put at the gate of the bottom transistor (Fig. 2.27). AM-PM

36



S11 S21

Measurement Simulation

26 27 28 29 30 31 32 33 3425 35

-10

0

10

20

-20

freq, GHz

S-
Pa

ra
me

ter
s, 

dB
S11 S21

Measurement Simulation

26 27 28 29 30 31 32 33 3425 35

-10

0

10

20

-20

freq, GHz

S-
Pa

ra
me

ter
s, 

dB

Figure 2.23: Measured and simulated S�parameters results.
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Figure 2.24: Measured large-signal behavior of the PA showing Pout, gain,
and PAE at 28 GHz.

distortion at P1dB is shown in Fig. 2.28. The results of Fig. 2.28(a) show
that AM-PM remains less than 1.9� over the frequency band of 26 GHz to
31 GHz. Moreover, chip to chip variation of AM-PM, which is measured for
20 samples at 28 GHz, is negligible confirming the reliability of the proposed
linearity technique (Fig. 2.28(b)). Experimental results for a 64-QAM sig-
nal with 1 GS/s (6 Gb/s) and 2.5 GS/s (15 Gb/s) are shown in Fig. 2.29.
Due to the linearity and e�ciency improvements, the PA shows the aver-
age PAEs of 16.1% and 14.9% at the high average output power levels of
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Figure 2.26: Measured Po-sat, and PAEmax for 20 samples at 28GHz, (a)
Po-sat, (b) PAEmax.

16.5 dBm and 16.1 dBm for the 1 GS/s and 2.5 GS/s modulated signals,
respectively, without using any external pre-distortion circuitry. The his-
tograms of EVM and ACPR for 20 measured samples are shown in Fig.
2.30. The results show typical EVM/ACPR around –26.4 dB/–28.3 dBc
with small die-to-die variations (EVM and ACPR variations are confined
within ±0.8 dB and ±1 dB, respectively). Fig. 2.31 shows the EVM and
ACPR versus output power for the 2.5 GS/s modulated signal validating
the performance of the proposed technique. Table 5.1 summarizes the per-
formance of the proposed PA and compares it with that of state-of-the-art
PAs. The results confirm that the proposed CMOS stack-based topology
has a comparable e�ciency and linearity with those of the state-of-the-art
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common-source CMOS structures, while o↵ering a favorable output power
(even compared to PAs implemented in higher performance processes and
using higher supply voltages). Thus, while the output swing is improved by
using the stacked configuration, its linearity and e�ciency are also enhanced
by means of the proposed techniques.
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at the bottom FET gate: (a) AM-AM and (b) AM-PM.
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Table 2.1: Performance comparison of state-of-the-art 5G PAs.

This Work [14] [15] [21] [37] [38] [39] [40] [43] [44]
Technology 65nm CMOS 65nm CMOS 40nm CMOS 45nm SOI 130nm SiGe 130nm SiGe 45nm SOI 130nm SiGe 45nm SOI 45nm SOI
Freq. (GHz) 28 28 27 41 28.5 28 27 40 28 30
Gain (dB) 18 15.8 22.4 8.9 20 15⇤ 19.1 23.4 20.5 7

Pout,1dB (dBm) 22.7 14 13.7 NA 15.2 NA 22.4 NA 19.1 NA
Pout,sat (dBm) 23.2 15.6 15.1 21.6 17 23 23.3 23.7 20.4 17
PAE1dB (%) 34 34.7 31.1 NA 39.2 40.3 39.4 NA 42.5 NA
PAEmax (%) 35.5 41 33.7 25.1 44⇤⇤ 41.4 40.1 28.5 45 50.5⇤⇤⇤

AM-PM (�) 1.6 0.7 NA NA 3 NA <5 NA NA NA
@ P1dB

Modulated 64QAM 64QAM 64QAM 64QAM 64QAM 64QAM 16QAM 5G 64QAM 64QAM
signal OFDM

15 Gb/s 2 Gb/s OFDM 8-CC 18 Gb/s OFDM 6 Gb/s 4 Gb/s 0.8 Gb/s 3 Gb/s
Po,avg(dBm) 16.1 9.8 6.7 9.8 14.3 15.9 16.4 11.3 10.2
EVM (dB) -26.2 -26.4 -25 NA -25 -30.5 -25.3 -18.2 -25.1 -28
ACPR (dBc) -28.32 -30 NA NA -33 -29.6 -25⇤ -25.6 -26.4

PAE(%) 14.9 18.2 11 18.4 25.3 29.1 19.9⇤⇤⇤ 16.6 31.2
Active area 0.2 0.24 0.225 0.3⇤⇤ 0.291 0.56⇤⇤ 0.52 0.96 0.21 1.65⇤⇤

VDD 2.2 1.1 1.1 5 1.9 4 2 4 2 1.2
Architecture 4-way Transformer-Based 1-Way 4-stacked Di↵erential Triaxial Balun 3-Bit 4-Bit Compensated Outphasing

Combining AM-PM Correction Transformer-Based configuration Continuous-Mode Outphasing Doherty Asymmetrical Distributed
Combining Harmonically-Tuned Balun

⇤ Estimated from a plot ⇤⇤ Including pads ⇤⇤⇤ Drain e�ciency
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2.6 Summary

In this chapter, a 28-GHz CMOS PA suitable for 5G applications is designed
and characterized. The design uses four sub-PAs whose outputs are com-
bined to deliver Psat = 23.2 dBm at 28 GHz. To improve the e�ciency,
a proposed low-loss CPW-like power combiner with the passive e�ciency
of 93% is used along with an LC filter at the output of the PA, yielding
PAEmax in excess of 35%. A single varactor controlled by an envelope de-
tector is also proposed to improve the linearity of each sub-PA resulting
in improvement of both AM–AM and AM–PM distortions. The di↵erence
between P1dB and Psat remains negligible (⇠0.5 dB), confirming the high
linearity of the circuit. A systematic approach to the design of matching
networks is also presented. The PA is capable of delivering an EVM of
�26.2 dB when transmitting a 2.5 GS/s (15 Gb/s) 64-QAM modulated sig-
nal at average Pout of 16.1 dBm. Implemented in a 65-nm bulk CMOS,
the performance of the proof-of-concept PA compares favorably with that of
the state-of-the-art designs implemented in advanced CMOS or other higher
performance processes, in particular, in terms of Pout, 1dB, Pout, sat and area.
The fact that Pout, 1dB and Pout, sat of the proposed design are relatively
high and close to each other is also an indication of improved linearity of
the system. Please also note that for the relatively high output power the
proposed design o↵ers the reasonable e�ciency.
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Chapter 3

On the Design of nth-Order
Polyphase All-Pass Filters

Polyphase filters (PPFs) that generate outputs with known phase di↵erences
are among the key building blocks of modern wireless communication sys-
tems [24], [45]�[46]. For example, polyphase filters are often used to gener-
ate quadrature local oscillator outputs that are required in direct-conversion
and low-intermediate-frequency (low-IF) receivers as well as in vector-sum-
based phase shifters [47]�[50][58]�[61]. LC filters have been traditionally
used for quadrature signal generation. However, the networks that are con-
ventionally used are mainly first or second order [60][61]. Furthermore, they
produce the quadrature phase shift for either a single frequency or over a
relatively narrow frequency band. The conventional RC polyphase filters, in
spite of their widespread use, su↵er from two major issues including a poor
input matching (to 50 ⌦) and trade-o↵ between the loss and phase di↵er-
ence accuracy [51]. Although a poor input matching (to 50 ⌦) may not be
a major concern in transceivers where PPFs function at IF frequencies, this
drawback cannot be ignored in radio-frequency (RF) applications including
RF vector-sum phase shifters [50], [62]�[67]. For applications where input
matching is important, the overall performance of the system will be ad-
versely a↵ected by poor input matching. Due to the trade-o↵ between the
amplitude loss and phase accuracy, although polyphase filters are widely
used in the LO signal path where the signal amplitude level is large, the
loss introduced by such networks is a major issue if they are to be used
in the main RF signal path. The situation will be exacerbated when for
wideband operation multistage polyphaser filters are used. The proposed
n
th-order polyphase all-pass filter (PAF) addresses the abovementioned dis-

advantages.
In this chapter, the analyses are mainly focused on polyphase all-pass

filters (PAFs). Without loss of generality and to avoid long and cumbersome
equations, we provide the detailed analysis of the system for up to 4th-
order PAFs. Note that in practical implementation of PAFs, especially in
integrated circuits (ICs), the order of PAFs is rarely beyond 4. However,
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the equations for higher order PAFs can be derived similar to the approach
presented here.

The organization of the chapter is as follows: Section 3.1 introduces the
proposed structure and discusses its properties. Section 3.2 presents the
mathematical analysis of 2nd, 3rd, and 4th-order PAFs. In Section 3.3, the
design procedure for the proposed PAF is presented in the context of an
example. Section 3.4 is devoted to practical considerations and analysis
of some errors caused by non-ideal e↵ects including parasitic capacitances,
component tolerance and mismatch, and quality factor (Q) of the induc-
tor. Since in the proposed structure the input impedance is independent
of phase accuracy and the overall filter loss, in contrast to the conventional
structures [51], the value of the input impedance can be set independently
and it does not impact the output performance. The proposed design is
verified experimentally through a proof-of-concept prototype and measure-
ment results confirm the operation of the structure over the frequency band
of 10 to 100 MHz. Note that this proof-of-concept prototype using discrete
components if one would implement the structure monolithically, higher fre-
quency of operation can be achieved. The experimental results are presented
in Section 3.5.
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Figure 3.1: Key building block of the proposed system.
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3.1 The Proposed nth-Order Polyphase All-Pass
Filter

3.1.1 Introduction to The Structure:

The key building block of the proposed filter (as shown in Fig. 3.1) is a
passive network consisting of two sub-blocks, N1 and N2). N1 and N2 are in
turn passive networks that consist of reactive components only and the two
networks are dual of each other. Furthermore, we assume that we have the
following relationship between the input impedance of the two networks:

Z1(s)⇥ Z2(s) = R
2
, (3.1)

where, Z1(s) and Z2(s) are the input impedances of networks N1 and N2, re-
spectively, s is the complex frequency, and R is the desired input impedance
of the overall circuit. Given the above assumptions, it can be shown that
for the overall passive network shown in Fig. 3.1, we have:

i) The input impedance is equal to R and is independent of the frequency
of operation.

ii) The magnitude of the overall voltage transfer function is one regardless
of the order of N1 and N2.
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Figure 3.2: The proposed all-pass filter structure capable of generating in-
phase and quadrature signals.

It will be shown in the next subsection that by proper design of two such
networks and putting them together as shown in Fig. 3.2 one can generate
in-phase and quadrature signals. This proposed structure has the potential
of generating the quadrature signals with exactly 90� phase di↵erence at n
distinct frequencies, while it still maintains the aforementioned properties
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(constant input impedance and magnitude transfer function). This is in con-
trast with the conventional polyphase filters [49][51] in which the magnitude
of the overall transfer function deteriorates when more stages are added to
improve the phase accuracy by increasing the order of the filter. In this
discussion, n denotes the total order of the networks N1 (N2) and N3 (N4).
Let us review some conditions that if satisfied the structure produces the
quadrature signals at n distinct frequencies.

We will first discuss the requirements for reactive networks Ni where
i 2 {1, 2} such that Eq. (3.1) is satisfied. From circuit theory, we know that
the product of the impedance of two reactive networks is constant if and only
if they are dual of each other [52]. Consequently, in the event N2 is the dual
network of N1, Z1(s) ⇥ Z2(s) will be a constant value. Now, the equation
shown in (3.1) will be met if this constant value is a positive real number. To
satisfy this condition, we require that the impedance of each component in
network N2 is R2 divided by the impedance of the corresponding component
in the dual network, N1. Reactive networks Ni where i 2 {3, 4} should also
meet the same condition.

Furthermore, we assume that the number of poles or zeros of the impedance
of each network Ni, i 2 {1, 3} is equal to the total number of the reactive
components of the network. That is, the reactive components of the network
cannot be combined in such a way to reduce both the number of zeros and
poles of the network, e.g.,there is no pole-zero cancellation in the circuit.
If this condition is held, the proposed structure (Fig.3.2) would be capable
of producing quadrature signals at up to n = n1 + n3 distinct frequencies,
where n1 and n3 are the total number of the reactive components used in
the networks N1 and N3, respectively.

Due to duality, if the above condition is satisfied for networks N1 and
N3, it will be also satisfied for the networks N2 and N4 since the poles of N1

(N3) are the zeros of N2 (N4) and vice versa [52]. Let us now further clarify
these conditions by an example. For n1 = 4, example proper and improper
structures are shown in Fig. 3.3. The structure of Fig. 3.3(b) does not
meet the above condition as there is one pole-zero cancellation happening
at its impedance function which causing the number of poles and zeros of
its impedance function to be smaller than the total number of the reactive
components of the network.

In what follows, we will prove that the structure of Fig. 3.2 is capable
of generating quadrature signals whose phase di↵erence is exactly 90� at n
distinct frequencies where n is the order of the structure. We will also show
that by increasing the order of the structure, one can either improve the
phase accuracy of the system over the bandwidth of interest, or achieve the
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Figure 3.3: Examples of 4th-order Ni network. (a) Proper type, and (b)
improper type.

same phase accuracy over a wider bandwidth.

3.1.2 Analysis of the Proposed Structure:

In this subsection, we analyze the proposed structure for the case where there
are n1 and n3 reactive components in networks N1 and N3, respectively,
and thus the structure can produce quadrature outputs (with 90� phase
di↵erence) at n = n1 + n3 distinct frequencies.

In this analysis, we assume n1, n3 and n1+n3
2 are all even numbers. The

analysis for each of the other cases (di↵erent combinations of even and odd
numbers), is similar to that of the case provided here and therefore for the
purpose of brevity we omit the analysis. However, we summarize the cases
that provide viable solutions.

From basic circuit theory [52], the input impedance of a single-port net-
work containing only reactive components is purely reactive, otherwise Tel-
legen’s theorem is violated. Thus, the input impedance of the network N1,
with n1 reactive components (while n1 is even) can be written as:

Z1(s) =

↵s⇥
⇣
1 +

n1
2 �1P
k=1

a
0
2ks

2k
⌘

1 +

n1
2P

k=1
a2ks

2k

, (3.2)

where ↵, a2k, and a
0
2k are real coe�cients. s is equal to j!. Note that

depending on the network, the first term in the numerator, i.e., ↵s may
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appear in the denominator instead, in which case the impedance of the dual
network will have the similar term in its numerator or vice versa.

Given Eq. (3.2), the input impedance of network N2 (the dual of N1) is
given by:

Z2(s) =
R

2

Z1(s)
. (3.3)

Similarly, the input impedance of the network N3 is:

Z3(s) =

�s⇥
⇣
1 +

n3
2 �1P
k=1

b
0
2ks

2k
⌘

1 +

n3
2P

k=1
b2ks

2k

, (3.4)

where �, b2k, and b
0
2k are real coe�cients. s is equal to j!. Also, the input

impedance of N4 (dual of N3) will be:

Z4(s) =
R

2

Z3(s)
. (3.5)

It can be shown that the output voltages of the structure shown in Fig.
3.2, namely, VI and VQ can be written as:

VI(s) =
R� Z1(s)

R+ Z1(s)
⇥ Vin (3.6)

and

VQ(s) =
R� Z3(s)

R+ Z3(s)
⇥ Vin. (3.7)

Thus, the phases of the output voltages are given by:

6 VI = �2⇥ arctan(!
↵

R
A(!)) (3.8)

and
6 VQ = �2⇥ arctan(!

�

R
B(!)), (3.9)

where

A(!) =

1 +

n1
2 �1P
k=1

(�1)ka02k!
2k

1 +

n1
2P

k=1
(�1)ka2k!2k

(3.10)
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and

B(!) =

1 +

n3
2 �1P
k=1

(�1)kb02k!
2k

1 +

n3
2P

k=1
(�1)kb2k!2k

. (3.11)

The overall output phase di↵erence can therefore be written as:

✓ = 6 VI � 6 VQ = 2arctan
!

�
RB(!)� !

↵
RA(!)

1 + !2

R2↵�A(!)B(!)
. (3.12)

For the output phase di↵erence ✓ to be equal to ⇡
2 (i.e., 90�), the following

condition should be met.

!
�

R
B(!)� !

↵

R
A(!) = 1 +

!
2

R2
↵�A(!)B(!). (3.13)

By substituting Eqs. (3.10) and (3.11) into Eq. (3.13), and simplifying the
equation, we have:

1 +
n1+n3=nX

k=1

xk!
k = 0, (3.14)

where xk is calculated from Eq. (3.15).

xk =

8
>>>>>>>>>><

>>>>>>>>>>:

(�1)
k
2 (

n
2P

i=0
a2ibk�2i �

n
2�1P
i=0

↵�
R2a

0
2ib

0
k�2i�2) when k is even

(�1)
k�1
2 (

n
2�1P
i=0

↵
Ra

0
2ibk�2i�1 �

n
2P

i=0

�
Ra2ib

0
k�2i�1) when k is odd

and a0 = a
0
0 = b0 = b

0
0 = 1

(3.15)
For example, if n1 = n3 = 4, from Eq. (3.15) one can calculate xk’s as

follows:
x8 = a4b4,

x7 = �↵

R
a
0
2b4 +

�

R
a4b

0
2 , x6 = �a4b2 � a2b4 +

↵�

R2
a
0
2b

0
2,

x5 =
↵

R
(a02b2 + b4)�

�

R
(a4 + a2b

0
2),
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x4 = a4 + a2b2 + b4 �
↵�

R2
(a02 + b

0
2),

x3 = �↵

R
(a02 + b2) +

�

R
(a2 + b

0
2),

x2 = �a2 � b2 +
↵�

R2
and x1 =

↵

R
� �

R
.

The roots of Eq. (3.14) are the frequencies where the phase di↵erence
between VI and VQ is ⇡

2 or 90�. Thus, for an n
th-order system, we would like

to have n positive real roots for Eq. (3.14). Based on Descartes’ rule of signs
[53] and [54], for a polynomial of degree n with real coe�cients, the necessary
condition for having up to n positive real roots is that the sign of the coef-
ficients of the polynomial alternatively changes, that is, if we represent the
coe�cients of the polynomial by xk, k 2 0, 1, 2, . . . , n then xk = (�1)k|xk|
for all k 2 0, 1, 2, . . . , n, i.e., there are n sign changes in the coe�cients. Note
that since all the components, inductors and capacitors, have a real value,
the coe�cients xk are all real. Furthermore, from Eq. (3.1), note that the
coe�cient of the lowest degree of polynomial, x0, is one and thus it is posi-
tive. So, based on Descartes’ rule of signs, the even-order coe�cients of Eq.
(3.1) should be positive and its odd-order coe�cients should be negative.
Eq. (3.15) shows that xk for k = n is always positive because it consists of
the multiplication of two positive coe�cients (anbn = R

n
C1 . . . Cn). Thus,

both x0 and xn are positive. Now, for the rest of n� 1 coe�cients, namely,
xk, k 2 {1, 2, . . . , n�1} one can show that we have n unknowns (in the form
of ↵,�, a2, b2, a02, b

0
2, . . . ) in n� 1 independent equations (inequations, more

accurately) for xk, k 2 {1, 2, . . . , n�1}. The reason why these equations are
independent is that first it is assumed that there is no pole-zero cancellation,
leading some unknowns ↵,�, a2, b2, a02, b

0
2, . . . to be dependent together or re-

ducing the order of filter. Moreover, carefully examining Eq. (3.15), we note
that there is no dependency between two di↵erent coe�cients xk, namely, xi
and xj . Thus, in general, this system of n�1 equations and n unknowns has
infinite number of solutions. Since each xk is summation of a positive and
negative term, out of infinite solutions, there are ones that are obtained from
real components and, in turn, purely positive variables ↵,�, a2, b2, a02, b

0
2, . . . .

Therefore, based on Descartes’ rule of signs, since there are n sign changes
in the coe�cients xk, k 2 {0, 1, 2, . . . , n}, the polynomial can produce up to
n positive real roots.

Recall that the analysis above was based on the assumption that n1, n3

and n1+n3
2 are all even numbers and we showed that in such case Eq. 3.14
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can produce n distinct positive real roots. As we mentioned, other cases
with di↵erent combinations of even and odd numbers for n1 and n3 can be
analyzed in a similar fashion, however, some of such cases will not be able
to provide n distinct positive solutions and some cases will do. For brevity
their analyses are omitted, however, the cases that lead to n positive roots
are:

n1, n3 and n1+n3
2 are all even

n1, n3 and n1+n3
2 are all odd

one of n1 or n3 is even and the other is odd

In the following section we will present analyses of the 2nd, 3rd, and 4th-
order polyphase all-pass filters (PAFs) which are representative examples of
di↵erent combinations of n1 and n3. Furthermore, in practical implementa-
tions PAFs with orders of second, third or fourth are more commonly used
as compared to those with orders beyond 4.

3.2 Analysis and Design of 2nd, 3rd, and 4th-Order
PAFs

In this section we provide the analysis and calculation of component values
for each of the structures.

!" !#

!
$%

&'() ('

* * * *

&)

Figure 3.4: 2nd-order poly-phase all-pass filter (PAF).

3.2.1 2nd-order Polyphase All-Pass Filters:

The proposed structure for 2nd-order PAFs is shown in Fig. 3.4. Note that
in this structure, networks Ni, i 2 {1, 2, 3, 4} each only contains one reactive
component and N2 and N4 are the dual networks of N1 and N3, respectively.
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Also, note that although the overall structure has 4 reactive components,
due to pole-zero cancellation, the overall network is a 2nd-order network.

Component Value Calculation

According to Eq. (3.1) presented in Section II, for the structure to operate
properly, the following condition should be met.

L1

C1
=

L3

C3
= R

2 (3.16)

Taking Eq. (3.16) into account, the relationship between input and outputs
of the structure can be written as:

2

4
VI

VQ

3

5 =

2

4
1�RC1s
1+RC1s

1�RC3s
1+RC3s

3

5⇥ Vin. (3.17)

The phase di↵erence between the two outputs of the network, namely,
✓ = 6 VI � 6 VQ , can be written as:

✓(!) = 2 tan�1 RC3! �RC1!

1 +R2!2C1C3
, (3.18)

where ! is the angular frequency. The phase di↵erence curve have a maxi-
mum at the following frequency:

!max =
1

R
p
C1C3

. (3.19)

The solution for having ✓ = ⇡
2 results in:

R
2
C1C3!

2 �R(C3 � C1)! + 1 = 0. (3.20)

According to Descartes’s rule of signs, the necessary condition in order for
the above equation to have two positive roots is C3 > C1. As a consequence,
the graph of ✓ is similar to Fig. 3.5. Based on Eqs. (3.19) and (3.20), !max

is the geometric mean of the frequencies !1 and !2 since the product of the
roots of the quadratic Eq. (3.20) is equal to the value of !max. The desired
frequency range of operation should include !1 and !2. Let us assume that
the frequency range of interest is from !l to !h. One can show that if the
following condition is met:

⇡

2
� ✓(!l) =

⇡

2
� ✓(!h) (3.21)
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Figure 3.5: Typical phase di↵erence graph of the 2nd-order PAF.

that is, the deviation of ✓(!) from ⇡
2 at both ends of the frequency band of

interest are equal to each other, then, !max is also the geometric mean of the
frequencies !l and !h. As shown in Fig. 3.5, !1 and !2 are the frequencies
at which the phase di↵erence ✓(!) is equal to ⇡

2 .
If we further assume that:

✓(!max)�
⇡

2
=

⇡

2
� ✓(wh), (3.22)

then we will have:

R(C3 � C1) =

s
2(!l + !h)

!3
max

. (3.23)

In this case, the maximum phase error from ⇡
2 occurs at frequencies !max,

!l, and !h. If we define the ratio of !h to !l as ↵ = !h
!l
, we can write the

maximum phase di↵erence from ⇡
2 as:

�✓max =

�����
⇡

2
� 2 tan�1

s
1 + ↵

2
p
↵

�����. (3.24)

The above relation is obtained by using the Eqs. (3.18), (3.19), (3.23), and
!
2
max = !l!h.
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Design Procedure

Assuming that the lower and upper corners of frequency band are given, the
design procedure of this PAF is summarized as follows:

I. Calculation of !max using !
2
max = !l!h

II. Calculation of C1 and C3 using Eqs. (3.19) and (3.23)

III. Calculation of inductor values using Eq. (3.16)
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Figure 3.6: 3rd-order poly-phase all-pass filter (PAF).

3.2.2 3rd-Order Polyphase All-Pass Filters:

For a 3rd-order PAF, the number of reactive components for the networks
N1 and N3 (and their dual networks, N2 and N4) should be two and one,
respectively, or vice versa. Taking the discussions of Section II into ac-
count, Fig. 3.6 shows a generic structure for the proposed 3rd-order PAF.
Within the frequency range of interest, this structure would be capable of
producing quadrature signals (with exactly 90� phase di↵erence) at three
distinct frequencies. Note that the structures presented in [50] and [57]
can also produce 90� phase di↵erence at three distinct frequencies, however,
the proposed solution here can achieve this with fewer reactive components.
In particular, as compared to the structures in [50] and [57], the structure
shown in Fig. 3.6 has two fewer inductors and two fewer capacitors. Given
that passive components especially inductors occupy a large on-chip area,
the proposed structure is more amenable to integration than the previous
ones.
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Component Value Calculations

As discussed earlier, for the structure to operate properly, Eq. (3.1) pre-
sented in Section II, should be met which results in the following condition
for this structure:

L1

C1
=

L2

C2
=

L3

C3
= R

2
. (3.25)

Taking Eq. (3.25) into account, the relationship between the input and
output voltages of the structure of Fig. 3.6 can be written as:

2

4
VI

VQ

3

5 =

2
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1+C1C2R2s2�RC2s
1+C1C2R2s2+RC2s

1�RC3s
1+RC3s

3

75⇥ Vin. (3.26)

From Eq. (3.26) and by replacing s with j! one can show that the phase
di↵erence between VI and VQ, namely, ✓, at a given frequency, ! is :

✓(!) = 2 tan�1 R(C2 � C3)! +R
3
C1C2C3!

3

1 +R2(C2C3 � C1C2)!2
(3.27)

The necessary condition for the phase di↵erence curve to intersect with ⇡
2

line at three distinct frequencies is given by:

C1 < C3 < C2 (3.28)
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Figure 3.7: Typical phase di↵erence graph of the 3rd-order PAF.

If this condition is met, the phase di↵erence will have one relative min-
imum and one relative maximum over the frequency range of interest (as
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shown in Fig. 3.7). The relation between two frequencies associated with
these extremum points is:

!min ⇥ !max =

s
C2 � C3

C1C2C3(C2C3 � C1C2)R4
. (3.29)

Again, if we assume that the phase di↵erence deviation from 90� at the
end points of the desired frequency range as well as at the minimum and
maximum deviation points are all equal (referring to Fig. 3.7), once can
write:����

⇡

2
� ✓(!l)

���� =
����
⇡

2
� ✓(!min)

���� =
����
⇡

2
� ✓(!max)

���� =
����
⇡

2
� ✓(!h)

����. (3.30)

It can be shown that the absolute value of the di↵erence between the phase
di↵erence and ⇡

2 at !min and !max will be equal if and only if the following
condition are held.

C2C3 � C1C2

C1C2C3(C2 � C3)
=

(C2 � C3)
2

(C2C3 � C1C2)
2 =

1
3
p
C2
1C

2
2C

2
3

=

s
C2 � C3

C1C2C3(C2C3 � C1C2)

(3.31)

It can be shown that this condition is met if and only if C3 is the geometric
mean of the capacitors C1 and C2. That is,

C
2
3 = C1C2. (3.32)

Considering the above relation, the Eq. (3.29) can be simplified to:

!min ⇥ !max =
1

R2C2
3

. (3.33)

Moreover, it can be further shown that if !l ⇥ !h = !min ⇥ !max, then,��⇡
2 �✓(!l)

�� =
��⇡
2 �✓(!h)

��. To have
��⇡
2 �✓(!l)

�� =
��⇡
2 �✓(!min)

��, the following
relations should hold:

R
2
!l!min(C2 � C3)

2 �R
2
C3(!

2
l + !

2
min)(C2 � C3)�

1 + C
4
3R

4
!
2
l !

2
min + C

2
3R

2
!l!min = 0.

(3.34)

Solving the above equation for C2 � C3 results in:

C2 � C3 =
C3

2

 
!l

!min
+

!min

!l
+

s✓
!l

!min
+

!min

!l

◆2

+ 4

✓
1 +

!min

!h
+

!h

!min

◆!
.

(3.35)
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Since !min is an extremum point, we have d✓
d! |!=!min = 0. This equation

can be solved in terms of C2 � C3 which results in the following equation:

C2 � C3 =

C3

2

 
!l!h

!2
min

+
!
2
min

!l!h
+

s✓
!l!h

!2
min

+
!2
min

!l!h

◆2

+ 12

!
. (3.36)

From Eqs. (3.35) and (3.36), we have the following 10th-order polynomial
in terms of !min:

� !
10
min + 3!2

h!
8
min + 2(!h!

2
l � !

3
h)!

7
min�

2!2
l !

2
h!

6
min � 2!2

l !
4
h!

4
min+

2(!2
l !

5
h � !

4
l !

3
h)!

3
min + 3!4

l !
4
h!

2
min�

!
4
l !

6
h = 0.

(3.37)

This equation is discussed in Appendix A, and it is shown that the
equation has a double root at !h, conjugate roots at ±j

p
!l ⇥ !h, one root

at
p
!l!h and one root at �p

!l!h. Factoring out these roots, the remaining
term of Eq. (3.37) will be the following 4th-order polynomial:

�!
4
min � 2!h!

3
min + 2!2

l !h!min + !
2
l !

2
h = 0. (3.38)

The solution to such 4th-order polynomial is discussed in literature, e.g., in
[55], and one can solve for !min. The result is provided in Eq. (3.39). Again,
assuming ↵ = !h

!l
, we can write the maximum phase di↵erence from ⇡

2 , i.e.,
�✓max, as provided in Eq. (3.40).

!min =
!h

2
f(↵) , where f(↵) =

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

✓
vuuuut

2 + 3

r
4
↵2

⇣
1� 1

↵2

⌘
�

2

⇣
1� 2

↵2

⌘

vuut1� 3

s
4
↵2

⇣
1� 1

↵2

⌘ +

s

1� 3

r
4
↵2

⇣
1� 1

↵2

⌘
� 1

◆
↵ 

p
2

✓
vuuuut

2 + 3

r
4
↵2

⇣
1� 1

↵2

⌘
+

2

⇣
1� 2

↵2

⌘

vuut1� 3

s
4
↵2

⇣
1� 1

↵2

⌘ �

s

1� 3

r
4
↵2

⇣
1� 1

↵2

⌘
� 1

◆
↵ >

p
2

(3.39)
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�✓max =
⇡

2
�

2 tan�1

p
↵f(↵)
2

 
2

↵f2(↵) +
↵f2(↵)

8 +

r
3 +

⇣
2

↵f2(↵) +
↵f2(↵)

8

⌘2
!

+
⇣p

↵f(↵)
2

⌘3

1 + ↵f2(↵)
4

 
2

↵f2(↵) +
↵f2(↵)

8 +

r
3 +

⇣
2

↵f2(↵) +
↵f2(↵)

8

⌘2
! , ↵ =

!h

!l

(3.40)

Design Procedure

For the 3rd-order PAF, the summary of the design procedure of the proposed
structure is given below.

I. Calculation of !min using Eq. (3.39)

II. Calculation of C3 using !l ⇥ !h = 1
R2C2

3

III. calculation of C2 using Eq. (3.35) or (3.36)

IV. Calculation of C1 using Eq. (3.32)

V. Calculation of inductor values using Eq. (3.25)

3.2.3 4th- order Polyphase All-Pass filters:

For a 4th-order PAF, the number of reactive components for both networks
N1 and N3 (and their dual networks, N2 and N4) should be two. Fig. 3.8
shows the generic form of the structure.
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Figure 3.8: 4th-order poly-phase all-pass filter (PAF).
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Component Value Calculation

For the structure shown in Fig. 3.8, the following relationship should be met
so that Eq. (3.1) is satisfied.

L1

C1
=

L2

C2
=

L3

C3
=

L4

C4
= R

2 (3.41)

Taking Eq. (3.41) into account, the relationship between the input and
output voltages of the structure of Fig. 3.8 can be written as:

2

4
Vo1

Vo2

3

5 =

2
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1+C1C2R2s2�RC2s
1+C1C2R2s2+RC2s

1+C3C4R2s2�RC4s
1+C3C4R2s2+RC4s

3

75⇥ Vin. (3.42)

The phase di↵erence between VI and VQ, namely, ✓ can be written as:

✓(!) = 2 tan�1

R(C4 � C2)! +R
3(C2C3C4 � C1C2C4)!3

1 +R2(C2C4 � C1C2 � C3C4)!2 +R4C1C2C3C4!
4
.

(3.43)

Based on Descartes’s rule of signs, the necessary condition for the phase
di↵erence curve to cross ⇡

2 line at up to four points is:

C1 < C4, C2 < C4, C1C2 + C3C4 < C2C4. (3.44)

If the phase di↵erence curve intersects ⇡
2 line at four points, then the curve

has three extrema similar to the typical example shown in Fig. 3.9.
Similar to the discussion in the previous subsections, we would like to cal-

culate the values of components given that the following equalities are met.
These equalities lead to having an equal maximum magnitude of the phase
di↵erence from ⇡

2 at the three extrema frequencies (namely, !max1, !min,
and !max2) and the endpoints of the frequency range of interest, namely, !l

and !h.
����✓(!l)�

⇡

2

���� =
����✓(!max1)�

⇡

2

���� =
����✓(!min)�

⇡

2

���� =
����✓(!max2)�

⇡

2

���� =
����✓(!h)�

⇡

2

����

(3.45)

To have
��✓(!max1) � ⇡

2

�� =
��✓(!max2) � ⇡

2

��, the following condition needs to
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Figure 3.9: Example of the typical phase di↵erence graph of the proposed
4th-order PAF.

be met:

R
2
!max1 ⇥ !max2 =

3
p
C4 � C2

3
p
C1C2C3C4(C2C3C4 � C1C2C4)

=

C2C3C4 � C1C2C4

C1C2C3C4(C4 � C2)
=

C4 � C2

C2C3C4 � C1C2C4
.

(3.46)

The above condition is satisfied if and only if

C1C4 = C2C3. (3.47)

Substitution of Eq. (3.47) into Eq. (3.46) gives:

!max1 ⇥ !max2 =
1

R2C1C4
. (3.48)

!min can obtained from the relations d✓(!)
d! = 0 and d2✓(!)

d!2 > 0 is:

!min =
1

R
p
C1C4

. (3.49)

Moreover, to have
��✓(!l) � ⇡

2

�� =
��✓(!h) � ⇡

2

��, the following condition
should be met.

!l ⇥ !h = !max1 ⇥ !max2 (3.50)
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Taking into account:
����✓(!l)�

⇡

2

���� =
����✓(!min)�

⇡

2

����, (3.51)

we have

R
2(C2C4 � C1C2 � C3C4) =

1

!2
l

⇥
�2

p
↵+ 2/

p
↵+ 2

↵

�

=
1

!2
l

f1(↵), where ↵ =
!h

!l
.

(3.52)

The values of !max1 and !max2, which are calculated from the relation
d✓(!)
d! = 0 and d2✓(!)

d!2 < 0, are:

!max1, max2 =

!h ⇥

vuutf1(↵)� 4
↵ ±

q�
f1(↵)� 4

↵

�2 �
�
2
↵

�2

2

= !h ⇥ f2(↵),

(3.53)

where minus and plus signs result in !max1 and !max2, respectively.
Finally, solving for

����✓(!l)�
⇡

2

���� =
����✓(!max1)�

⇡

2

���� (3.54)

results in the following relationship:

R(C4 � C2) =
g(↵)

!l
, (3.55)

where, g(↵) is

vuuut

✓
1 + ↵2

�
1 + f1(↵)

�◆✓
f2
2 (↵)

�
f1(↵) + f2

2 (↵)
�
+ ↵�2

◆

f2(↵)
�
1 + ↵

��
1 + ↵f2

2 (↵)
� . (3.56)

The maximum magnitude of the phase di↵erence from ⇡
2 which occurs

at !l, !min, !max1, max2, and !h, can be written as:

�✓max =

�����
⇡

2
� 2 tan�1 g(↵) + ↵

�1
g(↵)

1 + f1(↵) + ↵�2

�����. (3.57)
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Design Procedure

Given !l and !h, the capacitor values can be calculated using the following
equations, which are obtained from Eqs. (3.47), (3.48), (3.50), (3.52) and
(3.55).

C2 =
1

R!l
⇥
 

� g(↵)

2
+

vuutf1(↵) +
2
↵ + g2(↵)

2 +
q�

f1(↵) +
2
↵

�2
+ 4g2(↵)

↵

2

!
(3.58)

C4 = C2 +
g(↵)

R!l
(3.59)

C3 =
1

R2C2!l!h
(3.60)

C1 =
C2C3

C4
(3.61)

The inductor values can be calculated using Eq. (3.41) and the values of
the capacitors.

3.3 Design Example

In this section, we provide a design example for each of the 2nd-, 3rd-, 4th-
order PAFs that we discussed in the previous section. The frequency band
of interest for all of these examples is assumed to be [fl, fh] = [10 MHz,
100 MHz]. We begin with the 2nd-order PAF. Since !max = 2⇡fmax is the
geometric mean of the !l and !h, we can write:

f
2
max = fl ⇥ fh = 1000 =) fmax = 31.62 MHz

Then, the values of reactive components can be calculated using Eqs. (3.19)
and (3.23) assuming that R=100 ⌦.

C1 = 16.92 pF , C3 = 149.67 pF

L1 = 169.2 nH , L3 = 1.497 µH

The maximum phase shift error, according to Eq. (3.24), is then:
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�✓max ⇡ 15.66�

For the 3rd-order PAF, the design begins with the calculation of !min. Its
value can be calculated from Eq. (3.39) and the corresponding value of
fmin = !min

2⇡ is 18.44 MHz. For R=100 ⌦, the values of C3, C2, and C1

are 50.33, 253, and 10 pF, respectively. The values of L3, L2, and L1 are
503.3 nH, 2.53 µH, 100 nH, respectively. The maximum phase shift error,
according to (3.40), is approximately 4.13�.

For the 4th-order PAF, assuming that R=100 ⌦, the components values
are:

C1 = 7 pF , C2 = 91.9 fF , C3 = 27.6 fF , C4 = 362.5 fF

L1 = 70 nF , L2 = 919 nH , L3 = 276 nH , L4 = 3.63 µH

and the maximum phase shift error, according to Eq. (3.57) is approximately
1.08�.

Fig. 3.10 shows the quadrature phase di↵erence graphs for all PAFs based
on the components values calculated in this section. The frequency range of
operation is assumed to be 10 MHz to 100 MHz. As can be seen from this
figure, by increasing the order of the PAF structure, one can either improve
the phase accuracy of the structure over the same bandwidth of interest, or
achieve the same phase accuracy over a wider bandwidth.
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Figure 3.10: The quadrature phase di↵erence graph of di↵erent order PAFs
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3.4 E↵ects of Nonidealities on the Circuit
Performance

In this section, the e↵ects of nonidealities on the performance of the proposed
structure are discussed.

3.4.1 Loading E↵ects

This subsection analyzes the e↵ect of load mismatch on the quadrature
outputs, as well as the e↵ect of loading on the input impedance. In practice,
the loading is caused by the input impedance of the next stage, which in
CMOS designs is mainly a capacitive loading.

E↵ect of Load Mismatch on the Quadrature Outputs

It can be shown that the input and output voltages of the structure of
Fig. 3.1, when the load impedance of ZL is connected to the output, are
related to each other as follows:

Vo(s)

Vin(s)
=

ZL

ZL +R
(3.62)

Note that the output voltage is independent of the reactive component
values of the network providing that Eq. (3.1) is satisfied.

For the system with two quadrature outputs, the quadrature amplitude
mismatch is defined as below:

Quadrature Mismatch (QM) =

����
VI

VQ

����. (3.63)

So,

QM =

����
ZL1

ZL2
⇥ ZL2 +R

ZL1 +R

����, (3.64)

where ZL1 and ZL2 are the load impedances seen by I- and Q- terminals
(Fig. 3.2), respectively. Assuming that

ZL1 = Zcm +
�Z

2

ZL2 = Zcm � �Z

2
where

Zcm =
ZL1 + ZL2

2
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and
�Z = ZL1 � ZL2,

Eq. (3.64) can be approximated as follows providing that
�� �Z
Zcm

�� ⌧ 1.

QM ⇡
����1 +

zr

1 + Zcm
R

���� where zr =
�Z

Zcm
(3.65)

The above equation is verified for a capacitive load of Ccm = 20 pF shown in
Fig. 3.11. The quadrature amplitude mismatch between the output termi-
nals remains around zero assuming that zr stays around zero. The reason is
that the subsequent stages connected to the I- and Q- terminals of PAF are
ideally identical and thus the deviation between their input capacitances is
typically small (assuming a reasonable layout design).

���� ���� ���� ���� ���� ���� ���	 ���
 �������� ����

����

����

����

����

����

����

����
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: ADS Simulation

(3.65): Equation

Figure 3.11: The quadrature mismatch in terms of parasitic capacitance.

E↵ect of Load on the Input Impedance

Since zr is typically small, that is the input impedance of the stages con-
nected to I and Q are ideally identical, the input impedance of the network
of Fig. 3.2 in the presence of the loading can be calculated as follows:

Zin,eq =
0.5R(ZL +R)

ZL +R

✓
R2+f2(s)�
R+f(s)

�2 + R2+g2(s)�
R+g(s)

�2
◆ . (3.66)
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It can be shown that the expression into parenthesis in the denominator of
Eq. 3.66 remains around one. So, if

�� R
ZL

�� ⌧ 1, an approximation for Zin,eq

can be expressed as:

Zin,eq ⇡

0.5R

✓
1� R

ZL

✓�
R

2 � f(s)g(s)
�2

+R
2
�
f(s)� g(s)

�2
�
R+ f(s)

�2�
R+ g(s)

�2

◆
,

(3.67)

where f(s) and g(s) are the input impedances of the networks N1 and
N3, respectively.

3.4.2 E↵ects of Component Value Deviation

In this section we analyze the IQ amplitude mismatch and input impedance
error originated from component value deviation. Here, we assume that
instead of Eq. 3.1, due to component value deviations, we have:

L

C
= (R+�R)2 = R

2(1 +
�R

R
)2. (3.68)

That is, any capacitor or inductor value variation makes the above ratio
deviate from its nominal value (R2). Assuming that in Fig. 3.2, xi =

�Ri
R , i 2

{1, 2, 3, 4} captures the deviation of L
C for each of the networks Ni, i 2

{1, 2, 3, 4}, the approximations for the output and input impedance error
of one of the arms of the 4th-order PAF can be found from Eqs. (3.69) and
(3.70), where V1 and V3 are equal to VI and VQ, respectively. In this analysis,
to keep the formulas more tractable and without loss of generality we have
assumed that inductances have their nominal values and only capacitances
deviate from their nominal values so that L

C deviates from R
2.

Vi ⇡
1� 2xi

�
R2C2

i+1s
2�1�R2CiCi+1s2

�
�2xi+1

�
1+R2CiCi+1s2

�
�4xixi+1�

1+R2CiCi+1s2
�2

�R2C2
i+1s

2

⇣
1 + 2xi+1

1+R2CiCi+1s2+RCi+1s

⌘⇣
1 + 2xi(1+RCi+1s)

1+R2CiCi+1s2+RCi+1s

⌘ ⇥ Vin

if xi =
�Ri

R
and xi+1 =

�Ri+1

R
⌧ 2

(3.69)
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�Zi ⇡

R2Ci+1s
�
2R2CiCi+1s2xi+2xi+1(1+2xi)

�
�
1+RCi+1s+R2CiCi+1s2

�2

1 +

�
R2CiCi+1s2+R2C2

i+1s
2+2RCi+1s+1

�
2xi+

�
R2C1Ci+1s2+2xi+1

�
2xi+1�

1+RCi+1s+R2CiCi+1s2
�2

if xi =
�Ri

R
and xi+1 =

�Ri+1

R
⌧ 2

(3.70)

Based on Eqs. (3.69) and (3.70), the quadrature mismatch of the 2nd-
order PAF can be calculated as:

QM ⇡
���� lim
C2!1
C4!1

V1

V3

����R2=0
�R4=0

����, (3.71)

and its input impedance is:

Zin,eq ⇡ lim
C2!1
C4!1

�
R+�Z1

�
||
�
R+�Z3

�����R2=0
�R4=0

. (3.72)

Fig. 3.12 shows the analytical and simulated curves of the quadrature
mismatch for the 2nd-order filter over the frequency range of 10 MHz to
100 MHz. The curves are in terms of �R (with the assumption that �R1 =
�R2 = �R) at the centre frequency of 55 MHz. The simulations are done
using Keysight Advance Design System (ADS).

For the 2nd-order PAF, if �R1, 2 ⌧ R
2 , the closed forms of QM and Zin,eq

can be simplified as:

rClQM ⇡
����1�

2C1s�R1

(1�R2C2
1s

2)
+

2C2s�R2

(1�R2C2
2s

2)

����, (3.73)

and

rClZin,eq ⇡
R

2

⇣
1 +

C1s�R1

(1 +RC1s)2
+

C2s�R2

(1 +RC2s)2

⌘
. (3.74)

The quadrature mismatch and input impedance of the 3rd-order PAF
can be calculated from Eqs. (3.69) and (3.70) as:

QM ⇡
���� lim
C4!1

V1

V3

���
�R4=0

���� (3.75)

Zin,eq ⇡ lim
C4!1

�
R+�Z1

�
||
�
R+�Z3

����
�R4=0

. (3.76)
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Figure 3.12: 2th-order PAF errors in terms of x(=�R
R ), which x is a measure

showing how much Eq. (3.1) deteriorates. a) Quadrature mismatch (dB).

b) Input impedance variation (100⇥ Zin,eq�Zin,ideal

Zin,ideal
)

As mentioned earlier, for the 4th-order PAF we have:

QM ⇡
����
V1

V3

���� (3.77)

Zin,eq ⇡
�
R+�Z1

�
||
�
R+�Z3

�
. (3.78)

The validity of Eq. (3.75)�(3.78) is verified and the results are shown
in Figs. 3.13 and 3.14. As confirmed by Figs. 3.12 to 3.14, the proposed
structure is relatively insensitive to its component value variations. For
instance, the quadrature mismatch of 2nd, 3rd and 4th-order PAF remains

69



below 0.21 dB for �R
R of up to ±20%. It translates into the capacitive

deviation of [�30% to +56%].
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Figure 3.13: 3rd-order PAF errors in terms of x(=�R
R ). a) Quadrature

mismatch (dB). b) Input impedance variation (100⇥ Zin,eq�Zin,ideal

Zin,ideal
)

3.4.3 Influence of the Limited Quality Factor of inductors
on the QM and Input Impedance of the Proposed
Structure

Since the quality factor (Q) of the on-chip inductors is typically limited, in
this subsection, the e↵ect of inductor Q on PAF performance is investigated.

Similar to the previous subsection, the di↵erential output voltage (VI

or VQ) and input impedance error of one of the arms of the 4th-order PAF
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Figure 3.14: 4th-order PAF errors in terms of x(=�R
R ). a) Quadrature mis-

match (dB). b) Input impedance variation (100⇥ Zin,eq�Zin,ideal

Zin,ideal
)

containing ideal capacitors and inductors with limited Q are expressed in
Eqs. (3.79) and (3.80).

Vi =

1�
R2Ci+1!s

Qi+1

�
Ci+1�Ci�R2C2

i Ci+1s2
�
�

R4C2
i C2

i+1!
2s2

QiQi+1
�R2CiCi+1!s(1+R2CiCi+1s

2)

Qi�
1+R2CiCi+1s2

�2
�R2C2

i+1s
2

�
1 + R2CiCi+1!s

Qi(1+R2CiCi+1s2+RCi+1s)

��
1 + RCi+1!(1+RCis)

Qi+1(1+R2CiCi+1s2+RCi+1s)

� ⇥ Vin

(s = jw)

(3.79)
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�Zi =
R2Ci+1!

Qi+1
+

R2CiCi+1!s

Qi
(
R2Ci+1!

Qi+1
+R2Ci+1s)

�
1+RCi+1s+R2CiCi+1s2

�2

1 +

R2C2
i+1!s

Qi+1
+R2CiCi+1!s(

1
Qi

+ 1
Qi+1

+
R2CiCi+1s

2

Qi
+

R2CiCi+1!s

QiQi+1
+

2RCi+1s

Qi+1
+

R2CiCi+1s
2

Qi+1
)

�
1+RCi+1s+R2CiCi+1s2

�2

(s = jw)

(3.80)

The I/Q mismatch and the input impedance of the 2nd-order PAF can
be derived from Eqs. (3.79) and (3.80) as follows:

QM =

����
lim

C2!1
lim

Q2!1
V1

lim
C4!1

lim
Q4!1

V3

����, (3.81)

and
Zin,eq = lim

C2!1
C4!1

lim
Q2!1
Q4!1

�
R+�Z1

�
||
�
R+�Z3

�
. (3.82)

The accuracy of the above relations are verified and the results are shown
in Fig. 3.15.

With the realistic assumption of Qi � 5, i 2 {1, 2}, the equations for the
2nd-order PAF can be simplified as:

QM ⇡ 1� RC1!

Q1(1 +R2C2
1!

2)
+

RC2!

Q2(1 +R2C2
2!

2)
, (3.83)

and

Zin,eq ⇡
R

2

�
1 +

RC1!

2Q1(1 + jRC1!)2
+

RC2!

2Q2(1 + jRC2!)2
�
, (3.84)

Eqs. (3.85) to (3.88) express QM and input impedance of the 3rd and
4th-order PAF, respectively. For the 3rd-order PAF, we have:

QM =

���� lim
C4!1

lim
Q4!1

V1

V3

����, (3.85)

and
Zin,eq = lim

C4!1
lim

Q4!1

�
R+�Z1

�
||
�
R+�Z3

�
. (3.86)
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Figure 3.15: 2th-order PAF errors in terms of Q, which Q is the quality factor
of on-chip inductors. a) Quadrature mismatch (dB). b) Input impedance

variation (100⇥ Zin,eq�Zin,ideal

Zin,ideal
)

For the 4th-order PAF, the relevant equations are:

QM =

����
V1

V3

����, (3.87)

and its input impedance is:

Zinput =
�
R+�Z1

�
||
�
R+�Z3

�
. (3.88)

Figs. 3.15 to 3.17 confirm that the performance of the proposed structure is
relatively insensitive to the quality factor of the inductors.
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Figure 3.16: 3rd-order PAF errors in terms of Q. a) Quadrature mismatch

(dB). b) Input impedance variation (100⇥ Zin,eq�Zin,ideal

Zin,ideal
)

3.5 Experimental Results

In this section, we present the results of experimental verification of a 4th-
order PA (Fig. 3.8). The prototype is implemented on a printed circuit
board and using discrete components, and the operating frequency is chosen
to be between 10 to 100 MHz, a ratio of 1 to 10. The prototype is shown
in Fig. 3.18. Table 5.1 provides the component values. The performance of
the circuit is measured using Keysight E5061B Network Analyzer and an
active probe enabling the output terminals to be connected to the Network
Analyzer with minimal loading e↵ect. Fig. 3.19 shows the S11, which is
lower than �25 dB over the band of interest. Figs. 3.20 and 3.21 reflect
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Figure 3.17: 4th-order PAF errors in terms of Q. a) Quadrature mismatch

(dB). b) Input impedance variation (100⇥ Zin,eq�Zin,ideal

Zin,ideal
)

the I/Q network characteristics. The dashed and solid curves correspond to
simulations and measurements, respectively. Based on these figures, there
is a good agreement between measurement and simulation results.

3.6 Summary

In this chapter, a structure for an n
th-order all-pass filter (PAF) is pro-

posed that can generate fairly accurate quadrature signals while alleviating
the problems of the conventional structures including poor input matching,
and the trade-o↵ between the accuracy of quadrature phase di↵erence and
insertion loss. The e↵ects of loading, component value deviations and lim-
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Figure 3.18: The photograph of I/Q generator network.

Table 3.1: Component values based on the structure of Fig. 3.8

Component Values
Num. L (tol.) C (tol.) R (tol.)
1 68 (2%) nH 5.9 (2%) pF 108 (<5%) ⌦
2 900 (5%) nH 100 (2%) pF 93 (<5%) ⌦
3 270 (2%) nH 25 (2%) pF 105 (<5%) ⌦
4 3.5 (2%) µH 350 (5%) pF 102 (<5%) ⌦

ited inductor quality factor on the performance of the proposed structure
are studied analytically, and the results are confirmed by simulations. The
proposed structure is relatively insensitive to component variations. The
performance of the proposed structure is confirmed using a proof-of-concept
prototype and the measurement and simulation results are in good agree-
ment.
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Figure 3.19: Input return loss of the I/Q network.
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Figure 3.21: Quadrature error characteristics of the I/Q network. (a) I/Q
phase di↵erence. (b) I/Q amplitude mismatch.
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Chapter 4

Analysis and Design of a
Wideband mm-Wave
Miniaturized Marchand
Balun with a Better than
0.4-dB Amplitude and 1.5�

Phase Mismatch

The majority of sensitive analog and radio-frequency (RF) circuits and sys-
tems transmit/receive the signal in a balanced manner as di↵erential sig-
nalling reduces the e↵ects of the noise and interferences coupled to the signal
lines as well as higher order (particularly even-order) harmonics. Such sig-
nalling, in turn, enhances the dynamic range of the overall system. A balun
is a typical component that converts an unbalanced signal, e.g., the received
single-ended antenna signal, to a balanced version. In wireless communi-
cation systems, the balun is a key component for realizing building blocks
such as double-balanced mixers, balanced amplifiers, frequency multipliers,
and balanced antennas [68]�[70].

Among various types of active or passive baluns [71]�[73], the distributed-
type passive ones [5], [74] are more desired for the broadband applications
since they generally exhibit a better performance in terms of amplitude and
phase imbalance over a broader bandwidth. In multi-GHz or mm-wave ap-
plications, distributed-type baluns are generally used. Such distributed-type
baluns are typically categorized into hybrid 180� (rat-race) and Marchand
[74] baluns. Distributed-type baluns occupy a relatively large area. For
example, although the hybrid 180� baluns have a fairly good frequency re-
sponse in the microwave frequency band, they require line lengths of 3�/4
and �/4 where � is the wavelength of the signal. On the other hand, the
commonly used Marchand balun consists of two identical sections of coupled
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lines with the length of �/4. Furthermore, in contrast to the hybrid 180�,
both amplitude and phase imbalance of Marchand baluns are ideally zero
independent of frequency. Nonetheless, they still occupy a relatively large
area due to the use of two quarter-wavelength coupled lines. Moreover,
using long-length lines on chip causes performance degradation at higher
frequencies, e.g., millimeter wave (mm-wave), due to increased losses such
as substrate loss.

Many e↵orts [75], [76] have been made to reduce the size of the conven-
tional Marchand balun to make them smaller and lower cost with better
electrical performance at higher frequencies. However, the main issue that
almost all the techniques su↵er from is the trade-o↵ between the bandwidth
and size. In fact, although such techniques o↵er smaller size design, the
bandwidth of the balun is also reduced as compared to the original Marc-
hand balun.

In this paper, the bandwidth performance of both Marchand balun and
its reduced-size counterpart, also referred to as capacitively loaded balun, is
analyzed by means of contour integration. It is shown that the conventional
approach to the design of the reduced sized Marchand balun is not optimal.
Moreover, the analysis shows that the capacitively loaded balun for some
specific loads exhibits a broader bandwidth than that of Marchand balun.
Finally, a methodology for the optimal design of the reduced-size Marchand
baluns is proposed which leads to a balun with both improved bandwidth
and reduced size, where the balun has also less sensitivity to load variations.

The organization of the paper is as follows. Section 4.1 describes the
bandwidth extension of the reduced-size capacitively loaded Marchand balun
(miniaturized Marchand). The proposed methodology to obtain the optimal
performance from the structure is described in Section 4.2. The design of
the balun using the proposed approach is described in Section 4.3. Section
4.4 presents the experimental results.

4.1 Bandwidth Extension of Miniaturized
Marchand Baluns

4.1.1 Brief Discussion on the Capacitively Loaded
Marchand Baluns

Fig. 4.1(a) shows the structure of the conventional Marchand balun. Replac-
ing the quarter-wavelength lines of Fig. 4.1(a) with its capacitively loaded
equivalent shown in Fig. 4.1(b) [77] and also further manipulating the con-
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Figure 4.1: Balun structure, (a) conventional Marchand balun, (b) capaci-
tive loading technique to reduce the line length, (c) reduced-size Marchand
balun.

ventional structure, one can arrive at the structure shown in Fig. 4.1(c). In
fact, the length of the segments can be reduced by means of the capacitors
connected to both ends of the coupled lines. The component values are:

C1 =
cos(✓0)

!0Ze
, C2 =

cos(✓0)

2!0Zo
� 0.5C1,

C5 = C1, C3 = C4 = C1 + C2, (4.1)

Z
0
e =

Ze

sin(✓0)
, Z 0

o =
Zo

sin(✓0)
, (4.2)

where !0 = 2⇡f0, ✓0, Ze and Zo are the center frequency, desired electrical
length(within (0,⇡/2]), and even- and odd-mode characteristic impedances
of the coupled lines in Fig. 4.1(a), respectively.

However, as the segments length shrinks, the bandwidth is also reduced.
To show the trade-o↵ between the bandwidth and size, one can show that
the insertion loss (S21) has at least one notch in the interval [f0, 2f0]. The
reason why the upper bound of frequency is considered to be 2f0 is that
the first notch in the insertion loss of the conventional Marchand structure
(Fig. 4.1(a)) designed for center frequency of f0 occurs at 2f0. In fact,
the notch frequencies are at k⇡f0/✓0 = 2kf0 where k 2 Z and ✓0 = ⇡/2
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is the electrical length of the segment at center frequency of f0. Thus, to
prove that the capacitively loaded balun designed at the center frequency
of f0 has a smaller bandwidth as compared to the conventional Marchand
balun, it should be shown that its notch frequency is smaller than 2f0. Using
Eqs. (B.7), (4.1) and (4.2), the notch frequency of the capacitively loaded
structure can be obtained from the following equation:

f

f0
=

cot(0.5✓0)

cot(✓00)
, (4.3)

where ✓
0
0 and ✓

0 are the electrical length of the reduced-size coupled lines at
the center frequency f0, and ✓

0
0f/f0, respectively. To complete the proof,

we define the function g(f) as:

g(f) =
f

f0
� cot(0.5✓00f/f0)

cot(✓00)
. (4.4)

Since g(f) is continuous over the interval [f0, 2f0] and also g(f0)⇥g(2f0) <
0, there is always at least one root in the interval [f0, 2f0]. Moreover, be-
cause g

0(f) > 0 in the interval [f0, 2f0], then g(f) has only one root in this
interval. It can also be shown that since g(f0) and g(

p
2f0) are both nega-

tive quantities and thus g(f0)⇥g(
p
2f0) > 0, the root always remains greater

than
p
2f0 for 0 < ✓

0
0 < ⇡/2. Fig. 4.2 confirms the aforementioned results

and also shows that the bandwidth is inversely proportional to the electrical
length of the segment.
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Figure 4.2: Normalized notch frequency of the capacitively loaded balun
versus the electrical length of the coupled lines (Eq. (4.3)).
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In the next subsection, we will show that the direct dependency of the
capacitance values C3, C4 and C5 on C1 and C2 is the main cause of the
bandwidth degradation as the segment length is reduced. In fact, we will
show that the structure can even exhibit a boarder bandwidth than that of
the conventional Marchand balun under specific load conditions and with
only a minor manipulation of the structure.

4.1.2 Capability to Improve the Bandwidth of the
Capacitively Loaded Balun

Some relevant definitions

Here, the objective is to achieve the maximally flat bandwidth of the capac-
itively loaded balun. The balun behaves similar to a band-pass filter with
the lower and upper 3dB frequencies of fl and fh, respectively. One possible
approach to extend the bandwidth of a network is to increase the area un-
der the curve of the S21 (or insertion loss) response. Before discussing the
approach for maximizing this area, let us review an interesting property of
the lossless networks, that is, at any port of an N -port lossless network, the
sum of the reflected power at that port and the transmitted power from that
port to all other ports of the network is equal to one, as presented below [5].

NX

k=1

|Ski|2 = 1, 0  |Ski|  1 (4.5)

where Ski are the scattering parameters of the network, N is the total num-
ber of ports, and indices i and k refer to the port number (1  i, k  N).
Specifically, for the two-port lossless network shown in (Fig. 4.1(c)), as-
suming that the port 1 is the single-ended input node (IN), and port 2 is
the di↵erential output (O1 � O2), we have |S11|2 + |S21|2 = 1. From this
property, to maximize |S21| one could minimize |S11|. Fig. 4.3(a) shows
the frequency response for |S11| of a generic band-pass filter. As shown, for
a properly designed filter, |S11| reaches zero at the center frequency of the
filter and gets back to one for the frequencies below and above the lower
and upper 3dB cut-o↵ frequencies. Given that the value of |S11| over the
bandwidth of the filter should be 0 or near 0, to maximize the bandwidth of
the filter one can maximize the area under 1/|S11| over the frequency range
of fl to fh. Let us define the following quantity:

Z +1

0
ln

1

|S11(j!)|
d! ⇡

Z !h

!l

ln
1

|S11(j!)|
d!, (4.6)
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where ln is the natural logarithm. Due to the use of |S�1
11 | in (4.6) the in-

tegrand is greater than zero. The generic profile of this integrand is shown
in Fig. 4.3(b). Given that the desired value of |S11(j!)| outside the band-
width of the filter is 1, the value of integrand outside the band of interest
is 0 or close to zero. Therefore, the larger the bandwidth of the filter is,
the larger the value of the integral (i.e., the area under ln |S�1

11 |) will be. As

!

"#$%&&$'&

()*+

!" !,!

$%&&$
&

!" !,

-./ -0/

!

"#$%&&$'&
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!" !,!
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&

-1/ -2/

!" !,

Figure 4.3: The typical frequency response of a band-pass filter: (a) |S11|
(lumped structure), (b) ln |S11|�1 (lumped one), (c) |S11| (distributed struc-
ture), (d) ln |S11|�1 (distributed one)

it is shown in Appendix D, for a typical bandpass filter (as well as lowpass
filters) the integral is bounded and its value can be obtained using complex
integration. Note that the response shown in Fig. 4.3(a) is based on the
assumption of the circuit having lumped components. If the filter contains
distributed components, the response will be periodic. Therefore, to make
sure that the integral in (4.6) is a finite quantity for any group of band-
pass or low-pass filters consisting of lumped or distributed components, the
integrand is modified as follows,

Z +1

0

1

1 + ( !
!no

)2n
ln

1

|S11(j!)|
d!, (4.7)
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where !no and n are the frequency of the first notch of |S11| and an integer
value of greater than 0, respectively. In e↵ect, the original response is low-
pass filtered to select the fundamental portion of the response and attenuate
the rest. That is, (1 + ( !

!no
)2n)�1, serves as a low-pass filter of order n that

selects the fundamental peak and attenuates the rest so that the overall
integral value is finite.

Bandwidth enhancement of the capacitively loaded balun

Since this work mostly focuses on improving the bandwidth performance
of the miniaturized Marchand balun, the main objective of this subsection
is the performance analysis of the capacitively loaded balun whose lines
have small electrical lengths, e.g.  10�. Referring to the structure of
Fig. 4.1(c), to simplify the analysis and reduce the number of the unknown
variables, one can start from a bare minimum structure that has minimum
number of capacitors. Thus, we assume C1 and therefore C2 are zero (C1

and C2 are dependent as proved in Appendix C) and C4 = 1. Note that
C3 and C5 represent the input and output capacitances of the balun so in
general they have a nonzero finite value. Also, note that the assumption of
C4 being zero is not a good choice, because that means the right port in
Fig. 4.1(c) is open circuit and therefore input impedance matching will be
challenging (mainly reactive) given that the line length is small. Therefore,
for simplifying assumption we start with a short or C4 = 1. It should
be noted that with these simplifying assumptions we will show that the
structure o↵ers a competitive performance as compared to the case where the
components are calculated based on either Eqs. (4.1) and (4.2) or that of the
conventional Marchand balun. Thus, one can expect that the performance
of the system may be further improved if one has the option of choosing
values other than 0 and 1 for C1, C2, and C4.

The above-mentioned simplifying assumptions are shown in Fig. 4.4(a).
From this figure, the input admittance can be calculate by:

Yin = j!C3 + 0.5Y 0
odd + 0.5Y 0

even =

j!C3 + 0.5
⇣
Y11Y

0
L + Y

2
11 � Y

2
41

Y 0
L + Y11

⌘
+ 0.5

⇣
Y11 �

Y
2
21

Y11

⌘
,

(4.8)
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Figure 4.4: The approach to the calculation of the input admittance of
the capacitively loaded balun structure: (a) complete schematic assuming
that C1 = C2 = 0 and C4 = 1, (b) odd-mode stimulation, (c) even-mode
stimulation.

where

Y11 = �j0.5 cot ✓0
⇣
Z

0�1
e + Z

0�1
o

⌘
,

Y21 =
j0.5

sin ✓0

⇣
Z

0�1
e + Z

0�1
o

⌘
,

Y41 =
j0.5

sin ✓0

⇣
Z

0�1
e � Z

0�1
o

⌘
, Y 0

L = R
�1
L + j!C5

(4.9)

As pointed out earlier, assuming that the electrical length ✓
0 is small, e.g.,

✓
0  10�, cot ✓0 and sin ✓0 can be approximated by ✓

0�1 and ✓
0, respectively.

It can be shown that by using complex frequency s, the coupled line Y-
parameters of Eqs. 4.9 can be approximated:

Y11 ⇡
1

sL
�
1� k2

� ,Y21 ⇡
�1

sL
�
1� k2

� ,Y41 ⇡
k

sL
�
1� k2

� , (4.10)

where L and k are:
l

2c

�
Z

0
e + Z

0
o

�
,
Z

0
e � Z

0
o

Z 0
e + Z 0

o
, (4.11)

and, l and c are the length of the coupled line and the speed of light, respec-
tively. By substituting Eq. (4.10) into Eq. (4.9), and rearranging it and
also using

�
Y

�1
in +R0

�
/
�
Y

�1
in �R0

�
for ��1, the inverse of the input return

loss for the capacitively loaded balun is given by:

��1 = �N(s)

D(s)
, (4.12)
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where N(s) and D(s) are as follows:

N(s) = R0C3C5L
2
�
1� k

2
�
s
4+

L
2
�
1� k

2
��
YLR0C3 + C5

�
s
3+

⇣
R0

�
C3 + 0.5C5

�
+ YL

�
1� k

2
�
L

⌘
Ls

2+
�
0.5YLR0 + 1

�
Ls+ 0.5R0

(4.13)

and

D(s) = R0C3C5L
2
�
1� k

2
�
s
4+

L
2
�
1� k

2
��
YLR0C3 � C5

�
s
3+

⇣
R0

�
C3 + 0.5C5

�
� YL

�
1� k

2
�
L

⌘
Ls

2+
�
0.5YLR0 � 1

�
Ls+ 0.5R0.

(4.14)

YL is R
�1
L and R0 is the reference impedance. From Appendix D, for the

capacitively loaded balun, the integral defined in (4.6) can be written as:

⇡

R0C3
� ⇡

X

j

aj , (4.15)

where aj ’s are the roots of D(s) in the complex s-plane that are located on
the right side of the j! axis. Note that the objective is to maximize the
expression given in (4.15) so that the maximum flat bandwidth is achieved
with the capacitively loaded balun structure. Given that the second term in
(4.15), namely ⇡

P
j aj , is the sum of the roots of D(s) that are on the right

half of the complex s-plane, this term is a non-negative real number and since
it is being subtracted from the first term of (4.15), intuitively speaking, one
can maximize (4.15) by moving all the right-half plane roots of D(s) onto
the j! axis. Note that, for impedance matching to reference impedance
R0, that is having S11 = 0, some roots of D(s) have to be on the j! axis.
Thus, in the best case scenario, all the roots of D(s) should reside on the
j! axis. The necessary condition for a polynomial (with real coe�cients),
in this case D(s), to have all its roots on the j! axis is that it only consists
of the even-order terms, i.e., s0, s2 and s

4. Thus, the coe�cients of the odd
powers of s in Eq. (4.14) should be zero. Two conditions under which these
coe�cients of D(s) will be zero are:

YLR0 = 2 and C5 = 2C3. (4.16)
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By substituting these two conditions in Eq. (4.14), then:

D(s) = 2R0C
2
3L

2(1� k
2)s4+

�
2R0C3 � 2R�1

0 (1� k
2)L

�
Ls

2 + 0.5R0

(4.17)

For all four roots of the polynomial in Eq. (4.17) to be purely imaginary
(i.e., to be on the j! axis), we need:

L

C3
= xR

2
0

✓
1�

p
1� k2

1� k2

◆
, (4.18)

where 0 < x  1. Assuming that one of the frequency corners is known
so that both the capacitively loaded and conventional structures can be
designed and compared, we obtain the relationship between the components
values and one of the frequency corners, namely, the lower frequency corner,
�!l. Note that the goal of extending the bandwidth of the structure will be
achieved by realizing a structure that has a larger value for (4.6) between
!l and !h. As mentioned earlier, since |�| =

p
2/2 at the 3-dB frequencies

of a lossless two-port network, then from Eq. (4.12) we can reach to the
following relation between C3 and !l.

a8C
8
3 + a6C

6
3 + a4C

4
3 + a2C

2
3 + 1 = 0, (4.19)

where the polynomial coe�cients are as follows:

a2 = 8R2
0!

2
l x

✓
1p

1� k2
� 1

◆
⇥

✓
x(3k2 � 1)

1� k2
+

x� 1 + (1� 3x)k2p
(1� k2)3

◆

a4 = 8R4
0!

4
l x

2

✓
1p

1� k2
� 1

◆2

⇥
✓
3� (1 + 2x2)k2 + 4x(x� 1)

�
1�

p
1� k2

�

1� k2

◆

a6 = 32R6
0!

6
l x

3

✓
1p

1� k2
� 1

◆3✓
x� 1p
1� k2

� x

◆

a8 = 16R8
0!

8
l x

4

✓
1p

1� k2
� 1

◆4

(4.20)

Next step is to find the value of x for which the expression (4.15) becomes
maximum. Fig. 4.5 shows R0C3!l in terms of the value x for the di↵erent
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values of the coupling factor, k. It is extracted from Eq. (4.19). As observed,
it is a strictly decreasing function over the given range. Thus, for each value
of the coupling factor, k, the minimum value of C3 (maximum value of
expression (4.15)) for the given values of R0 and !l occurs at x = 1. In fact,
for x=1, the polynomial (4.17) gives two double roots. To further enhance
the bandwidth, but at the expense of some in-band ripple in the frequency
response of the insertion loss, the double roots can be split. it occurs for
x < 1. Consequently, the maximally flat bandwidth is obtained for the
maximum value of the quantity defined in (4.6).
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Figure 4.5: R0C3!l in terms of x for the di↵erent values of k.

As the value of the reference impedance is typically 50 ⌦, based on (4.16),
there is only one case for which all the roots of Eq. (4.17) will be located
on the j! axis. This case occurs for RL = Y

�1
L = 25⌦.

However, in a scenario in which YLR0 6= 2, all four roots of Eq. (4.14)
cannot be on the j! axis as one of the conditions in (4.16) is violated. Since
the roots on the j! axis appear in the complex conjugate form, we assume
that two out of four roots of Eq. (4.14) can be placed on the j! axis. For a
4th-order polynomial of the form a4s

4 + a3s
3 + a2s

2 + a1s+ a0 = 0, to have
only two imaginary roots (i.e., two roots on the j! axis), it can be shown
that the necessary and su�cient conditions are given by:

a0a3

a1a4
=

a2

a4
� a1

a3
and a1a3 > 0. (4.21)

Using the first condition in (4.21), the 4th-order polynomial can be factorized
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as:
(s2 +

a1

a3
)(a4s

2 + a3s+
a0a3

a1
) (4.22)

If D(s) is of the form shown in (4.22), then it has two roots on the j! axis
and two other roots on either half planes of the complex frequency plane
depending on the sign of a1. One can show that if a1 < 0 (a1 > 0), then two
roots will be on the right (left) half plane. By replacing the coe�cients of
the polynomial (4.14) in the first condition of (4.21), the following relation
can be obtained.

L =
R0

�
C3 + 0.5C5

�

YL
�
1� k2

� +
0.5R0

�
C5 �R0YLC3

�

YL
�
0.5R0YL � 1

� �

R0C3C5
�
0.5R0YL � 1

�
�
1� k2

��
R0YLC3 � C5

�
(4.23)

Next, we find a relation between components values and the lower fre-
quency corner !l for this scenario. Given that |�| =

p
2/2, from Eq. (4.12),

the following relation can be obtained.

g(C3,C5,L) = 4R2
0C

2
3C

2
5L

4
�
1� k

2
�2
!
8
l +✓

4L4
�
1� k

2
�2�

Y
2
LR

2
0C

2
3 + C

2
5

�
�

4R2
0C3C5L

3
�
1� k

2
��
C5 + 2C3

�◆
!
6
l +

✓
4R2

0C3C5L
2
�
1� k

2
�
+
�
C5 + 2C3

�2
L
2
R

2
0+

4L4
�
1� k

2
�2
Y

2
L � 4L3

�
1� k

2
��
2C5 + Y

2
LR

2
0C3

�◆
!
4
l

+

✓
2R0

�
6YLL

2
�
1� k

2
�
�
�
C5 + 2C3

�
LR0

�
�

�
2 + YLR0

�2
L
2 + 2L2

�
YLR0 � 2

�2
◆
!
2
l +R

2
0 = 0

(4.24)

The last step is to maximize the term in (4.15). Given that in this scenario,
YLR0 can be smaller or greater than two, the quantity defined in (4.15) can
have two di↵erent values as given below.

Z +1

0
ln

1

|S11(j!)|
d! =

8
>>>><

>>>>:

⇡

R0C3
if YLR0 > 2

⇡YL

C5
if YLR0 < 2

(4.25)
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Given that in practice, the integral quantity should be a continuous curve as
YLR0 changes, therefore, ⇡

R0C3
= ⇡YL

C5
which is a general form of conditions

presented in (4.16) for the case of YLR0 = 2.
To maximize the value of the integral in (4.25), we should use the min-

imum value of C3 when YLR0 > 2 or the minimum value of C5 when
YLR0 < 2. Thus, depending on whether the value of YLR0 is greater or
smaller than 2, the corresponding relation below should be used to find the
minimum value for C3 or C5. If YLR0 = 2 either one of the relations can
be used. Note that for the purpose of brevity, in arriving at the rightmost
relation, some intermediate steps are omitted.

8
>>>><

>>>>:

if YLR0 > 2 ) dC3

dC5
= 0 ) @g

@C5
+

@g

@L

@L

@C5
= 0

if YLR0 < 2 ) dC5

dC3
= 0 ) @g

@C3
+

@g

@L

@L

@C3
= 0

(4.26)
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Figure 4.6: Normalized values of (4.6) and (4.7) in terms of the di↵erential
output impedance.

Fig. 4.6 shows the plots of (4.6) and (4.7) as a function of the di↵eren-
tial load (2RL) for the capacitively loaded and Marchand balun, respectively,
normalized to the lower frequency corner (!l). The components values for
Marchand balun are calculated based on the relations presented in [79]. Ap-
pendix E is used to calculate (4.7). Depending on the value of YLR0, the
relations in (4.16)�(4.26) are used to obtain the components values for the
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Figure 4.7: The ratio of the lower and upper 3dB frequencies of di↵erent

baluns for two di↵erent coupling factors (k): (a) k = 0.5, (b) k =
p
2
2 .

capacitively loaded structure. As can be seen from the figure, for a range
of values of the di↵erential load, the normalized quantity of the integral in
(4.6) for the capacitively loaded balun is higher than that of (4.7) for the
Marchand balun. That is, the capacitively loaded balun can potentially have
a wider bandwidth than that of the Marchand balun. Fig. 4.7 compares
the output performance of the capacitively loaded baluns and the standard
Marchand balun as a function of the di↵erential load for two di↵erent val-
ues of the coupling factor. Note that for calculating the components of the
capacitively loaded baluns three di↵erent approaches are used, namely, the
components are calculated based on the conventional approach based on
Eqs. (4.1) and (4.2), the proposed approach using Eqs. (4.16)�(4.26), and
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another proposed approach which will be discussed in the next section. In
these plots all the baluns are designed to have the same !l. Also, while the
electrical length of the coupled line for Marchand balun is 90�, for all the ca-
pacitively loaded baluns it is 10� (⌧ 90�). Based on the results shown in Fig
4.7(a) and (b), the following observations can be made: 1) the bandwidth
of the structure is proportional to the coupling factor k; 2) the conventional
approach for calculating the components values of the capacitively loaded
balun is not optimal. For instance, even with the lower number of lumped
components in our approach (with assumption of C1 = C2 = 0 and C4 = 1)
and using Eqs. (4.16)�(4.26), the output performance of the proposed ca-
pacitively loaded balun is better than that of the conventional capacitively
loaded balun over a wide range of the di↵erential output impedance values;
3) the performance of the proposed balun can be further enhanced using
the approach presented in the next section that assumes finite values for
C1, C2 and C4; 4) the capacitively loaded baluns whose components are
obtained using the approaches presented in this work o↵er a better per-
formance as compared to the conventional Marchand balun for a range of
the output impedance values; 5) the overall performance of the capacitively
loaded baluns whose components are calculated based on the approaches
presented in this work are less sensitive to the load variations.

4.2 An Alternative Methodology for Calculating
the Components’ Values of Capacitively
Loaded Baluns

4.2.1 The proposed procedure

The proposed approach to finding the value of components of a capacitively
loaded balun presented in the previous section is based on the simplifying
assumption of C1 = C2 = 0 and C4 = 1. In this section, we present an
alternative approach in which C1, C2 and C4 can have finite values. The
flowchart of this alternative approach is shown in Fig. 4.8. In this approach,
the independent parameters that one needs to find are C1, C3, C4, C5 and
Z

0
o. Note that C2 is not considered an independent parameter, since it is de-

pendent on C1 as shown in Appendix C. Z 0
e is also dependent on Z

0
o through

the relation (1+ k)/(1� k)⇥Z
0
o. In this alternative methodology, the main

objective is to find the values of the components that maximize the integral
value of (4.6) normalized to the lower frequency corner !l. The values of
the parameters are found using the iterations shown in the left hand side of
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Fig. 4.8 (Path A). To find the solution set(s) that do not have an in-band
notch, a user-defined parameter �! is included in the flowchart. In fact, the
approach is to pick the set(s) whose notch and upper 3dB frequencies satisfy
!notch�!h��!. If no solution set(s) that can satisfy both of the following
conditions, namely, (a) maximizing the integral value (4.6) normalized to
its !l and (b) the set(s) would not result in any in-band notch, then the
right-hand path of the flowchart (Path B) is used to find another solution
set(s). In this path, by including another user-defined parameter, namely,
�P , an e↵ort is made to obtain a suboptimal solution set(s) that result in
the integral value of (P�i⇥�P ) (which is P minus �P or minus an inte-
ger multiple of �P ). Furthermore, the procedure in this Path selects the
solution set(s) for which there is either no in-band notch frequency or the
notch frequency of the output response is out of band and !notch�!h��!.
If more than one solution set is found, the one that o↵ers the maximum
ratio !h/!l is selected.
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Figure 4.8: The proposed flowchart to find the components values.

4.2.2 Generalization of the approach to multi-stage balun
design with a broader overall bandwidth

The proposed balun structure has a single-stage topology. The balun struc-
ture can be generalized to a multi-stage topology with a broader overall
bandwidth. Fig. 4.9 shows one such generalized structure. Based on what
is explained in Appendix C, one can show that the amplitude and phase
mismatch of the multi-stage structure will ideally remain independent of
the frequency if the following conditions are met.

r =
1 + k

1� k
=

Zei

Zoi
1  i  n (4.27)
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Figure 4.9: The balun structure based on multi-stage topology.

C1,i

C2,i
=

2

r � 1
, (4.28)

where k is the coupling factor between the two lines of each stage and is
assumed to be the same for all the stages. Fig. 4.10 compares the frequency
performance of one, two, and three stage baluns as well as the conventional
Marchand balun for the source and di↵erential load impedances of 50 ⌦ and
200 ⌦, respectively. For the designs whose frequency response is shown in
Fig. 4.10, the sum of the electrical line lengths of each arm of the multi-stage
design is selected to be 15� at 30 GHz. That is,

Pn
i=1 ✓n = 15�, where n

for the single, two, and three-stage baluns are 1, 2 and 3, respectively. The
component values of the multi-stage balun are obtained from the proposed
flowchart. The conventional Marchand balun is designed based on [79]. In
this design, to have a fair comparison on the performance improvement
of the multi-stage balun as the number of stages increases, the lower 3dB
frequency corner of all the baluns is set to be equal to that of the conventional
Marchand balun, which is 8.1 GHz. As can be seen from the figure, the
frequency performance of the three-stage balun with the total electrical line
length of 15� for each arm is comparable with that of the conventional
Marchand balun with the electrical line length of 90�. Thus, while the size
can be much more compact than that of the Marchand balun, a similar
frequency performance can be achieved.

4.3 Calculating the Component values of the
Balun Using the Proposed Approach

This section is mainly focused on the design of the capacitively loaded balun
using the proposed approach. As a proof-of-concept a designed balun, which
converts the unbalanced signal with the source impedance of 50 ⌦ to the
balanced output with the di↵erential impedance of 50 ⌦, is implemented in
a 65-nm bulk CMOS process. The design procedure begins with finding the
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Figure 4.10: The performance comparison of di↵erent multi-stag baluns as
well as conventional Marchand one with the source and di↵erential load
impedances of 50 ⌦ and 200 ⌦, respectively.

optimal coupling factor, k, in the given technology. The process technology
used in this work o↵ers 9 metal layers plus one additonal layer, where the
top two metal layers and the additional layer are thicker than the rest. To
obtain the optimal k, the primary (main) transmission line is surrounded by
two secondary (coupled) transmission lines. Fig. 4.11(a) shows the coupled
line structure. Fig. 4.11(b) shows the coupling factor obtained using (elec-
tromagnetic) EM simulations. Its value is around 0.75 over the frequency
band of 1 GHz to 100 GHz.

Since the main objective here is to design a wideband miniaturized balun,
two assumptions are made. First, the coupled lines in Fig. 4.1(c) are ap-
proximated by two coupled inductors (Fig. 4.12(a)). In fact, given the small
size of the balun, each of its small transmission lines can be approximated
with a single inductor. Second, for the purpose of comparison, the lower
3dB frequency, !l, of the designed balun is chosen to be equal to that of
the conventional Marchand balun. With these assumptions, the compo-
nent values are obtained using the equations derived earlier for a small ✓0.
Once the design is completed, the coupled inductors are replaced with their
corresponding transmission lines (Fig. 4.12(b)). Then using the proposed
flowchart that is presented in the previous section, if needed, the compo-
nent values are adjusted to achieve the best possible bandwidth.

Considering that (as mentioned in the next section) our desired band-
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Figure 4.12: The capacitively loaded balun, (a) lumped version, (b) dis-
tributed variant (Rs=2RL=50⌦).

width of operation is from 10 to 50 GHz, therefore, the center frequency is
30 GHz. From Fig. 4.12(b) the coupling factor of the coupled lines at 30
GHz is 0.75. Therefore, using k=0.75 and the equations presented in [34],
we design the Marchand balun. Its !l is 10.8 GHz. Using (4.19) with known
k and !l, two acceptable values for C3 are obtained. The values are 99.2 fF
and 503.9 fF. The lower one is acceptable since the objective is to maximize
Eq. (4.25). Then, the values of C5 and L can be found using (4.16) and
(4.18), respectively. Their values are 198.4 fF and 191.92 pH. Replacing the
inductors in Fig. 4.12(a) with the transmission lines and using the relation
below (which gives a relationship among the inductance L, the odd mode
impedance Z

0
o and electrical length ✓

0 at the center frequency, f0, [78]), we
can estimate the initial value of Z 0

o.

L =
sin ✓0

2⇡f0(1� k)
⇥ Z

0
o (4.29)

From EM simulation, the line based on the structure shown in 4.11(a)
with the electrical length of ⇠17� exhibits the inductance of ⇠192 pH. Con-
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sidering f0 to be 30 GHz, the initial value of Z 0
o from Eq. (4.29) is 31.7 ⌦.

Now, with the initial values obtained for C1, C3, C4, C5 and Z
0
o, which are

0, 99.2 fF, 1, 198.4 fF and 31.7 ⌦, respectively, we can use the proposed
flowchart to obtain the optimum component values to achieve the widest
bandwidth. Given that the electrical length of the lines is relatively small
(⇠17�), for C3, C5 and Z

0
o the range of their variation for tweaking them

is considered within 0.5⇥ to 1.5⇥ of their initial values. The value of C1

changes from 0 to 50 fF. C4 varies from 500 fF to 2 pF assuming that the ca-
pacitance of 2 pF is large enough. With these assumptions, the final values
of C1, C3, C4, C5 and Z

0
o are 0, 76.6 fF, 1, 182 fF and 31.4 ⌦, respectively.

Fig. 4.13 shows the frequency response of the following baluns which are
designed based on: 1) the proposed approach for designing the capacitively
loaded structure (Fig. 4.12(b)), 2) the structure with lumped components
(Fig. 4.12(a)) whose component values are calculated based on the proposed
approach, 3) the conventional Marchand structure whose component values
are obtained based on [79], 4) the conventional reduced-size capacitively
loaded Marchand balun whose component values are calculated using Equa-
tions (Eqs. (4.1) and (4.2)), and 5) the structure presented in [76]. As can
be seen from the figure, over the frequency band of 10 GHz to 50 GHz, the
structure designed with the proposed approach o↵ers the best performance.
It has the highest bandwidth among the five balun structures.
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Figure 4.13: Frequency response of the di↵erent structure.
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4.4 Experimental Results

The proposed approach is used to design a capacitively loaded balun for
operation over the frequency range of 10 GHz to 50 GHz. A proof-of-concept
prototype is designed and implemented in a 65-nm bulk CMOS technology.
The balun occupies the total area of 130 µm ⇥ 180 µm excluding the pads
(250 µm ⇥ 200 µm including the pads). It converts an unbalanced signal
with a source impedance of 50 ⌦ to a balanced output with a di↵erential
load impedance of 50 ⌦. The capacitance C1 for the given input and output
impedances is very small and therefore is approximated to be equal to zero.
Moreover, the capacitance C4 is approximated to be infinity (short) since
it is large in the frequency band of interest. To make the coupled lines,
two thick top metals with the thickness of 3.4µm and 1.65µm are used. The
electrical length and coupling factor of the lines are⇠17� at 30 GHz and 0.72,
respectively. The input and output capacitors values are 77 fF and 180 fF,
respectively. Fig. 4.14 shows the micrograph of the chip. The input insertion
loss and return loss are shown in Figs. 4.15 and 4.16. The amplitude
and phase mismatches are shown in Figs. 4.17 and 4.18, respectively. As
observed, the amplitude and phase mismatches remain below 0.4 dB and
1.5�, respectively, over the frequency band of 10 to 50 GHz. As can be seen
from the figures, the simulated and measured results are in good agreement
further confirming the validity of all the proposed analysis and methodology.
Table 4.1 compares the measurement results of this balun with those of the
state-of-the-art.
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Figure 4.14: The microphotograph of the chip.
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Figure 4.17: The simulated and measured amplitude mismatch.
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Table 4.1: Performance comparison of state-of-the-art structures.

This Work [80] [81] [82] [83] [84]
Technology 65-nm CMOS 0.13-µm SiGe InP 0.18-µm CMOS 0.13-µm SiGe 0.18-µm SiGe

3dB Bandwidth (BW), GHz 10�>50 21.5�95 70�110 ⇠15�⇠60⇤⇤ 6.5�28.5 34�110
3dB Bandwidth Ratio, GHz >133.3 126.2 44.4 120 125.7 105.6

Insertion loss (IL), dB 1.2⇤ 1.8⇤ <4.5 8.5⇤ <3 1.7 @ 54GHz
Amplitude Mismatch (Ae), dB <0.4 <0.4 2 <1 <±1 1.5

Phase mismatch (✓e), �
<1.5 2.5 2.5 <±5 <±1.65 7

Active area (mm2)⇤⇤⇤ 0.023 0.085 0.06 0.231 0.054 0.11

⇤Midband IL, ⇤⇤Estimated from the graph, ⇤⇤⇤This is the physical area and the e↵ects of frequency scaling on the
area are not taken into account.
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4.5 Summary

In this chapter, through mathematical analysis of two types of baluns,
namely, the Marchand balun and the capacitively loaded variant of it, it is
shown that the conventional approach for designing the capacitively loaded
balun may not necessarily lead to the optimum performance. In fact, it is
shown that the capacitively loaded baluns can have wider bandwidth even
with a fewer number of capacitive components. Furthermore, the reduced-
size structure can exhibit a better performance than that of the conventional
Marchand balun for some loads. A proof-of-concept prototype implemented
in a 65-nm bulk CMOS technology, confirms that the proposed compact
size balun has a measured performance that compares favorably with that
of the state-of-the-art in terms of insertion loss, and amplitude and phase
mismatches, and the measurements are in good agreement with simulation
results.
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Chapter 5

A Continuous-Mode 360�

mm-Wave Ultra-Wideband
Phase Shifter with ⇠0.2-dB
RMS Amplitude and <1.4�

Phase Error for
Next-Generation Wireless
Communication Systems

Phased array systems play a crucial role in the emerging and next genera-
tion of wireless communication systems [86]�[91]. Although beam-forming
operation can be carried out in the radio-frequency (RF) path [92, 93],
local-oscillator (LO) path [94] or intermediate-frequency (IF)/baseband path
[95, 96], the RF-based approaches have the following advantages. First, all
the building blocks after the phase shifter can be shared and second, the
reactive components required in the RF path are smaller as compared to
those in the baseband frequencies. While the first advantage leads to sav-
ing a considerable amount of area and power as compared to the LO-based
or IF/baseband approaches, the second advantage enables a more compact
area.

Depending on the structure and components used in the phase shifters
they can be categorized as passive or active phase shifters [59], [97]�[100].
While passive phase shifters are typically lossy and occupy larger chip area,
they o↵er a higher linearity. In contrast, active phase shifters exhibit a
higher gain, a smaller area, simpler structure and a higher accuracy at cost
of higher power consumption and lower linearity.

Yet, in another classification, depending on the operation of the phase
shifters, they can be categorized as analog phase shifters which provide
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Figure 5.1: Vector-sum phase shifter building block.

continuous changes in the phase shift [100] or digital phase shifters where
the changes in the phase shift are discrete [59]. In general, analog phase
shifters, which are typically varactor-based, have a simpler structure and
lower loss. However, as compared to their digital counterparts, they exhibit
a lower bandwidth, a more limited phase shift range and a higher dependency
of the insertion loss of the structure on the amount of the phase shift. The
dependency of the insertion loss on the amount of phase shift is mainly
due to the use of the varactors that are employed in the phase shifting
block. Furthermore, the bandwidth of analog phase shifters is limited by the
quadrature signal splitting block, such as hybrid 90� that they typically use.
To alleviate the trade-o↵ between the insertion loss and phase shift and also
increase the phase shift range up to 360�, the vector-sum phase shifters have
been considered. As shown in Fig. 5.1, in such vector-sum phase shifters,
the phase shift is generated by changing the magnitude of two quadrature
components of the input signals and adding them. However, the overall
input-output gain of the vector-sum phase shifters is usually kept constant
[100]. Since the performance of vector-sum phase shifters is mainly limited
by that of their in-phase/quadrature (I/Q) generator, their accuracy over
the bandwidth of interest is generally dominated by their I/Q generator.

In this chapter, we first extend the work in [101] to propose a 4th-order
quadrature all-pass filter (QAF) structure. Then, we employ it in an active
phase shifter, and present a low-error continuous-mode ultra-wideband 360�

vector-sum phase shifter.
The organization of the chapter is as follows. Section 5.1 presents the

QAF structure that is used in this work and discusses its properties. Then,
based on the presented QAF block, the complete structure of the vector-
sum modulator is described in Section 5.2. Section 5.3 presents some design
and layout considerations for the implementation of the phase shifter. Mea-
surement results and performance comparison with other phase shifters are
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presented in Section 5.4.

5.1 On the Selection of the Quadrature All-Pass
Filter (QAF) Structure

In [101], the design of a general nth-order polyphase all-pass filter (PAF) has
been presented that improves the trade-o↵ between output phase accuracy
and filter loss. As discussed in [101], in practice, especially in integrated
circuits (ICs), the order of PAFs is rarely beyond 4. A 4th-order PAF o↵ers a
good compromise between the quadrature phase accuracy over its bandwidth
and the filter’s implementation complexity. Furthermore, as compared to
the 3rd-order PAFs the structure of the 4th-order PAF is more amenable
to symmetric implementation. Therefore, in this work we build on and
modify the 4th-order PAF to present a 4th-order QAF for the wideband
phase-shifting application of this work.

Based on the design approach presented in Chapter 3 [101], Fig. 5.2(a)
shows two di↵erent variants of the 4th-order PAF topology. The topology
of Fig. 5.2(a) is the one presented in [101]. The building blocks N1 and N3

comprise of the series LC networks. N2 and N4 are the dual networks of N1

and N3, respectively. One can show that the structure of Fig. 5.2(b) exhibits
the same performance as that of Fig. 5.2(a) with the same component values
obtained for the structure of 5.2(a). In contrast to the structure of Fig. 5.2(a)
that is intrinsically asymmetrical, the structure of 5.2(b) has a symmetric
topology. This symmetry could facilitate the design of the circuit layout at
high frequencies and for wideband applications.

The rest of this section further studies the e↵ect of various non-idealities
on the output performance of these two topologies.

5.1.1 Loading E↵ect

In this subsection, the loading e↵ect (mainly capacitive loading of next stage)
on the quadrature outputs (magnitude and phase) of two topologies are ana-
lyzed and compared with each other. The reason why the load is considered
to be capacitive is that in practice, since the filter is typically loaded by
an active variable gain amplifier (VGA), the load will be mainly the input
capacitance of the CMOS VGA. After some analysis, the the ratio of the
output voltages in terms of output load capacitances for the topology of
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Figure 5.2: The 4th-order quadrature all-pass filters (QAFs): (a) asymmet-
rical topology, (b) symmetrical one.

Fig. 5.2(a) will be as follows:

Vo1

Vo2
= A(s)⇥ 1 +RCL2s

1 +RCL1s
, (5.1)

where the load capacitors for Vo1 and Vo2 are denoted as CL1 and CL2 ,
respectively, and A(s) is the output ratio (Vo1/Vo2) in the absence of the
load capacitances and is defined as:

Z1(s)�R

Z1(s) +R
⇥ Z2(s) +R

Z3(s)�R
.

Z1(s) and Z3(s) are the e↵ective impedances of N1 and N3, respectively. It
should be noted that the impedance of the dual networks N2 and N4, that is,
Z2(s) and Z4(s), respectively, and that of the networks N1 and N3, namely,
Z1(s) and Z3(s), are related to each other by the following relation [101].

Z2, 4(s) =
R

2

Z1, 3(s)
(5.2)

To meet the above relation, the inductive (capacitive) component of the
networks N1, 3 and capacitive (inductive) component of their dual networks
N2, 4 are required to satisfy the following relation [101].

R
2 =

L

C
(5.3)
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If |RCLi!| ⌧ 1, the amplitude and phase of the topology of Fig. 5.2(a) can
be approximated as below.

Amplitude mismatch:
����
Vo1

Vo2

���� ⇡ 1 +
⇣
RCL!

⌘2
x, (5.4)

Phase mismatch:

6
✓
Vo1

Vo2

◆
� 6 A(j!) ⇡ RCL!x, (5.5)

where CL and x are the arithmetic mean of CL1 and CL2 and (CL2�CL1)/CL,
respectively. One can show that the outputs ratio for the topology shown
in Fig. 5.2(b) will be:

Vo1

Vo2
= A(s)⇥

1 +
2R2CL2sZ3(s)
(Z3(s)+R)2

1 +
2R2CL1sZ1(s)
(Z1(s)+R)2

, (5.6)

Comparing Eqs. (5.1) and (5.6), it can be seen that the topology of Fig. 5.2(a)
is independent of the load capacitance assuming that the output loads are
equal. However, the topology of Fig. 5.2(b) does not show the same prop-
erty. Fig. 5.3 confirms this observations through simulations. It shows the
simulation results at three di↵erent frequencies, i.e. 10 GHz, 22.36 GHz (ge-
ometric mean of the lower and upper frequency corners), and 50 GHz. The
desired frequency band of the design is from 10 GHz to 50 GHz. The resis-
tance is 50 ⌦. The design procedure is based on what is presented in [101]
for the 4th-order polyphase all-pass filter (PAF). Assuming CL1=CL2=CL,
the sensitivity of the topology of Fig. 5.2(b) to the load is nonzero, in con-
trast to that of the structure of Fig. 5.2(a) where the design is insensitive
to (i.e., independent of) the load.

5.1.2 Study of E↵ect of Resistor Variations on the Output
Performance

Another factor that can a↵ect the performance is the deviation of the resistor
values from their typical value. Note that compared to L, R and C have
much more variations over the process corners. The relations below present
the ratio of the voltages Vo1 and Vo2 as a function of resistor variation
�R for both topologies. Here, it is assumed that the resistance values
are all the same, however, they vary by �R from the nominal value of
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Figure 5.3: The I/Q performance of two topologies versus CL assuming
CL1=CL2 at three di↵erent frequencies: (a) amplitude mismatch, (b) phase
mismatch.

R. This assumption can be justified due to the fact that in an integrated
implementation, the resistors are in close proximity of each other. Thus, all
changes due to process variation are the same.

For the topology of Fig. 5.2(a), in the presence of deviations in R, we
have:

Vo1

Vo2
= A(s)⇥

1 + �R
R + �2R

R
�p

Z3(s)+
Rp
Z3(s)

�2

1 + �R
R + �2R

R
�p

Z1(s)+
Rp
Z1(s)

�2
(5.7)

For �R/R ⌧ 1, the second term in the above relation can be approximated
with 1. In fact, for a small deviation, the topology of Fig. 5.2(a) is insensitive
to �R.

However, for the topology of Fig. 5.2(b), we have:

Vo1

Vo2
= A(s)⇥

1 +
�R

�
Z3(s)+

R2

Z3(s)

�

R
�p

Z3(s)+
Rp
Z3(s)

�2

1 +
�R

�
Z1(s)+

R2

Z1(s)

�

R
�p

Z1(s)+
Rp
Z1(s)

�2
(5.8)

Fig. 5.4 shows the I/Q performance of the two structures shown in Fig. 5.2 in
terms of resistance variation. Similar to the previous subsection, the sensi-
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tivity of the topology of Fig. 5.2(a) is much less than that of Fig. 5.2(b). For
instance, the quadrature phase mismatch of the structure of Fig. 5.2(a) re-
mains below 4� for total resistance variation (�R/R) of ±30%, whereas, for
the same resistance variations, the topology of Fig. 5.2(b) shows a maximum
phase mismatch iof 20�.
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Figure 5.4: The I/Q performance of two topologies versus resistance varia-
tion at three di↵erent frequencies: (a) amplitude mismatch, (b) phase mis-
match.

5.1.3 E↵ect of the Reactive Component Value Deviations

In this subsection, the quadrature error originated from the reactive com-
ponent value deviation is analyzed. In fact, any component value variation
would cause deviations in either side of the equality in (5.3) and thus could
a↵ect the overall performance. In the following, to keep the formulas more
tractable, we assume that only the capacitance values deviate from their
nominal values. This is a reasonable assumption since, in practice, in ICs,
the inductance variations are typically much less than that of the capaci-
tance variations. Furthermore, again due to proximity of the components,
we assume that the capacitances deviation from their nominal values due
to process variation are equal. The outputs ratio versus the capacitance
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deviation �C for both topologies are presented below.

Vo1

Vo2
= A(s)⇥

1 +
Z2
2(s)C1sx

1+Z2(s)C1sx
� x

(1+x)C2s

Z1(s)�Z2(s)

1�
�
Z2(s)+↵R

�
Z2(s)C1sx+

�
1+

↵Z2(s)
R +Z2(s)C1sx

�
x

(1+x)C2s�
1+Z2(s)C1sx

��p
Z1(s)+

p
Z2(s)

�2

⇥

1�
�
g4(s)+↵R

�
Z4(s)C3sx+

�
1+

↵Z4(s)
R +Z4(s)C3sx

�
x

(1+x)C4s�
1+Z4(s)C3sx

��p
Z3(s)+

p
Z4(s)

�2

1 +
Z2
4(s)C3sx

1+Z4(s)C3sx
� x

(1+x)C4s

Z3(s)�Z4(s)

,

(5.9)

where x=�C1/C1=�C2/C2=�C3/C3=�C4/C4. ↵ is a constant parame-
ter. It is 1 or 2 for the topology of Fig. 5.2(a) or (b), respectively. For
x⌧min

�
1,
��1� 1

R2C1(3)C2(4)!2

�� , the above relation can be approximated by:

Vo1

Vo2
⇡ A(s)⇥

1 +
Z2
2 (s)C1s� 1

C2s

Z1(s)�Z2(s)
x

1�
�
Z2(s)+↵R

�
Z2(s)RC1C2s2+R+↵Z2(s)

RC2s
�p

Z1(s)+
p

Z2(s)
�2 x

⇥

1�
�
Z4(s)+↵R

�
Z4(s)RC3C4s2+R+↵Z4(s)

RC4s
�p

Z3(s)+
p

Z4(s)
�2 x

1 +
Z2
4 (s)C3s� 1

C4s

Z3(s)�Z4(s)
x

.

(5.10)

The simulation results are shown in Fig. 5.5. Overall, as can be seen from the
figure, the structure of Fig. 5.2(a) shows much less sensitivity to capacitance
variations as compared to that of Fig. 5.2(b).

5.1.4 Study of the E↵ect of the Limited Quality Factor of
Inductors on Quadrature Outputs

Given that the quality factor (Q) of on-chip inductors is typically limited,
this subsection is mainly focused on evaluating the e↵ects of the inductor Q
on the output performance. The relation below approximates the ratio of
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Figure 5.5: The I/Q performance of two topologies versus capacitance vari-
ation at three di↵erent frequencies: (a) amplitude mismatch, (b) phase mis-
match.

the outputs in terms of the inductor Q. In deriving this equation, we have
assumed that Q2 � 1 or Q > 3.16 (that is, Q2

> 10) so we can approximate
1+Q

2 with Q
2 and Q

2
/(1 +Q

2) with 1.

Vo1

Vo2
⇡ A(s)⇥

1 +
R2C1!

Q +
Z2
2(s)

Z2(s)+R2C2!Q

Z1(s)�Z2(s)

1 +
R2C1!

Q

�
Z2(s)+R2C2!Q

�
+↵R3Z2(s)C1C2!2�Z2

2 (s)�↵RZ2(s)�
Z2(s)+R2C2!Q

��p
Z1(s)+

p
Z2(s)

�2
⇥

1 +
R2C3!

Q

�
Z4(s)+R2C4!Q

�
+↵R3Z4(s)C3C4!2�Z2

4 (s)�↵RZ4(s)�
Z4(s)+R2C4!Q

��p
Z3(s)+

p
Z4(s)

�2

1 +
R2C3!

Q +
Z2
4(s)

Z4(s)+R2C4!Q

Z3(s)�Z4(s)

(5.11)

Same as the previous subsection, ↵ is 1 for the topology of Fig. 5.2(a), and
it is 2 for that of Fig. 5.2(b). The above relation can be further simplified if
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Q�
��R2

C1(3)C2(4)!
2 � 1

���1
as shown below.

Vo1

Vo2
⇡ A(s)⇥

1 +
R2C1!+

Z2
2(s)

R2C2!

Z1(s)�Z2(s)
Q

�1

1 +
R2C1!+↵RZ2(s)C1!�

Z2
2(s)

R2C2!
�↵Z2(s)

RC2!�p
Z1(s)+

p
Z2(s)

�2 Q�1

⇥

1 +
R2C3!+↵RZ4(s)C3!�

Z2
4(s)

R2C4!
�↵Z4(s)

RC4!�p
Z3(s)+

p
Z4(s)

�2 Q
�1

1 +
R2C3!+

Z2
4(s)

R2C4!

Z3(s)�Z4(s)
Q�1

.

(5.12)

Simulating the I/Q quadrature error of the two structures in terms of Q, we
can see the topology of Fig. 5.2(a) shows a better performance as compared
to that of Fig. 5.2(b).
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Figure 5.6: The I/Q performance of two topologies versus Q at three di↵er-
ent frequencies: (a) amplitude mismatch, (b) phase mismatch.

Based on the above-mentioned studies, the topology of Fig. 5.2(a) is
much more robust and insensitive to the process variations as compared to
the topology of Fig. 5.2(b). However, the topology in Fig. 5.2(a) is inher-
ently asymmetric, Given that for high-frequency and wideband designs the
symmetry of the circuit further facilitates the implementation and layout
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of the circuit, in the following section we propose an alternative topology
based on that of Fig. 5.2(a), which also o↵ers circuit symmetry.
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Figure 5.7: Simplified block diagram of the proposed vector-sum active phase
shifter.

5.2 The Complete Structure of the Proposed
Vector-Sum Phase Shifter

5.2.1 QAF Selection and VGA Structure

The simplified structure of the proposed active phase shifter is shown in
Fig. 5.7. In this design, a passive balun is used to convert the single-ended
input signal to a di↵erential (balanced) signal that is applied to the QAF.
As mentioned earlier, the QAF in this architecture plays a crucial role and
its amplitude and phase mismatches would adversely a↵ect the overall per-
formance. In the previous section, the output performance of two di↵erent
QAFs were compared and it was shown that the asymmetric topology of
Fig. 5.2(a) o↵ers a better performance. However, in practice, especially at
high frequencies, one would prefer a symmetric (i.e., balanced) structure,
since a balanced distribution of the on-chip traces is less prone to electro-
magnetic interference. Furthermore, the di↵erential variable-gain amplifiers
that follow the QAF, typically exhibit a lower than nominal common-mode
rejection ratio (CMRR) at high frequencies, and thus any asymmetry that
causes a common-mode can adversely a↵ect the overall performance. There-
fore, if the topology of Fig. 5.2(a) is meant to be used in the phase shifting
block, it first requires some manipulation to be transformed to a balanced
structure. In the following, we present an approach to address this issue.

To convert the unbalanced structure of Fig. 5.2(a) to a balanced one, the
approach shown in Fig. 5.8 is proposed. As shown in this figure, for the input
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Figure 5.8: Proposed approach to convert the unbalanced topology of
Fig. 5.2(a) to the balanced one.

signal to see similar impedances as that of Fig. 5.2(a), the QAF structure is
duplicated and the value of impedances of each replica circuit is halved (as
compared to that of the original circuit). Thus, for a di↵erential input signal,
node G would be a virtual ground. Since the QAF structure is modified
and it now has 8 output nodes (4 di↵erential outputs, where as shown in
Fig. 5.8, o1(3), �o1(3), o2(4), �o2(4) are the outputs associated with the in-
phase (quadrature) outputs of the QAF, the conventional di↵erential VGA
[59, 100] is no longer suitable for this work. Therefore, it should be modified
to accommodate for the 4 di↵erential outputs of the proposed symmetric
QAF. Fig. 5.9 presents an alternative VGA structure for the in-phase (and
quadrature) channels of the revised QAF network. As conceptually shown in
Fig. 5.9(a), each VGA consists of three adders to combine the signals coming
from the I (or Q) channel of the QAF. Fig. 5.9(b) shows the transistor-level
implementation of each VGA in which the adding operations are performed
in the current domain rather than the voltage domain. In fact, adding in
the current domain is much simpler than adding in the voltage domain.
Moreover, the proposed VGA, in contrast to the simple di↵erential VGA,
shows a more robust behaviour with respect to the input common-mode
signal as the common-mode is attenuated by both the current-mode adder
and also the di↵erential nature of the structure. The complete structure
of the I-channel and Q-channel VGAs is shown in Fig. 5.9(c). At di↵erent
quadrants, only 2 out of 4 current sources In, I 0n, Im, and I

0
m should be on.

The current sources that are o↵ in each quadrant are shown in Fig. 5.9(c).
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Figure 5.9: VGA structure: (a) conceptual architecture, (b) current-mode
adder implementation (transistor-level), (c) complete structure.

5.2.2 Baseband Circuit Structure

This subsection mainly focuses on the implementation of the baseband struc-
tures that include ADC, full scaler and bias circuits.

Fig. 5.10 shows the bias circuitry of the VGAs. It should be noted that
nodes X, X0, XB, X0

B, Y, Y
0, YB and Y0

B in this figure are connected to
the corresponding nodes shown in Fig. 5.9. The current shared between the
two transistors MB1 and MB2 is controlled by the input voltage, VBin.
The input inverters create balanced (di↵erential) signals for the di↵erential
pair MB1 and MB2. Here, transistors MB7 and MB8 reproduce a voltage
equal to the source voltage of MB1 and MB2 at the drain of MB6, ensuring
that the source-drain voltage of MB5 and MB6 are approximately equal.
This reduces the current deviation due to channel-length modulation [26].
It also helps the current source IB to be more stable due to the negative
feedback loop consisting of MB6 and MB7,8. The control switches SW1�4

turn on/o↵ the tail current sources of VGAs, based on the desired quadrant
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Figure 5.10: Bias circuitry of the VGAs.

of operation. Here, as shown in Fig. 5.9, we would like to implement a
fully continuous 360� phase shifter with only one control signal, i.e., VCTRL.
Thus, the control inputs of the 4 switches SW1�4 need to be derived from
VCTRL. In other words, we need to design a circuit whose input is VCTRL

and it produces the control signals for the the 4 switches, SW1�4, and the
analog input voltage of the bias circuit, VBin. The relation between VCTRL

and V Bin is shown in Fig. 5.11. As observed, the control voltage range
from 0 to VDD is divided into four sub-regions each of which represents
the specific quadrant. Note that the input voltage of the bias circuit is
scaled from 0 to VDD in each sub-region. The relation between VBin and
VCTRL is a triangular waveform. As the control voltage increases from zero,
the input voltage of the bias circuit should rise with the slope of four. At
VCTRL=0.25VDD, the input voltage should return to zero with the slope of
�4. At VCTRL=0.5VDD, the output phase change is expected to be 180�. For
the third and fourth quadrants, the same approach is repeated as illustrated
in Fig. 5.11.

Fig. 5.12 shows the structure of the control circuit. It includes two sub-
blocks, namely, an 2-bit flash analog-to-digital converter (ADC) and a full
scaler. The 2-bit flash ADC controls the switches SW1�4 in the bias circuit
for the selection of the proper quadrant while the control voltage of the
phase shifter, namely, VCTRL is changing from 0 to VDD. The single-pole
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Figure 5.11: Relation between the input voltage of the bias circuit, VBin,
and control voltage of the phase shifter, VCTRL, at di↵erent quadrants.

double throw (SPDT) switches used in the full scaler are also contorted by
the ADC. The full scaler makes the triangular waveform that is required
to be formed. The operational amplifier (opamp) architecture employed in
the structure of Fig. 5.12 is the constant-gm rail-to-rail input/output opamp
proposed in [104, 105]. The amplifier topology is shown in Fig. 5.13.
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5.2.3 Output Bu↵er

To facilitate measurements, the output bu↵er shown in Fig. 5.14 is used. To
enhance the bandwidth, the series/shunt peaking technique (Ls�Lp induc-
tors) is employed [102, 103]. The inductor Lo and capacitor Co are added
at the output of the bu↵er to improve the output matching.

!"#$%&'%()*+&,-.$&/!")0&12

344

,56 ,57

,88

9: 9:

9$ 9$

95;5 ;5

<6 <7

,6 ,7
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 .!&
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Figure 5.14: Output bu↵er structure.

5.3 Design and Layout Considerations

Given that the proposed circuit is a high-frequency broadband phase shifter,
special attention should be paid to the routing, parasitics, and layout of
the design to ensure that design has the desired bandwidth and does not
exhibit any instability over its bandwidth of interest. Fig 5.15(a) shows a
simple common-source amplifier with inductive load. The total inductance
L represents both the nominal value of the desired inductor (La) as well as
that of the parasitic inductance (Lt). The parasitic inductance is mainly due
to the interconnect traces of the load inductor and here we have assumed
that the parasitic inductance dominates and the parasitic capacitances can
be ignored. Eq. (5.13) shows the input admittance of the amplifier and
as can be seen from the equation, the structure shows a negative input
resistance at frequencies lower than 1/

p
LCgd.

Yin(j!) =
gm

1�
�
LCgd!

2
��1 + j!

✓
Cgs +

Cgd

1� LCgd!
2

◆
(5.13)
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Figure 5.15: Amplifier topology: (a) single-ended, (b) di↵erential structure.

To reduce (dampen) the undesired e↵ects of this negative resistance, pos-
sible solutions include making the inductance smaller, putting a resistor in
parallel with the input, and lowering the quality factor of the load. Shown in
Fig. 5.15(b), is the di↵erential counterpart of Fig. 5.15(a). Considering that
the VGA structure used in this design is also a di↵erential structure, the sta-
bility of the di↵erential structure should be studied. Two scenarios, namely
odd- and even-mode stability of the design should be considered. Here,
the odd (even)-mode instability is evaluated when the amplifier is stimu-
lated in the di↵erential (common) mode manner. For this design, the odd
(di↵erential)-mode stability is less critical for the following three reasons.
First, the equivalent parasitic inductance of the traces Lt can be minimized
by routing the di↵erential interconnects in the close proximity of each other,
so that the di↵erential currents on each side (which are in opposite direction
of each other) result in a lower e↵ective magnetic field and associated mag-
netic flux, and thus lower parasitic trace inductance. Second, since nodes
G in Fig. 5.8 are virtual ground, the resistors of the QAF stage appear as
parallel resistors at the input of the amplifier. Thirdly, considering that the
designed phase shifter has a broad bandwidth, the resistive term of the load
can be increased so that the VGA and therefore the phase shifter show a
flat response in the bandwidth of interest. In other words, the inductive
loads will have e↵ectively a lower quality factor. Due to the aforementioned
reasons, the design is more stable in the di↵erential-mode. As for the even
(common)-mode instability, the situation is a bit more challenging. In this
scenario, since the output currents passing through the traces on each side
of the amplifier are in phase, the equivalent parasitic output inductance of
the traces is higher than the di↵erential-mode case. On the other hand,
the equivalent transconductance of the amplifier for the common-mode op-
eration is lower than that of the di↵erential-mode operation, which in turn
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results in a parallel resistance with a larger magnitude and thus less e↵ects
on the rest of the circuit. Furthermore, to ensure that the undesired e↵ects
are mitigated, the virtual ground nodes in Fig. 5.8 is connected to an actual
GND. Thus, the input of the amplifier would be terminated to ground with
a real resistance in both di↵erential- and common-mode operations.

The layout of VGAs/current-mode adder integrated with that of QAF
can also a↵ect the overall performance. Fig. 5.16 shows two di↵erent layouts
both of which includes the QAF and VGAs (more specifically, the di↵eren-
tial traces connecting the di↵erential outputs of both VGAs together to
implement current-mode adding). As shown, the VGAs in these layouts are
located at either end of the design. QAF layouts in both designs are the
same, however, two di↵erent layout approaches are taken to combine the out-
puts of the two VGAs (current-mode adder). In Fig. 5.16(a), the two traces
in green, which are combined at the center, serve as the adder. The main
problem with this approach is that the adder layout is not symmetrical as
the di↵erential lines before combining do not see the same structures. Con-
sequently, the coupling on adder lines may not appear in the common-mode
manner. This asymmetry would a↵ect the performance (through di↵erent
magnetic coupling on the green traces on left and right side of the center).
Furthermore, the assumetry issue accompanied by the closely spaced adder
lines and QAF inductors at some ponits before adding is carried out can even
casuse instability through loop creation between the adder lines and QAF
inductors. One possible approach to ameliorate this issue is to shield the
di↵erential traces. However, shielding necessitates accessing a good quality
GND with minimum parasitics across the die which is not trivial. The ap-
proach taken here (Fig. 5.16(b)) is that the di↵erential input traces fed into
the QAF are used to serve as the shielding lines as well for the di↵erential
output lines of the VGAs. As illustrated in Fig. 5.16(b), since both lines are
di↵erential and are laid out symmetrically, any signal from each line coupled
to the other lines can be neutralized by its out-of-phase (di↵erential) signal
on the other line. So, it is expected that the performance in this situation
would be better than that of Fig. 5.16(a). Fig. 5.17 shows the simulated
performance of both layouts, confirming the improved performance of the
design in Fig. 5.16(b). As can be seen, the quadrature performance is de-
graded at around 28 GHz for the layout of Fig. 5.16(a), while very little
degradation can be observed for the structure of Fig. 5.16(b).

121



!"#$ !"#%

&'

&(

&$)

*+,-./0012134/56-6/317-521-
8,9:/31.-/3-4;1-8<22134-9,.1

!"#$ !"#%

&'

&(

&$)

=5>

=:>

!"#-/3?<4-7/ 3567

*+,-7458!1."<?-65#127-
21?217134/3 -4;1-!"#-

,<4?<4-7/ 3567 !" !"

!#$

!%

Figure 5.16: QAF layout with the VGAs blocks located on both sides of the
layout: (a) type I, (b) type II.

!" !# $$ $% &' &" &# "$ "%!' ('

)'*"

)'*&

)'*$

)'*!

)'*'

)'*(

'*!

+,-./0123

4
56
7,
68
5,
-0
9
:
;<
=85
7-
0>
68
=?
/07
 

!"#

!";-)#0$6"?58

!";-)##0$6"?58

!" !# $$ $% &' &" &# "$ "%!' ('

%'

%!

%$

%&

#%

%"

+,-./0123

4
56
7,
68
5,
-0
&'
6(
-0
)
=++
-,
-*
+-
/0)
-,

!$#

!";-)#0$6"?58

!";-)##0$6"?58

Figure 5.17: QAF performance of two di↵erent layouts shown in Fig. 5.16:
(a) quadrature amplitude ratio, (b) quadrature phase di↵erence.

122



!"#$

!"#%

#&'()*+
,-*-.'(/
0-123-.4

5&63./
7'(3&

83.63./
7399:15; 8<=

>)?/ 1:!3:&2"/#'$4

>)?/ 1:!3:&2"/#'$4

Figure 5.18: Die micrograph of the proposed phase shifter.

5.4 Experimental Results

The vector-based phase shifter is designed and implemented in a 1-poly
9-metal (1P9M) 65-nm bulk CMOS process. Fig. 5.18 shows the chip mi-
crograph. The chip size, including the pads, is 700 µm ⇥ 930 µm. The
chip is mounted on a printed-circuit board (PCB) and measured through
on-wafer probes with all dc pads wire bonded to the PCB. S-parameters are
measured with a Keysight N5225B performance network analyzer (PNA).
The S-parameter measurements showing the small-signal gain at 16 di↵er-
ent states and input matching results at the reference state are presented
in Fig. 5.19(a). As can be seen from the figure, the phase shifter exhibits a
reasonably flat response over the bandwidth of interest. Fig. 5.19(b) shows
the output phase shift at 16 di↵erent states with the phase step of 22.5�.
A fairly flat phase response is also another feature of the proposed phase
shifter.

To obtain the QAF performance including the in-phase to quadrature
amplitude ratio and in-phase and quadrature phase di↵erence, the measure-
ment of both gain and phase of the phase shifter at two di↵erent cases of
reference (Im 6=0 and In=0) and 90� phase shift with respect to reference
(Im=0 and In 6=0) are carried out. These two cases represent I and Q vec-
tors of the QAF, respectively. The measured amplitude ratio and phase
di↵erence with respect to frequency are shown in Fig. 5.20. As can be seen
from the figure, the in-phase to quadrature amplitude ratio and in-phase
to quadrature phase di↵erence show an error of less than 0.15 dB and 0.6�,
respectively, over the frequency range of 10 GHz to 50 GHz.

To evaluate the performance of the overall phase shifter over the fre-
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Figure 5.19: Output performance of the phase shifter : (a) S parameter
results, (b) phase shift at 16 di↵erent states.
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Figure 5.20: Quadrature characteristics of the QAF measured at the output:
(a) I/Q amplitude ratio. (b) I/Q phase di↵erence.

quency range of interest, RMS amplitude error and RMS phase error, as
defined in [62] are used. Fig. 5.21 shows these two performance metrics.
The phase shifter exhibits an RMS amplitude error that varies between 0.18
to 0.205 dB and an RMS phase error of <1.4� from 10 GHz to 50 GHz,
respectively. Note that for the measurements, the output amplitude and
phases are measured for phase steps of 5.625�, which is equivalent to that
of a 6-bit phase shifter. The measurements are performed for 20 di↵erent
chips and the RMS amplitude and phase error histograms for the 20 sam-
ples measured at 30 GHz are shown in Fig. 5.22. The results show a typical
RMS amplitude and phase error of around 0.2 dB and 1.2� with die-to-die
variations of from ⇠0.05 to 0.45 dB in amplitude error and from ⇠0.9� to
⇠1.4� in phase error.

Fig. 5.23 shows the output phase shift versus the input control VCTRL

at 30 GHz. The output phase shift transfer characteristic can be further
linearized by improving the linearity of the di↵erential pair stage MB1 and
MB2 in Fig. 5.10. The gain at reference state (VCTRL=0) versus input power
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Figure 5.22: (a) RMS amplitude and (b) phase error for 20 samples measured
at 30 GHz.

and the histogram of P1dB for the 20 samples that are measured, are shown
in Fig. 5.24. Table 5.1 summarizes the performance of the proposed phase
shifter and compares it with that of the state-of-the-art designs. For the
purpose of performance comparison, the following figure-of-merit (FOM) is
used

FOM =
fmax + fmin

2(fmax � fmin)
⇥ ✓e,max ⇥Ae,max, (5.14)

where ✓e,max is the maximum RMS phase error in degrees and Ae,max is the
linear value of the maximum RMS amplitude error.
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Table 5.1: Performance comparison of state-of-the-art phase shifters.

This Work [106] [107] [108] [109] [110] [111]
Technology 65nm CMOS 28nm FDSOI 28nm CMOS 65nm CMOS 250nm 40nm CMOS 65nm CMOS

CMOS BiCMOS
Topology Vector-Sum Vector-Sum Vector-Sum II VGA APN I-DAC, VS Vector-Sum

Freq. (GHz) 10-50 78.8-92.8 22-44 51-66.3 14-50 3-7 8-12
Gain (dB) 0 2.3 @ -5.81⇠-0.36 -3.8(peak) 5-16⇤⇤ -1.1±1.5⇤⇤⇤ 1.5 @

87.4 GHz 10 GHz⇤⇤⇤⇤

RMS Gain Error, ⇠0.2 <2 0.59 0.72 <0.94 0.89 <1.08
Ae (dB)

RMS Phase Error, <1.4 <11.9 1.02 7 <9.7 1.67 <3.1
✓e (Deg)

Phase Range (Deg) 360 360 360 360 360 360 360
P1dB, in (dBm) -0.5 -7 -2.89⇠-0.48 -0.23 - - -
Resolution (bits) Continuous 4 7 5 3 8 6

Voltage Supply (V) 1 1.2 0.9 1 - 1.1 1.2
Power Consumption (mW) 24.8 21.6 35 5 0 16.2 14.8

Area (mm2) 0.65 0.12⇤ 0.74 0.3⇤ 0.48⇤ 0.19⇤ -
FOM 1.05 91.8 1.64 29.15 9.61 2.31 8.78

⇤Active Area ⇤⇤Insertion Loss ⇤⇤⇤Conversion Gain ⇤⇤⇤⇤Graphically estimated average gain
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5.5 Summary

In this chapter, a low-error ultra-wideband active phase shifter suitable for
5G and beyond 5G wireless applications is presented. The QAF, the key
building block of the phase shifter, is based on the PAF presented in Chap-
ter 3. The input balun placed at the input of the phase shifter to convert the
unbalanced input signal to a balanced signal is based on the balun presented
in Chapter 4. To improve the stability and performance of the proposed
phase shifter over a wide bandwidth of interest, several design and layout
techniques are presented. A proof-of-concept of the continuous 360� phase
shifter is designed and fabricated in a 65-nm bulk CMOS. Measured results
show a typical RMS amplitude error of around 0.2 dB with a reasonably
flat gain response and an RMS phase error of less than 1.4� over the broad
bandwidth of 40 GHz (from 10 GHz to 50 GHz). The measurement results
of 20 di↵erent samples further confirm the reliability and reproducibility of
the proposed low-error phase shifter structure.
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Chapter 6

Conclusion and Future
Works

6.1 Conclusion

One of the main goals in the development of cellular networks from the first
to fourth generation (1G to 4G) has been improving the system capacity.
Most of the systems in the market have been able to achieve (near-)optimal
performance in terms of capacity. However, with regards to other system
parameters such as latency, energy e�ciency, connection density, etc there
are still rooms for improvements and the previous generation systems (1G to
4G) do not o↵er e�cient solutions. In this context, 5G (and beyond 5G) sys-
tems have the ambitious objectives and are expected to cover a wide variety
of application areas including eHealth, factory automation, automated vehi-
cles, and critical communication. To enhance over-the-air (OTA) e�ciency
5G systems are relying on using multiple-in-multiple-out (MIMO), beam-
steering antennas, and phased-array technologies. Furthermore, to satisfy
the need for high data rates of multi Gb/s, the use of mm-wave frequency
bands are envisioned due to the availability of wider frequency spectrum in
those bands. At these higher frequencies, beam-steering antennas are re-
quired to direct radiated energy from the base station antenna array to the
end user and vice versa mainly to overcome the higher path losses occurring
at these frequencies. The main focus of this research is on the design and
implementation of two main building blocks of the phased-array systems,
namely, power amplifiers and phase shifters.

Since 5G systems use more complex modulation schemes to provide
higher data rates, they require a highly linear PA. Moreover, to increase
the battery longevity, such PAs need to be as e�cient as possible. In this
context, we present a highly linear and e�cient 28-GHz power amplifier.
A proof-of-concept prototype is designed and fabricated in a 65-nm bulk
CMOS process and is successfully tested to validate the proposed design
techniques. To increase the overall output power, the outputs of four sub-
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PAs are combined. The saturated output power Psat of the proposed design
is 23.2 dBm at 28 GHz. To enhance e�ciency design techniques including
using a low-loss CPW-like power combiner with the passive e�ciency of 93%
along with an LC filter at the output of the PA are proposed. By doing so,
the PA achieves PAEmax in excess of 35%. The linearity improvement tech-
nique is performed by means of a single varactor controlled by an envelope
detector. It results in reducing both AM–AM and AM–PM distortions. The
di↵erence between P1dB and Psat remains negligible (�0.5 dB), confirming
the high linearity of the circuit. The PA is able to deliver an EVM of �26.2
dB when transmitting a 2.5 GS/s (15 Gb/s) 64-QAM modulated signal at
average Pout of 16.1 dBm. The performance of the proof-of-concept PA com-
pares favorably with that of state-of-the-art designs implemented in more
advanced CMOS or other higher performance processes. This favorable per-
formance shows that the proposed techniques for improving the linearity
and e�ciency are promising.

In addition to the PA, a low-error ultra-wideband active phase shifter
suitable for 5G and beyond 5G wireless applications is also designed and
implemented. To make sure that the proposed block operates properly over
the wide bandwidth of interest, several design and layout techniques are pre-
sented. A proof-of-concept of the continuous 360� phase shifter is designed
and fabricated in a 65-nm bulk CMOS. Measured results show a typical
RMS amplitude error of around 0.2 dB with a reasonably flat gain response
and an RMS phase error of less than 1.4� over a wide bandwidth of 40 GHz
(from 10 GHz to 50 GHz). The histograms of the errors of 20 di↵erent im-
plemented samples measured at the center frequency of 30 GHz also confirm
the reliability of the system.

6.2 Future Works

Although the design techniques proposed in this work are presented in the
context of mm-wave PAs and phase shifters and are validated in a 65-nm
CMOS technology, many of the techniques are general and can be applied
to other mm-wave building blocks and in di↵erent technologies. Applying
these techniques to other building blocks and in di↵erent technologies can be
subject of the future work. Furthermore, specific to the contributions pre-
sented in this thesis, the following areas of relevant research can be exploited
in the future.
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6.2.1 Performance Improvement

In the context of PA design, the focus of this work was on improving the
linearity and e�ciency. The validity of the proposed techniques are shown
through implementing and testing proof-of-concept prototypes in a mature
technology node, i.e., in 65-nm CMOS. Nevertheless, some other design
aspects can be further improved. These design parameters include:

The operation bandwidth of the PA can be increased to cover a fre-
quency band of more than 5 GHz.

Another performance metric is the back-o↵ e�ciency. In fact, PAs do
not usually operate at peak e�ciency most of the time. The situation
would be usually worse for the more spectrally e�cient modulation
schemes such as OFDM which are essential for achieving high data
rates. Thus, back-o↵ e�ciency would become important factor to
consider.

Techniques to further enhance the linearity of the PA system, including
using pre-distortion can be explored.

6.2.2 System-Level Integration

Another important task for the future is the integration of both PA and
phase shifter and potentially other relevant building blocks on a single chip.
Furthermore, due to the shorter wavelength of mm-wave signals the antennas
are smaller and thus they are more amenable to integration. Consequently,
a low-cost single-chip phased-array transmitter system that includes phase
shifter, PA and antennas can be explored.
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Appendix A

Solution of 10th-Order
Polynomial Equation

In this section the solution of Eq. (3.37) and also the relation for !min

at which the 3rd-order PAF phase di↵erence has a relative minimum are
provided.
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The factorization of the terms in parentheses generates
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Rearrangement of the terms in the second parenthesis produces
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As shown above, the 10th-order polynomial has a double root at !h, con-
jugate roots at ±j

p
!l!h, one zero at

p
!l!h and a root at �p

!l!h. Since
one can show that !2 in Fig. 3.7 is equal to

p
!l!h, none of these roots

is a solution to !min. Thus, to obtain an expression of !min, the 4th-order
polynomial should be solved. Given that the solution to such 4th-order poly-
nomial can be found in the literature [55]�[56], for the purpose of brevity
the solutions are not included here.
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Appendix B

Calculation of the Notch
Frequencies of the Insertion
Loss of the Capacitively
Loaded Balun

Since the network is assumed to be lossless, to calculate the notch frequencies
one can find the frequencies at which the input impedance of the structure
becomes purely reactive. In fact, because the insertion loss is the ratio of the
available power to the real power delivered to the load, and when the input
impedance is purely reactive no real power can be delivered to the load,
therefore, the frequencies at which the input impedance is purely reactive
coincide with the notch frequencies for the insertion loss of the structure.
Furthermore, it can be shown that for lossless network, at the frequency of
the notch of the insertion loss the input impedance is purely reactive. To
find the input impedance of the capacitively loaded structure, the following
circuit approach is taken.

Shown in Fig. B.1(a), the left- and right-hand structures are equivalent,
however, to find the input impedance more easily, the input capacitor C3 is
decomposed into two capacitors C3-C4 and C4. By doing so, excluding the
capacitance C3�C4, the resulting network is symmetrical around the dashed
line CC

0. Thus, to find the input impedance, one can find Z
0
in and Zin is

the parallel combination of Z 0
in and C3 � C4. To calculate the impedance

Z
0
in, the odd- and even-mode half circuit models are used as shown in Fig.

B.1(b) and (c). Assuming that the input impedances obtained from the odd-
and even-mode stimulations are denoted as Z

0
odd and Z

0
even, respectively,

the impedance Z
0
in is equal to 0.5Z 0

odd + 0.5Z 0
even. Z

0
odd and Z

0
even, can be

obtained as follows:

Z
0
odd =

YL + Y11 + j!(C2 + C5)

(Y11 + j!C4)(YL + Y11 + j!(C2 + C5))� Y 2
41

(B.1)
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Figure B.1: The approach to the calculation of the input impedance of
the capacitively loaded balun structure: (a) complete schematic with the
di↵erent capacitors connected to the input (C3), O.C. (C4) and outputs
(C5), (b) odd-mode stimulation, (c) even-mode stimulation.

Z
0
even =

Y11 + j!(C1 + C2)

(Y11 + j!C4)(Y11 + j!(C1 + C2))� Y 2
21

, (B.2)

where YL and Y11, 21, 41 are 1/RL and Y-parameters of the coupled lines,
respectively. These parameters are presented below.
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Y41 =
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(
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Z 0
e
� 1

Z 0
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) (B.5)

The node numbers of the coupled lines are shown in Fig. B.1(b) and (c).
Finally, the input admittance Yin is:

Yin =
2

Z 0
odd + Z 0

even
+ j!(C3 � C4) (B.6)

Putting Eqs. (B.1) and (B.2) into Eq. (B.6), one can show that the
input impedance becomes purely reactive, if:

(Y11 + j!C4)(Y11 + j!(C1 + C2)) = Y
2
21 (B.7)
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Substituting Eqs. (B.3), (B.4) and (C.4) into Eq. (B.7), we can further
simplify the relation as follows:

4!2
C2C4 � 2!

�
C2(

1

Z 0
o
+

1

Z 0
e
) + C4(

1

Z 0
o
� 1

Z 0
e
)
�
cot(✓0) =

1

Z 02
o

� 1

Z 02
e

(B.8)

The roots of Eq. (B.8) are the notch frequencies of the insertion loss of
the structure.
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Appendix C

Evaluation of the
Capacitively Loaded Balun
in Terms of Amplitude and
Phase imbalance over the
bandwidth

The main objective of this appendix is to find out if there would be any
condition for the capacitively loaded balun (Fig. B.1(a)) making both its
amplitude and phase imbalance (relations below) zero independent of the
frequency. ����

O2

O1

���� = 0 dB and 6 O2 � 6 O1 � ⇡ = 0 rad (C.1)

To realize whether such the condition would exist, one can use the odd-
/even-mode half circuit models as shown in Fig. B.1(b) and (c). It can
be shown that both amplitude and phase imbalance can be kept at zero if
and only if the even-mode output voltage is zero. As explained in Appendix
B, the symmetry line can be defined for the capacitively loaded balun after
a minor manipulation of the network. Consequently, using the half circuit
model shown in Fig. B.1(c), the even-mode output voltage is:

Vo, even =
Y21(Y42 � j!C2)� Y41(Y11 + j!(C1 + C2))

2⇥DEN
I (C.2)
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DEN =

Y41NUM +
�
Y11 + j!C4

�✓�
Y11 + j!(C1 + C2)

�
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�
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�
�
�
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�2
◆

+ Y21

✓�
Y42 � j!C2

�
Y41 � Y21

�
Y11 + j!(C2 + C5)

�◆
,

where NUM is the numerator of Vo, even. Y11, 21, 41 can be found from Ap-
pendix B, and Y42 is:

Y42 = �j0.5cot(✓0)(
1

Z 0
e
� 1

Z 0
o
). (C.3)

Evaluating the numerator of Vo, even, we can see that the only condition
for the numerator to be zero independent of the frequency is as follows:

C1 =
2C2

Z0
e

Z0
o
� 1

(C.4)

As a result, if the above relation between C1 and C2 is met, the capacitively
loaded balun exhibits both zero amplitude and phase imbalance.
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Appendix D

Evaluation of Equation (4.6)

The quantity defined in (4.6), can be calculated by means of complex in-
tegration. From Cauchy’s integral theorem, if the function f(s) is analytic
everywhere within a simply-connected region, then

I

C
f(s) ds = 0 (D.1)

for every simple closed path C within the region. In this work, the function
f(s) is defined as ln 1

S11(s)
, where S11(s) is:

Zin �R0

Zin +R0
, (D.2)

and Zin and R0 are the input impedance and the reference resistance of
the network, respectively. Since f(s) is a logarithmic function, the selection
of the contour C needs a special attention due to the existence of branch
points. The associated branch cuts may fall in the region of intereset. Fig.
D.1(a) shows a typical contour considered for the function f assuming that
there are some branch points on the right-half plane. In fact, since there
is the term Zin � R0 in S11, this term can have zeros and/or poles on the
right-half plane, and therefore, one needs to add branch cuts to the contour
(Fig. D.1(a)). Thus, the contour for evaluating Cauchy’s residue theorem
should exclude the branch cuts. It should be noted that we are assuming
that passive components are used, and thus the poles and zeros of the term
Zin + R0 cannot be in the right half plane. To move the possible branch
points from the right-half plane into the left-half plane (as shown in Fig.
D.1(b)), the following approach is used. By doing so, the function f will be
analytic in the right-half plane and thus the Cauchy’s theorem (Eq. (D.1))
can be applied.

Let us denote the branch points in the right-half plane by a1, a2 ...

an. Each aj will be replaced by the corresponding branch points in the
left-half plane when 1/S11 is multiplied by the all-pass term of the form
(s� aj)/(s+ aj). Since the function is now analytic in the right-half plane,
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Figure D.1: The selection of contour, (a) The Contour with the branch cut
due to the logarithmic function, (b) a simpler contour by moving the branch
point into the left-half plane.

using Eq. (D.1), we can write:
I

C
g(s) ds =

I

C
ln


Zin(s) +R0

Zin(s)�R0
⇥ (s� a1)...(s� an)

(s+ a1)...(s+ an)

�
ds = 0

(D.3)

The contour considered for this integral is shown in Fig. D.1(b). The semi-
circular part of the path is extremely large (i.e., has a radius of infinity),
while the small indentations on the j! axis are included to avoid any singu-
larities in the integrand which may exist on the imaginary axis. The integral
can be broken into an integration around the semicircle, around the small
indentations and along the the imaginary axis. It can be shown that the
integral around the small indentations is zero, and thus Eq. (D.3) can be
written as: Z +1

�1
g(j!) jd! +

Z

�
g(s) ds = 0. (D.4)

The limits of integration across the imaginary axis are from �1 to +1. The
path � in the second term of the above equation represents the semicircular
portion of the path C. Because S11(j!) = |S11(j!)|exp(j 6 S11(j!)), the first
term of the equation can be represented in polar format using its magnitude
and the phase as below.

Z +1

�1
ln

1

|S11(j!)|
jd! +

Z +1

�1

⇥
6 S11(j!) + 6 k(j!)

⇤
d!, (D.5)
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where 6 k(j!) is the phase of [(j! � a1)...(j! � an)]/[(j! + a1)...(j! + an)].
The second term in the above equation is zero since the phase of a real
function is always an odd function of the frequency. To solve for the second
term in Eq. (D.4), as the integration is performed around the semicircle
with the extremely large radius, g(s) is approximated by its Laurent series.
Assuming that the function ln[1/S11(s)] is analytic at infinite frequency,
using the Laurent series, it can be expanded as follows:

j� +

P
i �zi �

P
i �pi

s
+

A
1
2

s2
+ ..., (D.6)

where � is 0 or ⇡ depending on the sign of S11, and �zi and �pi are the
zeros and poles of S11, respectively. The function ln[(s�a1)...(s�an)]/[(s+
a1)...(s+ an)] is also analytic at infinity. Thus, by Laurent series, it can be
expanded as:

�2
P

aj

s
� A3

s3
� ... (D.7)

Integrating both Eqs. (D.6) and (D.7) around the semicircle, we have:

Z

�
g(s) ds = �j⇡(

X

i

�zi �
X

i

�pi) + j2⇡
X

j

aj (D.8)

By substituting Eqs. (D.5) and (D.8) into (D.4), we have:

Z +1

0
ln

1

|S11(j!)|
d! =

⇡

2
(
X

i

�zi �
X

i

�pi)� ⇡

X

j

aj (D.9)
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Appendix E

Evaluation of Equation (4.7)

Due to only using the transmission lines of the electrical length of ⇡/2 in
the structure of Marchand balun, its frequency response is periodic with
the period 2f0. Consequently, the quantity defined in (4.6) is unbounded
when integated from 0 to +1. Manipulating the quantity defined in (4.6)
as what is presented in (4.7), we can now examine the frequency response
of the structure within a single period. In fact, the term 1/[1 + ( !

!no
)2n] in

(4.7) attenuates the repetitive parts of the response. The attenuation will
be higher as n increases.

The ��1(j!) of the structure shown in Fig. 4.1(a) is:

��1(j!) = S
�1
11 (j!) =

Zin(j!) +R0

Zin(j!)�R0
=

N(j!)

D(j!)
, (E.1)

where N(j!) and D(j!) are as follows:
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and

D(j!) =

j
cot3 ✓

ZeZo
� cot2 ✓
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o

�✓
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(E.3)

Ze, Zo, R0, YL and ✓ are the even- and odd-mode characteristic impedance,
the reference impedance, 1/RL and !l/c, respectively. !, l and c are the

154



angular frequency (2⇡f), segment length and speed of light, respectively. In
the above relations, it is assumed that

p
2YL/R0 =

�
1/Zo � 1/Ze

�
[79].

To analyze the performance of Marchand balun using the revised quan-
tity defined in (4.7), the complex function f(s) is defined as:

f(s) =
1

1 + ( s
j!no

)2n
ln

1

�(s)
, (E.4)

where
�(j!) = �(s)

��
s=j!

. (E.5)

The numerator (N(s)) and denominator (D(s)) of ��1(s) are given by:
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and
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(E.7)

where ✓
0 and coth are sl/c and the hyperbolic cotangent, respectively. As

mentioned earlier, the numerator N(s) does not have any roots in the right-
half plane. However, the denominator D(s) can have roots in the right-half
plane. Thus, to move any potential branch points and therefore branch cuts
from the right-half plane into the left-half one, the approach adopted in
Appendix D is used here again. The zeros/poles of the function D(s) that
are located on the j! axis are of the form:

sj! = j
ck⇡

2l
, k 2 Z (E.8)

In D(s), the expression in the brackets, which has a quadratic form in terms
of coth ✓

0, can have some right-half plane roots. The roots of the quadratic
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equation in terms of coth ✓0, are of the general form of a1+ jb1 and a2+ jb2,
where a1,2, and b1,2 are the real and imaginary parts of the roots, and cot ✓0

is equal to these roots. Assuming that ✓0 = x+ jy, x and y in terms ai+ jbi

where i = {1, 2} can be found from the relations below.

x1 = tanh�1
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(E.9)

Finally,

sk =
c

l
✓
0 =

c

l
(xi + j(yi + k⇡)) , i = {1, 2}, k 2 Z (E.10)

It should be noted that since �1<tanh(x)<+1, the argument of tanh�1

has to remain between �1 and +1. To move the possible branch points
located on the right-half plane onto the left-half one, the function f(s) can
be manipulated as follows.

g(s) =
1

1 + ( s
j!no

)2n
ln

D(s)

S11(s)
, (E.11)

where D(s) is:

8
>>>><

>>>>:

1 Re{sk} < 0

(s� s0)

(s+ s0)

+1Y

k=1

(s� sk)(s� s�k)

(s+ sk)(s+ s�k)
Re{sk} > 0

(E.12)

sk’s are the branch points of Eq. (E.10). Now, the function g(s) is analytic
everywhere on the right-half plane except at some points, namely, removable
singularities [85]. Using Cauchy’s residue theorem, the revised quantity is
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given by:

Z +1

0

1

1 + ( !
!no

)2n
ln

1

|S11(j!)|
d! =

⇡

�����Re

⇢ n�1X

m=0

lim
s!am

(s� am)g(s)

������,

(E.13)

The singularities am are:

am = �jwno e
j 2m+1

2n ⇡ (E.14)

The contour considered for the integration is shown in Fig. E.1. The small
indentations on the j! axis are considered to include the singularities whose
values can be found from Eq. (E.8). From Eq. (E.10), since the real part
of sk is independent of k, k in Eq. (E.12) does not need to change to an
infinitely large value. In fact, the terms (s � s±k) and (s + s±k) can be
neglected for those values of k that meet both of the following conditions.

��Re(s± s±k)
��
s=am

⌧
��Im(s± s±k)

��
s=am

|k| � l

⇡c

����Im
�
s± (sk �

c

l
k⇡)

�����
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(E.15)
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Figure E.1: The contour considered for the revised quantity.
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