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Abstract

De novo genome assembly is cornerstone to modern genomics studies. It is also a useful

method for studying genomes with high variation, such as cancer genomes, as it is not biased by

a reference. De novo short-read assemblers commonly use de Bruijn graphs, where nodes are

sequences of equal length k, also known as k-mers. Edges in this graph are established between

nodes that overlap by k−1 bases, followed by merging nodes along unambiguous walks in the

graph. The selection of k is influenced by a few factors, and its fine tuning results in a trade-off

between graph connectivity and sequence contiguity. Ideally, multiple k sizes should be used,

so lower values can provide good connectivity in lesser covered regions and higher values can

increase contiguity in well-covered regions. However, this approach has only been explored

with small genomes, without addressing scalability issues with larger ones. Here we present

RResolver, a scalable algorithm that takes a short-read de Bruijn graph assembly with a starting

k as input and uses a k value closer to that of the read length to resolve repeats. RResolver

builds a Bloom filter of sequencing reads which it uses to evaluate the assembly graph path

support at branching points and removes the paths with insufficient support. RResolver runs

efficiently, taking 3% of a typical ABySS human assembly pipeline run time on average with

48 threads and 40GB memory. Compared to a baseline assembly, RResolver improves scaffold

contiguity (NGA50) by up to 16% and reduces misassemblies by up to 7%. RResolver adds

a missing component to scalable de Bruijn graph genome assembly. By improving the initial

and fundamental graph traversal outcome, all downstream ABySS algorithms greatly benefit

by working with a more accurate and less complex representation of the genome.
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Lay Summary

Current technologies that read DNA from a sample do so by providing only fragments of orig-

inal chromosome sequences. Moreover, depending on the technology used, these fragments

have a varying number of errors in them. For these reasons, there is a need for algorithms that

will assemble these fragments together to, ideally, form a sequence for every chromosome of

the sampled organism. However, this is far from an easy task and a number of algorithms is

used together in order to perform as high quality assembly as possible within reasonable time.

This work includes a new approach that helps improve the quality of these assemblies in the

contiguity of sequences, number of correctly joined fragments, and the number of genes recov-

ered. The tested genomes belong to a variety of species with very different genomes in terms

of total length and complexity.
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Chapter 1

Introduction

1.1 History of de novo genome assembly

De novo genome assembly problem deals with reconstruction of all chromosome and mito-

chondrial DNA sequences of a given organism without any reference genome sequence. The

initial approaches in the 80s relied on the shotgun method and Sanger sequencing [56] wherein

the target sequence had to be assembled from many randomly sampled subsequences, i.e.,

reads. A shotgun method relies on oversampling the target genome so that a number of reads

cover every, or almost every, part of the sequence. This ensures sufficient overlap between

reads and enough base pair redundancy to take into account erroneous base calls. The first

shotgun assembly [33] reconstructed the DNA sequence of bacteriophage λ [57] using reads

of approximately 200 base pairs (bp) and manual inspections of the pieces with the help of an

algorithm to guide overlaps.

Sanger sequencing paved way for publication of a series of genomes of model organisms

beginning in the 90s. From the C. elegans genome in 1995 through 1998 [70] followed by the

first complete eukaryote genome sequence of S. cerevisiae in 1996 [26] and D. melanogaster

in 2000 [6]. In 1990, The Human Genome Project was launched and in competition with J. C.

Venter produced a first draft of human genome in 2000 and a complete genome in 2003 [1, 64].

In 1997, paired-end sequencing was introduced [71], complementing information from an
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individual read with approximate distance from another read. With this approach, reads are

taken from ends of a DNA fragment whose size ranges from less than reads’ sizes combined,

meaning they overlap, to multiple kilobases. Smaller fragments allow for inferring the se-

quence in-between reads in order to produce longer pseudo-reads [63]. Alternatively, they can

be used in order to pair two assembled sequences together to form a more contiguous sequence

called contig. For larger fragments in the kilobase range, the pairing can be done on contigs in

order to create scaffolds, i.e., paths of contigs with gaps of known distance in-between.

At the beginning of 80s, fairly basic programs were used to find overlaps between se-

quences [62]. Soon, however, new conceptual approaches were being introduced and algo-

rithms formalized. Two prominent approaches arose, Overlap-Layout-Consensus (OLC) and

de Bruijn Graph (DBG), which are, to this day, being widely used. In general, the former finds

overlaps between reads, taking into account sequencing errors, and arranges then together to

form an assembly, using consensus when bases conflict. The latter works at the level of k-mers,

i.e., substrings of reads of equal length, and relies on redundancy to work with correct k-mers,

joining them together when they overlap almost completely. OLC was the strategy of the early

methods [33] [51] [34] and was later modified in the string graph algorithms, introduced in

1995 [46] and formalized in 2005 [48] by E. W. Myers. String graphs have been later suc-

cessfully utilized by the SGA assembler [60], published in 2011. Celera assembler has used

the OLC approach successfully in the assembly of D. melanogaster and H. sapiens [47] [64].

DBG as an assembly concept was also introduced in 1995 [29] and has further explored by

Pevzner et al in their Euler assembler [53].

1.2 Utility of sequence assembly

De novo genome assembly has a wide range of applications, such as gene annotation [66],

phylogenetic inference [25], identifying polymorphisms [18] and structural variations [31]. De

novo assembly specifically is used when either no reference genome is available, or to avoid

the biases that may be introduced by using one. For example, a reference genome will not be
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Figure 1.1: Timeline with early sequencing technology and landmark sequence publica-
tions.

available when sequencing and annotating the genome of a species for the first time. Another

example is cancer studies, in which structural differences between the sequenced tumor and

the reference are important.

Clinical applications such as Personalized OncoGenomics (POG) program [38] is certainly

one way in which de novo assembly is highly beneficial, both genomic and transcriptomic.

Structural variants inferred from the assemblies of healthy and tumor tissue can point to aberra-

tions in the tumor genome which may guide therapeutic decisions. Translocations, inversions,

and copy number variation are all known to be relevant for oncogenesis. Ideally, multiple

sources of evidence would point to the same abnormality providing higher confidence to the

clinicians. e.g., genomic and transcriptomic assembly might indicate Copy Number Varia-

tion (CNV) and high gene expression. Additionally, as studies and programs like POG collect

data on the efficacy of treatment decisions and genome and transcriptome sequences they were

based on, the utility of assemblies will increase.

When it comes to gene annotation of species without a reference, de novo assembly is indis-

pensable. Often, hybrid assembly of short and long-reads provides the highest quality output

[49]. There are multiple ways of assembling hybrid data. e.g., a short-read assembly followed

by long read repeat resolution and scaffolding [49]. Alternatively, the relative high quality of

short-reads compared to long can be used to correct the errors in long-reads, which are then

assembled, as is done in Canu [37] and Falcon [15] assemblers. A high quality assembly ob-

tained can then be used to shine light on gene function, annotate protein coding genes, and
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evolution of gene families. Gene annotation today is far from perfect, however, as it suffers

from inaccuracies caused by fragmented and erroneous draft assemblies. The process requires

knowing which of the possible six Open Reading Frames (ORFs) translates a protein, but at-

tempts at figuring that out are hampered by errors. Moreover, for eukaryotes in particular, gene

annotation poses a difficult problem. Protein-coding genes are sparse, covering only a small

percentage of the genome, e.g., <%3 for H. sapiens [5] and can have many kilobases long

introns. Generally, an automated pipeline such as MAKER [12] is used to perform the anno-

tation, combined with manual expert inspection. No matter how good the annotation process

is, though, the quality is plagued by errors of the draft assemblies, the improvement of which

directly benefits annotation [54].

1.3 Assembly quality evaluation

Given the complexity of the problem, genome assembly has seen many quality metrics devel-

oped over the years — contiguity, number of assembled bases, number of misassemblies and

their types, number of complete and/or fragmented genes, and number of mismatches and/or

indels are only some of the common ones. Along with them, more indirect approaches have

been used, such as haplotype inconsistency [41] which looks at whether the assembly stays

true to the ploidy of the genome.

Contiguity is perhaps the most straightforward family of metrics. One of the early ways in

which it has been reported is the N50 value, which is the length of the contig which splits the

set of contig lengths into two. More precisely, the sum of lengths of all contigs that are equal

or larger must be equal or larger than the sum of lengths of smaller contigs [22]. As explained

in first Assemblathon [22], however, this metric cannot be used to fairly compare contiguity of

two different assemblies, as it does not take actual genome size into account but instead uses

the sum of all contig lengths as the proxy. For this reason, the NG50 metric was introduced,

which requires that the length of the contig which splits the two sets and length of larger contigs

sum up to at least half of the genome size (hence the G in NG50), instead of comparing them
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to smaller contigs. This means that the total sum of contig lengths must be at least half the

genome size, or the metric does not make sense. NG50 still does not give us the full picture,

though. It suffers from giving us an overly optimistic look into the correctness of the assembled

contigs. This number can be inflated by simply joining as many contigs as possible, giving a

highly contiguous, but erroneous output, so there needs to be a counterweight to mitigate this.

As proposed in GAGE paper [55], contiguity metrics can be corrected by breaking contigs at

misjoin locations or at indels 5bp or longer, and then calculating N50 or NG50. Similarly,

Assemblathon used aligned contig paths in order make the correction, and normalized N50 has

been proposed by Mäkinen et al[44]. Finally, QUAST paper [27] introduced the NGA50 (A

for aligned) metric, which is commonly used today. NGA50, similarly to corrected contiguity

in GAGE, breaks contigs at misassembled points. The broken contigs are then aligned to the

reference and the unaligned portions are removed. The contigs outputted from this procedure

are then used to calculate NG50, giving us the NGA50 metric that is comparable between as-

semblies and which counterweighs misassemblies. The caveat here is that a reference genome

is needed to perform the alignments, which may not always be available.

Misassemblies can also be reported as a separate metric. They are defined as a misjoin of

two sequences, i.e., the resulting sequence has structural difference from the target genome.

There are different types of misassemblies, as shown in Figure 1.2 — relocation, translocation,

and inversion. Depending on what the assembly is used for, they can have varying severity.

The process of identifying misassembly points may require a reference. In QUAST, contigs

or scaffolds are aligned to the reference and if parts of one sequence align to distant (e.g.,

>1000bp) sections of the reference or if they heavily overlap, it is considered an (extensive)

misassembly. It is important to note that misassemblies identified in this manner may also

indicate genuine structural variants.

For de novo assemblies, using a reference is not an option, and so tools such as ALE [17]

and REAPR [28] have been developed that do not need one and can identify misassemblies

through other means. ALE reports uses Bayes’ theorem in order to determine the likelihood
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Figure 1.2: Visual explanation of three types of misassemblies: relocation, translocation,
and inversion are shown. Blue sequence is the reference genome and pink is from
assembled contigs, each containing a misassembly.

that the provided assembly was built from the input set of reads. Indirectly, this gives us a

"score" for that assembly that, by itself, is not meaningful but can be used to compare to other

assemblies to determine which one is of higher quality. Internally, ALE has four probabil-

ity sub-scores per base, based on whether aligned read bases are congruent with assembly,

how well insert lengths match expected distribution, whether depth agrees with expected, and

whether k-mer frequency is as expected. With this information, it is possible to locate places

in the assembly that are likely erroneous. Looking at insert lengths specifically can pinpoint

where a misassembly has occurred. Similarly, REAPR also assigns a score to each base to

identify misassemblies. For every base in the assembly, fragment coverage distribution is cal-

culated, i.e., distribution of mapped paired end reads for which this base lies in between the

pair. If this distribution does not match the theoretically expected, it indicates a possible mis-

assembly.
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Figure 1.3: Distances between paired end reads follow a known distribution. In order to
find misassemblies, they can be mapped to a reference and their distances inspected
— if pairs in a region do not follow the expected distribution, a misassembly may
have occurred. In the figure, blue sequence is the genome being assembled and
pink are paired end reads. Often, a normal distribution is assumed with mean and
variance inferred from the majority of read pair distances, as is done in ALE paper.

De novo assemblies may also be evaluated on a more pragmatic way, by looking at recon-

structed genes in the draft assembly. As elaborated in Section 1.2, one of the primary goals

of a de novo assembly can be gene annotation. Parra et al[50] introduced the concept of Core

Eukaryotic Genes (CEGs) that are well conserved and present in low copy numbers across eu-

karyotes. Determining how many CEGs are present has been shown to be a good proxy for

determining the total number of recovered genes. Following this concept, Benchmarking sets

of Universal Single-Copy Orthologs (BUSCOs) [69] have been identified using OrthoDB to

assess assembly quality and this is the premise of the software under the same name [58]. The

chosen sets of representative genes had the requirement to be present in >90% of species with

a single copy for each orthologous group, and so from an evolutionary standpoint, we can ex-

pect these genes to be present in newly sequenced genomes. The BUSCO software specifically

outputs three metrics — complete, fragmented, and missing BUSCO genes, providing some

granularity when assessing quality.

7



It has been established numerous times that draft assembly quality can vary enormously

between assemblers, technologies, data quality, and the genomes being assembled [55] [22]

[11]. GAGE paper explains that contiguity can increase at the order of 30x if the reads are error

corrected, indicating the impact data quality can have on the output. Additionally, genome

size and complexity has been emphasized as a major determinant of final assembly quality.

Seeing as this is something inherent to the genomes being assembled, it hints at the importance

of benchmarking novel assembly methodologies on a number of genomes, in order to fully

understand how well they deal under different circumstances. Finally, it should be no surprise

that, given the complexity of the problem, even when assembling the same genome with the

same data, performance may vary between different assemblers and strategies significantly, as

shown in both Assemblathon 1 and 2.

Seeing as data is of fundamental importance, it can be insightful to understand the prop-

erties of the data we are dealing with. Simpson [59] has introduced a method that assess read

quality, fragment size distribution, and genome coverage. This is accomplished by looking at

overlaps between reads themselves to determine sequencing error rate and classifying branch

types in DBG to identify errors, variants, and repeats. Additionally, using tools such as FastQC

[7] can provide read error profile and a number of statistics that can help understand what qual-

ity we can reasonably expect. Figure 1.4 shows an example of what information FastQC can

provide — per base Phred quality scores [24]. Phred quality score Q is assigned to every base

and is defined as:

Q =−10log10 P (1.1)

Where P is the probability of an erroneous base call. The maximum score shown in Figure 1.4

is 40, which gives us the probability of 1 in 10,000 that the base call was wrong. The trend

of quality dropping towards the end is expected in short-reads [21] and since most bases have

>=30 quality, this can be considered good quality data. Deviations from this pattern may

indicate that the data is faulty and require a closer look into the sequencing procedure as well

as lowering the possible quality of assembly.
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Figure 1.4: One of the outputs of the FastQC software, showing 110bp C. elegans read
base quality with Phred score on the Y axis.

Other than metrics described so far that look at the properties of the assembly output alone,

some experiments utilize independent validation from external sequencing. For example, to

assess the accuracy of the panda genome assembly, nine Bacterial Artificial Chromosomes

(BACs) were sequenced using Sanger technology, assembled, and aligned to the assembly [40].

These sequences were not part of the assembly and were only used for quality check. There

are other technologies, such as optical maps, that have been used for this purpose. Church et

al[16] were the first to use them in their assessment and disambiguation of repetitive regions

of the mouse genome assembly.

1.4 de Bruijns Graphs

The work presented here improves upon DBG assemblies and so the concept is more closely

explained. DBGs are directed graphs defined on an alphabet S and node size k, where all of

the nodes are composed of strings of size k containing the characters from the alphabet. For
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Figure 1.5: A simple DBG on alphabet S = {A,C,T,G} and node size k = 3.

every pair of nodes x and y there is a directed edge going from x to y if the k−1 suffix of x is

the k−1 prefix of y, i.e., they overlap by k−1 symbols. In graph theory, a DBG has a node for

every permutation of S symbols. In the genome assembly problem, however, a variant is used

wherein the nodes are all read substrings of size k, known as k-mers, and the valid symbols are

S = {A,C,T,G}. An alternative to this is sometimes used that represents k-mers as the edges

and k−1 overlaps as the nodes, as is done in the EULER assembler [53]. In this setup, nodes

represent branching points.

Many short-read de novo assemblers make use of a DBG based approach [2, 8, 14, 30, 43,

73]. The assembly process usually starts out by splitting all reads into k-mers and storing them

in a hash table or a Bloom filter [14, 30, 61]. This provides the benefit of being able to query

node adjacency in constant time as opposed to searching for overlaps.

1.4.1 Bloom filters

A Bloom filter [10] is a probabilistic data structure that has the operations of a set: insertion

of an element and querying for the presence of an element. The set is typically implemented

as a bit vector, initialized with all zeroes. The elements must be hashable, i.e., there must

exist a hash function that takes the elements as its input. On insertion, the element is hashed

into a predetermined number of hash values, h, which represent indices in the bit vector that

get turned into ones. Essentially, the content of the element is compressed into only h bits,

making Bloom filters very memory efficient. To query for the presence of an element, like for
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insertion it is hashed into h values and those are used as indices into the bit vector to check for

the presence of one bits. Because the bit vector is limited in size, some of the bit indices from

different elements may overlap. This can produce a query false positive if the queried element

bit indices happen to land on indices of other previously inserted elements, even if the queried

element has never been inserted. The chance of a query false positive, i.e., the False Positive

Rate (FPR) of a Bloom filter is estimated as [10]:

FPR = (1− (1− 1
b
)hn)h ≈ (1− e−(hn/b))h (1.2)

Where b is the number of bits in the bit vector, h the number of hash values per element, and

n the number of distinct elements. The chance of bit index overlap between elements and

thus false positives is increased with the reduction in size of the bit vector, as seen in the FPR

formula. In this way, Bloom filters allow the user to make the trade-off between memory usage

and produced false positives. It is worth noting that false negatives are not possible in a Bloom

filter designed this way, as once an element is inserted, its one bit indices stay unchanged.

Any subsequent query for the presence of this element will return true. Since Bloom filters

are highly memory efficient, they have been widely used with memory intensive genomic data

[14, 30, 63, 67]. In fact, they have enabled various bioinformatics tools such as assemblers and

scaffolders to work with large genomes and are also used in this work for scalability.

1.4.2 Repeats

One of the main confounders of genome assembly are repetitive sequences. If the same DNA

sequence is repeated at a single locus, potentially many times, it is known as a Tandem Re-

peat (TR). Otherwise, if the same sequence appears at different loci across the genome, as

Transposable Elements (TE) do, it is an interspersed repeat. In the context of DBG based as-

sembly, a repeat that is at least k−1 bases long will create a false edge, seeing as any sequence

overlap of that length creates an edge. While constructing a DBG, it is impossible to disam-

biguate repeats that are k−1 bases or longer, and this task is left to the downstream stages of
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the assembly process.

To illustrate the magnitude of the problem repeats pose, it has been estimated that half or

more of the human genome is comprised of repeats [19]. The typical length of a TE is on the

order of several kilobases (kbp), ranging up to 20 kbp in eukaryotes [36]. A third of mammalian

genomes consists of TE and in vertebrates such as zebrafish they make up more than half of

the genome [13]. Since current short-read lengths are in the 100–300 base pairs (bp) range

[9], they are unable to span a large number of TE. On the other hand, TR can have motifs as

short as 1 bp. They are generally classified as microsatellites if they fall within 1–10bp range,

minisatellites if in the 10-100 bp range, and satellites if over 100 bp [32, 42, 65]. While the

motif may be fully spanned by a short read, the number of repetitions may not be possible to

estimate with short reads alone.

1.4.3 Read coverage

Due to non-uniform genome read coverage in the sequencing data [23], regions of the genome

with less short-read coverage will have a more sparse overlap between reads, whereas a highly

covered region will have an abundant number of reads that have significant overlap. This is

where the choice of k comes into play — a smaller size will capture the overlap in both low

and high coverage regions, but will additionally include many spurious overlaps due to repeats,

complicating the graph. On the other hand, a larger size will reduce the number of spurious

overlaps, but genuine overlaps from lesser covered regions will be missed. To overcome this

issue, some de novo assemblers, such as SPAdes [8], IDBA [52], SOAPdenovo2 [43], and

MEGAHIT [39], use an array of k values, starting from a small k to achieve high connectivity

and then proceeding to untangle the graph with higher k values. These methods demonstrate

improved assembly quality, but they have been limited to small k value increments or multiple

DBG constructions. This is problematic for large genomes (e.g., human), where the assembly

graph is large and iterating over a number of k values may significantly inflate the run time.

There is also room for improvement in the span of k that is utilized, as it is not efficient to reach
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a high k value with small steps.

Another aspect of DBGs is that it relies on sufficient number of k-mers being errorfree,

otherwise the overlaps would be missed or we would have false connections. One way this is

achieved is by only considering only k-mers that are found above a certain multiplicity (e.g.

they appear at least twice), as is done in the ABySS assembler [30]. These k-mers are known as

solid k-mers. Another method, often done in conjunction, is tip trimming, which removes short

sequences that branch off a longer sequence, presumably due to an error or a false positive in a

Bloom filter.

1.4.4 Iterative de Bruijn Graph construction

The IDBA assembler was the first to attempt to use multiple k values instead of a single moder-

ate one in order to improve the output [52]. It introduces the concept of an accumulated DBG,

which contains the information from its k value and all the previously processed ones. This

accumulated DBG is constructed iteratively, by starting from a low k value and building an

initial DBG, and then improving it with increasing k values. The initial graph is constructed

from solid k-mers, i.e., k-mers above a given multiplicity in order to filter out erroneous ones.

The next step is to assemble contigs, i.e., unambiguous walks in the graph, from which we

obtain sequences relatively larger than the input reads. Because there is no ambiguity involved

with these sequences, their constituent reads do not belong to any branching points, and so

cannot be used to resolve them. For that reason, these reads are removed from the set of reads

that will be used to improve the graph. After the construction of the initial graph, the iterative

procedure takes the next k value in the ascending order. The step between these values may

be as low as 1, but the paper suggests a higher step is possible in order to minimize run time.

However, to obtain high quality contigs, a step of 1 is recommended. The improve the graph,

situations such as the ones in Figure 1.6 are examined. Branching points such as the ones in

case of a repetitive region or an erroneous join may be resolved with the new, higher, k value.

Each iteration results in the accumulated DBG, that is being improved.
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Figure 1.6: Two potentially resolveable branching points in a DBG. For a repeat se-
quence, a k-mer that spans the repeat R and further into A or B and X or Y can tell
which of the ARX , ARY , BRX , BRY paths is correct. Specifically, for a k parameter-
ized DBG, a k+2 k-mer is required for support, touching the adjacent nodes with
one nucleotide each. Similarly, for a branching point due to an error, a spanning
k-mer can cut out the false branch. In this case, the X contig is falsely connected to
B, and so a k-mer spanning A, B, and Y , with one nucleotide in A and Y each would
suggest that this is the true path.

The algorithm for the resolution transforms all edges in the graph into nodes of k+1 size.

Then, every pair of neighbouring nodes in this transformation is joined by an edge if it repre-

sents two consecutive k+ 1 k-mers and there exists a k+ 2 k-mer containing the sequence of

these two nodes joined together. This k+2 k-mer is searched for in the set of leftover reads, af-

ter reads from previous contigs are removed. The described iterative procedure is repeated for

every k value until the specified kmax is reached. For each accumulated DBG obtained, reads

that belong to contig sequences are removed, and so the set of working reads is decreased on

every iteration. Additionally, dead end sequences (tips) shorter than 2 · k are trimmed. After

all the iterations are done, bubbles are merged. Here, bubbles refer to two parallel paths due to

a Single Nucleotide Polymorphisms (SNPs) or indels which appear as two similar sequences.

The summary of IDBA algorithm can be seen in Listing 1.1.
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Listing 1.1: Pseudocode of the IDBA algorithm. After the construction of the initial
DBG, iterative improvements are performed by increasing k and resolving branch-
ing paths.

# IDBA algorithm summary
k = kmin
build(DBGk, solid_kmers)
while k < kmax:
remove_dead_ends(DBGk)
reads = reads \ reads_in_contigs(DBGk)
DBGk+step = improve(DBGk, leftover_reads)
k += step

remove_dead_ends(DBGk)
merge_bubbles(DBGk)
connect_contigs(DBGk, mate_pairs)
output_contigs(DBGk)

1.4.5 Multisized de Bruijn Graph

The SPAdes assembler uses the concept of a multisized de Bruijn Graph in order to utilize

different k sizes. Like IDBA iterations of k values, this approach starts with a low k value

and constructs a regular DBG from input reads. The resulting DBG is then condensed by

unifying unambiguous k-mer paths into unitigs, as shown on Figure 1.7, which is a common

simplification operation in DBG assemblers.

After this operation, the outputted unitigs can form long sequences, often larger than the

original reads in non-repetitive regions where the graph does not branch. The next step is to

increase the k value and k-merize both the obtained unitigs and original reads to build a new

graph from. This new graph benefits from the long sequences built in the previous graph and

is subsequently able to get away with larger k-mer size. Each graph built is also processed by

simplification operations such as removal of bubbles, chimeric reads, and tips (Figure 1.8).

In IDBA, a k step of 1 is used, iterating over a small range of values. In SPAdes, however,

in the interest of minimizing run time and maximizing the range of iterated values, a step of

>1 is used. The important thing to keep here in mind is that SPAdes was designed to assemble

bacterial genomes, and for that purpose this approach is feasible. However, building a DBG
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Figure 1.7: An operation commonly done by DBG assemblers – condensing unambigu-
ous k-mer paths into unitigs.

is an expensive operation, both in terms of run time and memory. Even for an assembler

optimized for large genomes such as ABySS 2 [30], the initial DBG step takes the most time

and memory. To assemble a large genome, reconstruction would be prohibitively slow, giving

motivation for an alternative method.

1.5 Research question

Seeing as DBGs are parametrized by a single k value and that so far improving the graph

with larger k values was either with small increments or reconstruction of the whole graph,

the question is — can this be done better? Specifically, is it possible to use a larger k step

to improve upon the initial DBG in a scalable manner that would not require reconstruction.

Additionally, the goal is to be able to utilize the new approach on large genomes, meaning that

run time and memory requirements should be reasonable.
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Figure 1.8: Three types of opportunities for graph simplification operations — bubble,
chimeric read, and tip. A bubble can be caused by a SNP, an indel, or an error.
A chimeric read aligns to distinct, often distant, loci and so erroneously connects
contigs. The tip is a short sequence branching off a longer contig, often caused by
a read error or a Bloom filter false positive.

1.6 Contribution

The work presented here includes a novel algorithm for the purpose of scalably using an ad-

ditional k value, and addresses various challenges encountered. Unlikely previous approaches

that iterate over a list of k values, here, we pick a single additional k value that bypasses the

values in-between, allowing for a faster algorithm. This novelty also allows us to efficiently

utilize a Bloom filter for k-mer storage, as it only has to be built once for the k size that is being

used. This paradigm enables scalable improvement of the assembly graph and results in higher

contiguity and more genes recovered.
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Chapter 2

Methods and findings

To address these issues, RResolver utilizes additional short-read information in a scalable man-

ner by taking a large step in k value from the one used to construct the DBG in order to resolve

repeats. This large step bypasses multiple short k increments, thus reducing the overall run

time, but comes with a set of challenges that have been explored in this study. The initially

constructed DBG is worked on directly, without the need for any costly graph reconstruction

steps. Additionally, to minimize memory usage, a Bloom filter is employed for k-mer storage.

Herein, DBG assembly k is denoted as kassembly and the larger k used by RResolver as krresolver.

2.1 Results

To improve a given DBG assembly, RResolver attempts to find k-mers of size krresolver along

assembly graph paths surrounding a repeat in order to evaluate their correctness. krresolver sized

k-mers are first extracted from reads and stored in a Bloom filter [10] for efficient memory use.

To find krresolver k-mer counts along a path, a sliding window of size krresolver is used, querying

the Bloom filter for presence or absence at every step with a step size of 1bp. In order to make

k-mer extraction from reads and paths fast, ntHash [45], a rolling hash algorithm for nucleotide

sequences, is used to efficiently calculate hashes of successive k-mers.

Figure 2.1 shows a typical situation in which paths can be evaluated. All paths of three
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Figure 2.1: For a repeat to be considered, it has to be short enough so that the window of
krresolver size spans the adjacent nodes and has sufficient room to do a number of
moves, i.e., tests, dynamically determined based on sequencing coverage.

nodes are evaluated; in Figure 2.1, that would mean all possible paths from nodes to the left

to nodes to the right: ARX, ARY, ..., CRZ where R is the repeat. The algorithm is applied

to every repeat short enough for the sliding window to span the whole repeat node sequence,

overlap the nodes adjacent to the repeat along the path in question, and to perform a sufficient

number of tests (sliding window moves). The number of tests is dynamically determined based

on the number of expected krresolver k-mers (if the path were genuine) along each tested path.

This number is obtained from the kassembly coverage of the path, provided by the assembler.

krresolver sized k-mers found are tallied for every path and ones where the k-mer count is

above a threshold are considered supported. The unsupported paths are removed from the

graph, potentially duplicating the repeat in the process.

2.1.1 False positives

Since Bloom filters may return false positives on query operations, they need to be taken into

account when considering path support. To counteract these false positives, a threshold is set

for the number of krresolver k-mers that need to be found along a path for it to be considered

supported. A sufficiently high threshold tolerates a number of false positive matches in the

Bloom filter before considering a path supported.

The number of false positives depends on a number of factors, such as the number of tests

done per path (which depends on sequencing coverage), the number of possible paths, and
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the FPR of the Bloom filters. As RResolver is used alongside a short-read assembler, we can

assume that it has the same memory constraints and works with the same read dataset. Success

with the low memory footprint assembler ABySS shows that RResolver can work with tight

memory constraints and gives us an upper limit on expected Bloom filter FPR.

The Bloom filter FPR increases the more elements are stored. To balance this out with

sufficient krresolver k-mer abundance, the number of extracted k-mers per read is equal to the

support threshold. This effectively makes one read found along a path sufficient to consider

that path supported. K-mers are extracted from the beginning of the read, reducing the effect

of the read quality drop towards the 3’ end [21].

Figure 2.2 shows the histogram of krresolver k-mers found along the tested paths for the

kassembly = 95,krresolver = 134 H. sapiens NA24631 assembly with a threshold of 4 (default).

There is a clear separation between the two distributions of unsupported and supported paths,

with the first noticeable histogram bar of supported paths at 4 k-mers suggesting that the thresh-

old of 4 is appropriate. The paths with Bloom filter false positives are found between the two

distributions, however, due to low FPR of 3.15e-08% for this assembly, they are few and not

visible. The spike at 20 k-mers is due to a default minimum number of sliding window moves

of 20.

2.1.2 Varying coverage

As the read coverage varies across the genome [23], the number of krresolver k-mers expected

along each path differs. In order to reliably determine whether a path is supported, RResolver

calculates the number of tests required to find sufficient number of krresolver k-mers along a

path.

Given assembly kassembly k-mer coverage of a graph node, i.e., the sum of multiplicities

of all the kassembly k-mers that make up that node provided by the assembler, the number of

krresolver k-mers can be found proportionally. Since every read provides l−kassembly+1 k-mers

of length kassembly, where l is read length, the number of reads that have contributed to the node
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Figure 2.2: Histogram of the number of krresolver k-mers found along all tested paths for
H. sapiens NA24631 assembly. The number of extracted k-mers per read is 4 and
as can be seen on the figure, a threshold of 4 to consider a path supported separates
the distributions of unsupported and supported paths well. The paths with Bloom
filter false positives are found between the two distributions, but because of the low
FPR, they are few and not visible. The spike at 20 k-mers found is due to the lower
limit on the number of sliding window moves of 20.

in question is determined. Given the number of reads in a node and the length of that node,

the approximate number of bases between subsequent reads is calculated as the node length

over the number of reads. To find a read along a path, on average, the sliding window should

move the number of bases equal to the average number of bases between reads. As each read

provides a number of krresolver k-mers equal to the support threshold, a constant equal to the

threshold is added to the formula to ensure that all extracted krresolver k-mers are found.

Estimating coverage also allows the algorithm to skip over low covered regions of the graph

where kassembly has been an appropriate choice and further increase in k size is not helpful. The

criteria to skip a region is simply if the number of required tests is greater than the possible

number of moves the window can do. For a sliding window, there is only so many moves it can

perform while still overlapping all three nodes that form the path in question, giving an upper

limit on the number of tests that can be done in a repeat.

If any path in a tested repeat is found to have low coverage such that doing a sufficient
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number of sliding window moves is impossible, the whole repeat is skipped. Skipping the

repeat is done because, despite possibly knowing whether other paths are supported, the repeat

as a whole cannot be resolved accurately without complete information, as trying to resolve it

could lead to misassemblies.

The coverage estimation formula (Equation (2.4), further elaborated in Methods section) is

only an approximation and its output should be interpreted conservatively. Because of this, the

number of tests to be done for any path is multiplied by a factor which can be parametrized. The

factor used in the results shown here is 4. The formula inaccuracy is also the rationale behind

setting a minimum number of sliding window moves (20). The formula may overestimate the

number of krresolver k-mers expected and perform too few tests, which this lower limit prevents.

There are a couple of possible sources of the coverage formula inaccuracy. First, if a

read has an erroneous base call within the 4 extracted krresolver k-mers, RResolver will miss

those k-mers when querying a genuine path, reducing its support and potentially resulting in a

misassembly. This is especially problematic for larger reads and krresolver k-mers, as there are

more bases that could be erroneous. It may be the case that the erroneous base call is found

at the end of a krresolver k-mer, while a preceeding kassembly k-mer of the same read might not

have that error. This contributes to the inaccuracy of the proportion calculation in the coverage

formula.

Another source of error is node kassembly k-mer multiplicity. Since the ABySS assembler

provides average multiplicity along a node, the information granularity decreases the longer the

node is. For a particularly long node with highly varying coverage, this will lead to overesti-

mation in low-covered parts and underestimation in high-covered. Overestimating the number

of expected krresolver k-mers results in fewer tests done and therefore greater chance of missing

a read on a genuine path. While it is possible to simply increase the number of tests overall by

a factor, doing so reduces the number of repeats that can possibly be resolved, as the sliding

window might not be long enough to do the required number of tests.
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Figure 2.3: In complex repeats with a large number of paths, the nodes adjacent to the
tested repeat tend to have short sequences before branching further. If the sequence
from the path being tested is shorter than the window, the only way to test the path
is to add the sequences of the nodes further away. E.g. if the tested path is ARX, all
combinations of paths from the nodes preceding node A to all the nodes succeeding
node X that fit within the window are considered. Support found in any of the paths
is sufficient to consider the ARX path supported.

2.1.3 Complex repeats

In highly repetitive regions, the graph becomes particularly complex. The incoming and out-

going nodes from the tested repeat can be repeats themselves, often quite short. This can result

in the sliding window being longer than the three nodes that are considered as a path. In such

cases, the nodes that branch out of the incoming and outgoing nodes are also taken to be pos-

sible segments of the path, as shown in Figure 2.3. Branching is done to the extent to which is

needed to accommodate the required number of moves with the sliding window to determine

support.

Given the branching nodes, all the possible path combinations are tested and if at least

one has a sufficient number of krresolver k-mers, the initially considered path of three nodes is

considered supported. For example, in Figure 2.3, if the path in question is ARX, all the nodes

preceding node A and succeeding node X that are within the window would be used to form
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Figure 2.4: If the true paths in Figure 2.1 were found to be ARX, ARY, BRX, BRY,
CRY, CRZ, the subgraph would be simplified as shown in the figure. Although the
only nodes that can be unambiguously merged here are C and R, narrowing down
possible paths benefits downstream algorithms.

the path combinations to test. If ARX is a genuine path, then at least one combination path

should have reads, and so if any of them are found to be supported, then ARX is considered

supported.

If the number of combinations explodes beyond a set threshold, the paths are randomly

subsampled in order to limit run time and false positives. This threshold depends on the Bloom

filter FPR, as increasing the number of tested paths increases the chances that a path will be

supported by a series of false positive hits.

2.1.4 Repeat resolution

The resulting supported paths map may not unambiguously resolve paths in a repeat, but often

simplifies a repetitive region. A simplified repeat does not necessarily immediately merge

any nodes and increase contiguity, but helps downstream algorithms such as the contig and

scaffolding stages of ABySS. Figure 2.4 shows an example of a possible simplification from the

repeat in Figure 2.1. In cases where paths are unambiguously resolved, nodes are immediately

merged.

Once all considered paths are examined, for each repeat, a map is constructed that that has

supported outgoing nodes for each incoming node. As this may not unambiguously resolve

the paths, a simplification procedure is implemented. Incoming nodes are grouped based on

which outgoing nodes they have true paths to. All incoming nodes with the exact same set of

outgoing nodes form one group. For example, if on Figure 2.1 in the main text, the true paths
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are determined to be ARX, ARY, BRX, BRY, CRY, CRZ, incoming nodes A and B would be

grouped together as they both go to X and Y, whereas node C would be in its own group as it

goes to Y and Z (Figure 2.5). Each group then forms an instance of the repeat, resulting in all

paths being supported in the new subgraph.

A summary flowchart of the algorithm can be seen on Figure 2.6. If the dataset used has

multiple read sizes, the whole procedure is repeated for each size, starting from the smallest.

Each read size works with a distinct krresolver value either provided or automatically calculated.

2.1.5 Performance assessment

To assess the performance of RResolver and explore the parameter space, the tool was tested on

2x150bp and 2x250bp Illumina data from four human individuals with fold-coverages ranging

between 43X and 58X. RResolver is integrated with the ABySS 2 assembler [30] and works

on the output of the DBG construction stage. Figure 2.7 shows how the tool fits within the

whole pipeline. Figures 2.8 and 2.9 show assembly quality results after scaffolding for a range

of ABySS assemblies with different k-mer sizes, with and without RResolver in the pipeline.

Assembly quality was assessed using QUAST [27] and BUSCO [58]. Each dataset was tested

with a sweep of kassembly values, a common ABySS procedure, using a step size of 3bp. The

optimal choice, with respect to NGA50, was kept plus the neighbouring values (+/-6 and +/-

12). The choice of −kc ABySS parameter, which specifies minimum k-mer multiplicity to

filter out erroneous k-mers, was also selected for the optimal assembly. Dataset information

can be found in Experimental Data section.

With RResolver, all ABySS assemblies achieved higher NGA50 and most have higher

percentage of complete BUSCO genes, while some have fewer misassemblies. We explored a

wide range of krresolver values between kassembly and read size in order to assess the impact of

krresolver on assembly quality. This information helps develop a heuristic for choosing krresolver

in the absence of a reference that would maximize contiguity and complete BUSCO genes and

minimize misasssemblies.
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Figure 2.5: Step by step grouping of incoming nodes that have supported paths to the
same group of outgoing nodes. In this case, paths ARX, ARY, BRX, BRY, CRY,
CRZ were found to be supported. Each group then forms an instance of the repeat,
which in this case results in two green repeat sequences.
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Figure 2.6: 1) krresolver k-mers are extracted from input reads and inserted into a Bloom
Filter. 2) Small repeats that can be spanned by the krresolver window are identified.
3) All possible paths in the repeat tested by sliding the window along them, with
1bp slide step size, querying the Bloom filter on every step. 4) Paths with sufficient
number of krresolver k-mers are identified. 5) Repeats are simplified by removing
unsupported paths and joining supported ones.
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Figure 2.7: RResolver is ran after the DBG stage of the ABySS pipeline, benefiting the
downstream contig and scaffold stage with an improved graph.

For 2x150bp reads, increasing krresolver almost monotonically improves NGA50 and com-

plete BUSCO genes for both datasets. There is, however, a trend of increased misassemblies

past a krresolver value of around 137, giving a limit for how high krresolver should be. Since RRe-

solver does not make any cuts in the sequences, the reduction of misassemblies comes from

the additional repeat resolution enabling the downstream ABySS algorithms to better avoid

making erroneous joins.

For 2x250bp reads, increasing krresolver as high as the read length can deteriorate assem-

bly quality, as shown by increased misassemblies and decreased complete BUSCO genes.

The krresolver values below around 186 are a more appropriate choice, as they yield increased

NGA50 and increased complete BUSCO genes without too many additional misassemblies.

For both read 2x150bp and 2x250bp, lower kassembly values benefit more, reducing the effect

of a wrongly picked kassembly.

The results shown so far are for fold-coverages around 40-50X. Figure 2.10 shows the
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Figure 2.8: NGA50 and misassembly scaffold metrics with and without RResolver. High
quality assemblies lean towards top left corner, with high contiguity and low mis-
assemblies. The text labels indicate the krresolver value used for each data point.
Some text labels (for smaller triangles) and overlapping data points are omitted
for clarity. All RResolver data points have higher NGA50 than the corresponding
baseline assembly, and some have fewer misassemblies. The plot also shows that
krresolver value beyond ~137 and ~186 for 150bp and 250bp assemlibes respectively
increases misassemblies without a significant contiguity increase, giving an upper
limit when choosing the parameter.
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Figure 2.9: Similar to Figure 2.8, the plot shows an exploration of krresolver values and its
effect on complete BUSCO genes. A similar conclusion can be made that assembly
quality does not noticeably increase after krresolver values of around 137 and 186.

NGA50 and misassemblies statistics for a 2x150bp and a 2x250bp dataset, with the read cov-

erage subsampled down to 28X and 33X, respectively, with a step of 5 using seqtk [4]. Across

all assemblies, for both 2x150bp and 2x250bp reads, an offset of +45 between kassembly and

krresolver provides a good NGA50 increase while not introducing too many misassemblies. This

gives a heuristic to base krresolver value on and is the recommended approach if assessing mul-

tiple krresolver values is too costly or the reference is unavailable. When using this heuristic,

krresolver should have an upper limit of 137 and 186 for 150bp and 250bp reads respectively in
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Figure 2.10: NGA50 and misassemblies plots for a 150bp and a 250bp dataset. The
250bp dataset has 4 separate plots as the datapoints are far away from each other
between them. The text label on each datapoint indicates the offset between
kassembly and krresolver. Across all coverages, an offset of +45 gives a good conti-
guity improvement without increasing misassemblies too much.

order to minimize introduced misassemblies.

To demonstrate that the algorithm performs well on genomes other than H. sapiens (3.1Gbp

haploid genome size), Figures 2.11 and 2.12 show results for C. elegans and A. thaliana

(101Mbp and 157Mbp genome sizes respectively) assemblies of 2x110bp and 2x101bp datasets,

respectively. For both datasets, we applied the heuristic krresolver = kassembly + 45bp, with

read size as upper limit. Interestingly, for C. elegans, the ABySS assembly with the high-

est contiguity (kassembly = 71bp) does not yield the highest contiguity final assembly with

ABySS+RResolver (kassembly = 68bp,krresolver = 107bp). The assembly yielding the high-

est contiguity is the one with a lower kassembly, meaning that it retains more connections in

the graph. While this also results in more false edges, those can be removed by RResolver

whereas it cannot recover connectivity lost by higher values of kassembly. For A. thaliana, while

all assemblies have increased contiguity, they come with a trend of increased misassemblies.

However, all of the assemblies have a fairly low number of misassemblies in the first place and
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Figure 2.11: NGA50 and misassembly plots for C. elegans and A. thaliana. The
krresolver = kassembly + 45bp heuristic is used, limited by read size of 110bp and
101bp. Both datasets see an improvement in contiguity, with a small increase in
misassemblies.

Figure 2.12: Similar to Figure 2.11, instead showing BUSCO results. Assemblies from
both datasets show a clear improvement.

the increase is not significant.

Along with the improved assembly quality, the average RResolver run time was only

around 3% of the whole ABySS pipeline, with the slowest run time reaching 8%. For H.

sapiens runs, the RResolver step took between 17 and 70 minutes. The distribution of all

assembly run times can be found in Figure 2.13, and machine specifications in Table 2.1.
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Figure 2.13: Distribution of RResolver run times, in % of the total ABySS pipeline run
time.

Table 2.1: Machine specifications for run time benchmarking.

Species CPU RAM OS

C. elegans
48 x Intel Xeon E5 -2650 @ 2.20 GHz 380 GB CentOS 6A. thaliana

H. sapiens

2.2 Methods

All assemblies were performed using ABySS v2.2.4, with the ABySS+RResolver assemblies

having RResolver in the assembly pipeline. For assembly evaluation, QUAST v5.0.2 and

BUSCO v5.beta were used. ABySS, QUAST, and BUSCO parameters used can be found

in Table 2.2.

The krresolver value used is either specified or automatically calculated using the heuristic:

krresolver = kassembly + 45bp as described in Results section. Additionally, krresolver value has

an upper limit of 137 and 186 for 150bp and 250bp reads respectively. These numbers were

obtained empirically by looking at the relationship of krresolver value and resulting assembly
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Table 2.2: ABySS, QUAST, and BUSCO parameters used to assemble and assess tested
genomes. N/A denotes no parameteres were supplied. The−k parameter for ABySS
is omitted, as a sweep of values was done.

Species ABySS QUAST BUSCO

C. elegans -kc2 -B2G -H4 -j48 N/A
-m genome

-l nematoda_odb10

A. thaliana -kc2 -B3G -H4 -j48 N/A
-m genome

-l eudicots_odb10

H. sapiens

(NA12878) -kc2

-B40G -H4 -j48 --large
-m genome

-l primates_odb10
(NA24631) -kc2
(NA24143) -kc2
(NA24385) -kc3

quality. For read sizes other than 150bp and 250bp, the value is extrapolated with a linear fit:

limit = readsize ·a+b (2.1)

and if we substitute the values for 150bp and 250bp read sizes:

137 = 150 ·a+b

186 = 250 ·a+b
(2.2)

We get the values a = 0.49 and b = 63.5, and thus, limit = readsize ·0.49+63.5.

One of the reasons for an upper limit on the krresolver value is the short-read base quality

trend, which tends to drop sharply towards the read’s 3’ end [21]. This can be seen in the

output of FastQC [7] for NA24631 (150bp) and NA24143 (250bp) in Figure 2.14. For 150bp

reads, Phred quality [24] starts noticeably dropping in the 130-140bp range, whereas for 250bp

that happens in the 180-190bp range, providing support for the krresolver upper limit heuristic

previously obtained from assembly quality results.

To consider a repeat for path evaluation, its length must be:

Lrepeat ≤ krresolver− (tests−1)−2 ·margin (2.3)
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Figure 2.14: The output of FastQC for the H. sapiens NA24631 (2x150bp) and NA24143
(2x250bp) reads in first and second row respectively. The common pattern of base
quality distribution can be seen — high quality bases from the start with a sharp
drop at the end of the read.

where Lrepeat is the repeat length, tests the required number of tests (sliding window moves),

and margin the minimum number of bases the sliding window should touch on adjacent nodes

at all times (2 by default).

The formula for the number of required tests is:

tests = min(max(m,s · f + t),M) (2.4)

where m is the minimum number of tests (20), M maximum number of tests (36), s the ap-

proximated space between subsequent reads, f inaccuracy correction factor (4), and t support

threshold (4). All numbers shown in parentheses are the default values, and are tunable through
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runtime parameters. If we substitute in the values used, we get:

tests = min(max(20,s ·4+4),36) (2.5)

The inaccuracy correction factor compensates for the errors of coverage estimation. Parameter

s is calculated from the kassembly k-mer coverage.

To determine the kassembly coverage of a path in a repeat, the coverages of the incoming

node, the repeat node, and the outgoing node are normalized by the formula:

Covkassembly =
Covkassembly

L− kassembly +1
(2.6)

where Covkassembly is the sum of kassembly k-mer multiplicities of each k-mer in the node, pro-

vided by the assembler (as is the case with ABySS), and L the length of the node. This gives us

an average multiplicity of each k-mer of a node. Among the three nodes, the lowest coverage

is taken to be the coverage of the path, as the higher coverage of other nodes can be explained

by different paths going through them.

Then, the read coverage is calculated. Since there can be multiple read lengths in the input

dataset and each read length would be an iteration with its own krresolver, the contribution of

each read length to node coverage is calculated. This contribution is l− kassembly + 1 (with

l being the read length) and adjusted for the proportion of those reads in the dataset. The

expected normalized number of reads along the path for the current iteration is calculated as:

Covread =
Covkassembly

l− kassembly +1
· p (2.7)

where p is the proportion of the reads in the input dataset of read length corresponding to the

current krresolver.

Knowing the number of reads along the path and the path length, the approximate number

of bases between the start of each read is obtained and from there the number of sliding window
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moves. Moving the sliding window number of times equal to this spacing should, on average,

find one read on a true path. In practice, the number of moves is multiplied by a factor (4 by

default) to offset any inaccuracies of the coverage approximation formula and to make sure all

the extracted krresolver k-mers from the read are found.

To consider a path supported, a threshold of 4 krresolver k-mers is used. Additionally, 4

krresolver k-mers are extracter per read, starting from the 5’ end. The number of hash functions

per krresolver k-mers when inserting into the Bloom filter is seven by default.

When dealing with complex repeats (Figure 2.3), a maximum of 75 paths are allowed on

either side of the repeat for a maximum total of 5625 path combinations. In case there are more

than 75, the paths are randomly subsampled down to 75.

Two iterations of graph path evaluation and resolution are done per read size, as the path

evaluation completes very quickly and can uncover additional opportunities for repeat resolu-

tion.

2.3 Experimental Data

We used six datasets in our experiments, assessing performance for different genome lengths

and complexities, and for evaluating proper parameter choice. We used a C. elegans N2 strain

dataset, with 2x110bp paired end Illumina reads with 75-fold coverage. A. thaliana 2x101bp

paired end Illumina reads with 40-fold coverage. Four H. sapiens datasets — two 2x150bp

Illumina (NA12878, NA24631), and two 2x250bp Illumina (NA24143, NA24385) paired end

datasets were used with 45-, 43-, 48-, and 58-fold coverage respectively. The H. sapiens refer-

ence used for reference-based assessment was GRCh38.

C. elegans Illumina PE 2x110bp: DRR008444 https://www.ncbi.nlm.nih.gov/sra/?term=

DRR008444

C. elegans reference: ftp://ftp.ncbi.nlm.nih.gov/genomes/archive/old_refseq/Caenorhabditis_

elegans

A. thaliana Illumina PE 2x101bp: SAMD00000601 https://www.ebi.ac.uk/ena/browser/view/
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SAMD00000601

A. thaliana reference: https://www.ncbi.nlm.nih.gov/assembly/GCF_000001735.4

H. sapiens (NA12878) Illumina PE 2x150bp: ERR3685389 https://www.ebi.ac.uk/ena/browser/

view/ERR3685389

H. sapiens (NA24631) Illumina PE 2x150bp: ERR3687419 https://www.ebi.ac.uk/ena/browser/

view/ERR3687419

H. sapiens (NA24385) Illumina PE 2x250bp: SRR11321732 https://trace.ncbi.nlm.nih.gov/

Traces/sra/?run=SRR11321732

H. sapiens (NA24143) Illumina PE 2x250bp: SRR11321730 https://trace.ncbi.nlm.nih.gov/

Traces/sra/?run=SRR11321730

H. sapiens reference: GRCh38 ftp://ftp.ncbi.nlm.nih.gov/genomes/all/GCA/000/001/405/GCA_

000001405.15_GRCh38/seqs_for_alignment_pipelines.ucsc_ids

Source code can be downloaded from: https://github.com/bcgsc/abyss/tree/master/RResolver.

The ABySS release with the RResolver algorithm used in the results can be downloaded from:

https://github.com/bcgsc/abyss/releases/tag/rresolver-release.

2.4 Error correction

As briefly discussed in Varying coverage section, read errors negatively affect path support

estimation. In this section, an experimental approach is assessed that attempts to perform error

correction. This error correction method can take into account at most one substitution error

per krresolver k-mer. The method, however, did not improve assembly quality and is presented

here to show what may initially seem like a way to improve the RResolver algorithm.

For each krresolver k-mer extracted from reads, in addition to being inserted in the Bloom

filter, a set of spaced seed [35] hash values are calculated so that the union of seed zeroes cover

all k-mer bases. These spaced seeds are then inserted into a secondary Bloom filter. Every time

the sliding window is moved along a path, first, the non-spaced seeds, primary Bloom filter is

queried for the presence of the k-mer. If found, the k-mer is counted towards the support of
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the path and the window moves foward one base, as is the case without error correction. If,

however, the k-mer is not found, error correction is attempted as this could be due to a read

error. The set of spaced seeds’ hash values are calculated for the k-mer and queried against the

secondary Bloom filter. If this results in a hit, the algorithm takes the wildcard positions of the

matching spaced seed as possible positions of where the error may have occurred. Then, one

by one, bases in the krresolver k-mer at wildcard positions are substituted for other bases and

each time the krresolver k-mer is queried against the primary Bloom filter. If this results in a hit,

then the last performed substitution is considered to have been an error in a read and the k-mer

is counted towards the path support. If no substitution results in a primary Bloom filter hit, it is

considered a genuine absence of the k-mer and the window moves one base forward, repeating

the whole process.

There are three potential pitfalls for the error correction method — not correcting a suffi-

cient number of errors, producing too many false positives from the Bloom filter queries, and

producing too many false positives from repeats in the genome.

To show that the approach of correcting for one error per k-mer is sufficient, the number

of recovered reads is plotted. Figure 2.15 shows the percent of reads with no errors, with and

without error correction, if all bases had the same quality score for two common short-read

lengths. To determine the number of recovered reads, the following formulae are used:

R0 = (1− e)l

R1 = (1− e)l +

(
l
1

)
· e · (1− e)l−1

(2.8)

where R0 is the fraction of reads with no errors, R1 fraction of reads with with no errors after

correcting one base, e chance of a base error, based on Phred quality score of all bases in a read,

and l length of the reads. If all bases in a read have at least 30 Phred score, well above 90% of

reads can be recovered as errorless after correction. Given that krresolver k-mers are limited to

lengths of about 137bp and 186bp for 150bp and 250bp reads respectively, their base quality is

generally 30 and above according to Figure 2.14. This shows that correcting for a single error
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Figure 2.15: The plot shows how many reads would be errorless if all of their bases had
the same base quality, with and without error correction.

per k-mer leaves only a small fraction of erroneous k-mers.

As every sliding window move involves multiple queries to the Bloom filters, it needs to be

ensured that these queries do not produce unmanageable number of false positives. The first

step involves querying the primary Bloom filter, where the FPR can be calculated as:

FPRprimary = oh (2.9)

where o is the occupancy rate of the Bloom filter, i.e., the fraction of 1 bits across the bit array,

and h is the number of hash functions. For the secondary Bloom filter, the FPR is:

FPRsecondary = 1− (1−oh)s (2.10)

where s is the number of spaced seeds. This gives the probability that at least one spaced seed

will be a false positive hit. For the whole process of querying for the presence of a k-mer, the
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FPR is then:

FPR = FPRprimary +(1−FPRprimary) ·FPRsecondary ·FPRsub (2.11)

where FPRsub is the probability that any of the wildcard substitutions will give a false positive,

calculated as:

FPRsub = 1− (1−FPRprimary)
3·

krresolver

s (2.12)

The power term here is the number of substitutions, 3 per each of the wildcard positions which

are evenly distributed among spaced seeds, i.e.,
krresolver

s
positions.

To show that the reduced gains with error correction enabled are coming from matches with

similar sequences in the genome, a simulated C. elegans dataset was generated with DWGSIM

[3]. The reads generated from C. elegans reference were errorless (DWGIM parameters: -e 0

-E 0 -C 50 -1 150 -2 150 -r 0 -R 0 -X 0 -y 0) and RResolver was given

300GiB Bloom filter memory budget to minimize the chance of false positive matches. Two

assemblies were done, one with and the other without error correction, with total k-mer query

FPR value of FPR = 5.06e− 20% for error correction and FPRprimary = 1.17e− 24% for no

correction. The error correction approach split the 300GiB memory budget into 65GiB for the

primary Bloom filter and 235GiB for the secondary. ABySS parameters used were -k 117

-kc 2 -B2G -H4, which gives the optimal assembly for the choice of k and kc. krresolver

was selected with the previosuly obtained heuristic of krresolver = kassembly +45, limited by the

read size, resulting in krresolver = 147. A set of 6 spaced seeds were used with 5 hash values

each. The results are provided in Table 2.3. With no read errors and Bloom filter false positives

almost completely eliminated, there is still a large discrepancy between the contiguity of the

assemblies with and without error correction. Even correcting a single base per krresolver k-mer

was sufficient to have similar sequences from elsewhere in the genome give false support and

intefere with the method.
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Table 2.3: C. elegans simulated dataset assemblies, with and without error correction.

Method NGA50 Misassemblies

ABySS only 84629 234
RResolver with error correction 86780 229

RResolver without error correction 90809 224

2.5 Visualization software

The figures and visualizations in this work have been generated using the ggplot2 [72] pack-

age of the R programming language, the seaborn [68] package of the Python programming

language, and Google Drawings1.

1https://docs.google.com/drawings
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Chapter 3

Conclusion

3.1 Summary

Generating high quality de novo assemblies is crucial for any downstream process. Better as-

semblies can greatly benefit various clinical applications and have found use in oncological

projects [31]. Gene annotation can only go so far if the draft assembly being annotated is of

limited quality [54], further emphasizing the point. However, improving de novo genome as-

semblies still has ways to go, as sequencing errors and repetitive sequences are major obstacles

to achieving accurate assemblies [20].

Resolving repeats in the assembly graphs has been a widely researched topic. For DBGs,

one way in which this has been achieved is using multiple k-mer sizes. The smaller sizes ensure

connectivity in the graph whereas the larger sizes resolve repeats and untangle the graph. The

current state-of-the-art methods have used multiple k-mer sizes, but only for smaller genomes,

leaving a gap in the methodology. The studies so far have not addressed the scalability issues

of their methods when dealing with large genomes. The concept of a multisized DBG, as

used in the SPAdes assembler, relies on using multiple k values (i.e., k-mer sizes) to build

the graph. This requires constructing contigs for each k value, which is prohibitively slow for

large genomes. Another approach, as employed by the IDBA assembler, is to make small k

increments, making the exploration of a larger range of k values difficult and costly.
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There are a number of challenges that come with attempting to use multiple k values ap-

proach scalably — high memory usage, long execution times, complex repeats with a large

number of possible paths, and errors. The work presented here addresses these challenges and

the gap in the methodology, expanding upon the ways in which short-read range information

can be used to the fullest extent. In addition to the k value used by DBG, RResolver uses only

one additional, larger k value in order to resolve repeats. This is different from the previous

approaches of processing a list of k values and is a key enabler of scalability of the algorithm.

In this work, we have demonstrated a method for improving the quality of de novo genome

assemblies from short-reads by utilizing unused range information. The presented algorithm,

RResolver, resolves repeats in a DBG by storing large k-mers in a Bloom filter to estimate

graph path support and remove unsupported paths. We have shown that the method consistently

increases the contiguity of the assemblies and recovers fragmented or missing genes.

RResolver works seamlessly with the ABySS assembler pipeline, without requiring user

involvement. When enabled, the output assembly benefits from higher quality. In this work,

RResolver was tested on C. elegans, A. thaliana, and H. sapiens genomes to assess perfor-

mance on different genome sizes and complexities. Its execution time is only a fraction of the

ABySS assembler pipeline it is a part of. We reported that on average RResolver takes 3% of

the whole pipeline run time. However, since the output is a simplified graph, the downstream

stages benefit from faster run times and so the total run time does not necessarily increase. The

ABySS assembler was designed to work on large genomes, and so working within similar run

time constraints is important.

RResolver adds one more piece of the puzzle to delivering high quality de novo assemblies

of large genomes and does so at the early stages of the assembly, benefiting any downstream

algorithms that build contigs, scaffold the assembly, or do final polishing.
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3.2 Future work

The RResolver algorithm improves assembly contiguity and gene recovery, but does introduce

misassemblies in some cases. This may warrant additional investigation in order to find the

sources of error and attempt to avoid them. Some additional misassemblies are expected.

They can come from genuine structural variations between the assembled individual and the

reference. By simplifying the assembly graph, more can be done in downstream assembly

stages which also increases chances of misassembly. And, of course, RResolver making wrong

decisions directly introduces misassemblies.

Sources of errors come from either a false path being found supported or a genuine path

being found unsupported. For the former, the primary source of such error would be Bloom

filter false positives. As indicated in Methods and findings chapter, these are addressed and are

generally found in few numbers.

Missing support for a genuine path poses a bigger problem. Due to read errors and uncertain

coverage, krresolver k-mers may be missed and a path wrongly found unsupported. If a node

merge occurs in this situation, due to a missing genuine path, false node paths may be merged

and produce a misassembly. Uncertain coverage could be improved with higher granularity of

kassembly k-mer coverage at the assembler level. Alternatively, more conservative approach in

long nodes where coverage is more uncertain may help as well.
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