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Abstract

Distributed intelligent reflecting surfaces (IRS)s deployed in wireless sys-
tems promise improved system performance, while spurring on diverse chal-
lenges such as channel estimation (CE), average signal-to-interference and
noise (SINR) analysis, and IRS-user association. This is due to the passive
nature of the reflecting elements and large multi-user system dimensions. In
light of these challenges, we undertake the CE problem for the distributed
IRSs-assisted multi-user MISO system. An optimal CE protocol requiring
relatively low training overhead is developed using Bayesian techniques un-
der the practical assumption that the base-station (BS)-IRSs channels are
dominated by the line-of-sight (LoS) components. Simulation results cor-
roborate the normalized MSE (NMSE) analysis and establish the advantage
of the proposed protocol as compared to a benchmark scheme in terms of
training overhead. In addition, we derive the average SINR for the dis-
tributed IRSs system with perfect channel state information (CSI) using
a sub-optimal IRS reflecting configuration. After that, a successive refine-
ment method is developed to find IRS-user association for the formulated
max-min SINR problem which motivates user-fairness. Simulations validate
the average SINR analysis while confirming the superiority of deploying a
distributed IRSs scheme as well as an optimized IRS-user association as
opposed to a centralized IRS deployment and random assignment.
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Lay Summary

For a traditional wireless communication system, the transmitter sends
information carried by electromagnetic (EM) waves across the radio environ-
ment, in free-space, to a particular receiver. The transmitter and receiver are
controlled and optimized for this transmission, while the radio environment
is largely random and uncontrolled. To meet the ever-increasing demands
of communications, engineers converged on the idea of deploying distributed
intelligent reflecting surfaces (IRS)s in the radio environment as a way to
optimize the transmission over it. What the distributed IRSs do essentially
is add more degrees of freedom into the wireless system presented as re-
configurable entities that enable the radio environment to be smart. We
focus on the updated wireless system which includes the distributed IRSs,
then we provide the theoretical foundations for this distributed IRSs assisted
wireless system. Moreover, we operate the distributed IRSs by pairing each
IRS with a receiver then re-configuring that IRS to steer the information
signals to the intended receiver. Finally, we formulate a conclusion on the
usage of distributed IRSs in the wireless system based on the simulation
results.
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Chapter 1

Introduction

There are two uncannily accurate and related trends that trace out the
meteoric pace of technological evolution in the past decades: Moore’s law
and Cooper’s law. The former, extrapolated by inventor and engineer Gor-
don Moore in 1965, is related to the doubling of transistors per chip every
two years, while the latter, discovered by cell-phone inventor Martin Cooper
is about the doubling of data rates per link every two years. Recently,
Moore’s law, an exponentially increasing trend, has hit a plateau sending
shock waves across the technological world [3]. Since these laws are depen-
dent to some extent, communication engineers must discover cost-effective
ways to prolong the inevitable plateau of Cooper’s law, each generation
standard in cellular communication has managed to stay on track with the
exponentially increasing trend and increase data rates by introducing new
key technologies or by densifying old technologies. The next sections intro-
duce a novel idea tossed around in beyond 5G and towards 6G discussions
to tackle the increasing data rate demand by smartly re-configuring radio
environments.

1.1 Beyond 5G and towards 6G

With 5G underway, significant technologies such as massive multiple-
input multiple-output (MIMO) and milimeter (mm)Wave have been steadily
commercialized. Inherent limitations within these technologies are being
brought to the fore [4], one of which is the inability to control the radio en-
vironment while being energy-cognizant [5]. These limitations are spurring
on the development of the next generation 6G wireless system which is ex-
pected to be a convergence of several technology trends including that of
smart environments and smart surfaces examined below.

1



1.2. Smart Radio Environments

1.2 Smart Radio Environments

The goal of future wireless systems is not only speed and connectivity as
it was before. In fact, future wireless systems achieve several objectives to
serve several information and communication technology applications like
computing, sensing, and distributed intelligent communications. Two fun-
damental limitations exist in current communication standards [6]:

− High power consumption of wireless systems. With the expected ad-
dition of millions of devices, the resultant power consumption will be
prohibitive.

− Interruptions in connectivity due to random wireless channels, limited
mmWave propagation, and susceptibility to blockage.

Usually, to work around these limitations and enable supporting high wire-
less traffic, wireless networks operators densify the network by deploying
more base stations (BS)s , more antennas at the BS, or use more spectrum.
Every generation of wireless networks has incurred more power consump-
tion and more radio wave emissions to fulfill its specification (rate, latency,
number of connected devices, etc.).

Fleshing out the concept of smart-radio environment might just be the
needed alternative of providing better data rates with lower power consump-
tion. Note that current radio environments are not completely controlled,
due to random fluctuating channels being the cause for interruptions in con-
nectivity limitation, leading to excessive attenuation, fading, blockage, etc.
in some scenarios. To mitigate these effects, smart-radio environments cre-
ate a tunable space playing an active role in customizing and transferring
information signals.

The fundamental limitations stated above need to be resolved with sev-
eral emerging solutions being considered under the umbrella of smart-radio
environments. Considering the high power consumption limitation, one of
the more cost-effective enablers of smart-radio environments is called intel-
ligent reflecting surfaces (IRS)s discussed next.

1.3 What are Intelligent Reflecting Surfaces?

To enable smart radio environments, communication engineers converged
on the idea of deploying software-controlled surfaces, i.e. IRSs, on objects’
surfaces in the environment such as buildings. Intelligent reflecting surfaces
(IRS)s are a seemingly recent concept, built on decades of work [7]. Each

2



1.3. What are Intelligent Reflecting Surfaces?

Figure 1.1: IRS passive beamforming for a certain user with an incident EM
plane-wave.

IRS contains a large number of economical, passive, and scattering elements,
where each element can change the amplitude and/or a phase shift of the im-
pinging electromagnetic (EM) waves to achieve reflect beamforming gains.
The distributed smart surfaces or more accurately distributed IRSs would
reflect and/or scatter the incoming incident wave to achieve a desired ob-
jective. This objective can be in the form of increasing the received power
of the desired signal at a receiver, or decreasing the power of interference,
or increasing the ratio between the two. An IRS can help to achieve these
objectives via beam-focusing, which is tuning the magnitude of the radi-
ation pattern in a certain direction, or beam-steering which is modifying
the direction of the beam (see Fig. 1.1). There are many use cases where
IRSs may find their niche [5], including: interference mitigation, enhanced
coverage, benefiting Tetrahertz bands communication, etc.

1.3.1 Architecture

IRSs are imagined to be reflect antenna arrays or meta-surfaces coat-
ing walls in the environment, electrically reconfigured to affect propagating
electromagnetic (EM) waves. Currently, IRS research is veering towards
meta-surfaces, which are man-made surfaces made up of sub-wavelength
sized meta-atoms [8]. These meta-atoms reconfigure and modify the overall
impedance of the surface thus manipulating the impinging EM wave and
achieving polarization control, beam-steering, or beam-focusing [9]. The

3



1.4. State of the Art

Figure 1.2: Anomalous reflection occurring through continuous changing
surface impedance vs specular reflection with constant surface impedance

meta-surface can be implemented with switching diodes which produces a
binary approach to changing the amplitude or phase which would have two
states, and with varactors (voltage-controlled variable capacitors) which give
continuous variations for these properties.

1.3.2 Anomalous vs Specular Reflection

Fig. 1.2 illustrates the difference between anomalous and specular reflec-
tion. The former is defined as reflecting to the user by shaping the scattered
field so that the main beam is in a desired direction, the color gradient
indicates continuously changing surface impedance. While the latter en-
compasses Snell’s law with angle of incidence equaling angle of reflection
and has constant surface impedance.

1.4 State of the Art

In this section, the state of the art, focusing on comparisons with relaying
technology, passive beamforming, channel estimation, and distributed IRSs
deployment is reviewed and the limitations are presented.
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1.4. State of the Art

1.4.1 Relays vs. Intelligent Reflecting Surfaces

The IRS fills a gap in the area of relay-assisted wireless systems, which
is namely the question of achieving full-duplex relaying with low power con-
sumption. An IRS can be considered as a full-duplex transparent relay with
transparent relays re-transmitting after amplifying signals such as Amplify-
and-Forward (AF) relays, while non-transparent relays re-transmitting after
regenerating signals such as Decode-and-Forward (DF) relays. Another dis-
tinguishing feature is the mode of operation for relays, classical active relays
usually operate in half-duplex, i.e. re-transmission and reception of signals
is separated temporally, whereas full-duplex has no such separation. Here,
IRSs passively reflect signals without generating new radio signals and are
therefore considered energy-efficient.

[10] compares energy efficiency of AF relays with IRSs where IRSs are
found to perform better in that regard since they enhance received power
strength without using power amplifiers but by appropriate phase shifts
design.

On the other hand, [5] makes a valid argument about the uncertain en-
ergy consumption of IRSs since their control interface would likely consume
lots of power, and until efficient CE protocols and real-time re-configurability
of the IRS are solidified, one cannot make such concrete statements about
their energy efficiency or the lack thereof. Another meaningful compari-
son between a DF relay which is non-transparent vs an IRS concludes that
IRSs need a large number of reflecting elements to remain competitive to
Decode-and-Forward relaying technology [11].

1.4.2 Passive Beamforming

Designing IRS phase shifts as to shape impinging electromagnetic (EM)
waves has been studied before extensively, [10, 12–14]. These works assume
that the IRS is an array of passive elements able to independently add
phase shifts onto the incident EM wave to reflect passively in desired ways,
illustrated in Fig. 1.1. Adjusting these phase shifts at the IRSs is referred
to as passive beamforming or reflect beamforming. Additionally, some of
these works [10, 12, 13] focus on jointly optimizing transmit beamforming
at the BS and passive beamforming at the IRS to meet a certain goal such
as maximize energy efficiency [10], maximize minimum user SINR subject
to a transmit power constraint [12], or minimize transmit power subject to
quality of service constraints [13].

Prior works deal with optimizing phase shifts at the IRS while amplitude
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1.4. State of the Art

coefficients are assumed to have unity magnitude, on the other hand, [13]
tackles this assumption and introduces a phase shift model that includes
practical phase-dependent amplitude responses of the IRS elements. Fur-
thermore, [14] paves the way for coordinated passive beamforming for the
distributed IRS-assisted wireless systems, and jointly optimizes the power
at the BS and the phase shifts at each IRS to maximize sum-rate.

1.4.3 Explicit Channel Estimation

Most existing work on designing different IRS schemes assume perfect
CSI available at the BS and the IRS. However, this assumption is imprac-
tical. The passivity of the IRS translates to an inability to estimate the
channels or assist the BS in estimating the channels by transmitting pilot
symbols, which poses the biggest challenge in developing CE protocols for
these systems [12, 15, 16]. Given the IRS phase shifts have to be updated in
each coherence interval, CSI needs to be acquired for all IRS-assisted links
at the pace of channel variation, which overburdens the system.

The first estimation protocol that appeared for a single-user IRS-assisted
MISO system, known as the ON/OFF protocol [17], estimates all IRS-
assisted links one-by-one by serially turning one element ON while keeping
the others OFF. This protocol was significantly improved in terms of the
normalized mean squared error (NMSE) performance in [18] for a single-
user system and in [1] for a multi-user system, where an optimal solution
for IRS phase shifts vectors in the CE phase was developed.

However, the CE time scales linearly with the number of IRS elements in
all these works, imposing prohibitively high training overhead. To combat
this, [19] and [20] introduce the idea of grouping adjacent IRS elements into
sub-surfaces, which will decrease the training overhead but also reduce the
reflect beamforming gains promised by using a large number of IRS elements.
Other solutions exploit channel sparsity that exists in mmWave and massive
MIMO channels to develop low-overhead algorithms for CE [21, 22].

A two-timescale CE framework is proposed in [23] that exploits the prop-
erty that the BS-IRS channel is quasi-static, while the IRS-user channel is
dynamic. The assumption that BS-IRS channel is LoS and fixed is also made
in many other works such as [1, 12, 15, 21, 24] and is quite practical given
BS and IRS have fixed positions with few obstacles around. The authors in
[25] envision a novel IRS architecture where a few IRS elements are active
and can sense the channels to aid in CE. They then propose compressive
sensing and deep learning based methods to design the system.

6



1.5. Problem Statement

1.4.4 Distributed Intelligent Reflecting Surfaces: An
Extension

The few existing works on CE and beamforming all deal with single
IRS-assisted MISO systems and still impose large training overheads. In a
multi-user MISO system, severe blockages between the base station (BS) and
users can downgrade the overall system performance. Adding a single IRS
with a sufficient number of elements provides coverage for a certain area, yet
the number of degrees of freedom the IRS adds to the MISO system depends
heavily on the IRS placement which can reduce to only one under certain
channel conditions. Introduced first in [26], the rank deficiency problem in
the BS-IRS link states that the degrees of freedom offered by the channel
through the IRS when the BS-IRS channel is LoS will equal to one yielding
gains only when there is one user in the system.

Recently, the idea of deploying multiple IRSs in a distributed manner has
been considered to overcome several signal blockages by coating the blocking
structures with IRSs. Moreover, distributed IRSs are a promising solution
to the rank-deficiency problem stated earlier, since the overall BS-IRS link
in the distributed case would be the sum of multiple rank one channels
which guarantees higher rank channels [27], thereby benefiting the multi-
user setting. So far, the couple of works that have appeared on distributed
IRSs assume perfect CSI and design beamforming to increase coverage and
performance [27, 28].

Only one paper so far handles the IRS-user association problem [29]
which is about assigning IRSs to users to optimally balance the passive
beamforming gains among different BS-user links. They derive the signal-
to-interference-and-noise (SINR) expression at each user in closed form, and
create an SINR balancing optimization problem to find the IRS-user associ-
ation parameters. However, their system model assumes single-antenna BSs
to simplify analysis and thus is impractical in a world where massive MIMO
is being deployed quickly.

1.5 Problem Statement

This research extends current single-IRS MISO systems to the distributed
IRSs MISO systems with a focus on channel estimation, theoretical anal-
ysis for average signal-to-interference-and-noise (SINR) at each user, and
optimization of IRS-user association. The key aspect of this work is the de-
velopment of statistical channel estimation protocol for the distributed IRSs
assisted MISO system where each BS-IRS link is dominated by the LoS link
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while all other links undergo fast fading. A novel closed-form average SINR
expression for the system is derived and validated through Monte Carlo
simulations. Utilizing the derived average SINR expression, the IRS-user
association problem is solved to maximize the minimum user SINR using
a successive refinement algorithm. Simulation results illustrate the positive
effect of deploying IRSs in a distributed fashion with optimized association
parameters.

1.6 Objectives

The main objectives are stated in the following:

− To provide a holistic, unprecedented discourse of distributed IRSs as
an enabling technology for beyond 5G (B5G) and 6G, and pinpoint
the advantages and disadvantages of deploying distributed IRSs.

− To provide a practical system model and a channel estimation protocol
with relatively low channel training overhead for distributed IRSs as-
sisted MISO system under LoS BS-IRS channels and Rayleigh fading
IRS-user and direct channels.

− To analyze the average SINR as a performance metric of the dis-
tributed IRSs assisted MISO system under LoS BS-IRS channels and
Rayleigh fading IRS-user and direct channels.

− To optimize over IRS-user association parameters for a formulated
max-min average SINR problem.

1.7 Contributions

The main contributions can be summed up as:

− Tackling the unprecedented CE problem for a distributed IRSs-assisted
MISO system. To the best of our knowledge, this research marks the
first contribution in developing a CE scheme for the distributed IRSs
case (published in [2]).

− Deriving average SINR expression for the distributed IRSs assisted
MISO system under MRT precoding and with IRS-user association
parameters.

8
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− Designing an effective yet subptimal successive refinement algorithm
for the IRS-user association with lower complexity than existing meth-
ods. This algorithm finds optimized IRS-user association parameters
and performs closely to full enumeration.

− Drawing insights from resulting simulations on the CE protocol as
compared to a benchmark protocol as well as on the effect of optimized
IRS-user association on the system performance.

1.8 Outline

The rest of this thesis is partitioned as follows: Chapter 2 gives a glimpse
onto some wireless communication concepts used in later chapters and in-
troduces the distributed IRSs assisted MISO system model with Rayleigh
fading channels and LoS BS-IRS channel. Chapter 3 provides a novel chan-
nel estimation protocol to estimate the downlink channel using uplink train-
ing. Chapter 4 derives the ergodic analysis for the SINR and then solves an
association problem with max-min average SINR as an objective. Chapter
5 includes the conclusion, limitations, and future directions.
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Chapter 2

System Model and
Preliminaries

In this chapter, we cover the system model utilized in this work and
review some key concepts regarding wireless channels. The channels are
modelled as Rayleigh fading for the direct and IRS-user links, and as a
rank one matrix containing array responses of the BS and each IRS l for the
BS-IRS l line-of-sight (LoS) link. The below figure depicts a distributed IRS-
assisted MISO system, with IRSs installed on high-rise buildings, a multi-
antenna BS, and single-antenna users. Furthermore, there is a centralized
control interface between the BS and all the other IRSs.

Figure 2.1: Distributed IRSs MISO system model in uplink and downlink.

Consider M antennas at the BS serving K single-antenna users. The
communication between the BS and users is assisted by L IRSs, each equipped
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2.1. Transmission Mode

with N elements (see Fig. 2.1). The IRSs are deployed in the environment
in a distributed manner with fixed positions and their operation is controlled
by IRS controllers that communicate with the BS over a backhaul link [12].

The collective channel between the BS and user k in the uplink is given
by

hk = hd,k +

L∑
l=1

H1,lΘlh2,l,k, (2.1)

where H1,l ∈ CM×N is the channel between BS and IRS l, h2,l,k ∈ CN×1

is the channel between IRS l and user k, and Θl = diag(αl,1 exp(jθl,1), . . . ,
αl,N exp(jθl,N )) ∈ CN×N is the reflection matrix for IRS l, where θl,n ∈
[0, 2π] is the phase-shift applied by element n of IRS l and αn,l ∈ [0, 1] is
the amplitude reflection coefficient. Also hd,k ∈ CM×1 is the direct channel
between BS and user k.

The distributed IRSs assisted MISO are a generalization of the single IRS
scenario, therefore, we build on [26] and extend the system model discussed
to distributed surfaces while retaining the similar transmission conditions
explained in details below.

2.1 Transmission Mode

Uplink and downlink transmissions can be separated in time or fre-
quency. The uplink is described as the transmission from users to the BS,
while the downlink is the transmission of signals from BS to users. Time
separation, i.e. time-division duplexing (TDD), occurs when the downlink
transmission operates in a different times slot than the uplink transmis-
sion but both occupy the same frequency band, whereas frequency division-
duplexing (FDD) happens when the downlink operates in a different fre-
quency band than the uplink at the same time as depicted in Fig. 2.2.
While FDD is deployed in practice, TDD has become part of the canoni-
cal model for massive multiple-input multiple-output (MIMO) technology
mainly because the channel estimation for TDD has less training time [30].
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2.2. Fading Direct and IRS-User Channels

Figure 2.2: Time Division Duplexing (TDD) vs Frequency Division Duplex-
ing (FDD) transmission

In this IRS-assisted MISO system model, we consider a TDD transmis-
sion mode due to the similarities between IRS-assisted wireless systems and
massive MIMO. One of which is the prohibitively large system dimensions
ergo large numbers of channels to estimate (cf. sec. 2.2.2). Here, TDD ex-
ploits channel reciprocity and thus eliminates the need to estimate channels
both in the uplink and downlink (for example hHk in the downlink is the
Hermetian of hk defined in (2.1) in the uplink). In the next section, we lay
out the fading model for the direct channel hd,k and IRS l-user k channel
h2,l,k, in addition, we present some important definitions regarding fading
channels.

2.2 Fading Direct and IRS-User Channels

Electromagnetic waves propagating through wireless channels are suffi-
ciently yet incompletely characterized by multipath fading (depicted in Fig.
2.3) and shadowing among other effects. This is due to the complicated
propagation through dynamic moving terminals in the environments or to
rich scattering that cannot be mathematically fully described. However,
considerable work has been done to statistically describe and model these
random fading channels in certain settings. One of the simpler models is
Rayleigh fading which captures the multipath component found in wireless
channels [31].
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2.2. Fading Direct and IRS-User Channels

Figure 2.3: Rayleigh fading with no LoS path

Definition 2.1. Multipath fading is characteristic of wireless channels
where the propagating wave is randomly scattered, delayed, reflected, and
diffracted which creates multiple paths in the environment due to scatter-
ers that create these additional paths, thus leading to destructive and/or
constructive interference at the terminal.

Fading is modeled as random channels with some distribution, one of
which is the Rayleigh distribution for a fading channel h, so that

h ∈ CN (0,C) (2.2)

where C ∈ CM×M is the covariance matrix, and M is the number of anten-
nas. One practical scenario which is often modelled using Rayleigh fading is
mobile systems, where no line-of-sight (LoS) path exists between the trans-
mitter and receiver. Considering the system model illustrated in Fig. 2.1,
the ground users will likely be blocked by surrounding objects. Thus, the
modelling of Rayleigh fading for the direct and IRS-user channels is justi-
fied. Moreover, we assume the fading these channels undergo is classified as
block-fading and flat-fading.

Definition 2.2. Block fading occurs when the response of the channel
is constant (static) for a certain period of time. This period is known as
coherence interval.

The length of a coherence interval depends on the fading channel char-
acteristics and the mobility of the user, assuming that the transmitter is
fixed. Higher mobility of the user quickens the pace of channel variations,
and lessens the period of static behavior. For a TDD transmission mode
previously defined in sec. 2.1, portions for uplink and downlink transmis-
sion are reserved in the coherence period, where a fraction of the uplink is
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2.2. Fading Direct and IRS-User Channels

also reserved for pilot training to achieve channel estimation (CE), demon-
strated in Fig. 2.4. This poses a time constraint on the CE overhead, and
effectively on the number of pilots (preamble signals used for CE) a user can
send.

Figure 2.4: Channel coherence interval divided into uplink training phase,
uplink phase, and downlink phase.

As for the flat-fading assumption for the h2,l,k and hd,k channels, we
note that these channels remain frequency non-selective under certain con-
ditions, which implies no channel induced inter-symbol interference (ISI).
More formally, we present the following definition.

Definition 2.3. Flat-fading channels have the property that all received
multipath components (see Definition 2.1) of a symbol arriving within
the duration of that symbol [32], in other words, when the bandwidth of the
channel is larger than the bandwidth of the signal.

Now, we model statistically h2,l,k and hd,k channels by correlated Rayleigh
fading represented as

h2,l,k =
√
β2,l,kR

1/2
IRSl,k

zl,k, (2.3)

hd,k =
√
βd,kR

1/2
BSk

zd,k, (2.4)

where RIRSl,k is the spatial correlation matrix of the channel from IRS l to
user k, RBSk is the spatial correlation matrix from the BS to user k, and
zl,k ∼ CN (0, IN ) and zd,k ∼ CN (0, IM ) describe the fast fading vectors of
the IRS-user link and the BS-user link, respectively. The path loss factor is
denoted as βd,k for the direct channel and β2,l,k for the IRS-user k link. The
notion of spatial correlation is explained below in sec. 2.2.1, and it arises in
these vector channel models because the antennas at the BS as well as the
reflecting elements in the IRSs are arranged compactly.
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2.2. Fading Direct and IRS-User Channels

2.2.1 Spatial Correlation

Spatial correlation is a property related to multiple antennas at the trans-
mitter and/or receiver. In layman words, it arises in practice when received
power is stronger in certain directions than others. More formally, spatial
correlation happens due to two factors, one of which is propagation environ-
ment, where the channel vector is more probable to point in some directions
more than others. The other is because of insufficient spacing between an-
tennas [33]. Take RIRSl,k in (2.3) for instance, the off-diagonal elements will
represent the correlation between the antenna elements, while the diagonal
elements are all set to one.

Definition 2.4. Spatially Correlated Channels. A fading channel vec-
tor h is Rayleigh distributed if it follows h ∼ CN (0,C), where C is the
covariance matrix of the distribution (also its correlation matrix). When
the channel’s direction h/‖h‖ and its magnitude ‖h‖ are independent ran-
dom variables then h is said to be spatially uncorrelated. Otherwise, it is
spatially correlated [30].

2.2.2 Channel Estimation

Channel estimation (CE) is a process of sending pilots (known sequence
of symbols between transmitter and receiver) through an unknown channel.
The transmission coefficients which are complex-valued channel gains can
then be estimated by correlating the received signal with the known pilots
at the receiver’s end.

Since the IRSs are completely passive and do not have any signal pro-
cessing capabilities, the BS has to estimate all channels and compute the
desired configurations for all the IRSs then share this information with the
IRSs’ micro-controllers over back-haul connections. Each IRS then applies
the required reflection configuration Θl, l = 1, . . . , L.

The reason for CE is to negate the detrimental effects of channels or at
least suppress those effects, to do that one needs to sense these channels
first. If we model the effects of the channels as linear, we may use a linear
estimator, one of which is the least squares (LS) estimator which is an
optimal linear estimator given no prior information of the channels. On the
other hand, if the BS ascertains the large-scale statistics of the Rayleigh
fading channels given in (2.4) and (2.3), we can shift to a Bayesian channel
estimation method called minimum mean squared error (MMSE) estimation
which is optimal for Rayleigh-distributed fading channels.

15



2.3. BS-IRS l Channel

In the following section, we present the channel model for H1,l, which we
show next to be of a LoS nature and known a priori at the BS. Note that since
we make the assumption of knowing H1,l, the number of channels to estimate
in the system model, illustrated in Fig. 2.1, is reduced to (M+NL)K instead
(M + +NL)K + MNL. Although the number of unknowns is reduced we
may incur high training time dedicated for channel estimation especially in
the multi-user setting and large M,N,L system dimensions.

2.3 BS-IRS l Channel

Previously, we established practical models for the direct and IRS-user
k channels. Recall there are two channels which make up each IRS cascaded
channel, one of which is the BS-IRS l channel H1,l which is defined here.
Many works on IRS-assisted systems, for example: [1, 12, 15, 21, 24], assume
the BS-IRS channel to be LoS dominated. This assumption is quite practical
and is supported in literature with the following remarks:

− First, there will always exist a LoS path between the BS and IRS. As
the BS tower is generally elevated high and the IRS is also envisioned
to be integrated onto the walls of (high-rise) buildings, so both will
have few obstacles around. Given the positions of BS and IRSs are
fixed, a stable LoS channel between the BS and each IRS will exist and
can be constructed at the BS using directional (LoS angle of departure
(AoD) and angle of arrival (AoA)) information.

− Second, the path loss in NLoS paths is much larger than that in LoS
path loss in the next generation systems, resulting in any NLoS paths
constituting the BS-IRS channel to be much weaker. In fact it is noted
that in mmWave systems, the typical value of Rician factor (ratio of
energy in LoS to that in NLoS) is 20dB and can be as large as 40dB in
some cases [24], which is sufficiently large to neglect any NLoS channel
components. Under these remarks, we assume that each BS-IRS l
channel is LoS.

We make the next assumption that the BS would have prior knowledge
of H1,l because of the LoS dominant nature of each IRS l and the BS link
explained earlier. The BS can have knowledge of the locations, orientations,
and array parameters of the IRS to construct the BS-to-IRS channel.

Assuming a uniform linear array (ULA) at the BS and uniform planar
array (UPA) at the IRSs depicted in Fig. 2.5, the LoS BS-IRS l channel can
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2.3. BS-IRS l Channel

Figure 2.5: Model of h1,l,n ∈ CM×1 which is the nth column vector of of
LoS BS-IRS l channel matrix H1,l with multiple transmit antennas at the
BS and multiple elements at IRS l. The signals from the transmit antennas
arrive almost in parallel at the nth receive element of the IRS.

be written as

H1,l =
√
β1,lalb

H
l . (2.5)

Here, β1,l the path loss factor for BS-IRS l channel and al is the array
response vector for the BS, while bl is the array response vector for IRS l.
Since we assume a ULA at the BS, the steering vector al ∈ CM×1 can be
written as

al = [1, e−jkdBS cos(θ), . . . , e−jkdBS(M−1) cos(θ)]T , (2.6)

where dBS is the inter-antenna spacing, k = 2π/λc is the wave number, λc
is carrier wavelength, θ is the elevation angle-of-departure (AoD) from the
BS to IRS l. [34].

The IRS is envisioned to be a planar array of N = NxNz elements,
where Nx denotes the number of horizontally placed elements and Nz is the
number of vertically placed elements. The array response vector bl ∈ CN×1

for a UPA at IRS l is expressed as

bl = bTl,x ⊗ bTl,z (2.7)
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2.4. Maximum Ratio Transmission Precoding

Here, ⊗ denotes the Kronecker product, and

bl,x = [1, e−jkdIRS sin(ϕ) cos(ϑ), . . . , e−jkdIRS(Nx−1) sin(ϕ) cos(ϑ)], (2.8)

bl,z = [1, e−jkdIRS cos(ϕ), . . . , e−jkdIRS(Nz−1) cos(ϕ)], (2.9)

where dIRS is the inter-antenna spacing, and ϑ(ϕ) denote the azimuth (el-
evation) angle-of-arrival AoA of the path from BS to IRS l [35], [36]. It
is apparent that each BS-IRS l channel matrix has a rank one structure
(because it is made up of the outer product of two vectors), thus H1,l is a
rank-one matrix with a unique non-zero singular value λH1,l

=
√
β1,l [34].

The rank one assumption is accurate since the elements at both the BS and
IRSs are co-located, as both the BS and IRSs are elevated such that no ob-
stacles lie in-between, and the IRSs are assumed to be in the far-field, such
that the propagation distance dBS−IRSl between the BS and IRS l is much
bigger than the largest dimension of that IRS. To ensure far-field assumption
holds true, we have that

dBS−IRSl ≥
2D2

λc
(2.10)

and D is the largest dimension of the antenna array. Note that D in the
ULA case is the total length of the array. While D for UPA is the diagonal
length of the UPA array. Although a channel with rank one means only
one degree of freedom for the system, with distributed surfaces the overall
channel between BS and each user will at least have rank L, which allows
multiple users to be served efficiently.

2.4 Maximum Ratio Transmission Precoding

In sec. 2.2, we establish the definition of multipath fading, here we
attempt to mitigate it. Multipath fading is thought to be the most adverse
propagation effect for wireless communications, but a way to combat it is to
use antenna diversity techniques, one of which is known as maximum ratio
precoding (MRT) [37].

Note that to achieve precoding, one needs at least two transmit dimen-
sions in general, since one can precode in time or frequency in addition to
space (antennas). Define an MRT digital precoding vector fk ∈ CM×1, with
M being the number of antennas at the transmitter, written as

fk =
hk√

E[‖hk‖2]
(2.11)
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with hk stated in (2.1) and similar to [38].
With precoding such as (2.11) used at the BS, the transmit signal x ∈

CM×1 is formulated as

x =
K∑
k=1

√
pkfksk, (2.12)

where pk and sk ∈ CN (0, 1) are the allocated power and data symbol of user
k, respectively.

Given sk’s are independently and identically distributed (i.i.d.) CN (0, 1)
variables, x has to satisfy the average Tx power constraint as

E[||x||2] = tr (PFHF) ≤ Pmax, (2.13)

where Pmax > 0 is the power constraint at the BS, P = diag(p1, . . . , pK) ∈
CK×K is the power allocation matrix and F = [f1, . . . , fK ] ∈ CM×K is the
precoding matrix.

MRT precoding maximizes signal-to-noise ratio (SNR) which is optimal
for single-user wireless systems, yet for the multi-user setting this is not the
optimal precoder as this precoding technique does not factor in interference
from other users. However, it is simpler than other precoding techniques
and thus utilized in the theoretical analysis in Chapter 4.

2.5 Downlink Transmission

Assuming flat-fading channels (cf. Definition 2.3), the received base-
band signal in the downlink at user k is defined as

yk = hHk x + nk, (2.14)

and nk ∼ CN (0, σ2) is the noise at the receiver with noise variance σ2, x is
the transmit signal determined in (2.12), and hk defined as in (2.1). The
expression for (2.14) is used in Chapter 4 to compute the average signal-to-
interference and noise (SINR) at each user.

2.6 Summary

In this chapter, we described the system model, the channels’ models,
and the transmission scheme. To realize an optimized transmission, es-
timated channels are obtained at the BS which is covered in Chapter 3
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2.6. Summary

building on the system model and concepts covered here to find a novel CE
protocol for the distributed IRSs assisted MISO system. After this, the BS
can use a precoding scheme such as MRT to send precoded signals to the
users in the downlink. Since this is a TDD system, the BS can compute the
average SINRs for all the users. The SINR is then used as an important
performance metric at the BS to optimize transmission through associat-
ing IRSs to users and configuring IRSs optimally discussed in Chapter 4.
The reason SINR is chosen to represent the system holistically is that other
performance metrics such as transmission rate, outage probability, and bit
error rate are all functions of SINR.
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Chapter 3

Channel Estimation

This chapter presents the proposed CE protocol and derives analyti-
cal expressions of the MMSE estimates and NMSE. We consider correlated
Rayleigh fading channels between the BS and users, and the IRSs and users,
while each BS-IRS channel is LoS. The LoS BS-IRSs channel matrices can
be computed a priori at the BS using the locations of the IRS, which are
fixed and can be used to compute the LoS angle of departure (AoD) and
angle of arrival (AoA). Leveraging this, we develop an optimal CE proto-
col using the Bayesian technique of minimum mean squared error (MMSE)
estimation, that promises low CE error and imposes a significantly lower
training overhead than what we need when we extend the conventional pro-
tocols from [1, 17, 18] to this setup. The normalized mean squared error
(NMSE) in the MMSE estimates is analytically derived and studied using
simulations.

Figure 3.1: Distributed Intelligent Reflecting Surfaces multi-user MISO sys-
tem uplink transmission.
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3.1. Proposed Protocol

3.1 Proposed Protocol

In this research, we assume a time division duplexing (TDD) system
where the downlink channels are estimated using the received uplink pilot
symbols by exploiting channel reciprocity. Since the IRSs are passive, the
BS has to estimate all channels and determine optimal IRS configurations.

We assign an uplink training phase of τC seconds (sec) in the coherence
interval (cf. Fig. 2.4) which is further broken down into S sub-phases of
length τS = τC

S sec. Throughout the CE phase, users transmit mutually
orthogonal pilot sequences of length TS symbols, with TS = τS

τ̃ where τ̃
is the duration of each symbol. The pilot sequence of user k is denoted
as xp,k = [xp,k,1, . . . , xp,k,TS ]T ∈ CTS×1, such that xHp,kxp,l = 0, for k 6= l,

k, l = 1, . . . ,K and xHp,kxp,k = PCTS τ̃ = PCτS Joules, where PC is the
transmit power of each user. The IRS l applies the reflect beamforming
matrix Θl,s = diag[φl,s,1, . . . , φl,s,N ]T ∈ CN×N in sub-phase s, where φl,s,n =
αl,s,n exp(jθl,s,n). The received training signal at the BS, Ytr

s ∈ CM×TS in
sub-phase s is then given as

Ytr
s =

K∑
k=1

(hd,k +
L∑
l=1

H1,lΘl,sh2,l,k)x
H
p,k + Ntr

s (3.1)

where Ntr
s ∈ CM×TS is the matrix of noise vectors at the BS, with each

column distributed independently as CN (0, σ2IM ). After correlating the
received training signal with the training sequence of user k, the BS obtains
the observation vector, rtrs,k ∈ CM×1, for user k in sub-phase s as

rtrs,k = (hd,k +

L∑
l=1

H1,lΘl,sh2,l,k) + ntrs,k, (3.2)

which can be compactly written as

rtrs,k = hd,k + H1Θsh2,k + ntrs,k, k = 1, . . . ,K, (3.3)

where h2,k = [hT2,1,k, . . . ,h
T
2,L,k]

T ∈ CNL×1 is the concatenated vector of all L

IRS-user k channels, Θs = diag(Θ1,s, . . . ,ΘL,s) ∈ CNL×NL is the reflection
matrix of all the IRSs in sub-phase s, H1 = [H1,l, . . . ,H1,l] ∈ CM×NL is the

concatenation of all L BS-IRS channel matrices, and ntrs,k =
Ntr
s xp,k
PCτS

∈ CM×1

is the noise.
Since we remarked earlier that H1,l ∈ CM×N can be perfectly known at

the BS using locations of the IRSs, we will focus only on the estimation of
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hd,ks and h2,ks. To this end, we define

H̄1 = diag(
√
MIM ,h1,1,1, . . . ,h1,1,N ,h1,2,1 . . . ,h1,2,N , . . . , (3.4)

h1,L,1, . . . ,h1,L,N ) ∈ CM(NL+1)×NL+M ,

as the block diagonal matrix of h1,l,ns, where h1,l,n is the nth column of
H1,l. Aggregating the observation vectors across the S sub-phases as rtrk =

[rtr
T

1,k , . . . , r
trT

S,k ]T ∈ CSM×1, we obtain

rtrk = (Vtr ⊗ IM )H̄1hd,2,k + ntrk , k = 1, . . . ,K, (3.5)

where,

Vtr =

1 vT1,1 · · · vTL,1
...

...
...

1 vT1,S · · · vTL,S

 ∈ CS×(NL+1) (3.6)

hd,2,k = [ 1√
M

hTd,k,h
T
2,k]

T ∈ C(NL+M)×1 cascades the direct and IRS-user

channels and ntr
T

k = [ntr
T

1,k , . . . ,n
trT

S,k ]T ∈ CSM×1 is the concatenated noise
across all sub-phases. Note that vl,s = vec(Θl,s) is the phase shifts vector
for IRS l in sub-phase s.

Define Ṽtr = (Vtr ⊗ IM )H̄1 ∈ CSM×NL+M . To guarantee the existence

of left pseudo-inverse of Ṽtr (given as Ṽ†tr = (ṼH
trṼtr)

−1ṼH
tr ), we must have

SM ≥ NL+M. (3.7)

Rewriting the condition to accentuate only the parameter S, we obtain

S ≥ NL

M
+ 1. (3.8)

Because of prior knowledge of H1,l, the proposed CE protocol estimates
channels sequentially while training time is decreased by a factor of M due
to having M copies of the h2,k link, 1 sub-phase remains for the direct
channel, while for cascaded IRS channels it becomes NL/M since partial
knowledge of the cascaded IRS links is present at the BS along with large-
scale statistics of the unknown part of the link. Thus, the minimum number
of CE sub-phases is actually reduced by a factor of M , as compared to the
conventional protocols. For example: as compared to the protocol in [18] for
a single IRS (L = 1) system, which requires N + 1 sub-phases to estimate
the channels, we will require N/M + 1 sub-phases, which is a substantial
reduction given next generation systems use large numbers of BS antennas.
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Multiplying (3.5) by Ṽ†tr results in

r̃trk = hd,2,k + (ṼH
trṼtr)

−1ṼH
trn

tr
k . (3.9)

We denote by ñtrk = (ṼH
trṼtr)

−1ṼH
trn

tr
k ∈ C(NL+M)×1 the measurement noise

and by Cñtrk
= E[ñtrk ñtr

H

k ] ∈ C(NL+M)×(NL+M) its covariance matrix. Next,

we minimize the noise variance in (3.9) and derive the MMSE estimates.

3.2 Noise Variance Minimization

Next step is to design Vtr such that variance of the noise is minimized
and the noise across the estimated channels is uncorrelated.

Recalling that ntrs,k =
Ntr
s xp,k
PCτS

we obtain

Cñtrk
= (ṼH

trṼtr)
−1ṼH

trE
[
ntrk ntr

H

k

]
Ṽtr(Ṽ

H
trṼtr)

−1, (3.10)

=
σ2PCτS
(PCτS)2

(ṼH
trṼtr)

−1 =
σ2

PCτS
(ṼH

trṼtr)
−1, (3.11)

where,

ṼH
trṼtr = H̄H

1 (VH
trVtr ⊗ IM )H̄1. (3.12)

We note that by construction H̄H
1 H̄1 = MΣ, where Σ = diag(IM , β1,1IN ,

..., β1,LIN ) ∈ CNL+M×NL+M . Therefore, to ensure uncorrelated channel es-
timates and equal noise variance in each estimate, Vtr must have equally
scaled orthogonal columns such that (VH

trVtr)
−1 = ζINL+1. Minimizing the

noise variance is equivalent now to minimizing ζ, under the constraints:

1. Vtr has the structure in (3.6).

2. αl,s,n ∈ [0, 1].

3. θl,s,n ∈ [0, 2π].

4. (VH
trVtr)

−1 = ζINL+1.

The last constraint can be written as

ζ =
NL+ 1

tr(VH
trVtr)

=
NL+ 1∑S

s=1

∑NL+1
n=1 |[Vtr]s,n|2

. (3.13)
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3.2. Noise Variance Minimization

Using the second constraint in (3.13), we see that

ζ ≥ 1

S
. (3.14)

A solution that meets the lower bound in (3.14) with equality is the NL+ 1
leading columns of an S × S DFT matrix as expressed below [1, 18].

[Vtr]s,n = w(n−1)(s−1), n = 1, . . . , NL+ 1, s = 1, . . . , S, (3.15)

where w = e−j2π/S is the primitive Sth root of unity. This design of Vtr

results in (VH
trVtr)

−1 = 1
S INL+1 and therefore achieves the minimum noise

variance in (3.14) since ζ = 1
S . Using this we can simplify (3.12) as

ṼH
trṼtr = SH̄H

1 H̄1 = SMΣ, (3.16)

and (ṼH
trṼtr)

−1 = Σ−1

SM .
To derive the MMSE estimates, we refer back to (3.9) and simplify it

with the optimal DFT design in (3.15) to obtain

r̃trk = hd,2,k +
1

SM
Σ−1ṼH

trn
tr
k , k = 1, . . . ,K, (3.17)

Recalling that hd,2,k = [ 1√
M

hTd,k,h
T
2,k]

T , we can write r̃trk = [r̃tr
T

0,k , r̃
trT

1,k , . . . , r̃
trT

L,k ]T ∈
C(M+NL)×1, where r̃tr0,k ∈ CM×1 is used to estimate the direct channel and

r̃trl,k ∈ CN×1 is used to estimate the channel from IRS l to user k.
The relationship between r̃0,k and hd,k for user k can be written using

(3.17) and definition of Ṽtr as

r̃tr0,k =
1√
M

hd,k +
1

SM
Σ−1

0

√
MIM (vtr1 ⊗ IM )Hntrk

=
1√
M

hd,k +
1

S
√
M

(vtr1 ⊗ IM )Hntrk . (3.18)

where
√
MIM corresponds to the first M×M diagonal matrix of H̄1, Σ−1

0 =
IM is the first M ×M diagonal matrix of Σ−1 and vtr1 is the first S × 1
column of Vtr. This observation vector can be scaled by a factor of

√
M at

the BS to obtain

r̃tr0,k = hd,k +
1

S
(vtr1 ⊗ IM )Hntrk . (3.19)

Note that (3.19) is actually the LS estimate of hd,k which we denote as

ĥLSd,k.
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3.3. Minimum Mean Squared Error Estimation

3.3 Minimum Mean Squared Error Estimation

The BS can compute the MMSE estimate of hd,k as stated in the follow-
ing lemma.

Theorem 3.1. The MMSE estimate ĥd,k of hd,k is given as

ĥd,k = βd,kRBSk

(
βd,kRBSk +

σ2IM
SPCτS

)−1

r̃tr0,k, (3.20)

which is distributed as ĥd,k ∼ CN (0,Ψd,k) where

Ψd,k = β2
d,kRBSk

(
βd,kRBSk +

σ2IM
SPCτS

)−1

RH
BSk

. (3.21)

Proof. The proof follows from noting that the MMSE estimate is given as
as ĥd,k = Wr̃tr0,k, where W = E[hd,kr̃

trH

0,k ](E[r̃tr0,kr̃
trH

0,k ])−1. The expressions

for E[hd,kr̃
trH

0,k ] and E[r̃tr0,kr̃
trH

0,k ] can be derived by noting that ntrk and hd,k
are independent Gaussian vectors. More details can be found in Appendix
A.

The uncorrelated estimation error h̃d,k = ĥd,k − hd,k is also statistically

independent of ĥd,k since both vectors are jointly Gaussian. Moreover, it is
distributed as h̃d,k ∼ CN (0, Ψ̃d,k), where Ψ̃d,k = βd,kRBSk −Ψd,k.

Next we estimate h2,l,k ∈ CN×1 using the observation vector r̃trl,k. We

extract H̄1,l = diag(h1,l,1, . . . ,h1,l,N ) ∈ CMN×N from H̄1 and note that
H̄H

1,lH̄1,l = MΣl = β1,lMIN for l = 1, . . . , L. The relationship between

r̃trl,k ∈ CN×1 and h2,l,ks can now be written using (3.17) as

r̃trl,k = h2,l,k +
1

SM
Σ−1
l H̄H

1,l(V
tr
l ⊗ IM )Hntrk

= h2,l,k +
1

SMβ1,l
H̄H

1,l(V
tr
l ⊗ IM )Hntrk , (3.22)

where Vtr
l = Vtr(:, [N(l− 1) + 2 : Nl+ 1]) ∈ CS×N for l = 1, . . . , L and (:, ·)

denotes all the rows for a particular column or set of columns of a matrix.
Note that (3.22) is actually the LS estimate of h2,l,k which we denote as

ĥLS2,l,k.

Theorem 3.2. The MMSE estimate ĥ2,l,k of h2,l,k is given as

ĥ2,l,k = β2,l,kRIRSl,k

(
β2,l,kRIRSl,k+

σ2IN
β1,lSMPCτS

)−1

r̃l,k, (3.23)
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3.4. Normalized Mean Squared Error Analysis

for l = 1, . . . , L, k = 1, . . . ,K. It is distributed as ĥ2,l,k ∼ CN (0,Ψ2,l,k),
where

Ψ2,l,k = β2
2,l,kRIRSk

(
β2,l,kRIRSk+

σ2IN
β1,lSMPCτS

)−1

RH
IRSk

. (3.24)

Proof. The proof is similar to that of ĥd,k and found in Appendix B.

The uncorrelated estimation error h̃2,l,k = h2,l,k − ĥ2,l,k is also statisti-

cally independent of ĥ2,l,k since both vectors are jointly Gaussian. Moreover,
it is distributed as h̃2,l,k ∼ CN (0, Ψ̃2,l,k), where Ψ̃2,l,k = β2,l,kRIRSk−Ψ2,l,k.

In order to compute the MMSE estimates, the BS must have previous
knowledge of the correlation matrices at the IRSs and the BS. However, it is
well-known that the correlation matrices vary slowly and remain static over
many coherence intervals. The BS can easily obtain the prior knowledge of
these matrices since possessing second-order channel statistics at the BS is
pervasive in massive MIMO literature [1].

3.4 Normalized Mean Squared Error Analysis

Here we analyze the NMSE in the LS and MMSE estimates under the
developed CE protocol. Note that normalization occurs with respect to the
channel power which is defined for the direct channel as tr(E[hd,kh

H
d,k]). The

reason we compute the normalization is to enable comparison between the
direct channel and the IRS-user channels and to provide a better visualiza-
tion. We define the NMSE (e.g. for the direct channel) as

NMSE(ĥd,k) =
tr(E[h̃d,kh̃

H
d,k])

tr(E[hd,kh
H
d,k])

=
tr(Ψ̃d,k)

tr(E[hd,kh
H
d,k])

. (3.25)

The NMSEs for the LS estimates in (3.19) and (3.22) are independent of
the structure of RIRSl,k and RBSk . The NMSE in the MMSE estimates
does depend on these matrices, but we assume them to be identity matrices
for the purpose of this section to obtain closed-form expressions and yield
insights. The effect of correlation on NMSE is shown in the simulations
later.

First, the NMSE in the MMSE estimate of hd,k is derived using the fact
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3.4. Normalized Mean Squared Error Analysis

that tr(E[hd,kh
H
d,k]) = tr(βd,kIM ) = Mβd,k as

NMSE(ĥd,k) =
βd,k
Mβd,k

(
M − βd,ktr

(
βd,kIM +

σ2IM
SPCτS

)−1)
=

1

Mβd,k

Mβd,k
σ2

SPCτS(
βd,k + σ2

SPCτS

) =

σ2

SPCτS

βd,k + σ2

SPCτS

. (3.26)

The expression reveals that the NMSE increases to 1 as σ2 grows large or
S, PC , τS grow small (using L’Hopital’s rule). Moreover by increasing S,
the quality of estimation can be improved but the training time will also
increase. Similarly, the NMSE increases as βd,k decreases.

The NMSE in the LS estimate of hd,k in (3.19) is obtained using E[ntrk ntr
H

k ] =
σ2PCτS
(PCτS)2

IMS and vtr
H

1 vtr1 = S as

NMSE(ĥLSd,k) =
σ2PCτStr

(
(vtr1 ⊗ IM )H(vtr1 ⊗ IM )

)
Mβd,kS2(PCτS)2

(3.27)

=
σ2

βd,kSPCτS
. (3.28)

We see that the NMSE in LS estimate will grow unboundedly if either σ2

grows large, or the argument in the denominator grows too small. The
difference in the NMSE of MMSE and LS estimates can be straightforwardly
calculated to be
NMSE(ĥLSd,k)−NMSE(ĥd,k)=

σ4

(βd,kSPCτS)2 + βd,kSPCτSσ2
≥ 0, (3.29)

for all βd,k, PC , τS , and S. Therefore the MMSE estimate of the direct
channel will outperform the LS estimate. We can also observe the growth
behavior of both NMSEs with respect to noise and see that the NMSE in
MMSE estimate grows slower than that in the LS estimate, making MMSE
robust even at low values of signal-to-noise ratio (SNR).

The NMSE in the estimates of h2,l,ks can be derived similarly by not-
ing that from (2.3) that under RIRSl,k = IN , we have tr(E[h2,l,kh

H
2,l,k]) =

tr(β2,l,kIN ) = Nβ2,l,k. Therefore NMSE(ĥ2,l,k) = 1
Nβ2,l,k

tr(Ψ̃2,l,k) and we
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3.5. Benchmark protocol

get NMSE(ĥ2,l,k) =

β2,l,k

Nβ2,l,k

(
N − β2,l,ktr

(
β2,l,kIN +

σ2IN
β1,lSMPCτS

)−1)
,

=

σ2

SMPCτS

β2,l,kβ1,l + σ2

SMPCτS

. (3.30)

Also, the NMSE in LS estimate in (3.22) can be shown to be

NMSE(ĥLS2,l,k) =
1

β2,l,kβ1,l

σ2

SMPCτS
. (3.31)

The performance gap between the MMSE and LS estimate of h2,l,k is

NMSE(ĥLS2,l,k)−NMSE(ĥ2,l,k) =

=
σ4

(β2,l,kβ1,lSMPCτS)2 + β2,l,kβ1,lSMPCτSσ2
≥ 0, (3.32)

because β2,l,k, β1,l and M are all non-negative. Therefore the MMSE esti-
mate of h2,l,k outperforms the LS estimate.

3.5 Benchmark protocol

As a benchmark (BM), we extend the protocol in [1] for a single IRS
to the distributed IRSs setup. The derivation is similar to [1], and is
repeated here for completeness. Under this protocol, we derive the esti-
mates of the cascaded IRS-assisted channels, i.e. the columns of H0,l,k =
H1,ldiag(h2,l,k) ∈ CM×N , without exploiting full knowledge of H1,ls. As a
result, (3.3) is written as

rBMs,k = (hd,k + H0,kvs) + ntrs,k, k = 1, . . . ,K, (3.33)

where H0,k = H1diag(h2,k) ∈ CM×NL is the cascaded matrix of all IRS-
assisted channel vectors and vs = diag(Θs) ∈ CNL×1 is the concatenated
beamforming vector for all the IRSs in subphase s. Note that H1, h2,k and
Θs are defined after (3.3). We let h̄d,2,k = [hTd,k,h

T
0,1,1,k, . . . ,h

T
0,1,N,k,h

T
0,2,1,k,

. . . ,hT0,L,N,k]
T ∈ CM(NL+1)×1, where h0,l,n,k is the nth column of H0,l,k, and

collect the observation vectors across S subphases to obtain

rBMk = (Vtr ⊗ IM )h̄d,2,k + ntrk , k = 1, . . . ,K, (3.34)
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3.6. Simulations and Discussion

where Vtr is given as (3.6) and ntrk is the same as in (3.5). To ensure that
the left pseudo-inverse exists for Vtr, we must have S ≥ NL+ 1. Compared
with the proposed protocol’s condition of S ≥ NL

M +1, the benchmark would
impose almost an M times larger training overhead which will compromise
the downlink performance of the system.

With optimal design for Vtr found to be the DFT matrix, we can perform
the pseudo-inverse operation on (3.34) and get

r̃BMk = h̄d,2,k +
1

S
(Vtr ⊗ IM )Hntrk . (3.35)

Write r̃BMk = [r̃BM
T

0,k , r̃BM
T

1,1,k , . . . , r̃
BMT

1,N,k , . . . , r̃
BMT

L,1,k , . . . , r̃
BMT

L,N,k]
T ∈ CM(NL+1)×1,

we can obtain the MMSE estimates of hd,k and h0,l,n,k as follows

ĥBMd,k = βd,kRBSkQd,kr̃
BM
0,k , (3.36)

where Qd,k =
(
βd,kRBSk + σ2

SPCτS
IM

)−1
, and

ĥBM0,l,n,k = rl,n,kβl,kh1,l,nh
H
1,l,nQl,n,kr̃

BM
l,n,k, (3.37)

for n = 1, . . . , N , l = 1, . . . , L, k = 1, . . . ,K, where

Ql,n,k =

(
rl,n,kβl,kh1,l,nh

H
1,l,n +

σ2

SPCτS
IM

)−1

, (3.38)

and βl,k = β1,lβ2,l,k, rl,n,k is the (n, n)th entry of the matrix RIRSl,k and

h1,l,n is the nth column of β
−1/2
1,l H1,l.

Note that with ĤBM
0,l,k = [ĥBM0,l,1,k, . . . , ĥ

BM
0,l,N,k] ∈ CM×N , the expression for

ĥBM2,l,k can be recovered under the benchmark protocol through the relation-

ship ĤBM
0,l,k = H1,ldiag(ĥBM2,l,k), when H1,l is known apriori.

This is done for comparison with the proposed protocol where we directly
estimate h2,l,ks.

3.6 Simulations and Discussion

In the simulation, we set N = 32, L = 4, M = 8, PC = 1W , and
τS = 50µs. Denoting (x, y) metres (m) as the coordinates, the BS is placed
at (0,0)m and the four IRSs are placed at (0,100), (100,0), (-100,0) and

(0,-100)m. The path loss factors are computed as βd,k = 10−2.8

d3.67BS−user
, β2,l,k =
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3.6. Simulations and Discussion

Figure 3.2: Normalized Mean Square Error vs noise. Th. refers to the
theoretical expressions given. Corr. refers to the scenario of correlated
Rayleigh fading channels.

10−2.8

d3.67IRSl−user
which are non-LoS (NLoS) path loss factors computed at 2.5 GHz

carrier frequency for the 3GPP Urban Micro (UMi) scenario from TR36.814

(also found in Section V of [1]), and β1,l = 10−2.6

d2.2BS−IRSl
is the LoS path loss

factor, where d(.) stands for Euclidean distance for a particular link. The

number of sub-phases is set as S = NL
M + 1 = 17 for the proposed protocol.

Fig. 3.2 shows the NMSE curves for both MMSE and LS estimates of hd,k
and h2,l,k (for the latter we plot 1

L

∑L
l=1 NMSE(ĥ2,l,k)). The Monte-Carlo

simulated values match the theoretical analysis in Sec. III-C. As expected
the MMSE estimates performs better than LS estimates especially in the
high noise regime. Also, the NMSE in h2,l,k is higher than that in hd,k due
to the multiplicative path loss factor β1,lβ2,l,k in (3.30) and (3.31).

The orange curves in the figure show the NMSE for the correlated sce-
nario where [RIRSl,k ]i,j = η|i−j| (similar definition for RBSk) and η = 0.95.
The NMSE in the LS estimates is unaffected (not plotted for clarity of fig-
ures) while that in the MMSE estimates is actually less for the correlated
case [1].
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3.6. Simulations and Discussion

Figure 3.3: NMSE vs path loss factor for direct channel. Dashed lines
represent a smaller number of sub-phases S than the dotted lines.

Figure 3.4: NMSE vs path loss factor for IRS assisted channels.

The NMSE vs the path loss factor is also plotted for the direct channel
and IRS assisted channel in Fig. 3.3 and Fig. 3.4 respectively, where it
can be seen that the LS estimate performs worse than the MMSE estimates
for all values of path loss factor. Increasing S reduces the NMSE in both
LS and MMSE estimates. However, increasing S means increasing training
overhead, which reduces the time left for downlink transmission.
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3.6. Simulations and Discussion

Table 3.1: Estimation accuracy per unit time 1
NMSE×τC (s−1)

L 2 6 8 10

Proposed (×105) 1.809 1.784 1.776 1.782
Benchmark (×105) 1.767 1.777 1.766 1.769

Figure 3.5: Comparison of proposed and benchmark protocols. The black
dots are the Monte Carlo simulations of NMSE. Pink lines correspond to
channel estimation time for the proposed protocol (dashed) and benchmark
protocol (solid). Blue lines correspond to NMSE for both protocols.

In Fig. 3.5, we compare the proposed protocol which needs S = NL
M + 1

sub-phases to the benchmark protocol which needs S = NL+ 1 sub-phases,
in terms of NMSE and training time versus L. To ensure a fair comparison,
both protocols are tested for the NMSE for the cascaded IRS-assisted chan-
nel. The NMSE in the benchmark protocol is lower due to it using a larger S
for estimation, with the gap between the two NMSE curves becoming smaller
with L. On the other hand, the time required for CE grows linearly with
the number of IRSs in the benchmark protocol, which is detrimental for the
overall downlink performance, while that for the proposed protocol grows
with a much smaller slope. In fact, the additional gap in required training
time for the BS relative to the proposed scheme becomes significantly large
as L (or N) increase. To better capture this trade-off, we tabulate in Tab.
3.1 a figure of merit defined as 1

NMSE×τC (s−1), which can be interpreted as
the measure of estimation accuracy per unit training time. Ideally, its value
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3.6. Simulations and Discussion

should be high. We observe that the proposed protocol actually performs
better in terms of estimation accuracy per unit training time for all L. This
makes the proposed protocol scalable to large-scale distributed deployment
of IRSs.

In the next chapter, we derive the average SINR and formulate an op-
timization problem dedicated to solving for optimized IRS-user association
parameters.
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Chapter 4

Average SINR and IRS-User
Association

With distributed IRSs deployed in a multi-user system, a natural next
step is to associate certain IRSs to different users in an optimal man-
ner to achieve a performance objective such as max-min average signal-to-
interference and noise ratio (SINR). The association implies each IRS will
be tuned to a particular user. The motivation behind single-user association
with an IRS is that it is user-centric and simplifies the optimal phase shifts
design since the design can be based on the local channel state information
(CSI) of the associated user, thus reducing complexity.

This chapter focuses on the average (ergodic) analysis of the SINR at
each user in the distributed IRSs-assisted multi-user MISO system, where
each IRS is associated with a user in the system. For a particular IRS-user
association pair, we choose the design for IRS phase shifts that would maxi-
mize the received signal strength at that user. Under that design, we utilize
statistical tools to obtain a closed form expression for the average SINR at
each user. Then, we develop average SINR expression under IRS-user as-
sociation parameters, optimized IRS passive beamforming, and maximum
ratio transmission (MRT) precoding at the BS. Next, we formulate and solve
a max-min average SINR optimization problem to find optimal IRS-user as-
sociation.

While the CE scheme provided in the previous chapter can be applied in
theory to any channel model, in this chapter, we focus on uncorrelated fading
at the BS and IRS to obtain tractable closed-form expression for the average
SINR under the umbrella of perfect CSI. However, this analysis is extendible
(with some tedious algebraic manipulations) to correlated Rayleigh fading
and imperfect CSI. We formally state the assumptions made on the system
model below.

Assumption 1. The correlation matrices of the direct and IRS-user channel
are set to identity i.e. (RIRSl,k = IN and RBSk = IM ) which shifts the model
to uncorrelated Rayleigh fading.
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4.1. Downlink Transmission

Figure 4.1: Distributed IRSs MISO system model. Red lines are for down-
link transmission.

Assumption 2. The analysis is done under the assumption that the BS has
perfect CSI to design the precoder and IRS reflect beamforming vectors.

Assumption 2 is made to ensure a tractable analysis since the distributed
IRSs MISO system is complex where many links are involved. The results
we obtain are relevant since they pave the way for imperfect CSI analysis
and can serve as meaningful upper bounds for imperfect CSI scenarios.

Assumption 3. The reflection coefficients αl,n = 1,∀n, ∀l.

Under idealized conditions, metasurfaces can achieve unity magnitude
amplitude in the scattered field even with arbitrary phase [39]. Also, most
current work on IRSs make this assumption.

4.1 Downlink Transmission

Recall from Chapter 2 that in the downlink, the kth user receives

yk = hHd,kx +
L∑
l=1

hH2,l,kΘ
H
l HH

1,lx + nk, (4.1)
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4.1. Downlink Transmission

where nk ∼ CN (0, σ2) is the channel noise and the channels are given in
(2.3), (2.4), and (2.5), as well as the transmit signal vector x has the struc-
ture shown in (2.12). The downlink transmission scheme is described elab-
orately in Chapter 2 and illustrated in Fig. 4.1. To better visualize the
instantaneous SINR expression γk for user k, we can separate the received
signal yk into a desired term ykD and interference and noise term ykIN
written as

ykD =
√
pkh

H
d,kfksk +

√
pk

L∑
l=1

hH2,l,kΘ
H
l HH

1,lfksk, (4.2)

ykIN =

K∑
t6=k,t=1

(
√
pth

H
d,kftst +

√
pt

L∑
l=1

hH2,l,kΘ
H
l HH

1,lftst

)
+ nk, (4.3)

The direct and IRS cascaded channels in the downlink can be rewritten
collectively as

hHk = hHd,k +
L∑
l=1

hH2,l,kΘ
H
l HH

1,l (4.4)

= hHd,k +

L∑
l=1

vHl HH
0,l,k, (4.5)

where

H0,l,k = H1,ldiag(h2,l,k) =
√
β1,lalb

H
l diag(h2,l,k) (4.6)

Note that H0,l,k ∈ CM×N and vl = vec(Θl) ∈ CN×1, where vec(·) is used
to create a vector from a diagonal matrix, and diag(·) creates a diagonal
matrix out of a vector.

At this stage, we can introduce association variables λl,k ∈ {0, 1} which
are binary variables denoting association between the lth IRS and kth user.
The collected channel (4.4) with association variables can be reformulated
as

hHk (λk) = hHd,k +
L∑
l=1

λl,kh
H
2,l,kΘ

kl
H

l HH
1,l +

L∑
l=1

(1− λl,k)hH2,l,kΘl
HHH

1,l, (4.7)

= hHd,k +

L∑
l=1

λl,kv
kl
H

l HH
0,l,k +

L∑
l=1

(1− λl,k)vHl HH
0,l,k, (4.8)
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4.1. Downlink Transmission

where λk ∈ B1×L is the row vector of associated or non-associated IRSs
with respect to user k. To make the association between the optimized
(tuned) beamforming vector vl to a particular user k, we replace vl by vkll
henceforth, where kl is the value of k for which λl,k = 1. In addition, we
can rewrite (4.1) with association parameters, simply as

yk = hHk (λk)x + nk. (4.9)

We find optimal vkl
H

l for IRS l associated with user k such that λl,k = 1 as to
maximize the channel gain via that IRS to that user. Note that for the multi-
user case (which we have), there is no known closed-form optimal solution

for vkl
H

l that maximizes the SINR. Furthermore, finding vkl
H

l for each IRS
l such that SINR at its associated user is maximized will result in a highly
intractable joint optimization problem involving the beamforming vectors
of all IRSs and their association parameters with the users. Therefore,
we assume that for an IRS l associated with user k the channel gain is
maximized via that IRS to the user, similar to [29]. Hence, the passive
beamforming optimization problem for an IRS l associated with user k can
be defined as

(P0) max
vl

‖hHd,k + vHl HH
0,l,k‖2 (4.10)

s.t. |vl,n| = 1, ∀n. (4.11)

Note that P0 finds the optimized beamforming vector vkll for user k, when
λl,k = 1. Expanding the objective function yields ‖hHd,k‖2+2〈vHl HH

0,l,k,h
H
d,k〉+

‖vHl HH
0,l,k‖2, where we can drop the first term since it does not depend on

the optimization variable to get

(P0′) max
vl

2〈vHl HH
0,l,k,h

H
d,k〉+ ‖vHl HH

0,l,k‖2 (4.12)

s.t. |vl,n| = 1, ∀n. (4.13)

To make this more general, we drop the subscripts and define

(P0”) max
v

2〈vHHH ,hH〉+ ‖vHHH‖2 (4.14)

s.t. |v| = 1, ∀n. (4.15)

Proposition 4.1. Under Assumptions 2 and 3, and by copying the structure
of H = abHdiag(c) as in (4.6) and c =

√
β1,ldiag(h2,l,k), we can formulate

the optimal solution of (P0”) as

vkl = exp(j∠diag(cH)b) exp(j∠aHh) (4.16)
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4.1. Downlink Transmission

Proof. To find the angle of a complex (Hermitian) inner product, it suffices
to find <(〈vHHH ,hH〉) =

∑M
m=1 |gm||hm| cos(∠gm −∠hm). Where <(〈·, ·〉)

denotes the real part of the inner product of two complex vectors, and
gm (hm) is the mth component of g = Hv (h). This expression achieves
its maximum value when ∠gm = ∠hm, equivalently (∠vHdiag(cH)baH =
∠hH) and ∠· for element-wise phase of the vector. Noting that when we
choose vH as in (4.16) we satisfy the relation, since we achieve ( ∠αvh =
∠h), where αv = ‖diag(cH)b‖2‖a‖2 is a scalar.

Similar argument can be done for the second term in the objective func-
tion (4.14), where max

v
‖vHHH‖2

= max
v

vHdiag(cH)baHabHdiag(c)v (4.17)

= max
v

‖a‖2vHdiag(cH)bbHl diag(c)v, (4.18)

= max
v

‖a‖2|vHdiag(cH)b|2, (4.19)

= max
vn

‖a‖2
∣∣∣∣ N∑
n=1

|vn||cn||bn| exp(j(∠v∗n + ∠c∗n + ∠bn))

∣∣∣∣2, (4.20)

= ‖a‖2(
N∑
n=1

|cn||bn|)2, (4.21)

which achieves it maximum value with optimal reflection beamforming vec-
tor given in (4.22). Note that c∗n is the complex conjugate of the complex
number cn. Moreover, bn, v∗n, and cn denote the nth elements of b, vH , and
c, respectively.

We can now write the general result in (4.16) with proper notation for
the beamforming vector of IRS l dedicated to user k, such that λl,k = 1, as

vkll = exp(j∠diag(hH2,l,k)bl) exp(j∠aHl hd,k). (4.22)

To shed some light on how to maximize a squared norm given unit-
modulus constraint, a the second term in the objective function (4.12) is
plotted in Fig. 4.2 with optimal reflection beamforming vector and (4.20) is
also plotted against −1 ≤ exp(j(∠v∗n + ∠c∗n + ∠bn)) ≤ 1 encompassing the
sum of phases of all the terms inside the squared norm. Furthermore, (4.21)
is plotted as a validation step.
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4.1. Downlink Transmission

Figure 4.2: Maximizing a squared norm with unit-modulus constraints. This
shows that the solution for reflection beamforming vector is the optimal
solution.

Once we substitute the optimized beamforming vector given in (4.22) in
(4.8) we obtain

hk(λk) = |hHd,k| · e
j∠hHd,k+ (4.23)

L∑
l=1

λl,ke
j∠hHd,kal

N∑
n=1

|h2,l,k,n||bl,n|aHl

+
L∑
l=1

(1− λl,k)vHl HH
0,l,k

where ∠ and |.| refer to element wise phase and magnitude of the vectors. An
intuitive observation to make is that this solution for vkll negates the phases
from the the cascaded IRS channel HH

0,l,k and lies in-phase with the direct

channel hHd,k which indicates that the signal coming from the direct channel
and from the cascaded IRS channels at the associated user will combine
coherently and constructively.
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4.2. Average SINR

4.2 Average SINR

The SINR γk at user k under the transmission model just described with
IRS-user association parameters is given as

γk =
pk‖hHk (λk)fk(λk)‖2∑K

t6=k,t=1 pt‖hHk (λk)ft(λt)‖2 + σ2
. (4.24)

In general, this SINR can not be perfectly computed at the user except when
perfect CSI is available at the receiver which is a moot possibility. The down-
link SINR is an important metric of performance which can be fed back to
the BS, or the BS can discover it given sufficient information of the channels,
and aids in the decision-making process for certain hyper-parameters of the
distributed IRS assisted MISO system: BS active beamforming, power con-
trol at the BS, and IRSs passive beamforming. In this work, we focus on the
latter which can split into IRSs re-configurability and IRS-user association,
and assume the previous two are given or fixed.

Since practical wireless channels are often modelled having random fad-
ing (c.f. sec. 2.2), we direct our attention to average SINR γ̄k which can be
tracked at the user and depends only on large-scale statistics of the chan-
nels. Large-scale statistics such as path loss factor and correlation matrices
change slowly as compared to the channels themselves. Therefore, the user
will not need to compute the instantaneous SINR in each coherence interval
(more on coherence interval is found in sec. 2.2) and instead use γ̄k as metric
for performance. By using γ̄k as a performance metric, the association pa-
rameters will not need to be updated on the coherence time scale but after
multiple coherence intervals depending on the varying large-scale statistics
of the channels. Each IRS will then use local CSI of the associated user to
determine its optimal configuration as in (4.22).

Next, we formulate Lemma 4.2 which conveys the expectation of a ratio
of terms defining the structure of SINR.

Lemma 4.2. The average SINR γ̄k can be approximated as

E[γk] ≈
pkE[‖hHk (λk)fk(λk)‖2]∑K

t6=k,t=1 ptE[‖hHk (λk)ft(λt)‖2] + σ2
(4.25)

Proof. For average SINR, we obtain the expectation of a ratio, where E[γk] =
E[XY ]. Now assume E[X] = µX and E[Y ] = µY , we can expand the ratio
(using the bivariate first-order Taylor series expansion) around the point
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4.2. Average SINR

Figure 4.3: Tightness of approximation for γ̄k

(µX , µY ) so that

X

Y
=
µX
µY

+
1

µY
(X − µX)− µX

µ2
Y

(Y − µY ) +R (4.26)

where R is the remainder of the the other order terms in the expansion.
Taking the first moment of this ratio provides

E
[
X

Y

]
= E

[
µX
µY

+
1

µY
(X − µX)− µX

µ2
Y

(Y − µY ) +R

]
(4.27)

≈
(i)

E
[
µX
µY

]
+ E

[
1

µY
(X − µX)

]
− E

[
µX
µ2
Y

(Y − µY )

]
(4.28)

=
(ii)

E[X]

E[Y ]
(4.29)

where the last line is a ratio of expectations, (i) follows from dropping the
lesser order terms R, and (ii) follows since the expectation of the second
and third terms is zero.

Remark 1 This approximation for E[γk] is justified as follows: since X
and Y contain quadratic forms, the variance relative to the mean of these
random variables is small [40], [41], [42]. Hence, this approximation is tight
(as also verified numerically using the same set-up in Tab. 4.1 and illustrated
in Fig. 4.3).
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4.2. Average SINR

Table 4.1: Simulation parameters.
Parameter Value

Array parameters:

BS configuration Uniform linear array
IRS configuration Uniform planar array
Antenna gain 5dBi
dBS , dIRS 0.5λ
Noise level −60dBm

Path Loss:

Model 10−C/10

dα

C (Fixed loss at d = 1m) 25dB (β1), 30dB (β2,k, βd,k)
α (Path loss exponent) 2.2 (β1), 3.67 (β2,k, βd,k)

Penetration Loss:

hd,k 20dB
h2,l,k 5dB

System Dimensions:

N 8, 16
L 8
K 4
M 16

4.2.1 Performance Under Maximum Ratio Transmission

With maximum ratio transmission (MRT) and using Assumption 2, the
digital precoder is found to be

fk(λk) =
hk(λk)√

E[‖hk(λk)‖2]
, (4.30)

Note that MRT is optimal for single-user systems (refer to sec. 2.4). Nev-
ertheless, it is shown in [43] that for large system dimensions such as when
when M becomes large MRT reaches the performance of optimal linear pre-
coding due to channel hardening and favorable propagation. Another reason
MRT is chosen as the BS precoding technique is because its simpler than
its counterparts (for example. ZF precoding). Since this work focuses on
IRSs (and not on BS beamforming techniques), we resort to MRT to find
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4.2. Average SINR

tractable expressions. Substituting the MRT precoder in (4.25) yields

γ̄k =
pk

E[‖hHk (λk)‖4]

E[‖hHk (λk)‖2]∑K
t6=k,t=1 pt

E[‖hHk (λk)ht(λt)‖2]

E[‖hHt (λt)‖2]
+ σ2

(4.31)

4.2.2 Main Results

In this section, we derive all the terms in (4.31). This would require us
to find the first and second moments of a complex Gaussian quadratic form
abbreviated as (CGQF). Furthermore, we combine these results to obtain
the average SINR expression under MRT with association parameters. We
can see that hk ∈ CM×1 ∼ CN (0,Rk) since it contains the addition of
complex Gaussian vectors. As a result, hk is a complex Gaussian vector
with zero mean and correlation matrix Rk, which will be worked out later.
Expanding the gain of the collective channel in (4.8) gives

E[‖hk(λk)‖2] = E[hHd,khd,k + 2

L∑
l=1

λl,kv
kl
H

l HH
0,l,khd,k+ (4.32)

L∑
l=1

L∑
l̄=1

λl,kλl̄,kv
kl
H

l HH
0,l,kH0,l̄,kv

kl
l̄

+
L∑
l=1

L∑
l̄=1

(1− λl,k)(1− λl̄,k)v
H

l HH
0,l,kH0,l̄,kvl̄

+ 2
L∑
l=1

(1− λl,k)v
H

l HH
0,l,khd,k + 2

L∑
l=1

L∑
l̄=1

(1− λl,k)λl̄,kv
H

l HH
0,l,kH0,l̄,kv

kl
l̄

].

Notice that some of these terms cancel due to independence between
channels h2,l,k and hd,k. Moreover, vkll is of the form given in (4.22). Now,
we shift our attention to computing this expectation which is demonstrated
in the following lemma.

Lemma 4.3. After computing the expectation, (4.32) is found to be

E[‖hk(λk)‖2] = Mβd,k +

L∑
l=1

λl,k

(√
MN

√
β1,lβ2,l,kβd,k

π

2
(4.33)

+ tr(HH
1,lH1,lΣṽ∗

l
)− β2,l,ktr(H

H
1,lH1,l)

)
+

L∑
l=1

β2,l,ktr(H
H
1,lH1,l)
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4.2. Average SINR

Note that E[‖hk(λl,k)‖2] = tr(Rk).

Proof. Details found in Appendix C.

It can be seen that average channel gain increases with respect to M . As
for L and N , it depends on the user association. For instance, if user k does
not have any IRSs associated so that λl,k = 0, ∀l, then we still gain something
from all the non-associated IRSs. Lemma 4.4 showcases a significant result
in CGQF and thus completes the analysis of the numerator for γ̄k.

Lemma 4.4. The fourth moment E{‖hk(λl,k)‖4} in the numerator of γ̄k
(4.31) is derived using a result of a CGQF’s second moment [40] as

E[‖hk(λk)‖4] = tr(R2
k) + tr(Rk)

2. (4.34)

Proof.

E[‖hk(λk)‖4] = V ar{‖hk(λk)‖2}+ (E{‖hk(λk)‖2})2 (4.35)

= V ar{‖hk(λk)‖2}+ tr(Rk)
2 (4.36)

= tr(R2
k) + tr(Rk)

2, (4.37)

where V ar{‖hk(λk)‖2} is taken from the following result of the second mo-
ment of the CGQF [44]

V ar{‖hk(λl,k)‖2} = tr(R2
k). (4.38)

One can see from Lemma 4.4 that this result relies heavily on the cor-
relation matrix Rk, as the size of Rk increases so does the channel gain.
Increasing M increases quadratically the fourth-order moment in (4.36).
However, increasing the size of Rk also affects the interference seen below.

Lemma 4.5. In the interference term
∑K

t6=k,t=1 pt
E[‖hHk (λk)ht(λt)‖2]

E[‖hHt (λt)‖2]
, the nu-

merator is found to be

E[‖hHk (λk)ht(λt)‖2] = tr(RtRk). (4.39)

Proof.

E[‖hHk (λk)ht(λt)‖2] = E[hHk (λk)ht(λt)h
H
t (λt)hk(λk)]. (4.40)
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4.2. Average SINR

Since ht(λt) and hk(λk) are independent, we can use conditional expectation
as

Ehk [hHk (λl,k)Eht [ht(λl,k)h
H
t (λl,k)|hk(λl,k)]hk(λl,k)], (4.41)

= Ehk [hHk (λl,k)Rthk(λl,k)], (4.42)

= Ehk [tr(hHk (λl,k)Rthk(λl,k))], (4.43)

= Ehk [tr(Rthk(λl,k)h
H
k (λl,k))], (4.44)

= tr(RtEhk [hk(λl,k)h
H
k (λl,k)]), (4.45)

= tr(RtRk). (4.46)

It is straightforward to note that when Rk increases in size, so does the
overall interference. Intuitively, increasing the channel gain for one user,
increases the interference sensed at another. Previously, Corollaries 4.8 and
4.9 inspected the impact of variations of the correlation matrices and the
level of diversity between correlation matrices for different users. The con-
clusion is that having diverse channels lends to a higher overall SINR, while
the presence of similar channels, or similar correlation matrices leads to a
degradation in SINR performance.

To obtain expressions in (4.46) and (4.37) we need to find the expression
for Rk which is next computed. Define the correlation matrix for hk to be

Rk =E[hd,kh
H
d,k + 2

L∑
l=1

λl,khd,kv
kl
H

l HH
0,l,k (4.47)

+
L∑
l=1

L∑
l̄=1

λl,kλl̄,kH0,l,kv
kl
l vkl

H

l̄
HH

0,l̄,k

+
L∑
l=1

L∑
l̄=1

(1− λl,k)(1− λl̄,k)H0,l,kvlv
H
l̄ HH

0,l̄,k],

where other terms are zeros as shown in Appendix C. The expression given
in the next lemma for Rk unifies the effect of the system dimensions M,N,L,
path loss factors β1,l, β2,l,k, βd,k, and association parameters λl,k on γ̄k which
depends on Rk. Sec. 4.3 optimizes the association parameters thus tuning
Rk, k = 1, . . . ,K as to maximize the minimum γ̄k.

Lemma 4.6. Using Assumption 1, the correlation matrix for the collective
channel in (4.8) is shown to be
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Rk =βd,kIM +
L∑
l=1

λl,k

(
2
√
β1,lβ2,l,kβd,k

Nπ

4
√
M

ej∠H1,lH
H
1,l (4.48)

+ H1,lΣṽ
kl
l

HH
1,l − β2,l,kH1,lH

H
1,l

)
+

L∑
l=1

β2,l,kH1,lH
H
1,l.

Proof. The proof is postponed to Appendix D.

Now, we can combine these results in the following Theorem 4.7 to find
a closed-form expression for the SINR at user k, note that this closed-form
expression manifests due to the Rayleigh fading nature of the direct and
IRS l-user k channels, and the MRT precoding used at the BS. Moreover, it
would be more accurate to call this an approximation of the average SINR
following with Lemma 4.2.

Theorem 4.7. Using the results from Lemmas 4.3, 4.4, 4.5, the ergodic
SINR under MRT with user association parameters is given as

γ̄k =

pk
tr(Rk)

(
tr(R2

k) + tr(Rk)
2
)∑K

t6=k,t=1
pt

tr(Rt)
tr(RtRk) + σ2

. (4.49)

Without loss of generality (WLOG), set pk = cktr(Rk)∀k, where ck is
a coefficient that will keep this expression from violating the average power
constraint in (2.13) to get

γ̄k =
ck(tr(R

2
k) + tr(Rk)

2)∑K
t6=k,t=1 cttr(RtRk) + σ2

. (4.50)

Corollary 4.8. When the correlation matrices of different users are orthog-
onal, i.e. RtRk = 0M . This average SINR in (4.50) is simplified to

γ̄k,Up =
ck(tr(R

2
k) + tr(Rk)

2)

σ2
(4.51)

This hardly occurs in practice but implies that the spatial correlation
matrices are vastly different between users, which also means that the num-
ber of M effective antennas for each user reduces to M/K in order to support
the induced orthogonality [30]. This special case essentially decomposes the
multi-user channel into K orthogonal single-user channels without interfer-
ence.
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Figure 4.4: Upper and lower bounds of γ̄k. The black solid line is linear in
σ2 since the upper bound sets the interference to zero which changes SINR
to signal-to-noise ratio (SNR). This figure is simulated using Tab. 4.1

Corollary 4.9. For the worst case when the correlation matrices of the
users are all identical, i.e., Rt = Rk [30], we obtain

γ̄k,Low =
1 + tr(Rk)

2/tr(R2
k)

(K − 1) + σ2/cktr(R
2
k)
. (4.52)

This is also an extreme case since it implies that the users are not suf-
ficiently physically separated. Essentially, Corollaries 4.8 and 4.9 can be
thought of as meaningful bounds for γ̄k, where we can check that γ̄k,Low ≤
γ̄sk ≤ γ̄k,Up.

Proof. To check that γ̄sk ≤ γ̄k,Up, it suffices to check that tr(RtRk) is non-
negative, one can see that the definition of tr(RtRk) in (4.42), is the expecta-
tion of a non-negative value, since hHk (λl,k)Rthk(λl,k) ≥ 0, for Rt is a covari-
ance matrix which is positive semi-definite matrix. Hence, tr(RtRk) ≥ 0.
We can also check that interference is a power term which can only be non-
negative.

As for γ̄k,Low ≤ γ̄sk, we need to make a fair comparison so we assume
that the channel gains ‖hk‖2 for all users, k = 1, . . . ,K are equal.
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Thus, it suffices to show that

K∑
t6=k,t=1

tr(RtRk) ≤ (K − 1)tr(R2
k), (4.53)

=⇒
K∑

t6=k,t=1

hHk (λk)ht(λt) ≤ (K − 1)hHk (λk)hk(λk), (4.54)

=⇒
K∑

t6=k,t=1

ĥHk (λk)ĥt(λt) ≤ (K − 1)ĥHk (λk)ĥk(λk), (4.55)

which is true, since the inner product will rely on the angle between the
channels, where ĥk and ĥt are unit vectors denoting the directions of hk and
ht, respectively.

Lastly, Fig. 4.4 illustrates the tightness of the lower bound and upper
bound as noise variance σ2 is relatively large.

In the next section, we formulate the max-min SINR problem using the
average SINR derived in here to find the optimal IRS-user association pairs.

4.3 IRS-User Association Optimization Problem

For this multi-user system, we consider max-min SINR as the metric to
improve the performance and fairness of the system. This objective for an
IRS-assisted system was previously tackled in [12]. We can formulate the
max-min average SINR problem which promotes user fairness as

(P1) max
Λ

min
k

γ̄k (4.56)

s.t. ‖λl‖1 = 1, 1 ≤ l ≤ L, (4.57)

‖λk‖1 ≤ L, 1 ≤ k ≤ K, (4.58)

λl,k ∈ {0, 1}, 1 ≤ l ≤ L, 1 ≤ k ≤ K, (4.59)

Here, Λ ∈ BK×L denotes the binary association matrix between all users and
IRSs, λl ∈ BK×1 is a column vector which one element equalling 1 and the
rest zeros, the index of 1 in the vector points to the associated user k for the
lth IRS, and λk ∈ B1×L is a row vector of associated and non-associated L
IRSs for a particular user k. Constraint (4.57) indicates that each IRS must
be assigned to only one user, where ‖x‖1 =

∑
i |xi| is the l1-norm, and xis

are elements of a vector x. On the other hand, constraint (4.58) considers
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the user’s perspective, as any user has at most L IRSs associated to it.
In addition, the binary restriction (4.59) makes this problem combinatorial
thus hard to tackle. This is classified as a non-convex mixed-integer non-
linear programming (MINLP) problem, which is NP-hard. We can find the
optimal solution for the association by exhaustive search, but the complexity
is prohibitive and in the order O(KL). In the next subsections, we define
the search space (codebook) for the exhaustive search method and define a
successive refinement algorithm.

4.3.1 Exhaustive Search

In exhaustive search, we run over every possible IRS-user association
combination taken from a specific codebook. To create the codebook C ∈
BK×L×KL

that can generate all possible KL Λ combinations, we need to
transform the problem into a simpler and already solved base conversion
problem. First, define the rules according to (P1):

1. Each IRS l is associated to a only one user k.

2. User k has at most L IRSs associated to it.

3. λl,k is a binary variable.

We assign a number N ∈ Z+, where N can take values from 1, . . . ,KL to
uniquely represent each matrix ΛN . We can then find the base K represen-
tation of N , which we store as a row vector r ∈ FK , where FK is a finite
Galois field with order K. Each element k in r, k = 1, . . . ,K denotes the
position index of 1 in λl ∈ BK×1 where the rest of its elements are all zeros,
because of (4.57). Thus, L of the λl columns are assembled as ΛN .

4.3.2 Successive Refinement Algorithm

In a bid to observe the gains of user-associations, one low-complexity
method referred to as successive refinement (SR) is used solve this optimiza-
tion problem. This method has a complexity in the order of O(L) which is
better than the well-known branch and bound algorithm for mixed integer
linear programming problems which can reach a complexity as high as that
of exhaustive search O(KL). SR algorithm matches closely to the optimal
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solution given by exhaustive search as shown next in the simulations.

Algorithm 1: Successive Refinement Algorithm to Solve (P1)

Result: Find desired IRS-user association Λ∗

Initialize Λ association matrix based on nearest rule;
Initialize v∗l using (4.22); Compute γ̄ks in (4.49) based on Λ and v∗l ;
Set the iteration number i = 1, Set state = true ;
while state is true do

k̄ = mink(γ̄k) bottleneck user;
for l = 1 : L do

if λl,k̄ = 0 then

Save previous association as j; λl,k̄ = 1, λl,j = 0;

Update all γ̄ks ;
γ̃(l) = mink(γ̄k) bottleneck user SINR;
reset λl,k̄ = 0, λl,j = 1;

end

end
Find l̄ = maxl(γ̃) best assigned IRS for bottleneck user k̄ ;
λl̄,k̄ = 1, λl̄,j = 0; i = i+ 1;

Update all γ̄ks based on current IRS-user association.;
if γ̄k̄(i) < γ̄k̄(i− 1) then

state = false;
γ̄k̄(i) = γ̄k̄(i− 1);
λl̄,k̄ = 0, λl̄,j = 1;

end

end

4.4 Simulations and Discussion

The simulation parameter values are taken from Table 4.1. The BS
is located at (0, 0)m coordinates. The IRSs are deployed in an arc with
radius 100m. The users are set at an arc with radius 85m with one user
set further away at a radius of 130m. The path loss factors are computed
at 2.5 GHz carrier frequency for the 3GPP Urban Micro (UMi) scenario
from TR36.814 (also found in Section V of [1]). The LoS channel model
was used for H1,l and the non-LOS (NLOS) channel model was used to
generate path loss factors for h2,l,k and hd,k, where d in the expression for
10−C/10

dα denotes the Euclidean distance between different links. We also
assume penetration losses given in Tab. 4.1 for the direct and IRS-user
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Figure 4.5: No Association Set-up

links due to obstacles in the environment, since the IRSs are envisioned
to be elevated the penetration loss is significantly less than that of ground
users. The distributed IRSs deployment is illustrated in Fig. 4.5 where the
users and IRSs are spread on arc as described earlier and a user (numbered
2) is deliberately positioned further away from the BS and from the IRSs.
This deployment scenario highlights the effect of IRSs in helping edge users,
as the algorithm would need to assign more IRSs to that minimum user
which is by inspection assumed to be user 2.
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Figure 4.6: Nearest Rule Association

Figure 4.7: Successive Refinement Association

In Fig. 4.6, the associations are updated based on nearest rule (NR),
where IRSs with the shortest distance to a particular user would be assigned.
4.7 shows the association resulting from the SR algorithm, which focuses on
elevating the SINR for the bottleneck user. We noticed earlier by inspection
that user 2 was the bottleneck user. Indeed, SR managed to capture that
observation and assign more IRSs to user 2. We will next see that by doing
so, the system achieved a higher overall minimum user average SINR. Plot-
ting the minimum user SINR with SINR derived in (4.49) against N in Fig.
4.8, we notice that successive refinement algorithm explained in Algorithm
1 achieves a close performance to that of exhaustive search. With exhaus-
tive search having complexity in the order of O(KL) it does not scale well
with many users in the system and many more IRSs. Hence the successive
refinement (SR) algorithm which scales linearly with L is sufficient to solve
the IRS-user association problem. Moreover, the minimum user SINR im-
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Figure 4.8: Minimum user SINR against number of elements N in each IRS
with exhaustive search, successive refinement, nearest rule, random assign-
ment, and no IRSs.

proves with increasing number of elements N but not in the order of N2.
Generally for single user systems where there is no interference, deploying
IRSs commonly achieves gains in the order N2 in the receiver’s SNR which
is a combination of a gain for the received power collected from the N IRS
elements and a beamforming gain factor N collected after passive beam-
forming [12], [5]). The reason we do not see an N2 gain is when we increase
N we not only benefit the channel gain but also heighten the interference
for the minimum user SINR.

Note that nearest rule (NR) and random assignment perform similarly,
which is attributed to the fact that they do not necessarily help the mini-
mum user. Thus, even when N increases, the performance remains nearly
constant. However, NR and random assignment do perform better than
having no IRSs in the system, as we mentioned before, non-associated IRSs
still contribute to users which is seen in Lemma 4.3 and the discussion un-
derneath it.
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Figure 4.9: Minimum user SINR against number of distributed IRSs L.
Both theoretical result in Theorem 4.7 and Monte Carlo results are plotted.
Solid lines represent N = 16, while dashed lines represent N = 8.

The Monte-Carlo simulated values averaged over 1000 channel realiza-
tions match the theoretical analysis in sec. 4.2.2 as shown in Fig. 4.9. This
validates Theorem 4.7, and proves the ergodic analysis is accurate. Since
exhaustive search does not scale well with increasing L, it was discarded
for the feasibility of this plot. However, it was already established in the
previous figure that SR performs closely to that of exhaustive search which
is optimal (also discussed in [29]). Increasing number of IRSs is beneficial,
since there are more ways to assign them to users and improve performance.
Performance can be further improved if the locations of the IRSs are care-
fully selected as to broaden coverage. However, that is not the focus of this
work.

The solid lines represent a doubled number of IRS elements than that
represented by the dashed lines and perform better for the minimum user
SINR as expected. Moreover, we see that random assignment is yet again
closely matched with NR but they both increase the minimum user SINR
although at a slower rate than SR. Deploying more and more IRSs means
even edge users are probable to have nearby IRSs assigned to them.
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Figure 4.10: Minimum user SINR for centralized and distributed IRSs de-
ployment scenarios against N. Solid lines represent L = 16, dashed lines
represent L = 8.

Fig. 4.10 depicts the marginal improvement the minimum user SINR
gains when the IRSs are distributed as opposed to having the IRSs be in
one unit or in a centralized deployment. This is because of the spatial
diversity the IRSs distributed placement offers. Centralized deployment of
IRSs compacts the L IRSs which can be effectively represented by a single
large IRS unit with NL elements. In reality, the IRSs and BS are co-located
(explained in Chapter 2 sec. 2.3) because of the LoS nature of the BS-
IRS l channel, the far-field assumption, and lack of nearby scatterers, which
lessens the degrees of freedom especially when the IRSs are deployed close
together. Having the IRSs spread out increases the degrees of freedom to at
least L which enhances the effect of the IRSs on the system.
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Figure 4.11: Distributed IRSs with L = 16 deployment scenario

Figure 4.12: Centralized IRSs with L = 16 deployment scenario

To visualize this deployment scenario for L = 16, we plot in Fig. 4.11
and Fig. 4.12 the SR optimized association for both the distributed and
centralized IRSs, respectively. One can see that the centralized IRSs are
not majorly assigned to the previously inspected minimum user which was
assumed to be 2, since there are high penetration losses between the BS and
the other users through the direct link hd,ks. Hence, the lack of nearby IRSs
is severe on the system performance, and the minimum user SINR bounces
back and forth between the users furthest from the IRSs in each iteration of
SR algorithm largely due to this deployment scenario.

Now, we turn our attention to the convergence of the SR algorithm.
Looking at Fig. 4.13, we observe how each updated iteration of the SR
algorithm matches an improvement in the minimum user SINR as expected.
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For L = 8, the convergence actually occurs at the ninth iteration. This
happens when there is no further IRS-user re-association that could improve
the system’s minimum SINR.

Figure 4.13: Minimum user SINR vs number of iterations in SR algorithm

Figure 4.14: Number of iterations needed for SR to converge vs number of
IRSs L. With impact of user location on convergence rate of SR algorithm

We next plot the effect of the user 2 location on the convergence rate of
the SR algorithm. When user 2 is at 125m radius, then some IRSs would
be already assigned due to nearest rule initialization, thus leading to less
number of iterations needed to converge. As the second user moves away,
the iterations increase as the user requires more IRSs to achieve similar per-
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formance to other users. Finally, we notice that the trend remains linear in
L, which is the motivation behind the suboptimal SR algorithm as opposed
to other existing high-complexity methods.
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Chapter 5

Conclusion

5.1 Summary

This work proposes a low-complexity CE protocol for the distributed
IRSs-assisted MISO system and derives both LS and MMSE estimates of
the BS-users direct channels and IRSs-users channels. The NMSE in all
developed estimates is analytically studied. By leveraging the LoS nature
of the BS-IRSs channel matrices, the proposed protocol achieves a better
estimation accuracy per unit training time as compared to the benchmark
protocol.

The work also contains the derivation of the average SINR under MRT
precoding with IRS-user association parameters. Under the assumption of
uncorrelated Rayleigh fading and perfect CSI, a tractable average SINR ex-
pression was derived using statistical tools. We formulate a max-min average
SINR problem to optimize the IRS-user association parameters. We solve
the max-min average SINR problem using a low-complexity algorithm called
successive refinement. Simulations results show that successive refinement
achieves similar performance as exhaustive search. Moreover, we study a
deployment scenario where the effect of increasing the number of IRSs L,
increasing the number of elements in each IRS N , the physical distribution
of the IRSs, and user location in the system is presented.

5.2 Results

The main results of this work are summarized below:

− Chapter 3 provides a novel channel estimation (CE) protocol for dis-
tributed IRSs.

− Chapter 3 provides a comparison between a benchmark CE protocol
and the proposed CE protocol for channel estimation that shows that
our proposed protocol has higher estimation accuracy per unit time
by about 1%.
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− Chapter 4 provides an average SINR expression under MRT precoding
that is validated using Monte Carlo simulations.

− Chapter 4 compares between deploying the IRSs in a centralized or
distributed manner, showing the minimum user SINR gets quadrupled
for the distributed case as opposed to centralized for N = 40.

− Chapter 4 shows a linear gain for minimum user SINR as L or N
increase.

− Chapter 4 shows that the sub-optimal successive refinement algorithm
performs closely to the optimal solution given by exhaustive search.

5.3 Limitations of the Study

− The NLoS part of the BS-IRS channel is not taken into consideration
in the CE protocol scheme.

− MRT precoding at the BS only maximizes the SNR and often used for
a single-user system, the analysis needs to consider ZF precoding at
the BS.

− Strict assumptions are made to ensure a tractable analysis of the er-
godic SINR. However, some assumptions are impractical such as un-
correlated Rayleigh fading or perfect CSI. We need to extend the sys-
tem model to a more practical implementation and bridge the gap to
industry.

5.4 Future Directions

An important future direction is to develop low-overhead CE protocols
for scenarios where the NLoS paths in BS-IRS l channels are non-negligible.
Another is to extend the theoretical work for average SINR for imperfect
CSI case and thus make the connection to the developed CE protocol. One
possible direction to take is to derive the average SINR without first impos-
ing a solution for reflect beamforming vector at each IRS, and then optimize
over both association parameters and reflect beamforming.

Another exciting direction is the study of practical implementations of
IRSs from the communication perspective, for example defining path loss
models based on physical optics theory, as well as modelling practical phase
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shifts at the IRS elements based on electromagnetic theory. Studying fre-
quency selective surfaces (FSS) would be intriguing as they may dramatically
reduce the complexity of IRS-user associations, if the IRSs can effectively
be tuned in frequency to a particular user.
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Appendix A

Proof of Theorem 3.1

Proof. Given the observed training signal, r̃tr0,k in (3.19), the direct channel’s
MMSE estimate can be found as

ĥd,k = Wr̃tr0,k, (A.1)

In which W is found to be the solution to

min
W

E[‖ĥd,k − hd,k‖2] (A.2)

⇐⇒
(Def.)

min
W

E[(ĥd,k − hd,k)(ĥd,k − hd,k)
H ])

⇐⇒
(Expand)

min
W

WE[r̃0,kr̃
H
0,k]W

H − 2E[hd,kr̃
H
0,k] + E[hd,kh

H
d,k],

after differentiating this expression and setting it equal to zero, we acquire
the solution for where W = E[hd,kr̃

trH

0,k ](E[r̃tr0,kr̃
trH

0,k ])−1. Since ntrk and hd,k
are independent Gaussian vectors we obtain

E[hd,kr̃
trH

0,k ] = E[hd,kh
H
d,k] = βd,kRBSk , (A.3)

= E

[
hd,k

(
hd,k +

1

S
(vtr1 ⊗ IM )Hntrk

)H]
,

(A.4)

and E[r̃tr0,kr̃
trH

0,k ] =

E[hd,kh
H
d,k] +

(vtr1 ⊗ IM )HE
[
ntrk ntr

H

k

]
(vtr1 ⊗ IM )

S2
(A.5)

= βd,kRBSk +
σ2

S2(PCτS)
(vtr1 ⊗ IM )HISM (vtr1 ⊗ IM ),

= βd,kRBSk +
1

S

σ2IM
PCτS

, (A.6)
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where the last two steps follow from observing that

E
[
ntrk ntr

H

k

]
= E

[
ntrs,kn

trH

s,k ⊗ IS

]
(A.7)

=
1

(PCτS)2
E
[
Ntr
s xp,kx

H
p,kN

trH

s

]
⊗ IS

=
PCτS

(PCτS)2
ISE[Ntr

s NtrH

s ]⊗ IS

=
σ2

(PCτS)
ISM ,

and (A.6) follows from vtr
H

1 vtr1 = S under the optimal DFT design for Vtr.
Therefore using (A.3) and (A.6) in (A.1) we obtain (Σ−1

0 )2)

ĥd,k = βd,kRBSk

(
βd,kRBSk +

σ2IM
SPCτS

)−1

r̃tr0,k. (A.8)

Since ĥd,k is a complex Gaussian vector, we can compute its covariance
matrix Ψd,k as follows

E[ĥd,kĥ
H
d,k] = βd,kRBSk(E[r̃tr0,kr̃

trH

0,k ])−1E[r̃tr0,kr̃
trH

0,k ]
(
E[r̃tr0,kr̃

trH

0,k ]
)−1

βd,kR
H
BSk

= β2
d,kRBSk

(
βd,kRBSk +

σ2IM
SPCτS

)−1

RH
BSk

. (A.9)

This concludes the proof.
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Proof of Theorem 3.2

Proof. In a similar fashion, the MMSE estimate for h2,l,k for the observed
training signal in (3.22) is equivalent to

ĥ2,l,k = Wr̃l,k, (B.1)

In which

W = E[h2,l,kr̃
H
l,k](E[r̃l,kr̃

H
l,k])

−1 (B.2)

Since ntrk and h2,l,k are independent and uncorrelated random Gaussian
vectors we can solve as

E[h2,l,kr̃
H
l,k] = E

[
h2,l,k

(
h2,l,k +

1

SM
Σ−1
l H̄H

1,l(V
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,
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H
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where some steps and details are redundant and glossed over in this
proof. The expression in (B.7) is exacted by the observation that VtrH

l Vtr
l =

SIM under the DFT protocol for the original undistributed matrix Vtr.
Moreover, (B.9) is a result of the known BS-IRS l channel matrix multi-
plication H̄H

1,lH̄1,l which results in MΣl. Therefore, the gathered MMSE
estimate using (B.9) and (B.3) in (B.1) for h2,l,k is realized to be

ĥ2,l,k = β2,l,kRIRSl,k

(
β2,l,kRIRSl,k +

σ2Σ−1
l

SM(PCτS)

)−1

r̃l,k, (B.10)

The covariance matrix for ĥ2,l,k follows the same steps as ĥd,k’s and can be
directly computed.
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Proof of Lemma 4.3

Given

E[‖hk(λk)‖2] = (C.1)

E[hHd,khd,k + 2

L∑
l=1

λl,kv
kl
H

l HH
0,l,khd,k, (C.2)

+
L∑
l=1

L∑
l̄=1

λl,kλl̄,kv
kl
H

l HH
0,l,kH0,l̄,kv

kl
l̄
, (C.3)

+
L∑
l=1

L∑
l̄=1

(1− λl,k)(1− λl̄,k)v
H

l HH
0,l,kH0,l̄,kvl̄, (C.4)

+ 2

L∑
l=1

(1− λl,k)v
H

l HH
0,l,khd,k, (C.5)

+ 2
L∑
l=1

L∑
l̄=1

(1− λl,k)λl̄,kv
H

l HH
0,l,kH0,l̄,kv

kl
l̄

]. (C.6)

With vkll defined in (4.22) and hk(λk) defined in (4.8). We can separate
this since expectation operation is linear, hence we obtain the sum of six
expectations terms (E1, . . . , E6) where we define

E1 = E[hHd,khd,k] = Mβd,k, (C.7)

which comes from Assumption 1 and the model for direct channel stated
in (2.4). Moreover, E2 is interpreted as the inner product of the cascaded
channel and the direct channel which we maximized through the optimized
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configuration for vkll , we can thus compute

E2 = 2

L∑
l=1

λl,kE[vkl
H

l HH
0,l,khd,k], (C.8)

= 2
√
β1,l

L∑
l=1

λl,kE
N∑
n=1

|bl(n)||h2,l,k(n)| · aHl hd,k], (C.9)

= 2
√
β1,l

L∑
l=1

λl,kE[

N∑
n=1

|h2,l,k(n)| · |aHl hd,k|], (C.10)

= 2
√
β1,l

L∑
l=1

λl,kE[

N∑
n=1

|h2,l,k(n)| · |aHl hd,k|], (C.11)

= 2
√
β1,l

L∑
l=1

λl,k

N∑
n=1

π

4

√
aHl al, (C.12)

=
√
β1,lβd,kβ2,l,k2

L∑
l=1

λl,k
π

4

√
MN, (C.13)

where H0,l,k is given as in (4.6) and h2,l,k(n) is the nth element in h2,l,k.
Given |X| ∼ Rayleigh(σ), then the mean

µX =

√
π

4
σ, (C.14)

where σ is the standard deviation. The extra-looking 1√
2

factor appears due

to the fact that the Rayleigh distributed random variable is an absolute value
of a complex normal random variable X. Note that |h2,l,k(n)| and |aHl hd,k|
are statistically independent Rayleigh distributed random variables in which

their mean values are given as
√
πβ2,l,k/2 and

√
πβdka

H
l al/2, respectively.

We can split the third expectation term as follows

E3 = E[
L∑
l=1

L∑
l̄=1

λl,kλl̄,kv
kl
H

l HH
0,l,kH0,l̄,kv

kl
l̄

], (C.15)

=

L∑
l=1

λl,kE[vkl
H

l HH
0,l,kH0,l,kv

kl
l ]+ (C.16)

L∑
l=1

L∑
l̄ 6=l

λl,kλl̄,kE[vkl
H

l HH
0,l,kH0,l̄,kv

kl
l̄

], (C.17)
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=

L∑
l=1

λl,kE[vkl
H

l HH
0,l,kH0,l,kv

kl
l ], (C.18)

=
L∑
l=1

λl,kE[ej∠hHd,kH0,l,kHH
0,l,kH0,l,ke

j∠HH
0,l,khd,k ], (C.19)

=

L∑
l=1

λl,kE[‖H0,l,kv
kl
l ‖

2]. (C.20)

The sum for l 6= l̄ cancels to zero, due to independence between the different
IRS l-user k channels. Now, we can use a result from CGQF to solve for
this as

E3 =
L∑
l=1

λl,kE[ej∠hHd,kH0,l,kHH
0,l,kH0,l,ke

j∠HH
0,l,khd,k ], (C.21)

=

L∑
l=1

λl,kE[ṽkl
H

l Aṽkll ] (C.22)

Where ṽkll = diag(|h2,l,k|)ej∠HH
1,lhd,k , and

A = HH
1,lH1,l = β1,l‖al‖2blbHl (C.23)

is a symmetric, deterministic matrix. We can now write

E3 =
L∑
l=1

λl,kE[ṽkl
H

l Aṽkll ] =
L∑
l=1

λl,k
(
tr(AΣ

ṽ
kl
l

) + µH
ṽ
kl
l

Aµ
ṽ
kl
l

)
. (C.24)

At this point, we can introduce Lemma C.1 which is relevant in untan-

gling the expectation term Σ
ṽ
kl
l

= E[ṽkll ṽkl
H

l ] in (C.24).

Lemma C.1. The expectation of a random diagonal matrix D multiplied by
a deterministic matrix A multiplied by DT is a quadratic form defined to be

E[DADT ] = E[diAi,jd
T
j ], (C.25)

Proof. We can expand E[DADT ] = E[[DADT ]i,j ] = E[diAi,jd
T
j ] and ob-

serve the following for the diagonal and off-diagonal terms of the expression
such that,

E[diAi,id
T
i ] = (Var(di) + E[di]

2)Ai,i, (C.26)
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for the diagonal entries, and for i 6= j,

E[diAi,jd
T
j ] = E{di}Ai,jE[dj ]. (C.27)

Using Lemma C.1, the covariance matrix Σ
ṽ
kl
l

is found to be

Σ
ṽ
kl
l

= E[ṽkll ṽkl
H

l ] (C.28)

= E[diag(|h2,l,k|)ej∠HH
1,lhd,kej∠hHd,kH1,ldiag(|h2,l,k|)] (C.29)

= Eh2,l,k
[diag(|h2,l,k|)Ehd,k [ej∠bla

H
l hd,kej∠hHd,kalb

H
l ]diag(|h2,l,k|)] (C.30)

= Eh2,l,k
[diag(|h2,l,k|)ej∠blej∠bHl ]diag(|h2,l,k|)], (C.31)

= Eh2,l,k
[diag(|h2,l,k|)ej∠HH

1,lH1,ldiag(|h2,l,k|)] (C.32)

= (1− π

4
+
π

4
)β2,l,ke

j∠HH
1,lH1,l � IN +

πβ2,l,k

4
ej∠HH

1,lH1,l � (1N − IN ),

(C.33)

= β2,l,kIN +
πβ2,l,k

4
ej∠HH

1,lH1,l � (1N − IN ), (C.34)

= β2,l,kIN +
πβ2,l,k

4
ej∠blb

H
l � (1N − IN ). (C.35)

In the last step, we recall the model of H1,l in (2.5), some of these steps
rely on concepts defined earlier such as the mean of a Rayleigh distribution
shown in (C.14). Moreover, the mean µ

ṽ
kl
l

in the quadratic form (C.24) is

derived as

µṽ∗
l

= E[ṽkll ] = E[diag(|h2,l,k|)ej∠HH
1,lhd,k ] (C.36)

= E[diag(|h2,l,k|)]E[ej∠HH
1,lhd,k ]] (C.37)

= 0N×1. (C.38)

This follows from the independence between the direct and IRS-user chan-
nels, and from the fact that the phase distribution of a complex normal is
uniform. Since hd,k follows a circularly symmetric Gaussian distribution,
the mean of the phase term will equal the center point, which is zero. De-
noting θ = ∠HH

1,lhd,k, we can expand the definition of the expectation to
achieve

E[ejθ] =

∫ 2π

0

ejθ

2π
dθ =

(
ej2π

j2π
− 1

j2π

)
1N×1 = 0N×1. (C.39)
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As for the fourth term, recall that vl is the non-associated lth IRS beam-
forming vector for which λl,k = 0. Where it is instead optimized for another
user t, such that one can refer to (4.22) to create for an IRS l associated
with a particular user t

vl = ej∠diag(h2,l,tbl)ej∠alhd,t) (C.40)

Using Assumption 1 and observing that the covariance matrix Σvl = IN ,
we obtain

E4 = E[
L∑
l=1

L∑
l̄=1

(1− λl,k)(1− λl̄,k)v
H

l HH
0,l,kH0,l̄,kvl̄], (C.41)

=

L∑
l=1

(1− λl,k)E[v
H

l HH
0,l,kH0,l,kvl] = β2,l,ktr(A), (C.42)

with the structure of A stated in (C.23) and similar to the process of com-
puting E3 in (C.15).

The fifth term is equal to zero due to the conditional expectation of the
direct channel hd,k for user k and independence to other channels for user
t, where t 6= k. In realizing this independence, we can write

E5 = E[2
L∑
l=1

(1− λl,k)v
H

l HH
0,l,khd,k}, (C.43)

= 2

L∑
l=1

(1− λl,k)E[v
H

l HH
0,l,kE[hd,k|hd,t,h2,l,k,h2,l,t]] = 0 (C.44)

Finally, the sixth term is also equal to zero because conditioning over the
other independent random channels yields

E6 = E[2

L∑
l=1

L∑
l̄ 6=l

(1− λl,k)λl̄,kvHl HH
0,l,kH0,l̄,kv

kl
l̄

], (C.45)

= 2

L∑
l=1

L∑
l̄ 6=l

(1− λl,k)λl̄,kE[vHl HH
0,l,kH0,l̄,kv

kl
l̄

], (C.46)

= 2

L∑
l=1

L∑
l̄ 6=l

(1− λl,k)λl̄,kE[vHl HH
0,l,kH1,l̄|diag(h2,l,k)|× (C.47)

Ehd,k [ej∠HH
1,lhd,k |hd,t,h2,l,k,h2,l,t]] = 0.
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Thus, we complete the proof and find that collecting these terms yields the
result in Lemma (4.3), stated here for completeness.

E[‖hk(λk)‖2] = Mβd,k +
L∑
l=1

λl,k

(√
MN

√
β1,lβ2,l,kβd,k

π

2
(C.48)

+ tr(HH
1,lH1,lΣṽ∗

l
)− β2,l,ktr(H

H
1,lH1,l)

)
+

L∑
l=1

β2,l,ktr(H
H
1,lH1,l).
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Proof of Lemma 4.6

In Lemma (4.6), we defined Rk as the covariance matrix of hk(λk), now
we are interested in computing the steps needed to achieve Lemma 4.6, note
that

Rk =E[hd,kh
H
d,k + 2

L∑
l=1

λl,khd,kv
kl
H

l HH
0,l,k (D.1)

+

L∑
l=1

L∑
l̄=1

λl,kλl̄,kH0,l,kv
kl
l vkl

H

l̄
HH

0,l̄,k

+
L∑
l=1

L∑
l̄=1

(1− λl,k)(1− λl̄,k)H0,l,kvlv
H
l̄ HH

0,l̄,k],

= Rk,1 + Rk,2 + Rk,3 + Rk,4 (D.2)

where other terms are zeros as shown in Appendix C. Since the expecation
is a linear operator, we find that

Rk,1 = E[hd,kh
H
d,k] = βd,kIM (D.3)

which comes from Assumption 1 and the model for hd,k defined in (2.4).
Now for Rk,2, let us use the definition of HH

0,l,k in (4.6) to write out

Rk,2 =E[2
L∑
l=1

λl,khd,kv
kl
H

l

√
β1,ldiag(hH2,l,k)bla

H
l ] (D.4)

without loss of generality, we can drop the unimportant terms and define

R̃k,2 =E[hd,kv
kl
H

l diag(hH2,l,k)bla
H
l ] (D.5)

One way to tackle such a problem is to dissect it into its element form as
follows

[R̃k,2]m,m̄ =E[hd,k(m)vkl
H

l diag(hH2,l,k)blal(m̄)∗] (D.6)
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where al(m̄)∗ is the m̄th element in aHl and hd,k(m) is the mth element in
hd,k. We can further simplify by noticing that a row vector times a diagonal
matrix times a column vector yields sum of product of their elements and
using the optimized reflection vector as in (4.22) to obtain

[R̃k,2]m,m̄ =E[hd,k(m)
N∑
n=1

ej∠hHd,kalej∠bl(n)∗h2,l,k(n) (D.7)

× h∗2,l,k(n)bl(n)al(m̄)∗].

Here, h2,l,k(n) is the nth element in h2,l,k, and bl(n) is the nth element in bl.
Thus, the phases cancel, the expectation of E[|h2,l,k(n)|] =

√
πβ2,l,k/4 since

it is the mean of a Rayleigh distribution defined in (C.14), and |bl(n)| = 1, ∀n
to yield

[R̃k,2]m,m̄ =
N∑
n=1

√
πβ2,l,k

4
al(m̄)∗E[hd,k(m)ej∠hHd,kal ]. (D.8)

Define R̄k,2 as follows to focus on the remaining expectation,

[R̄k,2]m,m̄ = E[hd,k(m)ej∠hHd,kal ], (D.9)

= E[|hd,k(m)|ej∠hd,k(m)hHd,kal ]. (D.10)

Define θhd,k = ∠hd,k(m)hHd,kal and expand

θhd,k = ∠hd,k(m)

M∑
i=1

h∗d,k(i)al(i) (D.11)

= ∠hd,k(m)h∗d,k(m)al(i) + hd,k(m)

M∑
i 6=m

h∗d,k(i)al(i) (D.12)

= ∠|hd,k(m)|2al(m)

(
1 +

∑M
i 6=m h

∗
d,k(i)al(i))

h∗d,k(m)al(m)

)
(D.13)

= ∠|hd,k(m)|2al(m)) + ∠

(
1 +

∑M
i 6=m h

∗
d,k(i)al(i))

h∗d,k(m)al(m)

)
(D.14)

= ∠al(m) + ∠

(
1 +

∑M
i 6=m h

∗
d,k(i)al(i))

h∗d,k(m)al(m)

)
(D.15)
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All these steps came from the fact that the angle of product is sum of angles.
And if we have an angle of a scalar times a complex number it is equivalent
to the angle of the complex number. Let

X =

∑M
i 6=m h

∗
d,k(i)al(i))

h∗d,k(m)al(m)
(D.16)

Y = 1 +X (D.17)

where X ∼ CN (0, M−1
|hd,k(m)|2 ) and Y ∼ CN (1, M−1

|hd,k(m)|2 ). We can update

[R̄k,2]m,m̄ = ej∠al(m)E{|hd,k(m)|ej∠Y }. (D.18)

At this point we have

[R̃k,2]m,m̄ =N

√
π

4
ej∠al(m̄)∗al(m)E[|hd,k(m)|ej∠Y ], (D.19)

=N

√
π

4
ej∠al(m̄)∗al(m)Cm. (D.20)

Computing the expectation, the diagonal entries of Rk,2 are equal to their
average values, now we use (C.12) which is equivalent to E2 = tr(Rk,2) to

deduce that Cm =

√
βd,kπ
4M and obtain

[Rk,2]m,m̄ =2
L∑
l=1

λl,k
√
β1,lβ2,l,kβd,kN

π

4
√
M
ej∠a

∗
l (m̄)al(m). (D.21)

As for Rk,3, we can check that

Rk,3 = E[

L∑
l=1

L∑
l̄=1

λl,kλl̄,kH0,l,kv
kl
l vkl

H

l̄
HH

0,l̄,k] (D.22)

=

L∑
l=1

λl,kE[H0,l,kv
kl
l vkl

H

l HH
0,l,k] (D.23)

=
L∑
l=1

λl,kβ1,lalE[bHl diag(h2,l,k)v
kl
l vkl

H

l diag(hH2,l,k)bl]a
H
l (D.24)

=

L∑
l=1

λl,kβ1,lR̃k,3 (D.25)
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The summation reduces due to independence between the different IRS-users
channels. Using vkll = exp(j∠diag(hH2,l,k)bl) exp(j∠aHl hd,k), we can find an

expression for R̃k,3 as follows

R̃k,3 = E[bHl diag(h2,l,k)v
kl
l vkl

H

l diag(hH2,l,k)bl], (D.26)

=
N∑
n=1

N∑
n̄=1

E[b∗l (n)h2,l,k(n)vkll (n)vkl
∗

l (n̄)h∗2,l,k(n̄)bl(n̄)], (D.27)

where b∗l (n), h2,l,k(n), and vkll (n) are elements in bHl ,h2,l,k, and vkll , respec-
tively. Note that we can decompose this double sum as

R̃k,3 =
N∑
n=1

E[b∗l (n)h2,l,k(n)vkll (n)vkl
∗

l (n)h∗2,l,k(n)bl(n)]+ (D.28)

N∑
n=1

N∑
n̄ 6=n

E[b∗l (n)h2,l,k(n)vkll (n)vkl
∗

l (n̄)h∗2,l,k(n̄)bl(n̄)].

The first sum yields NE[|h2,l,k(n)|2] = NV ar(|h2,l,k(n)|) + NE[|h2,l,k(n)|]2
in which the variance of a Rayleigh distributed random variable |h2,l,k(n)| is
given as V ar(|h2,l,k(n)|) = (1− π

4 )β2,l,k, the mean is given by (C.14) which
results in E[|h2,l,k(n)|]2 = π

4β2,l,k. Putting it all together, NE[|h2,l,k(n)|2] =
Nβ2,l,k.

The argument of the second sum is b∗l (n)bl(n)E[|h2,l,k(n)|]E[|h2,l,k(n̄)|] =
b∗l (n)bl(n)β2,l,k

π
4 . Following the result for Σ

ṽ
kl
l

in (C.35), and plugging

(D.28) in (D.25) yields

Rk,3 =
L∑
l=1

λl,kH1,lΣṽ
kl
l

HH
1,l (D.29)

Finally, Rk,4 is written as

Rk,4 = E[

L∑
l=1

L∑
l̄=1

(1− λl,k)(1− λl̄,k)H0,l,kvlv
H
l̄ HH

0,l̄,k] (D.30)

=

L∑
l=1

(1− λl,k)E[H0,l,kvlv
H
l HH

0,l,k] (D.31)

=

L∑
l=1

β1,l(1− λl,k)E[alb
H
l diag(h2,l,k)vlv

H
l diag(hH2,l,k)bla

H
l ] (D.32)
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=

L∑
l=1

β1,l(1− λl,k)R̃k,4 (D.33)

The summation reduces due to independence between the different IRS-
users channels. Using vl = exp(j∠diag(hH2,l,t)bl) exp(j∠aHl hd,t), for t 6= k

and defining R̃k,4 we get

R̃k,4 = E[alb
H
l diag(h2,l,k)e

j∠diag(hH2,l,t)blej∠bl
Hdiag(h2,l,t)diag(hH2,l,k)bla

H
l ]

(D.34)

= alb
H
l E[diag(h2,l,k)e

j∠diag(hH2,l,t)blej∠bl
Hdiag(h2,l,t)diag(hH2,l,k)|h2,l,t],

(D.35)

= ‖bl‖2alaHl . (D.36)

Notice that E[diag(h2,l,k)e
j∠diag(hH2,l,t)blej∠bl

Hdiag(h2,l,t)diag(hH2,l,k)|h2,l,t] can

be seen as random diagonal matrix diag(hH2,l,t) multiplied by a deterministic

matrix ej∠diag(hH2,l,t)blej∠bl
Hdiag(h2,l,t) multiplied by the same diagonal ma-

trix. Therefore, we have the right set-up to apply Lemma C.1 and get the
following: the off-diagonals are equal to zero, while the diagonal terms are
equal to β2,l,k. Thus, we achieve a scaled identity for this expectation term
and which simplifies our expression when plugging R̃k,4 for Rk,4 to find

Rk,4 =
L∑
l=1

(1− λl,k)β1,lβ2,l,k‖bl‖2alaHl (D.37)

=

L∑
l=1

(1− λl,k)β2,l,kH1,lH
H
1,l (D.38)

Thus, we have completed the proof of Lemma 4.6, and the expression
for Rk is validated.

Rk =βd,kIM +

L∑
l=1

λl,k

(
2
√
β1,lβ2,l,kβd,k

Nπ

4
√
M

ej∠H1,lH
H
1,l (D.39)

+ H1,lΣṽ
kl
l

HH
1,l − β2,l,kH1,lH

H
1,l

)
+

L∑
l=1

β2,l,kH1,lH
H
1,l.

83


	Abstract
	Lay Summary
	Preface
	Table of Contents
	List of Tables
	List of Figures
	List of Notation
	List of Abbreviations
	Acknowledgements
	Dedication
	1 Introduction
	1.1 Beyond 5G and towards 6G
	1.2 Smart Radio Environments
	1.3 What are Intelligent Reflecting Surfaces?
	1.3.1 Architecture
	1.3.2 Anomalous vs Specular Reflection

	1.4 State of the Art
	1.4.1 Relays vs. Intelligent Reflecting Surfaces
	1.4.2 Passive Beamforming
	1.4.3 Explicit Channel Estimation
	1.4.4 Distributed Intelligent Reflecting Surfaces: An Extension

	1.5 Problem Statement
	1.6 Objectives
	1.7 Contributions
	1.8 Outline

	2 System Model and Preliminaries
	2.1 Transmission Mode
	2.2 Fading Direct and IRS-User Channels
	2.2.1 Spatial Correlation
	2.2.2 Channel Estimation

	2.3 BS-IRS l Channel
	2.4 Maximum Ratio Transmission Precoding
	2.5 Downlink Transmission
	2.6 Summary

	3 Channel Estimation
	3.1 Proposed Protocol
	3.2 Noise Variance Minimization 
	3.3 Minimum Mean Squared Error Estimation
	3.4 Normalized Mean Squared Error Analysis
	3.5 Benchmark protocol
	3.6 Simulations and Discussion

	4 Average SINR and IRS-User Association
	4.1 Downlink Transmission
	4.2 Average SINR
	4.2.1 Performance Under Maximum Ratio Transmission
	4.2.2 Main Results

	4.3 IRS-User Association Optimization Problem 
	4.3.1 Exhaustive Search
	4.3.2 Successive Refinement Algorithm

	4.4 Simulations and Discussion

	5 Conclusion
	5.1 Summary
	5.2 Results
	5.3 Limitations of the Study
	5.4 Future Directions

	Bibliography
	Appendix
	A Proof of Theorem 3.1
	B Proof of Theorem 3.2
	C Proof of Lemma 4.3
	D Proof of Lemma 4.6

