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Abstract

Defocused Speckle Imaging (DSI) is an optical method where a laser source illuminates a rough
object surface, and a defocused camera records the scattered interference speckle pattern that
characterizes the surface. The speckle pattern appears to move if the object displaces or rotates.
Speckle motion tracking thus enables non-contact surface motion measurements. The observed
speckle motion magnitude increases with distance, which makes DSI particularly attractive for
remote measurements. As the camera focal plane position controls the effective sampling distance,
measurement sensitivity can be tuned by simple camera defocus adjustment. However, despite its
great potential, DSI has not been previously utilized for measurements at large distances. This is
because the observed speckle motions are influenced by both surface displacements and rotations,
and because the measurement sensitivity depends on geometric parameters that are challenging to

extract in field conditions.

This thesis first presents a geometric Speckle Hemisphere Model to allow easy visualization of the
speckle phenomenon. The thesis next proposes an optimum approach to separate linear and
rotational speckle motion components using a simple combination of two cameras focused at
different distances. Finally, the thesis presents a measurement self-calibration principle by
combining multi-wavelength laser illumination with speckle pattern diffraction analysis to

determine geometric distance and angle parameters directly from the captured speckle patterns.

A set of experimental measurements validates the Speckle Hemisphere Model and illustrates the
general sensitivity characteristics of DSI; at low sampling distances, measurement is mostly

sensitive to in-plane displacements, whereas large sampling distances have much higher relative
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tilt sensitivity. Multiaxial motion experiments performed at 4—16 meters demonstrate the method’s
suitability for large distances. The self-calibration principle validation shows capability to
determine sampling distances and oblique surface angles up to 45° at high accuracy (1.7% and
0.7°). The final study presents self-calibrated surface motion measurements performed at a 30.7-
meter distance, with surface angles of 2.5—7.4°. The dual-camera configuration can effectively
determine the sampling distances (6.4%) and the surface angles (0.2%). The speckle motions
resulting from microscopic in-plane displacements (400pm) and very fine tilt motions (0.003°) are

tracked robustly at high accuracy (6.0%).
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Lay Summary

Defocused Speckle Imaging (DSI) is an optical method where a laser source illuminates a rough
object surface, and a defocused camera records the scattered light. The resulting image contains a
speckle pattern that appears to move if the object displaces or rotates. Surface motion can thus be
determined by tracking speckle movements. DSI is attractive for remote measurements because its
sensitivity increases with measurement distance. The effective recording distance can be changed

by simply defocusing the camera on purpose.

This thesis presents a simple geometric model to describe DSI characteristics and proposes an
arrangement that uses a combination of two cameras focused at different distances. This setup can
measure surface displacements and rotations simultaneously, and also extract important calibration
parameters without additional sensors. The experimental demonstration shows that the method can
measure microscopic surface movements, object distances and surface angles from tens of meters

away at high accuracy and repeatability.



Preface

The research presented in this PhD thesis is original work carried out by the author, Juuso
Heikkinen, under the supervision of Professor Gary Schajer. The author was responsible for major
areas of concept formation, conducted all experiments and drafted all manuscripts and
presentations. Professor Schajer supervised the research and provided comprehensive feedback on
the manuscripts and presentations. All research was conducted in Renewable Resources

Laboratory at The University of British Columbia, Vancouver, Canada.

This project began by an accidental discovery in the laboratory. When a laser-illuminated surface
was imaged by a camera that happened to be defocused, the resulting image was not blurred but
instead had a strong intensity pattern with distinctive speckles of various brightness. Furthermore,
when the illuminated object was displaced or rotated, the speckles appeared to move in the
acquired images much faster than the physical object itself. Such puzzling behavior motivated the

author to investigate the phenomenon in more detail.

The research has resulted in the following publications:
¢ The theory in Chapter 2, Section 2.3, along with the experiments of Chapter 5 have been
published in Optics and Lasers in Engineering as: Heikkinen J, Schajer G. A Geometric
Model of Surface Motion Measurement by Objective Speckle Imaging. Optics and Lasers
in Engineering 2020;124:105850.

% The theory in Chapter 3, Sections 3.4-3.6, along with the experiments of Chapter 6 have

been published in Optics and Lasers in Engineering as: Heikkinen J, Schajer G. Remote
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Surface Motion Measurements Using Defocused Speckle Imaging. Optics and Lasers in

Engineering 2020;130:106091.
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The theory in Chapter 4, Section 4.3, along with the experiments of Chapter 7 were presented
by the author at Society for Experimental Mechanics 2020 Annual Conference and
Exposition on Experimental and Applied Mechanics under title: “Remote Surface Motion
Measurements using Multi-Wavelength Defocused Speckle Imaging.” The presentation was
awarded the 1st place in 30" annual Michael Sutton International Student Paper Competition.

% The contents of Chapter 8 are in preparation to be submitted for a publication.
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Chapter 1: Introduction

1.1 Importance of Motion Measurements

Motion is ubiquitous. People move to travel, to interact with one another, use motion to convey
information and to study the surrounding world. Motion measurements have endless applications,
ranging from vehicle velocimeter and hand gesture studies to computer mouse and machine
vibration analysis. In experimental mechanics, a common goal for motion measurements is to
ensure safe and optimal performance of products and machines, either by monitoring their motion

directly, or by characterizing the mechanical properties of their components.

1.2 Need for Remote Measurements

A common way to measure motion is to attach a measurement sensor like accelerometer onto the
object surface. However, contact measurements may sometimes be impractical with large objects,
e.g., a bridge, or if the object is readily moving, e.g., part of factory machinery. If the measurement
application involves repeating the same procedure on many specimens or on many separate
locations on the same specimen, as in production quality control, installation of contact sensors
like strain gages may be too time consuming. In the case of delicate objects, a contact sensor may
also change object’s response and thus distort the measurement, for example by changing the

thermal mass of a thin plate or the mechanical response of a lightweight audio speaker drum.

Human access to the measurement specimen may be limited due to several reasons. Environmental
hazards like radiation or high magnetic fields may occur, for example, in nuclear research, power

plants or in the vicinity of medical instrumentation. Other adverse conditions like extreme



temperatures and pressures are present e.g., in space and deep-sea explorations but may also occur
in ordinary factory process environments. In addition, factories often have fast moving objects and
heavy machinery, which gives an extra incentive to limit human access to reduce risks wherever
possible. Measurement instrumentation can also be affected by the environment — electromagnetic
interference may cause noise in electronic sensors, and pressure or temperature variations may

affect the sensor calibration, like thermal drifts in strain gages.

The presence of the above challenges calls for remote, non-contact measurement techniques.
Remote measurements ensure that both the measurement technicians and the instrumentation can
remain at a safe distance from the potential hazards and error sources. Non-contact techniques can
also be easily scaled for various sized objects and have better capability to measure moving objects
with no prior access to them. Furthermore, no time-consuming installation of contact sensors is

needed, nor is there risk of the instrumentation interfering with the object.

1.3 Basics of Optical Methods

Optical methods are attractive for remote measurements because of their non-contact character.
Data capture is quick and simple, typically by taking a digital image or a set of images of the object
of interest and analyzing the images to extract object surface motion. Image-based methods are
ideal for full-field measurements because they record two-dimensional data with up to millions of
individual measurement pixels. Modern camera sensors, image processing algorithms and
computational resources are very powerful and relatively low-cost, enabling real-time
computations at high accuracy even for consumer applications. Optical motion measurements can

be divided into two main types: feature tracking methods, and interferometric methods.



1.3.1 Feature Tracking Methods

In feature tracking methods, the captured image frames are analyzed to identify and locate
characteristic object surface features or attached optical markers and track how their locations
change from frame to frame within the camera view or relative to one another. Optical markers
have easily detectable patterns, like corners, and are used in various applications ranging from
biomechanical human motion analysis to motion capture for animations and video games, as well

as car crash test studies, as illustrated in Figure 1.1.

Figure 1.1 Motion analysis examples based on attached optical markers. (Left) Biomechanical motion analysis,

(Right) car crash test study. The cross-markers are easy to identify and track by computer algorithms.

Digital Image Correlation (DIC) [1] is a feature tracking method where object surface motions are
measured by following the movements of surface texture. The tracked features can be natural
texture like wood or ground metal, or applied patterns like spray-painted random dot speckles
(Figure 1.2). Figure 1.3 shows the DIC tracking principle. A portion, subset, of the first image is
selected, and the location of the same subset is determined in the subsequent image captured after
surface movement. The relative change in subset location indicates the shift within the camera

view, which can be related to corresponding surface motion. If the same procedure is repeated for
3



different areas in the image, it is possible to determine surface displacement field. DIC is widely

used for surface motion and deformation analysis in experimental mechanics [2].

o .?Tt.. o "% 0 g

Figure 1.3 Digital Image Correlation (DIC) tracking principle. The recorded image is divided into subsets, and

the apparent motion of each subset is determined by tracking how their locations change.



Feature tracking can be performed with very simple instrumentation, and the technique is very
robust against environmental disturbances. However, as a photographic method it is prone to and
limited by perspective effects. Camera magnification and sensitivity, i.e., the motion observed in
the image per the actual applied motion on the object, are inversely proportional to object distance.
Therefore, if the studied object is far away, it appears to move by a smaller extent than if the same
motion was observed for a more nearby object. Correspondingly, measurement resolution is
inversely proportional to distance, which limits maximum measurement range. Furthermore, if the
object moves towards or away from the camera, the effective magnification changes, causing
perspective distortions that make the object appear to enlarge or shrink. Since a single camera
cannot distinguish between actual surface deformation and scale change, such measurements are
typically limited to cases where the object moves in the in-plane direction. In addition, camera-
based methods have very low sensitivities for object out-of-plane rotations, i.e., surface tilts. Even
if tilts are sufficiently large to be tracked, they must be extracted from apparent image strains,

involving noise-sensitive numerical differentiation of the measured displacement data.

A successful measurement requires strong, trackable surface texture. If the object does not
naturally have the necessary surface texture, it must be painted or equipped with trackers, greatly
increasing measurement preparation time. If the applied texture is not firmly attached, it may peel
off or move during the measurement, leading to errors. The apparent contrast of the texture also
depends on camera focus. If the object surface is not normal to the camera, has curved shape or
moves in the out-of-plane direction, part of it may become blurred, washing out the texture and
making the analysis more challenging. For example, the right edge of the surface shown in Figure

1.2 is clearly blurred, making the smallest dots difficult to distinguish.



1.3.2 Interferometric Motion Measurements

In interferometric motion measurements, the object surface is illuminated using a coherent laser
beam. Light reflected from the surface is combined with a reference beam from the same laser
source, generating an interference pattern that is captured by a camera. As an example, Figure 1.4
shows the concept of Electronic Speckle Pattern Interferometry (ESPI) setup designed to measure
surface in-plane deformations [3]. The intensity of the interfered light depends on the optical path
length difference between the measurement beam and the reference beam. Therefore, object
surface motions can be analyzed by monitoring intensity changes in the recorded interference
patterns [4,5]. Interferometry utilizes the light wavelength as an extremely accurate ruler and can
thus reach very high sensitivity in the nanometer range. The instrumentation can be configured to
measure in-plane or out-of-plane displacements, or surface tilts [3,4]. However, measurement is
sensitive on only one motion component at a time, and the high sensitivity limits maximum

measurable motion range.

Figure 1.4 Interferometric motion measurement principle. The displayed example is an Electronic Speckle

Pattern Interferometry setup configured to measure surface in-plane deformations.



Interferometric measurements require rather complex instrumentation, typically with a mechanical
actuator and a costly high-quality single-wavelength laser source. Monochromatic light is needed
to obtain high-contrast interference patterns, and mechanical actuator is used to modulate the
relative path length difference between the two beams (Figure 1.4) in order to quantify light phase
changes that carry information about the surface motions and deformations [4]. Moreover, because
any change in the relative path lengths between the two beams alters the measured intensity signal,
interferometric methods are generally very prone to noise from the environment. The effective
path length can change due to vibrations and is also affected by convective air currents and changes
in moisture that change the refractive index of air [4]. Therefore, interferometric measurements

are not generally well suited for field measurements outside of well-controlled laboratory space.

1.4 Basics of Speckle Imaging

Feature tracking and interferometric methods have complementary characteristics. While both
have useful attributes, neither are ideal for remote measurements on their own. However, there
exists a variant measurement method, Speckle Imaging, that combines useful characteristics from
both feature tracking and interferometry [6-9]. In Speckle Imaging, an object with a rough surface
is illuminated by a laser beam. Laser light is scattered to all directions from the surface, and
individual light rays interfere with one another, creating a speckle pattern of bright and dark dots,
corresponding to various levels of constructive and destructive interference, respectively. Figure
1.5 illustrates the speckle pattern formation on a nearby sensor surface; every point on the sensor
receives light from across the entire illuminated object. At some points on the sensor, the phases
of the interfering light rays align, leading to high observed brightness. Conversely, some other

points appear darker due to destructive interference. Figure 1.6 shows an example of an
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experimental speckle pattern captured by a digital camera sensor. The light intensity appears to
vary completely randomly across the speckle pattern. While the speckles look random, they depend
directly on the local surface roughness within the illuminated spot. Therefore, speckle pattern acts
as a virtual fingerprint of the surface; if the surface displaces or rotates, the speckle pattern
correspondingly changes. This enables remote surface motion measurements by following the
movements of the recorded speckle patterns just like physical surface features are tracked in DIC
[6]. Furthermore, in contrast to perspective camera effects, speckle motion sensitivity increases

with distance, making it particularly attractive for remote measurements at large distances.

Object Serl sor
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Figure 1.5 Speckle formation principle. A laser source illuminates a portion of a rough object surface, and a
digital sensor records a portion of the scattered light. At some points on the sensor the overlapping light rays

interfere constructively (bright spot), and at some points destructively (dark spot).



Figure 1.6 Laser speckle pattern captured by a digital camera sensor. The resulting image contains a random

arrangement of dots with varying brightness.

Speckle Imaging requires no surface preparation, provided that the object surface is rough, like
paper, wood, or ground metal. Surface is sufficiently rough if it has height variations exceeding
the wavelength of light, i.e., ~0.5um or more. Even smooth surfaces can be measured by coating
them with a thin layer of matte paint. Speckles can also be formed by scattering from biological
tissues like blood vessels through skin [10,11], or from certain retro-reflective surfaces [12] used
in high-visibility clothing and roadside markers. Speckle patterns can be recorded using a bare,
lensless camera sensor placed anywhere adjacent to the illuminated object. It is important to note
that speckles fill the entire space adjacent to the illuminated object. The sensor will thus record a
speckle pattern independent of where it is placed, but sensor location defines the measurement
distance. The resulting interference speckle pattern has dense, high contrast texture that can be
tracked with superior accuracy using the same algorithms that are used for DIC analysis. Speckle

Imaging is sensitive to linear displacements, rotations and even to surface strains [6,7]. The



different motion components couple together, so that the total observed speckle motion is the sum
of the elementary motions. Therefore, the individual contributions must be extracted from the
recorded speckle motion in the case of multiaxial object motion. While this is a challenge on one
hand, the capability to measure rotations and strains directly from the measured displacement data
is also an advantage, since there is no need for a noise-sensitive numerical differentiation step as

with feature tracking methods.

1.5 Geometric Aspects of Speckle Imaging

Many characteristics of Speckle Imaging are similar to light behavior at a macroscopic scale. To
illustrate this, it is useful to consider the light reflections from a disco ball. A disco ball is a sphere
with small mirror pieces arranged on the surface in a mosaic pattern (Figure 1.7, left). When a
point source like the sun or a spotlight illuminates the disco ball surface, light rays are reflected
from the individual mirrors according to law of reflection, i.e., the angle of reflection equals the
angle of incidence. Because of the spherical surface, each mirror normal points at a slightly
different direction, so light is correspondingly reflected into various directions. When the disco
ball rotates, all the mirrors rotate with it. This changes light incidence angles, which
correspondingly causes all the reflected rays to also shift by same proportion. As a consequence,
the light pattern reflected onto the nearby walls rotates as a rigid body. Furthermore, given the
fixed angular velocity, the tangential motion of the pattern scales with distance (Figure 1.7, right).

Therefore, the pattern moves very rapidly on remote walls, while motion is slower on nearby walls.

10



Figure 1.7 (Left) Sunlight reflected from disco ball surface mirrors. (Right) Illustration of disco ball reflection

pattern movements in response to surface rotation. The observed motion magnitude scales proportional to the

distance from the disco ball.

In the case of Speckle Imaging, the spotlight is replaced by a coherent laser source, and the rough
object surface is like a highly irregular disco ball in miniature scale consisting of numerous
randomly placed microscopic surface mirrors. The similarity with the disco ball gives motivation
to model interference speckle field as a 3D object that moves as a rigid body. With this view, the
recorded speckle pattern is a two-dimensional cross-section of the 3D speckle field at the sensor
location. Some differences arise from the use of coherent light and microscopic scatterers, as
coherent light is subject to interference, and coherent light incident on microscopic features leads
to diffraction effects. However, the main aspects are very similar to those typical of the disco ball.
Most importantly, the motion of the speckle pattern also increases linearly with distance in
response to object rotations. This is very crucial feature for remote measurements and means that

the measurement sensitivity increases with distance from the object, contrary to perspective
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limitations in image-based feature-tracking methods. Furthermore, because speckle patterns are
formed by self-interfering light, Speckle Imaging has characteristics similar to a common-path
interferometer, making it much more robust against noise than many interferometric methods used

for motion measurements.

1.6 Defocused Speckle Imaging

A camera (sensor + lens) measures an image of the object by transforming the light rays incident
on the camera focal plane onto the sensor plane. If the focal plane does not coincide with the object,
i.e., the camera is defocused, the resulting image appears blurred. This happens because each pixel
on the sensor of a defocused camera receives light from an extended area on the object, as indicated
by the shaded green area in Figure 1.8. A camera is actually always accurately focused at some
plane in space; in the "defocused" case it happens that the focal plane is away from the object
surface. In Figure 1.8, the length of the dashed blue arrow indicates the defocus distance between
the surface and the focal plane. Small amount of defocus reduces image sharpness, but some
surface details can still be detected in the resulting image. However, if the object is placed
sufficiently far away from the focal plane, the surface details become completely diffused, as every
point on the sensor receives light from across the entire object. This description of diffused imaging
resembles the principle of speckle formation. In fact, if a laser illuminated object is imaged using
a highly defocused camera, the resulting speckle pattern corresponds to the interference pattern
that would be recorded by a lensless sensor placed at the camera focal plane [13]. Therefore,
adjusting camera (de-)focus distance is a practical way to control the speckle pattern sampling
location. Furthermore, camera in-focus magnification ratio determines the recording scale, which

offers an extra level of sensitivity control. Moreover, since speckle pattern is formed by interfering

12



light rays, it retains sharp texture independent of camera defocus, opposite to physical surface

features that fade away due to blur.
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Figure 1.8 Image formation in a defocused camera. When a physical object is shifted away from the camera
focal plane, the resulting defocused image is blurred, and fine surface details cannot be resolved. If the object

is moved far from focus, the resulting image becomes completely diffused, with no detectable surface texture.

At large sampling distances, Defocused Speckle Imaging has the characteristics of pointwise
measurements since an increase in defocus reduces spatial resolution. While speckle motion
sensitivity on surface tilts scales linearly with sampling distance, the sensitivity on linear
displacements varies less. Therefore, if the sampling plane is close to the surface, the observed
motions are mostly due to linear displacements, while a highly defocused camera is mostly

sensitive to rotations. Such sensitivity variation makes camera focus adjustment a practical tool
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for tuning the measurement content and extracting the desired motion component. More
specifically, if the same object motion is simultaneously analyzed by two cameras focused at

different distances, it is possible to extract the linear and rotational motion components.

1.7 Internal Properties of Speckle Patterns

Since speckles are formed by complex interference of many light rays propagating into different
directions, the measurement geometry defines the speckle pattern appearance. The average speckle
size is inversely proportional to the maximum angle between the scattered light rays that reach the
sensor [8,9,14]. Consequently, the average speckle size scales linearly with the sampling distance
when measured sufficiently far away from the illuminated surface. Therefore, the sampling
distance could potentially be determined directly from the captured speckle pattern, provided that

the speckle size can be accurately determined.

In a diffraction grating, the direction of the diffracted beam depends on light incidence angle and
wavelength. Because speckle pattern is also a diffraction pattern, speckle locations are thus
sensitive to laser spectrum. The output of an ordinary laser diode is not strictly monochromatic but
has several wavelengths, longitudinal modes. Each mode creates a diffraction speckle pattern at a
slightly different angle. Consequently, the observed speckle pattern contains multiple spatially
shifted copies of the same speckles, as shown in Figure 1.9. The angular spacing between the
speckles depends on the relative surface angle, while the absolute spacing scales linearly with the
sampling distance [15]. Therefore, additional information could be coded into the speckle pattern
by controlling the laser spectrum, and this information could be read out by measuring the shifts

between the superimposed speckle patterns. Speckle pattern diffraction analysis could thus provide
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the important range and angle information needed for calibrating the Speckle Imaging
measurement. Interestingly, a low-coherence “bad-quality” laser can thus be beneficial for Speckle
Imaging, whereas such laser would pose severe limitations in traditional interferometric

measurements.

Figure 1.9 Defocused speckle pattern with duplicated speckles generated under multi-mode laser illumination.

1.8 Speckle Imaging Applications

Speckle Imaging is already used commercially for contact measurements in laser optical computer
mouse [16]. Laser speckle tracking works better on shiny, low-feature surfaces than traditional led
mouse that tracks physical surface texture; even a smooth glass table contains impurities that
scatter light sufficiently for Speckle Imaging analysis. Speckle patterns have also been used for
contrast imaging to visualize blood flow [10] and to measure heart rate [11]. Some examples of
non-contact applications include two-dimensional object speed and position tracking [17,18],

surface rotation and angular velocity measurements [19,20] and surface roughness estimation [21].
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Speckle Imaging has also been demonstrated for gesture controlled human-computer interface
[22], as well as a 6 Degree-of-Freedom (DOF) motion sensor [23] and angular orientation sensor

for robotic applications [15].

The existing well-established applications are either for contact measurements or for very short
range, while the proposed applications are non-contact but only for relatively short range. Since
Speckle Imaging has attractive characteristics for remote measurements at large distances, this

raises a question about why the method is not utilized better.

1.9 Limitations of Speckle Imaging

Because Speckle Imaging is sensitive to various motion types, the desired components must be
carefully extracted. Moreover, since instrumentation geometry affects sensitivity, the illumination
and sampling distances and angles must be known so that the observed speckle motions can be
scaled appropriately. In field measurements the test conditions are not well defined, so these

parameters must be separately measured, which may not be straightforward.

Historically, speckle formation has been considered an unwanted effect. For example, the first
lasers were anticipated to provide the purest monochromatic light possible, but laser-illuminated
objects were surprisingly covered by strong granular speckle patterns. Speckles are not limited to
visible light; they are formed when radiation from any coherent source is randomly scattered from
a rough surface. Apart from visual aspects, speckles are still a problematic source of noise in some
applications, including ultrasound, Synthetic-Aperture Radar (SAR) imaging, and projection

display technologies [9].
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Since many people are familiar with photographic framework and use that as a point of
comparison, certain aspects of Speckle Imaging can seem very confusing. For example, defocus
in photography leads to blur, washing out texture and reducing contrast. However, laser speckle
patterns captured by a defocused camera maintain sharp contrast independent of defocus.
Similarly, perspective limits the magnification and sensitivity in photographic motion

measurements, while same cameras can capture speckle motions at high sensitivity.

Perhaps the biggest reason for the limited utilization of Speckle Imaging is that the relevant
literature is very scattered. Most information on Speckle Imaging applications is contained in the
form of scientific articles, each with narrow focus and specific target audience. Apart from the
books by Goodman [9] and Dainty [24], not many textbooks are available, especially such that
would be tailored for newcomers or general engineering audience. Moreover, the existing
theoretical models are very complex and mathematically heavy. This makes it very challenging
for people outside of science backgrounds to grasp and visualize the speckle phenomenon and its

subtleties.

1.10 Thesis Motivation and Objectives

The main goal of this research is to develop a non-contact inspection tool that can remotely
measure object distance, relative surface angles and microscopic surface motions from tens of
meters away. The first objective is to form a strategy for making remote surface motion
measurements using Defocused Speckle Imaging. The key feature is to realize that camera focus

plane controls the location where the speckle field is sampled. Because rotation and displacement
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sensitivities vary in a different way with sampling distance, the different motion components can

be extracted by recording the speckle patterns by a pair of cameras focused at different distances.

To realize the potential of Speckle Imaging optimally, its operating principles must be well
understood. Therefore, the second objective is to construct a simple geometric model of Speckle
Imaging that explains speckle formation and measurement sensitivity. The model is named
Speckle Hemisphere Model (SHM), and it aims to explain the speckle phenomenon without the
need for complex mathematical analysis or multivariable calculus, but nevertheless be equally
accurate with the existing theoretical models. This will provide an alternative source of
information for users who are new to the world of Speckle Imaging. The key insight is to model
the interference speckle field as a 3D object that moves as a rigid body in response to surface
movements. The geometric representation is straightforward to visualize and complements the

existing mathematical formulations.

Since Speckle Imaging sensitivity depends on the illumination and sampling distances and angles,
these parameters must be accurately known in order to scale the recorded speckle motions
appropriately. Because the speckle pattern appearance is affected by the same parameters, the third
objective is to develop a method to extract the scaling parameters directly from speckle pattern

internal structure through statistical analysis without the need for separate measurements.

The final fourth objective is to demonstrate remote self-calibrated surface motion measurements

to show the method’s capability for diverse practical applications.
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1.11 Summary

In summary, the thesis objectives are:

(1) Develop a practical method for making remote surface motion measurements using Defocused
Speckle Imaging

(2) Construct a simple geometric model of Speckle Imaging

(3) Develop a practical method to extract scaling parameters by statistical speckle pattern analysis

(4) Demonstrate remote self-calibrated surface motion measurements

The key aspects of Speckle Imaging studied in this thesis are:

% Coherent laser light scattered from a diffuse surface creates a 3D speckle field that moves
as a rigid body in response to surface motion
o This is the basis of the Speckle Hemisphere Model
o To the first approximation, surface modeled as a collection of randomly oriented
mirrors

o Remote motion measurements possible by tracking speckle movements

% The speckle field consists of long needle-shaped speckles that radiate outwards from the
illuminated area
o Speckle Imaging motion sensitivity increases with measurement distance
o Remote measurements at large distance feasible

o Possible to overcome perspective limitations

% Speckle pattern is a diffraction pattern

o Speckle Imaging illumination and observation angles subject to laws of diffraction
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Speckle motions not exactly same as reflections from moving macroscopic objects
Speckle Hemisphere not strictly a rigid-body, although the deviation often small
Diffraction nature makes speckles wavelength dependent, so a multi-mode laser source

creates many spatially shifted copies of the same speckle pattern

% Defocused camera records a 2D cross-section of the 3D speckle field

O

2D speckle pattern cross-section is always “in focus”

Lens focal plane defines the sampling location

Sampling location can be changed simply by adjusting the lens focal plane
Lens in-focus magnification sets the sampling scale

A bare sensor at the sampling location would measure the same speckle pattern

% Object rigid-body rotation produces speckle displacements that are directly proportional

to distance from the illuminated surface. Speckle motions produced by object

displacements also depend on measurement distance, but to a much lesser extent

O

O

Sampling plane choice by focus adjustment is a practical way to control sensitivity
It is possible to separate rotational and displacement components by using a pair of

cameras focused at different distances

% Statistical speckle pattern analysis reveals important calibration parameters

O

Object distance indicated by average speckle size (linear relationship)
Surface orientation relative to instrumentation indicated by speckle shape
These parameters are also indicated by the shift between the superimposed speckle

diffraction patterns created by multi-mode laser illumination
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1.12 Thesis Outline
The chapter contents are introduced below. Chapters 2-4 present the theory, and Chapters 5-8

report the related experimental work.

Chapter 1 — Introduction

Chapter 2 — Geometric Representation of Speckle Imaging — Speckle Hemisphere Model
e Provides the geometric representation of Speckle Imaging, explains the sensitivity
characteristics of different motion types, and considers interferometric and diffraction

aspects.

Chapter 3 — Remote Surface Motion Measurements Based on Defocused Speckle Imaging
e Studies the characteristics of Defocused Speckle Imaging and proposes the optimal

arrangement for remote measurements under multiaxial object motion.

Chapter 4 — Statistical Speckle Pattern Analysis
e Investigates how the crucial geometric calibration parameters can be extracted by
analyzing the speckle patterns using statistical methods, introduces a diffraction-based
view of speckle formation, and proposes measurement self-calibration principle based on

a combination of multi-mode laser illumination and speckle pattern diffraction analysis.

Chapter 5 — Sensitivity Characteristics of Objective Speckle Imaging
e Presents a series of experiments to validate the Speckle Hemisphere Concept and explores
the sensitivity characteristics of Objective Speckle Imaging for various motion types; in-

plane displacements, out-of-plane rotations, as well as in-plane rotations.
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Chapter 6 — Sensitivity Characteristics of Defocused Speckle Imaging
e Experimentally reveals the connection between Defocused and Objective Speckle Imaging,
investigates Defocused Speckle Imaging sensitivity characteristics, and demonstrates the
method’s potential to measure multiaxial motions of a remote object at high accuracy and

sensitivity.

Chapter 7 — Geometric Calibration Principle Based on Speckle Pattern Diffraction Analysis
e Demonstrates the speckle pattern appearance dependence on laser source spectrum and the
diffraction-based calibration principle where range and orientation information are

extracted from the acquired speckle patterns.

Chapter 8 — Self-calibrated Remote Surface Motion Measurements
e Demonstrates the method’s performance in a practical measurement situation. The chapter
presents a set of uniaxial and multiaxial surface displacement and tilt measurements
recorded more than 30 meters away, performed on an object coated by a retroreflective
tape. The resulting speckle motions are scaled using the proposed diffraction-based

calibration principle.

Chapter 9 — Conclusion
e Summarizes the thesis findings and discusses their overall impact, considers limitations,

and outlines ideas for future work.
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Chapter 2: Geometric Representation of Speckle Imaging - Speckle

Hemisphere Model

The chapter reviews some key historical findings about the speckle phenomenon, development of
quantitative speckle motion measurement methods and various existing Speckle Imaging models.
It continues by identifying gaps in the existing models and recognizing desired characteristics of
an ideal model. Finally, it presents the concept of the proposed Speckle Hemisphere Model and

gives a derivation of the theoretical sensitivity equations.

Section 2.3 has been published in Optics and Lasers in Engineering under title “A Geometric

Model of Surface Motion Measurement by Objective Speckle Imaging” [25].

2.1 Overview of Key Literature

2.1.1 First Observations on Speckle Phenomenon

The first publications on speckle phenomenon followed soon after lasers became commercially
available in the early 1960s. Langmuir [26] and Oliver [27] were among the first to report the
curious sparkles that resulted when laser light was scattered from a diffuse surface. Langmuir
observed how the generated spots moved in response to object motion. He also discovered that
speckles retained sharp contrast even if eyes were not focused at the illuminated object, and how
the number of speckles reduced if the pattern was viewed through a pinhole. Langmuir suspected
that such behavior had to be related with the coherence and monochromaticity of the laser light,
and even suggested that the minimum speckle size is likely related to the finite resolving power of
the eye [26].
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Concurrently with Langmuir, Oliver reported how the apparent speckle motion varied with
distance from the object, and how the perceived motion varied among the observers. To explain
the findings, he hypothesized that a diffuse reflection of coherent light produces a complex and
random diffraction pattern. Using the diffraction view, Oliver explained that the appearance of the
speckle pattern must be affected by the focusing of the eyes. He also noticed that speckles have
needle-like shapes, and that the lateral speckle dimensions increased linearly with distance and
inversely proportional to the illuminated spot size. Furthermore, the diffraction nature makes
speckles wavelength dependent; if the laser light contains multiple wavelengths, equally many
separate diffraction speckle patterns would be formed. Correspondingly, speckles could not be
observed with a white-light source, as the individual diffraction patterns would be averaged out

due to wavelength continuum [27].

2.1.2  From Speckle Photography to Speckle Imaging

While much early research effort was aimed at reducing laser speckling, many researchers were
also motivated to study the speckle phenomenon for remote motion measurements. In 1970,
Archbold, Burch and Ennos developed a Speckle Photography method where speckle motions are
extracted from double-exposed photographs [28]. The speckle pattern scattered from the object
surface is recorded on the same film before and after surface movements. When a small portion of
the developed double-exposed film is later illuminated by a convergent laser beam, the transmitted,
scattered light forms a diffraction halo [28]. If the surface is shifted or tilted between the exposures,
the resulting diffraction halo contains fringes whose density and orientation indicate the amplitude

and direction, respectively, of the speckle movements that occurred.
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Archbold and Ennos used Speckle Photography to investigate the characteristics of speckle
motions resulting from linear surface displacements and rotations [6]. In 1972, Tiziani conducted
detailed experiments on surface out-of-plane rotations (tilts) [29], and in 1976, Gregory continued
Tiziani’s work and gave a detailed analysis on speckle motion characteristics when imaged under
varying degrees of defocus [30]. However, while Speckle Photography enabled quantitative
speckle motion measurements, the necessary data readout step made the technique complex and
time-consuming. Furthermore, the minimum resolvable motion threshold was strictly limited by

the average speckle diameter [6].

In 1980’s, the arrival of digital imaging sensors greatly simplified data capture and enabled digital
image processing where the lateral speckle shifts are determined directly by computing the cross-
correlation maximum between the digital speckle pattern images recorded before and after
deformation [7]. To distinguish the novel analysis technique from Speckle Photography, the new
digital approach is called Speckle Imaging. Speckle Imaging closely resembles the DIC method
[1]. However, while DIC tracks the motion of the physical surface points directly, Speckle Imaging
follows the apparent movements of the light interference pattern that is generated by the moving

surface.

Digital recording and analysis made speckle motion measurements much more practical, enabling
real-time measurements and full-field analysis, like surface strain mapping [31,32]. In the last
decade, significant advances in imaging sensors and computing hardware have allowed
development of compact and portable instruments that are increasingly applied to consumer

applications [22].
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2.1.3 Existing Speckle Imaging Models

Many theoretical models have been developed to describe speckle phenomenon and to study the
speckle motion characteristics. Most authors explain speckle formation using diffraction theory
[6,7,13,27,29,33-38]. Some diffraction-based models consider the object surface as a collection of
randomly located secondary point sources according to Huygen’s principle [13,35,37], while
others view the surface as a deforming diffraction grating [7] or a collection of randomly oriented
diffraction gratings with varying pitch [8,33]. On the contrary, Gregory models the surface as a

collection of microscopic randomly oriented surface mirrors [30].

Most Speckle Imaging models are mathematically very complex. The approaches by Yamaguchi
and Hrabovsky require solving the multivariable diffraction integral to find the maximum of the
cross-correlation function [7,37]. Some of the alternative approaches are based on the general
diffraction equation [33] or a related requirement to maintain equal path length differences among
the light rays that form the speckles [6,34,35]. With such boundary conditions, the sensitivity
equations can be determined using matrix algebra. In contrast, Gregory’s reflection model is based
on simple 2D geometry, so the corresponding sensitivity equations are very straightforward to

derive using basic trigonometry.

Some of the models include only specific motion components, whereas others provide full analysis
of all linear displacements, rotations and surface strains. The first complete analysis of Speckle
Imaging was published by Yamaguchi in 1981 [7]. Yamaguchi’s model has become so widely
known that it has gained a benchmark status — the characteristics of the more recently published

models are routinely compared with Yamaguchi’s results [13,35-37,38].
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2.1.4 Limitations of Existing Models

Despite its completeness, Yamaguchi’s model is based on one central assumption that limits its
universal applicability. Yamaguchi assumed that the object surface is located along the optical axis
of the imaging sensor, parallel with the sensor surface [7]. In general, this condition is not fulfilled.
In 1992, Svétlik showed that the observed speckle motions deviated from the Yamaguchi’s model
predictions for off-axis arrangements [35]. Furthermore, he showed that if the ray path length
differences are required to remain equal as previously postulated by Archbold and Ennos [6], and
later by Jacquot and Rastogi [34], then the resulting speckle motion equations can be made

applicable for various geometric arrangements.

Later in 1999, Hrabovsky et al. developed a very fundamental model that concurred with
Yamaguchi’s findings, but was also applicable for arbitrary sensor-object positions [13,19,37,39].
The drawback of this approach is that the analytical derivation of the equations involves heavy
mathematical treatment, including integration over 16 variables [13,37]. Such heavy formulation
can make the analysis appear rather distant from the fundamental physical characteristics of
speckle phenomenon. On the other hand, Gregory’s older mirror-based model [30] is
straightforward to understand and visualize, but its predictions do not fully agree with the findings
of Yamaguchi and other later models. Gregory’s model works well when the object is illuminated
and observed at a normal incidence but deviates from the other models for oblique geometries.
This is because the mirror treatment is essentially considering light behavior at a macroscopic scale
but does not consider the interference effects caused by diffraction that inevitably arise in the

presence of microscopic surface roughness.
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2.1.5 Object Motion vs. Surface Motion

It is important to note that Speckle Imaging ultimately measures surface movements. However,
the local surface motion within the illuminated spot may differ from the object rigid-body motion
if the object has a sloped surface [12,38,40]. Therefore, Speckle Imaging requires a reasonably flat
surface portion for successful analysis. Typically, this is not a severe restriction, particularly when
assessing microscopic surface movements where motion magnitudes are a small fraction of the
illuminated surface spot. Moreover, the curvature induced effects appear only with very small

illumination spot diameters [12].

2.2 Motivation for an Improved Speckle Imaging Model

2.2.1 Ideal Model Characteristics

An ideal theoretical model should be both simple and accurate. However, as discussed above, these
two qualities are often in opposition. For example, Gregory’s model [30] is straightforward to
understand but not exact, while Hrabovsky’s representation [37] is more accurate but difficult to
visualize. From a conceptual viewpoint, a simpler model is better suited for newcomers to learn a
new phenomenon, while demanding measurement applications require highest possible accuracy.
However, this creates a challenging knowledge gap. While the derived sensitivity equations
contain the relationships among the different physical variables, the underlying physical
foundation for those relationships can become obscured by the complicated mathematical
derivation process, as well as by the systematic use of abbreviated expressions to list, e.g.,
trigonometric quantities in a more compact form. Therefore, if the complex model and the

underlying theory is not well understood, it can become challenging to implement the method well.
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2.2.2 Proposed Approach

Based on the reviewed literature, it appears that the main reason for the complexity of the many
existing Speckle Imaging models lies in the exact mathematical description of the diffraction
effects. In comparison, Gregory’s mirror-based model is significantly simpler because it 1) uses a
geometric approach instead of analytical treatment, and 2) excludes the diffraction effects. While
inclusion of diffraction effects seems crucial for achieving high accuracy, the geometric approach
remains attractive due to its visual nature. Therefore, the strategy for the conceptual model
introduced in this thesis is to explain the speckle formation phenomenon using the simple mirror
reflection concept as a starting point, and subsequently refine the model by introducing a geometric

phase correction term that includes the diffraction effects.

The new model is called Speckle Hemisphere Model (SHM). Because the proposed model is based
on entirely geometric treatment, it will thus complement the existing analytical representations.
Furthermore, as the diffraction effects are separated from the reflection effects, it is easy to
demonstrate how much the speckle motions truly differ from macroscopic light behavior, and to

determine under which conditions the mirror-based model alone would be sufficiently accurate.

2.3 Speckle Hemisphere Model

2.3.1 Model Assumptions

The main emphasis is to help form an intuitive understanding of speckle pattern movements caused
by various object rigid-body motion components. Therefore, the analysis is limited to non-

deforming bodies, thus, strain components are excluded from the following derivation.
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Furthermore, specific attention is given to in-plane rotation sensitivity because the resulting

speckle motions are substantially different from those caused by other rigid-body motions.

A rough, diffuse object surface is modelled as a collection of tiny, randomly oriented mirrors [30].
Figure 2.1(a) shows how each individual mirror reflects light specularly, i.e., the angles of the
incident and the reflected rays are symmetric with respect to the specific mirror surface normal.
Because the surface is composed of many mirrors with different orientations, the mirrors
collectively scatter light in all directions, as shown in Figure 2.1(b). Consequently, every point in
space adjacent to the illuminated object receives light from across the entire illuminated area.
When a monochromatic and coherent laser source is used, the overlapping light rays reflected from
the various different mirrors interfere. This generates an objective speckle pattern, consisting of
random spots of varying brightness, corresponding to different levels of constructive or destructive
interference [8,41]. It is important to emphasize that the interference speckle field and individual
speckles are three-dimensional; speckles are ellipsoidal with their long axes oriented in the

direction of light propagation [8].

The three-dimensional objective speckle field can be observed by placing a recording medium,
i.e., a screen, film or a bare, lensless camera sensor, within the space adjacent to the object so that
it receives a portion of the scattered light (Figure 2.1(b)). For small motions, the distance between
the illuminated surface area and the camera sensor remains approximately constant. Therefore, the
locus of all possible parts of the speckle field that may be sampled by the camera forms a
hemispherical surface. Sensor location and size directly determine the speckle hemisphere radius

and the size of the portion that is being sampled, respectively.
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(b)

Sensor

Figure 2.1 Diffuse object surface is modeled as a collection of randomly oriented mirrors. (a) Each surface
mirror reflects incident light rays (solid green arrows) through specular reflection, so that the reflected rays
(dashed green arrows) are oriented symmetrically with respect to the mirror surface normals (dashed black
lines). (b) Speckle pattern formation. The multiple illuminated surface mirrors collectively scatter light in all

directions. Each point adjacent to the object receives light from across the entire illuminated spot.

Any rigid-body surface displacement or rotation moves all the surface mirrors, which leads to
shifting of the resulting speckle pattern that reaches the sensor location. Because the relative
position and illumination angle changes are systematic for all the surface mirrors, all points within
the resulting speckle hemisphere are similarly affected. Therefore, the speckle hemisphere appears
to move in space as if it were a rigid body. Consequently, it is sufficient to image and monitor only
small portions of the speckle hemisphere and use the observed local speckle motions to evaluate

the corresponding motions of the illuminated surface.

31



2.3.2 Geometrical Arrangement

Figure 2.2 introduces a geometric description of the speckle hemisphere concept. A laser source S
with a diverging beam illuminates a spot P on a flat object surface O. The distance from the beam
focal point, waist [42], to the object is Ls. A camera sensor C records a two-dimensional cross-
section, i.e., a speckle pattern, SP of the resulting three-dimensional speckle field. The sensor
distance L. defines the radius of the conceptual speckle hemisphere that is displayed in pale green.
The speckle patterns evolve with increasing propagation/sampling distance, as the relative angles
and path lengths among the interfering light rays change. Therefore, the exact content of the

recorded pattern depends on the sampling distance.

Figure 2.2 Speckle hemisphere formation. A laser source (S) illuminates a portion (P) of a diffuse test object
(O) at a distance Lg. A portion of the scattered light is recorded by a camera sensor (C). The resulting image
contains a speckle pattern (SP). The sensor distance L, determines the radius of the conceptual speckle

hemisphere displayed in pale green.
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For the rest of the analysis, it is assumed that the observation distance, i.e., the hemisphere radius,
is large in comparison to the sensor dimensions, so that the sampled portion can be considered as
effectively flat. For clarity, the following analysis is conducted with a further assumption that the
object surface normal, the illumination and the observation vectors are all set to lie in the same xz-
plane. This is easier to illustrate and simplifies the geometric expressions. The source and sensor
distances are measured along the illumination and observation directions, respectively, and the

camera sensor is aligned normal to the observation direction.

2.3.3 In-plane Displacement dx

Figure 2.3 introduces the Speckle Imaging geometric configuration with relevant parameters. The
initial object surface location defines the xyz-coordinate system, while the sensor plane coordinate
system is XY. The illumination and the observation angles are 8 and 1, respectively. The angles
are defined about the positive y-axis and with respect to the z-axis, i.e., the counterclockwise
angles in Figure 2.3 are positive. Therefore, for the illustrated configuration, 8§ < 0 & i > 0.

A surface point P displaces along the x-axis by a small amount dx to a new location P’. Because
speckles are generated by the local surface roughness, the displacement must remain small relative
to the illuminated spot diameter dgp,;, S0 that the same speckles can be seen before and after
surface motion. Furthermore, the illumination and observation distances (Lg and L) are assumed
to be much larger than the illuminated spot. In Figure 2.3, the spot size and the displacement

magnitude are greatly exaggerated for illustration purposes.

Since the speckles depend on the local details of the surface roughness, the scattered speckle

hemisphere moves along with the surface when it is displaced, as indicated by the dashed green
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line in Figure 2.3. Furthermore, the light rays that illuminate the surface at P’ are rotated clockwise
by a small angle df about the y-axis in comparison to the rays that illuminated the original location
P. Using the small angle approximation, df =~ tan(d#), and the geometry and sign conventions

as defined in Figure 2.3, the following expressions are obtained:

t = dx cos(0)
. 1)
Lg
d 6 .
46 e — x cos(6) (2.2)
Lg

DXax

Figure 2.3 Speckle Imaging sensitivity on surface in-plane dx-displacements. A laser source (S) illuminates a
portion of a test object (O). A sensor (C) records a portion of the scattered light. When a surface point P
displaces into a new location P’ by a distance dx, it generates a speckle motion component DX,;,. The
corresponding analytical expressions are given by Equations (2.3 & 2.13). Ls: illumination distance, L.:
observation distance, 0: illumination angle, d@: change in illumination angle, Y: observation angle, di): speckle
rotation angle, d,,,: diameter of the illuminated area, xyz: object surface coordinate system, XY sensor plane

coordinate system.

34



According to Equation (2.2), the change in the illumination angle is linearly proportional to the
surface displacement and inversely proportional to the source distance. Since the rays illuminating
the specific surface point are rotated by d@, the corresponding light rays reflected from the surface
mirrors through specular reflection are rotated by the same magnitude but symmetrically with
respect to the surface normals of the tiny mirrors, i.e., dip = —d6. This means that the overall
speckle shift observed at the sensor is the summation of the two effects; 1) the shift of the surface,
and 2) the rotation of the light rays that give rise to the recorded speckles. With the reflection
considerations alone, the observed speckle shift due to surface x-displacement DX, r is:

dx cos(6)

DX4xr = dxcos(y) + Lodyp = dx cos(yp) + L¢ I
s

(2.3)
= dx(cos(y) + B cos(8))

The factor cos(y) is included because the sensor is sensitive only to motions parallel to its surface
plane. If the sensor normal is tilted with respect to the z-axis, the recorded speckle shift equals the

hemisphere motion component along the sensor surface plane.

The factor £ is the ratio of the observation distance L and the illumination distance Lg:

=1 (24)

The speckle motion sensitivity increases when the observation distance is increased with respect
to the illumination distance. On the other hand, if the illumination beam is collimated, its focal
point is effectively at infinity. In such a case, the related f-value becomes zero, and the

measurement sensitivity is independent of the observation distance.
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2.3.4 Phase Correction

Equation (2.3) is identical to the expression derived by Gregory [30]. However, the above analysis
considers the motion of only a single illuminated surface point and the orientations of one incident
and a corresponding reflected light ray. It does not consider the important key aspect of speckle
formation, namely that speckles are formed by a complex interference of multiple light rays that
have varying path lengths and directions. Therefore, speckles do not necessarily strictly follow the
movements of the reflected light rays, but instead shift to a location that preserves the original

phase distribution.

The initial phase distribution is maintained if the ray optical path length differences (OPD) across
the illuminated spot [6] are the same before and after surface displacement. Figure 2.4 illustrates
the geometric path length characteristics. The laser source S illuminates a circular area (diameter
dspot) On the object surface O. The illumination path length varies across the illuminated spot
because of the oblique incidence angle. The maximum illumination length difference occurs for
the rays on the adjacent sides of the beam. Since the illumination distance is large in comparison
to the illuminated spot diameter, the variance of the illumination angle across the spot is small.

Thus, the illumination path length difference can be approximated as:

OPDs = Lgy — Lsp = dgpor sin(6) (2.5)

Note that for the specific configuration displayed in Figure 2.4, the illumination angle is negative
(6 < 0), so the upper side of the beam travels a longer distance (Lg ) than the lower side of the
beam (Lg 4). Consequently, the path length difference with the above definition is negative, which

complies with the angle sign convention, as sin(6 < 0) < 0.
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dspot_<

Ls 4

Figure 2.4 Illumination and observation path length variations across the illuminated spot. The corresponding
analytical expression is given by Equation (2.7). A laser source (S) illuminates a portion of a test object (0). A
sensor (C) records a portion of the scattered light. Lg: illumination distance, L.: observation distance, 0:
illumination angle, : observation angle, d,,: illuminated spot diameter, OPDyg: illumination path length

difference between rays Lg 4 and Lg g, OPD: observation path length difference between rays L 4 and L g.

A specific location on the imaging sensor C receives light reflected from various surface mirrors

across the illuminated region dgp,.. The ray propagation distances from the object to the sensor

vary analogously to the illumination distances:
OPD¢ = Lc g — Lep = dspor sin(y) (2.6)
Thus, the total range of ray path lengths from the source to the sensor via the object surface is:
OPDror = OPDg + OPD. = dg,0.(sin(0) + sin(y)) (2.7)

If the surface displaces to +x-direction by a small amount dx (dx < dgp,¢), the magnitude of the

illumination angle (for the geometry shown in Figure 2.4) is slightly increased according to
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Equation (2.2). This increases the magnitude of the illumination path length difference OPDs.
However, in order to observe the same speckles after the displacement, the overall path length
difference OPDror should remain unchanged. This condition can be fulfilled only if the range of
observation path lengths OPD. correspondingly increases, i.e. the observed speckles must rotate
so that the observation angle becomes larger. Analytically, the requirement for the overall path

length difference to remain unchanged means that its derivative must be zero:

d(OPDpr) =0 (2.8)
dspot (d(sin(e)) + d(sm(lp))) =0 2.9)
dspor(d0 cos(6) + dy cos(¥)) =0 (2.10)
cos(6)
¢=—COS(¢)d9 (2.11)

The phase constancy condition (2.11) can be alternatively derived from the general diffraction
equation by modeling speckle formation as a diffraction phenomenon. This analysis is presented

in Chapter 4, Section 4.3.

Using Equation (2.11), the phase-corrected speckle motion due to a surface x-displacement is:

cos(6)
DX4 = dx cos(y) + Lody = dx cos(yp) — Lcm 0
(2.12)
cos?(68) dx
=dxcos(y) + L, WL—S
2
DXy, = dx (cos(t/;) +f C:;Zéi;) 13)
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According to Equation (2.11), the speckle rotation angles deviate from the ray rotation angles
(dy = —d#0) unless the illumination and observation angles have equal magnitudes. Therefore,
the entire speckle hemisphere does not move completely rigidly, but the recorded movement on
the sensor depends on the local observation angle. However, the speckle motions within the small
sampled sensor area are approximately uniform. Moreover, if the laser and the sensor are in the
same direction, arranged symmetrically with respect to the surface normal, or both close to normal
incidence, the observed speckles move similarly to macroscopic light, as observed in the

reflections from a disco ball.

2.3.5 In-plane Displacement dy

When the laser and the sensor are located in the xz-plane, the geometry in the yz-plane corresponds
to a case of normal illumination and observation, with the sensor vertical Y-axis parallel to the y-
axis and the object surface, as illustrated in Figure 2.5. Similar to the x-displacement, a surface y-
displacement dy shifts the speckle hemisphere by the same amount along the y-axis, as indicated
by the dashed green line. Consequently, the light rays that illuminate the shifted point are rotated

by an amount d6:

do ~ —= (2.14)

Under normal illumination and observation conditions, the illumination and observation angles are
equal and zero, so the speckles rotate by the same amount as the illuminating rays, i.e. dyp = —d6.

Therefore, the total speckle motion due to y-displacement DY, is:
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d
DYqy = dy + Lc(—dy) = dy + Lcd6 = dy + LcL—y =dy(1+p) (2.15)
S

where the minus-sign accounts for the negative angle direction.

Y
C
| ¢ Lcdy
] > DYy
| dy
- J
(1Y
H X

Figure 2.5 Speckle Imaging sensitivity on surface in-plane dy-displacements. When the illuminated surface
displaces by a distance dy, it generates a speckle motion component DY ,,. The corresponding analytical
expression is given by Equation (2.15). A laser source (S) illuminates a portion of a test object (O). A sensor (C)
records a portion of the scattered light. Lg: illumination distance, L-: observation distance, d@: change in

illumination angle, dip: speckle rotation angle.

2.3.6  Out-of-plane Displacement dz

Since speckles are three-dimensional, the speckle hemisphere moves in z-direction in response to
a surface z-displacement dz. If the sensor is located away from the object z-axis, the speckle
motion has a component parallel to the sensor plane X-axis. The shifted speckle location is

indicated by the dashed green line in Figure 2.6.
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Figure 2.6 Speckle Imaging sensitivity on surface out-of-plane dz-displacements. When the illuminated surface

displaces by a distance dz, it generates a speckle motion component DX,;,. The corresponding analytical

expression is given by Equation (2.19). A laser source (S) illuminates a portion of a test object (O). A sensor (C)

records a portion of the scattered light. Lg: illumination distance, L.: observation distance, 6: illumination

angle, d@: change in illumination angle, 1: observation angle, di: speckle rotation angle.

In addition, if the illumination angle is nonzero, the rays illuminating the dz-shifted surface are

rotated with respect to the rays that illuminated the initial position. Analogously to the x-

displacements and following the geometry shown in Figure 2.6, the illumination angle rotation d@

depends on the dz-displacement according to:

q =~ dzsin(60)

dei
Lg

(2.16)
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0~ dz sin(0) (2.17)
A

Similar to the x-displacements, the rotation of the speckles di depends on the geometry so that
the initial phase distribution is maintained according to Equation (2.11). Consequently, the total

speckle motion on the sensor X-axis DX, is:

cos(60) dz sin(0)

DXy, = —dz sin(yp) + Ledyp = —dz sin(y) — L¢ s Lo (2.18)
DXy, = —dz (sin(lp) +p %) 2.19)

The Speckle Imaging out-of-plane sensitivity has triangulation characteristics; the sensitivity is
generally maximized by placing the laser and the sensor on the same side of the surface normal
and maximizing the illumination and observation angles. This way the object and the generated
speckles move laterally, parallel to the sensor plane. On the other hand, if the laser and the sensor
were located on the opposite sides of the surface normal, then the speckle motion component due
to the rotation of the illumination angle would be in the opposite direction than the speckle motion
due to the surface shift. Consequently, the two components would partially cancel out. If the laser
and the sensor are arranged symmetrically, the observed speckle motions would be zero for small
surface displacements. For larger surface motions (not governed by these equations), the scale of
the speckle hemisphere would change, and the observed speckle patterns would appear to expand

or shrink, with speckle motion characterized by a radial vector field.
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2.3.7 Out-of-plane Rotation w,

If the illuminated surface is tilted about the y-axis by an an