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Abstract

Tumour fitness landscapes underpin selection in cancer, impacting evolution and response to treat-

ment. Quantitative fitness modelling of cancer cells has numerous and diverse implications: at-

tributing clonal dynamics to drift or selection, identifying the determinants of clonal expansion,

and forecasting tumour growth trajectories. Why and how drug resistance evolves is among the

key unresolved areas of investigation that require advanced understanding of fitness in cancer.

Longitudinal xenoengraftment interrogated via next generation single cell sequencing (SCS) has

enabled more accurate, quantitative measurements of tumours as they evolve. This process gen-

erates timestamped samples comprising thousands of cells each measured at thousands of copy

number aberrations (CNA). Major analytical challenges introduced by this new datatype include

(i) how to identify biologically meaningful groups of cells (i.e., clones) across multiple timepoints,

and (ii) how to quantitatively reason about the underlying evolutionary forces acting on the clones

via their observed dynamics.

To address the first problem, we describe and provide supplementary tools for sitka, a scalable

Bayesian phylogenetic inference method in Chapter 2. It resolves the clonal structure of a heteroge-

neous tumour cell population sampled over multiple timepoints by reconstructing the evolutionary

relationship between single cells from their inferred CNA profiles. We then develop Lumberjack,

a tree-cutting algorithm, and use it to assign cells to clones. We address the second problem in

Chapter 3 by developing fitClone, a Bayesian probabilistic framework that ascribes quantitative

selection coefficients to individual cancer clones and forecasts competitive clonal dynamics over

time. In Chapter 4, we exemplify the computational models introduced above on real-world data

collected from cancer cells over a multi-year period to verify two key hypotheses, that (i) clonal

dynamics in a pre-treatment triple negative breast cancer (TNBC) tumour is quantifiably repro-

ducible, and that (ii) the fitness landscape is reversed under early response to cisplatin treatment.

Our results show that population genetic modelling of timeseries tumour measurements to predict
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clonal evolution is tractable. Further study with timeseries modelling will provide insight into ther-

apeutic strategies promoting early intervention, drug combinations and evolution-aware approaches

to clinical management.
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Lay Summary

Cells accrue mutations that in time result in uncontrolled growth and in some cases the ability

to invade the surrounding tissue and seed metastasis. This thesis develops a statistical framework

that characterises the subpopulations that exit in an evolving tumour monitored over a period of

time at a single-cell resolution. This information is then used to generate a model that predicts

how cancerous tumours evolve over time, with or without treatment. We expect that this research

provides insight into therapeutic strategies promoting early intervention, drug combinations and

evolution-aware approaches to clinical management of human cancers.

v



Preface

A version of Chapter 2 is a manuscript under preparation and has a draft on the bioRxiv preprint

repository [1]. Professor Alexandre Bouchard-Côté developed and implemented the sitka model. I
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Chapter 1

Introduction

Cellular fitness underpins the tissue population dynamics of cancer progression and treatment

response. Yet, quantifying fitness in heterogeneous cell populations and identifying causal mecha-

nisms shaping fitness landscapes remain open problems, impeding progress in developing effective

and durable therapeutic strategies. In particular, quantitative fitness modelling of cancer cells has

numerous and diverse implications: attributing clonal dynamics to drift or selection, identifying

the determinants of clonal expansion, enabling causal inference, and forecasting growth trajecto-

ries. Why and how drug resistance evolves is among the key unresolved areas of investigation that

require advanced understanding of fitness in cancer. For example, drug resistance mechanisms are

commonly attributed to phenotypic plasticity encoded via epigenetic changes [3, 4] or evolutionary

selection of pre-existing genomic clones [5]. However, the relative contribution of these processes

when studied in tandem is poorly understood and requires integrated genome-transcriptome inves-

tigation. Moreover, how changes in genomic architecture brought about by copy number alterations

(CNA) drive tumour progression remains understudied [6]. Genetic editing of cancer related genes

and treatment with pharmacological drugs are among possible ways to induce fitness changes. The

effects of these perturbations can be monitored to profile tumour growth progression and other

therapeutic responses. We contend that quantitatively ascribing fitness values to clonal dynamics

over long-range timeseries in the context of such perturbations would provide higher order insights

in drug resistance than current models allow.

Previous work has established models of fitness through interpreting allelic measurements of

single snapshots [7–11] from bulk sequencing over large patient cohorts [12], timeseries monitor-

ing of cell free DNA [13], multiregion sequencing [8, 14–17] and estimating fitness landscapes of

clonal haematopoiesis [18]. However, the cancer field has generally lacked serial measurements

from patient derived tissues to directly observe cancer evolution over realistic timescales. This has
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impeded a thorough understanding of factors driving selection, achieved in other biological systems

through studying granular timeseries with population genetic modelling [19]. The majority of work

in cancer has focused on bulk tumour sequencing, where it is computationally difficult or sometimes

impossible to accurately resolve the subclonal composition of tumours. Single cell genome mea-

surements to scalably define clonal populations in cancer over thousands of cells have only recently

emerged [20, 21], enabling identification of rare populations, precise tracking of clones and robust

clone-specific measurements suitable for population genetic modelling.

In this dissertation we present a body of work that aims to (i) identify clones, (ii) measure their

abundances over time and (iii) infer evolutionary fitness parameters for populations measured at the

single cell resolution to help investigate how human cancer cells evolve at the copy number level, and

how establishing baseline fitness measures helps to interpret selection under drug administration.

1.1 Tumour evolution and models of fitness

Cells accrue mutations that in time result in uncontrolled growth and in some cases the ability to

invade the surrounding tissue and seed metastasis. The stochastic nature of mutation accumulation

and subsequent selection dictates that the tumour growth process is, to some degree, random. This

in turn may result in treatment-resistant subpopulations and ultimately cause relapse. Advances in

next generation sequencing (NGS) combined with statistical deconvolution methods have enabled

investigation of tumour subpopulation structures at a high resolution [22, 23], where clusters of

mutations existing at the same abundance can be identified. Many resistance mechanisms to

drugs that occur reproducibly in patients, and thus are predictors of response, are known [24, 25].

For instance, the emergence of T790M mutations in EGFR in patients with non-small-cell lung

cancers after treatment with tyrosine kinase inhibitors (TKI) [26], secondary mutation in KRAS

in colorectal cancer patients post mono-clonal antibody (mAb) anti-EGFR therapy [27, 28], ESR1

mutations induced acquired-resistance in ER+ breast cancer patients undergoing endocrine therapy

(e.g., tamoxifen) [29, 30] and BRCA1 revertant mutations in platinum and PARPi treated ovarian

cancers [31]. These illustrate that targeted selective pressures induce selection of specific alleles.

Despite this, the literature is incomplete and we do not yet know what contributes to relapse in

most cases. Little progress has been made in the capacity to predict the genetic makeup of a
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tumour sample over time and under drug administration.

1.1.1 Detection and measurement of evolutionary forces

One way to quantify the strength of selective pressure at the gene level is by measuring the rate

of non-synonymous to synonymous mutations (dN/dS also known as Ka/Ks) [32]. Assuming that

the infinite sites model holds, the probability of a mutation is uniform across the genome. We

would expect that in the absence of any selection, dN/dS ≈ 1, since no functional change should

be advantageous or deleterious to the cell. dS (Ks) could be thought of as representing the rate

of background mutation. Accurately estimating dN/dS is challenging. Multiple biases have to be

corrected for, including the differential rate of mutation based on the upstream and downstream

nucleotides of a site (i.e., context), structural changes, and in the absence of normal matching

tissue, polymorphic sites. Additionally, very deep targeted sequencing would be required to ensure

a reasonable number of mutations are recovered [33, 34]. A recent method demonstrating these

issues uses a tri-nucleotide context-aware substitution model with 192 parameters to overcome some

of the mentioned biases, but it is only able to achieve statistical power at the level of cohorts of

patients and not individuals, limiting its clinical feasibility [12].

Another approach is to assume neutral evolution in an exponentially growing population when

the inverse allele frequency, 1/f , has a linear relationship with the expected number of mutations

M [7, 35]. According to this framework, deviation from linearity between 1/f and M is evidence

of the presence of selection. An extension of this work allows for quantifying selection magnitudes

for up to two subpopulations [8]. Frequency of mutations are detected using bulk WGS of a single

timepoint, the state of the tumour at the time of a biopsy. The method in [7] is predicated upon the

observation that branching processes [36], a family of stochastic models intensely used in population

genetics, in the presence of some modes of selection, fails to generate data that show a linear 1/f

and M relation.

A promising study concerns timeseries monitoring of cell free DNA in 45 patients with colorectal

cancer and wildtype RAS, treated with Cetuximab [13]. Plasma samples were collected monthly

until disease progression state was determined. One application was to predict time to disease

progression. The tumour in each patient was partitioned into sensitive and resistant subpopulations.

The tumour burden (the total number of cancerous cells) was modelled as the sum of the exponential

3



decay and the exponential growth of the sensitive and resistant subpopulations respectively, each

parameterized by the initial population size and a decay (growth) rate. A key promise of this

study is the relative ease of obtaining plasma samples from patients as compared to solid biopsies.

This allows more frequent sampling and forming of longitudinal timeseries. A drawback is that

the sequencing of the plasma samples was limited (a panel of predefined 77 oncogenes and genomic

regions), which in turn hindered the ability to detect all existing subpopulations. The results were

also focused on one type of cancer and the generalisability to other cancer types is unknown.

An experimental system, the CRISPR-knockout screens [37, 38], allows the abundance of sub-

populations (genotypes) of isogenic backgrounds to be observed, where each harbours specific mu-

tations induced by CRISPR-Cas9. Including a set of non-targeting sgRNAs establishes a baseline

for neutral growth, i.e., the expected change in the abundance of putatively neutral genotypes. In

such assays, depletion or expansion of a genotype hints at negative or positive selection respectively.

An improved version of these screens incorporates unique molecular identifiers (UMIs) [39] into the

sgRNAs allowing for quantitative interpretation of the effective population size of each expanded

genotype, unaffected by PCR duplicates [40].

Inferring population genetics parameters with high confidence based on only one timepoint is

difficult and the associated uncertainty may render making meaningful conclusions implausible [41].

For one, as shown in [41], models of evolution with selection can also produce a linear 1/f and M

relationship. Birth, death and mutation rates, population size and number of generations are all

unknown and comprise too many degrees of freedom to fit to one noisy observation of the endpoint

of a stochastic process. The signal for clones existing at similar prevalences is obscured in bulk

WGS data and the frequency of alleles is further skewed by CNAs, which are difficult to resolve

using bulk WGS data [23, 42]. Analysis based on a single sample is particularly prone to sampling

bias due to the spatial heterogeneity of the tumour and may result in loss of signal. Low sequencing

depth, characteristic of public libraries denies access to more recent events which further dilutes the

signal. These limitations combined suggest that bulk WGS at a single-timepoint may be insufficient

to quantify fitness values with high confidence.
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1.2 Measurement of clonal abundance over time

Longitudinal studies, including immortalised cell lines and xenoengraftment experiments, allow

tracking changes in the relative abundances of clusters of mutations [43], as well as Rx dosage ex-

periments to induce resistance with subclinical dosing. These dynamics appear to be reproducible,

raising hope that they may be predictable. Patient derived xenograft (PDX) systems are an effec-

tive model to study timeseries of a human tumour cell population [44, 45]. By serially transplanting

a patient derived tumour sample into highly immunodeficient mice, it is possible to continuously

monitor how tumour composition may evolve in a patient over time. CRISPR-Cas9 has made di-

rected evolution experiments possible in both cell lines and PDX systems [40, 46]. Specific genomic

contexts could be set up to study gene interactions in the presence of genetic perturbation induced

by CRISPR-Cas9.

1.2.1 Leveraging single cell sequencing

Advances in SCS permits the investigation of tumour genetic composition with unprecedented

accuracy and resolution. SCS obviates the need for complex computational deconvolution methods

and allows the direct observation of the genotypes of the extant subclones. This in turn allows the

use of models from the well established discipline of population genetics to be adapted to power

quantitative reasoning about the future trajectory, dominance, and depletion of subpopulations.

Reproducible clonal dynamics from serially propagated PDX models with validated clonal genomes

at single cell resolution has been established [43]. Motivated by this observation, we propose to

investigate the hypothesis that clones that grow reproducibly have higher fitness.

Real-time monitoring of evolution of cancerous cells at the single cells CNA resolution is now

feasible [20, 21]. These advances in single cell whole genome sequencing enables population genetics

analysis of cancer progression. It has been shown that single cell sequencing is essential for resolving

genomically defined clones in high-grade serous ovarian cancer (HGSC) [17] and in patient derived

breast cancer xenografts [43]. These studies employed multiplexed PCR approaches on amplified

material targeting small sets of mutations assayed with Fluidigm Access arrays. To enable whole

genome single cell sequencing, bias limitations in genomic depth [47] and breadth [48] have been

mitigated. A direct tagmentation approach [21] (direct library prep (DLP)) implemented in a micro-
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lithography microfluidic device obviates pre-amplification and results in a superior representation

of the copy number architecture of single cancer cells to below 1Mb resolution [20].

Quantitative attributes of fitness are central to developing predictive models of cancer evolution.

Such models currently elude the field due to a lack of appropriate timeseries measurements and

generative analytic methods. The goal is to predict unobserved clonal trajectories over time by

inferring the evolutionary dynamics underlying disease progression.

1.2.2 Clone identification via phylogenetic analysis

A key step in determining the quantitative fitness attributes of cancer cells is to resolve the sub-

population structure. Cancer cells are evolutionarily related and phylogenetic reconstruction aims

at recovering this relationship. A fundamental assumption is that cells that descend from the same

ancestor harbour similar mutations. While single cell whole genome sequencing (scWGS) has an

advantage over bulk WGS in that it obviates the need to computationally determine which mu-

tations co-occur, the evolutionary history of the cells is not directly observed. Sorting cells into

groups enables us to track the change in their abundance over time. A principled way to group

cells is according to their phylogenetic relationships. Many phylogenetic inference methods are

tailored for using point mutations as input and assume a small number of leaf nodes [49]. However,

the emerging single cell data produce up to thousands of single cell genomes and are suitable for

determining CNAs [20, 21].

1.3 Research contributions

This dissertation is organised as follows. In Chapter 2, we review and benchmark sitka, a scalable

Bayesian phylogenetic tree inference method and introduce Lumberjack, a tree-cutting algorithm

to identify clones from sitka inferred trees. In Chapter 3, we introduce and develop the fitClone

model, a Bayesian fitness inference framework for timeseries data and establish its performance via

simulation studies. Finally, in Chapter 4, we apply methods developed in the previous chapters on

timeseries data from in vitro and in vivo model systems with and without treatment. Figure 1.1

shows a diagrammatic representation of this dissertation. Below we give a summary of the chapters

to come.
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1.3.1 Chapter 2: sitka: benchmarking and visualisation of a scalable Bayesian

phylogenetic inference method

A resolved clonal structure of a heterogeneous tumour cell population sampled over multiple time-

points is a key input to the fitClone model. In many modern single cell DNA sequencing scDNAseq

platforms including DLP+ used in this work, the evolutionary relationship between single cells is

not directly observed. sitka is a scaleable method that approximates the phylogeny in a Bayesian

framework. In this chapter we first review the sitka probabilistic model and its inference pro-

cedure. We then describe its workflow, starting from preprocessing its inputs to visualising its

outputs. Next we exemplify sitka on three real-world cancer datasets, namely two from TNBC-

PDX timeseries and one multi-region pre and post treatment HGSC sample. We review some

existing baseline methods and compare them to sitka using an accuracy test that we derive. Fi-

nally we introduce Lumberjack, a method for cutting the phylogenetic tree to assign cells to clones

determined by their CNA profiles.

1.3.2 Chapter 3: Modelling fitness in longitudinal data via an approximation

to the diffusion model

In this chapter we develop a probabilistic approach that is a mechanistic model of tumour growth

based on the Wright-Fisher diffusion approximation. We introduce the fitClone probabilistic

framework, its observation model and inference procedure. We then describe an extension, the

conditional sampler, that would allow inference for a larger number of clones. We review parameter

estimation and key posterior summarisation procedures, specifically the posterior ordering matrix

that can be used for pairwise comparison of clones and in a principled way establish whether a

clone has higher fitness than another. We conclude by exemplifying the method over simulation

studies and a real-world dataset.

1.3.3 Chapter 4: Application of the Wright-Fisher diffusion approximation to

cancer model systems interrogated at single cell level

In this chapter we exemplify the computational framework that we have developed in previous

chapters on real-world dataset to make inferences about how human cancer cells evolve at the
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copy number level. We address two key hypotheses, that (i) clonal dynamics in a pre-treatment

triple negative breast cancer (TNBC) tumour is quantifiably reproducible, and that (ii) the fitness

landscape is reversed under early response to cisplatin treatment. For all datasets, we use sitka

and Lumberjack to infer phylogenetic trees and assign cells to clones, and then use fitClone to

ascribe quantitative selection coefficients to individual cancer clones.

As a proof of principle, we first look at the dynamics of three related cell lines. We then

examine two independent TNBC PDX samples and in one, TNBC-SA609, we validate our selection

coefficient predictions in-vivo via a competition experimental design that addresses hypothesis (i).

To tackle hypothesis (ii) we look at three independent TNBC PDX systems, with and without

treatment. We then explore in more detail the dynamics of the TNBC-SA609 system. We also

look at a drug holiday experimental design, in which treatment is stopped after a few timepoints,

that suggests that withholding treatment may reset the clonal composition of the tumour to a

pre-treatment state.
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Figure 1.1: A diagram summarising the organisation of the thesis.

9



Chapter 2

Benchmarking and Visualisation of a

Scalable Bayesian Phylogenetic

Inference Method

2.1 Introduction

A main challenge in investigating cancer evolution is the need to resolve the subpopulation struc-

ture of a heterogeneous tumour sample. Advances in next generation SCS as well as longitudi-

nal xenoengraftment has enabled more accurate, quantitative measurements of tumours as they

evolve. Phylogenetic reconstruction is central to identifying clones over multiple sampled time-

points. Moreover, the ability to sequence tens of thousands of single genomes at high resolution

per experiment [20] calls for tailored phylogenetic models with scalable inference algorithms.

Single cell cancer phylogenetics is an evolving field. Multiple approaches, spanning different

study designs and data sources are reviewed in [50]. Many phylogenetic inference methods are

tailored for using point mutations as input and assume a small number (on the order of 10s) of

leaf nodes [49, 51–53]. However, the emerging single cell data produce up to thousands of single

cell genomes and are suitable for determining CNAs [20, 21]. Distance based and agglomerative

clustering methods such as neighbour joining are scalable and are used to elucidate hierarchical

structures over cells [54, 55]. While useful heuristics, these methods are statistically sub-optimal

relative to likelihood based methods [56].

We describe sitka, a phylogenetic model and associated Bayesian inference procedure which

exploits the specifics of scWGS data. sitka enjoys a number of attractive characteristics, including

(i) a novel phylogenetic encoding of CN data providing a statistical-computational trade-off by
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simplifying the site dependencies induced by rearrangements while still forming a sound foundation

to phylogenetic inference, and (ii) an innovative phylogenetic tree exploration move which makes

the cost of MCMC iterations bounded by O(|C|+|L|), where |C| is the number of cells and |L| is the

number of loci. In contrast, existing off-the-shelf likelihood-based methods incur an iteration cost of

O(|C| |L|), and (iii) the novel move considers an exponential number of neighbouring trees whereas

off-the-shelf moves consider a polynomial size set of neighbours. A key piece is to add visualisation

tools to the sitka toolbox and this is a main contribution of this chapter. Visualisation techniques

help explore, summarise and communicate the tree inference results.

In this chapter, we will first give a high level description the sitka model (Section 2.2) and

review its analysis workflow (Section 2.3). We will present the quality control (QC) of single

cells, different encodings of the input space (preprocessing), and then formally describe the model

(Section 2.3.4) and an MCMC based inference procedure (Section 2.3.5). We will introduce two

novel visualisation views to summarise the tree inference results (Section 2.3.7). We will compare

sitka with other tree-inference methods that scale to scWGS datasets over three real-world datasets

(Sections 2.4 and 2.5). Finally we introduce Lumberjack, an algorithm for cutting a phylogenetic

tree to determine clonal subpopulations (Section 2.6).

2.2 The sitka model

sitka is based on lossy transformation of single cell copy number matrices retaining only presence

or absence of changes in copy number profiles. This transformation turns a complex evolutionary

process (integer-valued copy numbers, prone to a high degree of homoplasy and dense dependence

structure across sites) into a simpler one which can be approximated by a probabilistic version of a

perfect phylogeny (see Figure 2.1). We leverage the special structure created by the change point

transformation to build a special purpose MCMC kernel which has better computational scalability

per move compared to classical phylogenetic kernels.

The input data for sitka can be visualised in a colour-coded matrix exemplified in Figure 2.1-a.

Each row in the matrix corresponds to an individual cell that has been sequenced in a single-cell

platform. Each column in the matrix is a locus that is represented by a bin, a contiguous set

of genomic positions. We assume that the integer copy number of each bin has been estimated
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Figure 2.1: Description of the process involved in construction of markers, the input to the sitka

model. A bin is a contiguous set of genomic positions. Each pair of consecutive bins (e.g., bins 1
and 2 in (a) is associated with a marker (e.g., marker 1) that measures for each individual cell,
whether there is a difference between the CNA states of the two bins. (a) The observed CNA matrix
for a subset of bins on a chromosome. The rows are sequenced single cells, and the columns are
bins. The CN states are colour-coded. (b) The three markers shown are associated with the four
bins. Each marker records the presence (black) or absence (white) of a CN state change between
a pair of consecutive bins. Note that in the CNA matrix, there is a CN change at row 3 from bin
1 to bin 2 (CN state 3 to 6). This is reflected in the marker matrix, at row 3 of marker 1 with
a black square. There are no changes between bins 2 and 3 across any rows in the CNA matrix.
This is reflected in marker 2 comprising all white squares. (c) For visualisation purposes, the CNA
matrix can be interlaced with the marker matrix to more clearly show where the CNA changes
occur. Each column of the marker matrix is inserted between the associated pair of columns in the
CNA matrix. The resulting matrix is an example of an augmented view that combines data from
two or more sources (here the CNA matrix and the marker matrix). In an augmented view, we call
columns from each source a channel.

(i.e., called) as a preprocessing step, e.g., using a hidden Markov model tool such as in [21]. In

Figure 2.1-a the copy number state is encoded by the colour of each entry in the matrix.

The output of sitka includes two types of trees. The first is the tree used for MCMC sampling

in the inference procedure (type I), and the second is the tree used in visualisation (type II) and

can be derived from the first type. Briefly, the first type is a directed tree that spans all cells and

CN change points (markers) under study in addition to a virtual root node. If a cell vertex is

attached to a marker vertex, we hypothesize that the cell harbours only markers in the shortest

path between its parent and the root node in the tree. A cell vertex, attached to the root node,

is hypothesized to harbour none of the markers. If a marker vertex is a descendent of another
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marker vertex, we hypothesize that the trait that the former indexes, emerged in a cell that was a

descendant of the cell that the latter indexes. Note that in this type of tree, some marker vertices

could be leaf nodes. Such markers are hypothesised to violate the assumptions of the model and

were not consistent with any cells. All cell vertices will be leaf nodes. We describe the type I tree

more formally in Section 2.3.4 when we introduce priors on trees.

Type II tree is a transformation of type I tree. We remove from the type I tree all marker nodes

that are leaf nodes, i.e., markers that are not present in any cells. We also collapse into a single

node, the list of connected marker nodes that have exactly one descendent (i.e., chains). Figure 2.2

shows a small type I tree, its transformation to a type II tree and the respective marker matrix.

We visualise the input matrix and the estimated tree simultaneously by sorting the individual cells

(rows of the matrix) in such a way that they line up with the position of the corresponding leaves

of the tree.
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Figure 4: Visualization of a small tree t 2 T . The right side shows the matrix of binary latent
values xc,l where rows are cells and columns are loci. The left side shows a summary of the perfect
phylogeny. To remove clutter, we remove from the tree (but not the matrix) all loci where xc,l = 0
for all cells. We also collapse chains (list of edges with exactly one descendant) into a single edge.
Note that all clade containing more than one descendant cells is necessarily supported by one or
more traits l having value xc,l = 1 if and only if c is a descendant of the clade. Clades at the leaves,
which have size one may or may not be supported.

Sampling a mutation tree: let Vm = L [ {v⇤} denote a vertex set composed of one vertex for

each of the |L| loci plus one artificial root node v⇤. The artificial root node induces an implicit

notion of direction on the edges, viewing them as pointing away from v⇤. Let T m denote the

set of trees tm spanning Vm. The interpretation of tm is as follows: there is a directed path

from vertex/locus l to l0 in tm if and only if the trait indexed by l is hypothesized to have

emerged in a cell which is ancestral to the cell in which l0 emerged.

Sampling cell assignments: assign each cell to a vertex in tm. The interpretation of assigning

cell c to locus l is that among the traits under study, c is hypothesized to possess only the traits

visited by the shorted path from v⇤ to l in tm. If a cell c is assigned to v⇤, the interpretation

is that c is hypothesized to possess none of the traits under study.

Both steps can be viewed as graphs (for the second step, it is a bipartite graph with one

component being the set of loci, and the other, the set of cells). It is convenient to summarize both

processes at the union of the two graphs, which is also a tree, this time on |L| + |C| + 1 vertices,

V = L [ C [ {v⇤}. Let us denote the set of trees obtained by this two step process by T . Again,

the vertex v⇤ induces an implicit direction to edges in t 2 T .

Given t 2 T , the matrix x is a deterministic function obtained by setting xc,l = 1 if vertex c is

a descendant of vertex l in t, and zero otherwise. We denote this deterministic function by x(t).

We show a small example in Figure 4.

The tree structure encoded by T is unidentifiable: for example, if a tree contains a chain of traits,

then permutations of the traits yield the same matrix x(t). Since we are taking a Bayesian approach

this is not problematic. As we describe later, tree summaries we build from the posterior distribution

collapse the non-identifiable parts. Moreover, the specific choice we make for constructing the set

T help us obtain simple and e�cient sampling algorithms.

To complete the construction of the prior on trees, we need to assign probabilities to elements
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Figure 2.2: Visualisation of a small type I tree t (a), its transformation into a type II tree (b),
and the corresponding marker matrix x = (xc,l) (c). Given a tree t, the latent marker matrix x
is a deterministic function x = x(t). We compute x : t → {0, 1}C×L by setting xc,l = 1 if the
single-cell c is a descendent of the marker node l in tree t, and otherwise xc,l = 0. Note that
the clade comprising single-cells 3 and 4 has support in both markers 1 and 3. For clarity, we do
not visualise type I trees, but plot their transformation, i.e., type II trees as follows. We remove
from the type I tree all marker nodes that have xc,l = 0 for all single-cells c. Lists of connected
edges that have exactly one descendent (i.e., chains) are also collapsed into a single edge, e.g., the
edge corresponding to markers 2 and 3 are collapsed into one edge (since marker 2 has only one
descendent, namely single-cell 2).

sitka is predicated on the perfect phylogeny assumption where each phylogenetic trait arises

exactly once on a rooted tree topology and that all individual cells descending from that position

on the tree will inherit that trait. The perfect phylogeny model allows us to use CNA change
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points, i.e., markers, instead of integer CNA states as phylogenetic traits. When using change

points as phylogenetic traits, non-overlapping CNA events do not break the perfect phylogeny

assumption. Figure 2.3 shows examples of overlapping CNA events and their effect on markers.

The two scenarios that can lead to the violation of the perfect phylogeny assumption are (i) when

a CNA gain event is followed by an overlapping loss event, or (ii) when a loss event is followed by

an overlapping loss event, and the second event removes either end-point of the first event. Note

how for a violation to occur, the second overlapping event has to happen on the same copy as the

first event.

Imposing a perfect phylogeny on the observed change points is restrictive, as violations of the

assumptions (e.g., due to homoplasy) or an error in observing a single trait can lead to considerable

change to the inferred tree. To improve the robustness of the perfect phylogeny construction, we use

an observation model described in Section 2.3.4. A central modelling assumption is that the perfect

phylogeny holds for the latent states (denoted by xc,l = xc,l(t) in Section 2.3.4), but not for the

observed markers (yc,l in Section 2.3.4). Using this formulation, incorrect change point estimates (as

a result of noisy CNAs calls) as well as markers inconsistent with the perfect phylogeny assumption

can be accounted for as noise in the observations.

2.3 Workflow

We begin by describing the preprocessing and lossy transformation of the input CNA states and

then briefly describe the inference procedure. Figure 2.4 shows the workflow of the phylogenetic

inference in sitka.
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Figure 2.3: The effects of overlapping CNA events on the perfect phylogeny assumption. A segment
of a chromosome with five consecutive bins and their four corresponding markers are shown. Each
panel follows the CN states interlaced with markers for a cell at the ancestral state (top), after a
CNA event (middle), and after a second overlapping CNA event (bottom). The numbers in the
CNA squares show the integer CN state (e.g., the ancestral state has two copies of the 5-bins long
segment). (a) Two overlapping CNA gains maintain the perfect phylogeny assumption. By the
infinite site argument, it is unlikely for the end-points of the two gain events to exactly match.
The same argument holds for a CNA loss followed by a CNA gain event. Note that in these cases,
once a change point is acquired, it is not lost. (b) If a loss event is followed by another loss event
in which either end-points of the first event is removed, the perfect phylogeny assumption will be
violated (e.g., marker 3 is lost after the second loss event). Note that a violation does not occur if
the loss events hit different copies of a segment. (c) Similarly, if a gain event is followed by a loss
event, only if the latter erases the end-points of the former is the perfect phylogeny violated. Note
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Figure 2.4 (previous page): Workflow of sitka. (a) The input is the CNA data from a heterogeneous
single-cell population. The rows of the CNA matrix are permuted at random. (b) CNA change
points, i.e., markers are obtained by applying a lossy binary transformation to the CNA matrix
(Section 2.3.2 and Figure 2.1). Note that each single-cell is now represented by the presence or
absence of CN changes between consecutive bins. (c) A shared change point is sometimes shifted
by a few bins across different cells. We use a heuristic (Section 2.3.3) to correct for this marker
misalignment. Note how the columns in the inset in panel-c are less noisy than their counterpart
in panel-b. (d) As a computational trade-off, only a subset of markers present in at least 5% of
cells are chosen for phylogenetic inference. (e) An MCMC algorithm explores the tree space. (f)
An example of an edge insertion MCMC move. (g) The posterior probability of latent state xc,l
is computed by averaging over all MCMC trees, summing over the number of samples in which a
single-cell c was a descendant of a marker node l (Section 2.3.6). (h) The rows in the CNA matrix
in panel-a are sorted according to the inferred consensus (type II) tree, shown on the left of the
matrix. Note that the block structure of the CNs are clearly visible as single-cells with similar CN
profiles are grouped together. (i) The inset shows tuples of marker columns, namely inf. (inferred
markers, i.e., latent state xc,l), post. (posterior probability of the latent state xc,l), and obs.
(observed markers), interlaced with the CN columns (similar to Figure 2.1). The results are from
the SA535 dataset, a triple negative breast cancer patient derived xenograft sample (Section 2.4).
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2.3.1 Filtering

The raw data contains cells that are either contaminated (e.g., contains biological material from

mice) or have undesired sequencing artefacts. These include cells that were captured for DNA

sequencing when undergoing mitosis. Since the stka model does not account for such phenomena,

the filtering is an important step. Figure 2.5 shows the steps taken from pulling the raw data to the

CNA integer matrix ready for sitka transformation. See Section A.4 for detailed descriptions of

each step in the filtering process. Briefly, we remove control cells, cells with highly-noisy CN calls,

and cells that have very few mapped reads. We also remove copy number bins that lie in difficult

to sequence regions of the genome (bins with low-mapability). Finally, we drop cells that, based

on their CNA profile, are suspected to be cycling cells that were not detected in previous steps.

cn.csv

Copy number and cell meta-data

cn_bin_filtered.c
sv

drop low-mapability bins 

cn_bin_cell_filte
red.csv

drop low-quality, 
contaminated,

 and cycling cells

cn_bin_cell_filte
red_no_jump.csv

drop suspect cycling cells

Figure 2.5: Filtering the CNA data for tree inference.

2.3.2 Binarising

To obtain the C × LMarkers phylogenetic markers matrix y that comprises the input to the sitka

model, we apply a lossy transformation to the C × LBins CNA matrix a that involves computing
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the change in copy number state between two consecutive bins. Below we introduce two different

ways to compute the binarisation which differ on whether any artificial bins are included or not.

Figure 2.1 shows a small CNA matrix and its corresponding transformation into the marker matrix.

For brevity, in what follows we assume that only one chromosome is used, so that LBins = L and

LMarkers = LBins − 1. In practice, we use all available chromosomes, and LMarkers = LBins − NChr

where NChr denotes the total number of chromosomes used.

Basic

In the basic binarisation process, the markers are computed as follows. Given a filtered cell-by-locus

matrix a (cn bin cell filtered no jump.csv), we sort bins by (chr-name, start-position,

end-position). Then in each chromosome, we compute markers as the binarised difference between

consecutive bins, and drop duplicated markers, i.e., keep one marker in a set of markers with

identical binary patterns across cells. In other words, y = (yc,l′) and l′ ∈ {1, . . . , L− 1}, and

yc,l′ := 1
(∣∣ac,l′ − ac,l′+1

∣∣ > 0
)

(2.1)

where 1(x) is the indicator function.

Sync

Some datasets exhibit synchronous copy number changes in which at least two distinct cell subpop-

ulations have a copy number change at a bin across a subset of cells, where either the direction or

the magnitude of the change is different in at least one cell. That is, there exists i, c, c′ such that:

(
yc,i = yc′,i = 1

)
∧

(
ac,i − ac,i+1 6= ac′,i − ac′,i+1

)
(2.2)

for i ∈ {1, . . . , L− 1} and c, c′ ∈ {1, . . . , C} and a and y are the CNA and marker matrices respec-

tively. Figure 2.6 shows examples of synchronous copy number changes. The basic binarisation

method will be unable to distinguish such copy number induced subpopulations. The Sync proce-

dure aims to alleviate this by inserting the following additional marker columns in matrix y (the

result of the basic encoding above):
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1. Find columns b := a1:C,i that satisfy Equation (2.2).

2. For each b found above, add a virtual column b′ with its CN state set to the most frequent

CN state in b.

3. Add to the matrix y a column e whose elements are computed as the binarised difference

between b and b′, that is, for c ∈ {1, . . . , C} set ec,1 := 1
(∣∣∣bc,1 − b′c,1

∣∣∣ > 0
)

.
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Figure 2.6: Synchronous CNA changes. If two distinct cell subpopulations have a copy number
change at a bin across a subset of cells, where either the direction or the magnitude of the change
is different in at least one cell (a synchronous CNA change), the basic binarisation method will
be unable to distinguish the induced subpopulations. Black and white represent the presence or
absence of a CN change (marker) respectfully. Panels (a) and (b) show cases where synchronous
or whole chromosome events are missed.
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2.3.3 Fixing jitter and selection of phylogenetic markers

The copy numbers available to us in this work are estimated independently for each cell. This

is one reason why the start position (bin) of the same CN change event may be slightly different

across cells, generating some jitter. We address this by enumerating each change point column and

moving the jitter back to the most frequent bin. Concretely,

Algorithm 1 JitterFix

1: procedure jitter-fix(y, k)
2: column-queue ← OrderByDensityDecreasing(y)
3: columns-visited ← {}
4: for column-index c in column-queue do
5: neighbours ← neighbours (c, y, k)
6: for column-index n in neighbours do
7: if n /∈ columns-visited then
8: y1:C,c ← y1:C,c ∨ y1:C,n

9: y1:C,n ← 0
10: columns-visited ← columns-visited ∪ n
11: return y

The function neighbours (i, y, k) returns 2k columns (if they exist), half, immediately to the

left, and half, immediately to the right of column i in matrix y. We use k = 2 based on visual

inspection. An example of the result of the jitter correction heuristic is shown in Figure 2.4 panel c.

As a computational trade-off, only a subset of markers present in at least a minimum number of

cells are chosen for phylogenetic inference. That is, we removed columns l in y with relative density

∑
c∈C yc,l/|C| less than a threshold, set to 5%. Larger values of this threshold may lead to less

resolved clades in the inferred tree.

2.3.4 Model

The sitka model starts with the perfect phylogeny assumption for the latent variables xc,l but

allows deviation from it by allowing noisy observations yc,l. In a perfect phylogeny model, each

phylogenetic trait arises only once on the rooted tree topology, and all cells descending from that

position will inherit that trait. Recall that we assume the latent states matrix is a deterministic

function of the tree t, i.e., x = x(t) (see Figure 2.2).

Let C and L denote the disjoint sets of cells and loci respectively. Assuming that a∗ is the

true CNA state matrix, then informally, we can think of the trait xc,l for cell c ∈ C at marker

l ∈ L as in Equation (2.1), with a replaced with a∗. But a∗ is not directly observed and therefore
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neither is xc,l. We assume noisy estimates of CNA calls, ac,l are available. Then we define yc,l as

in Equation (2.1). Informally, yc,l is a noisy version of xc,l. Therefore, we posit an observation

probability model p(y |x, θ), where x is the matrix x = (xc,l), y is the data or a data summary, and

θ are model parameters. To model errors in copy number states, we introduce false positive and

negative rate parameters rFP ∈ (0, 1) and rFN ∈ (0, 1) respectively, and an error matrix

er
FP,rFN

=




1− rFP rFP

rFN 1− rFN


 , (2.3)

p
(
yc,l |xc,l, rFP, rFN

)
= er

FP,rFN

xc,l,yc,l
, (2.4)

from which we set:

p(y |x, θ) =
∏

l∈L

∏

c∈C
p
(
yc,l |xc,l, rFP

c,l (θ), rFN
c,l (θ)

)
,

where the scalar er
FP,rFN

xc,l,yc,l takes values as in Table 2.1. Here we use a global parameterisation where

the false positive and false negative functions rFP
c,l (θ) and rFN

c,l (θ) are shared across markers and

cells. We considered a marker-specific parameterisation, but it incurs a higher computational cost

and results in a similar performance and that is why we focus here on a global parameterisation.

xc,l yc,l pc,l

0 0 1− rFP
0 1 rFP

1 0 rFN

1 1 1 - rFN

Table 2.1: The false positive and false negative errors in sitka’s observation model.

In the global parameterisation, we have θ = (rFP
global, r

FN
global). Using a uniform prior distribution

for both error rates can lead to pathological cases as shown in Figure 2.7. To avoid that, we use

the following:

rFP
global ∼ Uniform

(
0, rFP

)
,

rFN
global ∼ Uniform

(
0, rFN

)
,
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We set rFP = 1/10 and rFN = 1/2 as defaults in our experiments. We use a larger rFN;

although errors in approximating copy number states can lead to both types of errors, there are

more mechanisms that can cause a false negative, including a copy number gain, followed by an

overlapping copy number loss.
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1.3. Workflow

x = (xc,l), y is the data or a data summary, and ✓ are model parameters. To model errors in copy

number calls, we introduce false positive and negative rate parameters rFP 2 (0, 1) and rFN 2 (0, 1)

respectively, and an error matrix

erFP,rFN
=

2
64

1 � rFP rFP

rFN 1 � rFN

3
75 ,

p
⇣
yc,l|xc,l, r

FP, rFN
⌘

= erFP,rFN

xc,l,yc,l
.

from which we set:

p(y|x, ✓) =
Y

l2L

Y

c2C

p
⇣
yc,l|xc,l, r

FP
c,l (✓), rFN

c,l (✓)
⌘

.

where the scalar erFP,rFN

xc,l,yc,l takes values as in Table 1.1. Here we use a global parameterisation where

the false positive and false negative functions rFP
c,l (✓) and rFN

c,l (✓) are chosen to be constant.

xc,l yc,l pc,l

1 0 0 1 � rFP

2 0 1 rFP

3 1 0 rFN

4 1 1 1 - rFN

Table 1.1: The false positive and false negative errors in sitka’s observation model.

In the global parameterisation, we have ✓ = (rFP
global, r

FN
global). Using a uniform prior distribution

for both error rates can lead to pathological cases as shown in Figure 1.6. To avoid that, we use

the following:

rFP
global ⇠ Uniform

⇣
0, rFP

⌘
,

rFN
global ⇠ Uniform

⇣
0, rFN

⌘
,

We use rFP = 1/10 and rFN = 1/2 as defaults in our experiments. We use a larger rFN; although

errors in HMM copy number calls can lead to both types of errors, there are more mechanisms that

can cause a false negative, including a copy number gain, followed by an overlapping copy number

loss.
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11

1.3. Workflow

x = (xc,l), y is the data or a data summary, and ✓ are model parameters. To model errors in copy

number calls, we introduce false positive and negative rate parameters rFP 2 (0, 1) and rFN 2 (0, 1)

respectively, and an error matrix

erFP,rFN
=

2
64

1 � rFP rFP

rFN 1 � rFN

3
75 ,

p
⇣
yc,l|xc,l, r

FP, rFN
⌘

= erFP,rFN

xc,l,yc,l
.

from which we set:

p(y|x, ✓) =
Y

l2L

Y

c2C

p
⇣
yc,l|xc,l, r

FP
c,l (✓), rFN

c,l (✓)
⌘

.

where the scalar erFP,rFN

xc,l,yc,l takes values as in Table 1.1. Here we use a global parameterisation where

the false positive and false negative functions rFP
c,l (✓) and rFN

c,l (✓) are chosen to be constant.

xc,l yc,l pc,l

1 0 0 1 � rFP

2 0 1 rFP

3 1 0 rFN

4 1 1 1 - rFN

Table 1.1: The false positive and false negative errors in sitka’s observation model.

In the global parameterisation, we have ✓ = (rFP
global, r

FN
global). Using a uniform prior distribution

for both error rates can lead to pathological cases as shown in Figure 1.6. To avoid that, we use

the following:

rFP
global ⇠ Uniform

⇣
0, rFP

⌘
,

rFN
global ⇠ Uniform

⇣
0, rFN

⌘
,

We use rFP = 1/10 and rFN = 1/2 as defaults in our experiments. We use a larger rFN; although

errors in HMM copy number calls can lead to both types of errors, there are more mechanisms that

can cause a false negative, including a copy number gain, followed by an overlapping copy number

loss.
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Figure 2.7: Pathological tree reconstruction under default observation prior. (a) The true tree
reconstruction in a simple example with a balanced phylogeny with two clades of size two, and
two unique markers, coloured red and blue, that distinguish the left and right clades respectively.
(b) The binarised input matrix corresponding to the four cells at the two markers. The desired
observation error rates should be zero and the latent and observed marker matrices should match
exactly, as the perfect phylogeny assumption holds. If the observation error parameters are set to
one, that is rFP

global = 1 and rFN
global = 1, then the latent marker matrix with all entries flipped as

shown in (c) will have an equal likelihood under this setting as the desired latent matrix has when
error rates are set to zero (see Equation (2.4)). (d) The incorrect tree reconstruction where the left
and right clades are erroneously assigned to the blue and red markers.

We represent the prior on perfect phylogenetic trees via the following two step generating

process: (i) sample a mutation tree topology t (i.e., a type I tree with all cell vertices removed),

(ii) assign all cells c to t. Recall that the tree t comprises all markers l ∈ L as well as an additional

imaginary marker v∗ that is the root. If a marker l′ is an ancestor of marker l in t, we assume that

all cells that are descendants of l have the trait l′ as well. If a cell c is attached to marker l, we

posit that it has a copy number change at all the markers in the shortest path from l to the root

marker v∗ and has no copy number changes across the other markers in L.

For simplicity, we use a uniform prior on tree topologies as follows:

p(t) =
1 [t ∈ T ]

(|L|+ 1)|L|+|C|−1
,

where T is the set of all perfect phylogenetic trees that result from the two step generative process
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described above. Simulation from the prior can be performed using Wilson’s algorithm [57], followed

by independent categorical sampling to simulate the cell assignments.

2.3.5 Inference

We aim to approximate the posterior distribution of the tree t and the parameters θ via MCMC

π(t, θ) ∝ p(t)p(θ)p(y|x(t), θ).

First we describe a tree exploration MCMC move that considers an exponential number of neigh-

bouring trees, then we review how parameters rFP
global and rFN

global are sampled.

sitka uses a tree sampling move to explore a large neighbourhood of a given tree. Given a tree

t and marker l, we remove l from t, and add a new marker such that the new tree t′ remains a

perfect phylogeny, i.e., t′ ∈ N l(t) ⊂ T . After removing l (edge contraction), adding a new marker

that is an edge insertion move can be described as follows:

1. Pick a non-cell vertex v from R = {v∗} ∪ L\{l} where v∗ is the root node.

2. Pick any subset of v’s descendent subtrees and remove it from v.

3. Add a new node v′ under v and move the selected nodes from step 2 above and attach them

to v′.

Note that the choice of node v in the first step above, partitions N l(t) into blocks of N l
v(t\l),

that is N l(t\l) = ∪vN l
v(t\l). Figure 2.4-e (right) shows an example of an edge insertion move. A

marker named chr15 5950, coloured red, has three children, all cell vertices in the sampled tree at

MCMC iteration 100. This would be node v. In the next iteration, two of its children, namely

cells RC07C and RC05C4 are chosen and removed from v. They are then inserted under marker

chr1 4900, v′, which is now a child of marker chr15 5950.

The probabilities required in step 1 above are of the form:

ρ̄v =
ρv∑
ṽ∈R ρṽ

,
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where:

ρv =
∑

t∈N l
v(t\l)

p(t)p(y |x(t), θ), (2.5)

and t\l denotes the tree t with node l removed. To compute ρv, we start with the following recursion

for all vertices v in t\l: first, for all vertices c corresponding to a cell and b ∈ {0, 1}, define:

pbc = p
(
yc,l | b, θ

)
,

where p
(
yc,l | b, θ

)
is defined in Equation (2.4). Next, we compute these distributions for all subtrees

of t\l. This can be done efficiently via a bottom-up recursion on the tree t\l: for all v ∈ R, b ∈ {0, 1},

pbv =
∏

v′′∈ children(v)

pbv′′ ,

where children(v) denotes the list of children of vertex v.

It can be shown that we can compute the probabilities required in step 1 above as follows ([1]):

ρ̄v =
ρv∑
ṽ∈R ρṽ

(2.6)

=

(∏
vi∈children(v)

(
p0vi+p

1
vi

)
p0v

)

∑
ṽ∈R



∏

v′
i
∈children(ṽ)

(
p0
v′
i
+p1

v′
i

)
p0ṽ




. (2.7)

Once v is sampled, we choose a subset of its children to move to v′ by sampling k independent

Bernoulli random variables with the probability for each child vi of v as below and selecting children

with corresponding Bernoulli realisations of 1:

p1
vi

p0
vi + p1

vi

.

To resample the parameters θ we use a slice sampling algorithm [58] and condition on the
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hidden state matrix x in a Metropolis-within-Gibbs framework. Briefly, we compute two sufficient

statistics from the matrix x, (i) the number of false positive instances, nFP, and (ii) the number of

false negative instances, nFN as follows:

nFP = nFP(x) =
∑

c∈C

∑

l∈L
1[xc,l = 0, yc,l = 1]

nFN = nFN(x) =
∑

c∈C

∑

l∈L
1[xc,l = 1, yc,l = 0].

Based on these sufficient statistics, we obtain:

p(y |x, θglobal) =
(
rFP

global

)nFP(
rFN

global

)nFN(
1− rFP

global

)nA−nFN(
1− rFN

global

)nP−nFP

, (2.8)

where nP and nA denote the number of present and absent markers in the observed data and can

be pre-computed as follows:

nP =
∑

c∈C

∑

l∈L
1[yc,l = 1]

nA = |C||L| − nP.

The model is implemented in the Blang probabilistic programming language [59]. We use a

parallel tempering (PT) algorithm for inference (see [1] for a detailed explanation of the annealed

distributions) and initialise it via a tree sampled uniformly from the prior.

2.3.6 Summarising the posterior distribution

Here we approximate the Bayes estimator by minimising the Bayes risk [60]:

argmin
t∈T

∑

t′∈T

∫
L(t, t′)π(t, dθ). (2.9)
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where π(t, θ) is the posterior distribution of the tree t and the parameters θ and L(t, t′) is a loss

function. We use the L1 metric on the matrices of induced indicators x(t) as the loss-function:

L(t, t′) =
∑

l∈L

∑

c∈C
|xc,l(t)− xc,l(t′)|.

It is useful to define marginals mc,l that could be conceptualised as the posterior probability of

cell c to have trait l:

mc,l =
∑

t∈T

∫
1[xc,l(t) = 1]π(t, dθ),

Using the MCMC samples t1, t2, . . . , tN to average marginals mc,l we get a Monte Carlo ap-

proximation:

1

N

N∑

i=1

xc,l(t
i)→ mc,l a.s.

Figure 2.4-g shows an example of the matrixm, each element of which is one of the approximated

m̄c,l . We can now write the objective function of Equation (2.9) via the above marginals:

∑

t′∈T

∫
L(t, t′)π(t, dθ) =

∑

t′∈T

∫ ∑

l∈L

∑

c∈C
|xc,l(t)− xc,l(t′)|π(t, dθ)

=
∑

l∈L

∑

c∈C

∑

t′∈T

∫
|xc,l(t)− xc,l(t′)|π(t, dθ)

=
∑

l∈L

∑

c∈C

{
mc,l(1− xc,l(t)) + (1−mc,l)xc,l(t)

}

=
∑

l∈L

∑

c∈C

{
xc,l(t)− 2mc,lxc,l(t)

}
+ constant (2.10)

We use a greedy algorithm to approximately minimise the Equation (2.10). Briefly, we start

with a star-shaped tree with leaves C rooted at v∗ and add markers from L one by one from a

marker queue sorted by priority score. The priority score of each marker l is computed as

priority(l) = max
t′∈N l(t)

q(t′)∑
t′′∈N l(t) q(t

′′)

where
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q(x) =
∏

c∈C

∏

l∈L(x)

qc,l(xc,l)

qc,l(xc,l) = 2mc,lxc,l − xc,l.

The quantities in the priority queue can be computed as in Section 2.3.5. We take the result of

minimising the Bayes risk as the consensus tree.

2.3.7 Consensus tree and CNA heatmap visualisation

In visualising the output of sitka, we always use the type II trees. In what follows we introduce

two different ways of visualising sitka trees that associate the tree to their input and parameter

space.

Marker-centric view

This view maps the location of a marker to its position on the genome. As each marker is associated

with a pair of consecutive bins, we take the convention of setting the genomic position of a marker to

that of its associated leftmost bin. The plots comprise a type II tree t (Section 2.2) on the left next

to a (L−1)×(L−1) matrix w to the right. In this plot, each node on the tree corresponds to a row.

The matrix w has exactly L−1 non-empty elements. Each element wi,j is non-empty if marker i is

on the i-th row of t and the j-th bin. The direction of the change in CN corresponding to a marker

is shown by a left-pointing or right-pointing arrow for increase or decrease in CN respectively.

Figure 2.8 shows the marker-centric view for the SA535 dataset. The rows of the matrix can be

annotated to show information about specific internal nodes. For instance, in Figure 2.8, the All

and Immed columns show what fraction of the genome is altered between a node and its parent

on the tree. The former constructs a summary genotype for the parent node based on cells that

are directly attached to it (if they exist), while the latter uses all cells that are descendent of the

parent node to do so. We use the CNA profiles to compute the summary genotype. Let asub be an

integer valued Csub ×Dsub matrix that encodes the CN state of a set of Csub cells over Dsub copy

number bins. We define s as a column vector of size Dsub where si = fsummary

(
a1:Csub,i

)
. That
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is, s is an artificial cell whose CNA profile reflects that of those in asub. We set fsummary(.) to the

median function. To compute the percentage of the genome altered, we compute the Manhattan

distance between the median genotypes of each node and its parent, normalised by the number of

copy number bins. We acknowledge that the summary genotype at an internal node computed as

above is a heuristic for data exploration purposes only as the phylogenetic tree is based on the CN

changes, and not the CNs. In contract, the marker presence or absence profile can be reconstructed

at any internal node v via the function x(v).
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Figure 2.8: Marker-centric view for SA535. A type II tree where all cell nodes are dropped and
chains are collapsed. The terminal nodes on the tree represent markers and their colours map to
genomic positions as indicated on top of the chromosome (horizontal) axis (e.g., yellow maps to
chromosome 2). Note that there are more negative (right-facing triangle) than positive (left-facing
triangle) CN changes on chromosome 12 (7 and 4 respectively). One possible explanation is that one
end of at least 3 CN changes are unobserved; potentially the imbalance may be due to sequencing
errors. Another explanation is that the change points are located or stretch over to the end of the
chromosome and therefore are not reflected in sitka’s lossy binary transformation.
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Multi-channel view

One way to visualise the tree inference results is to arrange the tree and the cell-by-locus CN

matrix side by side where the rows of the matrix correspond to the position of individual cells

on the tree and the loci are arranged by their genomic position. This is shown in Figure 2.4-h.

Figure 2.12-a-c are examples of the multi-channel visualisation where each marker is represented

by a tuple of three different data-types, namely, (i) the markers, (ii) the sitka posterior, and

(iii) the sitka transformation. We describe each channel for a fixed marker l in tree t. The first

channel corresponds to the induced matrix x(t) and indicates which cells in the consensus tree are

descendants of l. In other words, whether or not in the latent matrix, the inferred marker is present

in each cell. The second channel corresponds to the marginal matrix m̄ as defined in Section 2.3.6,

and shown in Figure 2.4-g. It denotes the posterior probability of the trait l to be present in each

cell. Finally, the third channel corresponds to the transformed marker matrix y (see Section 2.3.3)

and shows whether the trait was observed in each cell.

This view can be used to quickly assess the discrepancy between the input data and the inferred

tree. It may illuminate cases in which the perfect phylogeny assumption is violated. An example

is ChrX in the OV 2295 dataset (Figure 2.12-a). ChrX has a long orange band (inferred marker)

not matched by a black band (jitter-fixed observed marker) suggesting that a perfect phylogeny

violation may have occurred. The pattern in this marker is consistent with the presence of an

ancestral event followed by a deletion.

In Figure 2.12-b, a set of diploid cells are attached to the root of the tree. These are control cells

included in the experiment and correspond to a marker region in the bottom of the matrix with no

inferred markers (orange bands) and almost no observed markers (black bands). In this dataset,

there are multiple change points where the observed marker has a high density (black band), but

the tree is reconstructed with the marker absent (no matching orange band). Examples include

Chr1, Chr7 and Chr16. One possible explanation could be that the end-points of each event were

detected as slightly shifted in each cell. For instance, in Figure 2.11 there are two loci with an

amplification (CN state equal to three) in the p-arm of Chr1 where the first locus is amplified in

fewer cells than the second locus. In particular, cells that harbour a mutation in the first locus,

appear to not have a mutation in the second locus, suggesting that the same event was called in
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the first locus in some cells, and in the second locus in others. A solution may be to fix jitter with a

larger neighbourhood size (Section 2.3.3). An alternative hypothesis is that the cells in this dataset

have a mutator phenotype that promotes de novo CN mutations in these loci.

Another locus suspected of violating the perfect phylogeny assumption is in the SA535 dataset

on Chr3 (Figure 2.12-c). A black band is not matched by an orange one. This pattern could be

a result of two insertion events, or two deletion events. For instance, in the former, the marker

is hypothesised to be absent in the ancestral state, and it is gained in two subsequent clades (the

subset of the tree aligned with the black band). While in the latter, the converse holds.

Define the mismatch rate as the fraction of cells that have a discrepancy between the jitter fixed

input and the latent tree. Figure A.4 shows the distribution of mismatch rate for each dataset.

The distribution for OV 2295 and SA535 have an approximately bimodal shape while the SA501

distribution exhibits a heavy tail. In OV 2295, 41 markers (11%) have a mismatch rate of over

50%, where marker chr15 67000001 67500000 has the highest mismatch rate at 70%. In SA501,

30 markers (11%) have a mismatch rate of over 50%, 13 of which (5%) have a mismatch rate of

over 75%. SA535 has the lowest maximum mismatch rate at 49% (marker 15 72000001 72500000 ).

While in the OV 2295 dataset, and to a lesser extent, the SA535 dataset, there is some evidence of a

cluster of markers with a high mismatch rate, the distribution is not concentrated at the minimum

and maximum mismatch rates. This suggests that a few markers do not explain a large portion of

the observed noise.

2.4 Overview of datasets

Here we introduce three real-world datasets and look at their type II trees. The first dataset,

SA535 from [20], contains 679 cells from three passages of a triple negative breast cancer (TNBC)

patient derived xenograft sample. Passages X1, X5, and X8 had 62, 369, and 231 cells post quality

filtering respectively. We also included 17 mostly diploid control cells. These cells were combined to

generate the input to the analysis pipeline. Figure 2.9 shows the phylogenetic tree and the heatmap

encoding of the CNA profiles where the cells are sorted by their order appearance on the tree. The

second dataset labelled OV A consists of cells from three samples taken from a patient with high

grade serous (HGS) ovarian cancer; the first sample, SA1090, was from an ascites pre-treatment,
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while SA922 was from an ascites post-treatment. The third sample, SA921, was taken from the

ovary. See Figure 2.10 for the tree and the CNA profile heatmap for this dataset. The final dataset,

SA501 [43], is another TNBC xenograft tumour from 6 untreated passages, namely X2, X5, X6,

X8, X11, and X15. After filtering we had 515, 236, 328, 189, 836, and 308 cells in each passage

respectively (for a total of 2,412 cells, see Figure 2.11). Table A.5 shows the attrition after each

step of filtering cells per passage in each dataset. We discuss how CNA rate changes over time with

the passage information in Section A.5.

Figure 2.9: Phylogenetic tree and CNA profile heatmap for the SA535 dataset. The rows of the
heatmap are sorted according to the placement of cells on the phylogenetic tree. The columns of
the heatmap are sorted by their genomic position.
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Figure 2.10: Phylogenetic tree and CNA profile heatmap for the OV A dataset. The nearly diploid
cells with the loss of heterozygosity on chromosome X are from SA1090. The cells with an ampli-
fication on chromosome 22 are from SA922. The rest belong to SA921.

Figure 2.11: Phylogenetic tree and CNA profile heatmap for the SA501 dataset. Note that the
diploid cells at the bottom of the heatmap are control cells that were included in the experiment.

2.5 Tree evaluation

2.5.1 Predictive test

To evaluate the inferred trees, we suggest a test that involves predicting the entries in the input

binary matrix given to the tree inference method. We take the binarised input matrix y, the input

matrix to the sitka algorithm as described in Section 2.3.3 as ground truth. Consider an inferred
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tree, t, and the corresponding matrix g = x(t). In general the inferred trees from the baseline

methods do not have named internal nodes, nor do they have the same number of internal nodes as

the number of marker L. Therefore we do not know which marker in the inferred tree t corresponds

to which column in the matrix y. We note that this is not the case with trees inferred from sitka

where the internal nodes of the tree t correspond to the columns of the induced matrix x(t). As a

result, for methods other than sitka, for each column in the input data matrix, we pick a clade in

t that has the highest prediction accuracy for the entries in that column.

For each method, we report Youden’s J index [61]. We define below the function h to be a

binary classification counts matrix, i.e., for two column vectors w and z of size C, it forms the

confusion matrix. h : {0, 1}C × {0, 1}C → {0, 1}2×2 where

hi,j(w, z) =
∑

c∈C
1 [wc = i, zc = j] .

For example h0,0(w, z) would count the number of times both elements of w and z were equal to

zero (or the number of true negatives). We define accuracy for a given confusion matrix ζ computed

from the h map above as:

acc(ζ) :=
ζ0,0 + ζ1,1∑

i∈{0,1}
∑

j∈{0,1} ζi,j

We further define sensitivity and specificity as

sensitivity(ζ) :=
ζ1,1

ζ1,1 + ζ1,0

specificity(ζ) :=
ζ0,0

ζ0,0 + ζ0,1

youden(ζ) := sensitivity(ζ) + specificity(ζ)− 1

For a given tree t and its latent matrix g = x(t) we compute the Youden’s index as follows:

1. For all marker l in y, compute ζl = argmaxζl′ ,l′∈columns(g) acc(ζl′).

2. For tree t, set compute the confusion matrix as ζt =
∑

l′∈columns(g) ζl′ .

3. Define the Youden’s index for t as youdent := youden(ζt).

That is for each marker in y, we take the clade that among all possible clades in t maximises

36



the accuracy in predicting which cells are present in the l-th column of y. We then sum over all

these scores to compute a confusion matrix for t and use this agglomerative matrix to compute the

Youden’s index for the tree. We use the delta method to calculate confidence intervals. Figure 2.12-

d shows the Youden’s index, its 95% confidence interval for sitka and 6 baseline methods over 3

different real-world datasets. sitka has a higher score than all competing methods. In Section 2.5.2

we review these results in detail.

A similar idea can be used to compare the different binarisation methods discussed in Sec-

tion 2.3.2. Briefly, we report a leave-one-out score that represents how well the model predicts

y(c,l) | y\(c,l) where y\(c,l) denotes all the elements of the matrix except one entry. In other words,

how well the model predicts one entry of the y matrix given all the other entries. This is averaged

over all cell-marker pairs (c, l). It is computed using importance sampling (in the context of efficient

leave-one-out estimation [62]). To compare different encodings of the input matrix, a common set

of markers should be used. For example to compare preprocessing methods 1 and 2 that result

in sets of markers L1 and L2, respectively, we ensure L1 ∩ L2 6= ∅, then the leave-one-out score is

averaged over this intersection only.

2.5.2 Comparison to baseline methods

Here we compare the performance of sitka against a number of baseline methods over real-world

datasets. We first briefly overview the baseline methods. The comparisons are summarised in

Figure 2.12-d.

Overview of baseline methods

Here we briefly review the baseline phylogenetic methods. For all agglomerative clustering methods,

the distance function d(c1, c2) between two single-cells c1 and c2 was set to the Euclidean distance

between their CNA profiles.

UPGMA (Unweighted Pair-Group Method with Arithmetic mean) is an agglomerative clustering

method that, given a similarity matrix, constructs a rooted phylogenetic tree [63]. We start by

putting each datapoint in a separate cluster. At each step of the algorithm, we merge the two

clusters with minimum inter-cluster distance. Inter-cluster distance between clusters X and Y is
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defined by:

d (X,Y ) =
1

|X||Y |
∑

x∈X,y∈Y
d (x, y) (2.11)

where |.| denotes the cardinality of a set. In other words, the average pairwise distance between

elements of X and Y .

WPGMA (Weighted Pair-Group Method with Averaging) is similar to UPGMA but uses the following

to compute the distance between clusters X and Y as defined by [63]:

d (X,Y ) =
1

2

∑

x∈X,y∈Y
d (x, y) (2.12)

In other words, it ignores the cardinality of clusters when computing the distance between them.

NJ (Neighbour joining) is a similar agglomerative clustering method that accepts an initial

distance matrix d [64]. It keeps a running distance matrix q between each node of the tree and

updates it over each iteration. In each iteration, NJ (i) re-calculates q, (ii) picks (f, g) to join

under a new node u such that f 6= g and q(f, g) is the minimum entry in q, and (iii) calculates

branch-length for the two newly created edges (u, f) and (u, g). The running distance matrix q is

updated as follows:

q(i, j) = (n− 2)d(i, j)−
n∑

k=1

d(i, k)−
n∑

k=1

d (j, k)

The entries for nodes (f, g) in matrix d is then replaced by that of the newly created node u where

for each node k /∈ {f, g} we have:

d(u, k) =
1

2

(
d(f, k) + d(f, g)− d(f, g)

)

HDBSCAN first computes a 2-dimensional representation of the copy number matrix, i.e., casts

the C × L CNA matrix a into a C × 2 embedding matrix u. This step uses UMAP [65]. Secondly,

a hierarchical clustering is computed via the method described in [66].

MrBayes is a Bayesian phylogenetics framework that implements multiple evolutionary models

and uses MCMC to approximate the posterior distribution of trees and model parameters [67].
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We ran MrBayes version 3.2.6 on two types of copy number input matrices: (i) integer copy num-

bers from 0 to 9 across the entire genome where CNs greater than 9 were assigned a value of 9

(MrBayes-np2 or MrBayes-np8), and (ii) the same as sitka’s input of binary copy number changes

at a reduced set of genomic locations (MrBayesWithBinaryInput-np2 or MrBayesWithBinaryInput-np8).

We ran MrBayes using either two runs with one chain each (MrBayes-np2, MrBayesWithBinaryInput-np2),

or two runs with four chains each (MrBayes-np8 or MrBayesWithBinaryInput-n8).

MrBayesWithBinaryInput-np8 did not finish running on any of our datasets. This is expected

as the model based assessment of likelihood usually leads to undesirably long execution time. In

some cases it is possible to speed up the run time of MrBayes via the use of graphical process-

ing units (GPUs) and parallelization ([68]). However, it is unlikely to scale up to the sizes of

datasets that we have in this work, and anticipate would be soon available. One reason is that

the parallelization occurs across sites (markers) and not taxa (cells). For brevity, we will denote

MrBayesWithBinaryInput-np2 by MrBayesWithBinaryInput. Following [43], we ran 10 million

iterations with 50 percent burn-in fraction. All parameters of the likelihood model were left at the

default values except lset rates=adgamma in order to account for correlated rates for adjacent

sites. When using integer CN states as input to MrBayes, we set datatype=standard.

Benchmarking results using the predictive test

Now we use the predictive test derived in Section 2.5.1 to compare sitka to baseline methods

reviewed above, over three real-world datasets SA535, OV A, and SA535. Figure 2.12-d shows the

Youden’s J index and its 95% confidence interval for each method.

sitka has the highest Youden’s index across all three datasets. UPGMA and WPGMA perform sim-

ilarly on SA501 and SA535. UPGMA does slightly better than WPGMA on the OV A dataset. HDBSCAN

has a close but slightly smaller Youden’s index than UPGMA over the SA535 and OV A datasets,

but performs marginally better on SA501. NJ trails WPGMA on SA501 and the OV A datasets, and

has the lowest Youden’s index on SA535. MrBayes does well on the smallest dataset, SA535, with

MrBayes-np2 and MrBayes-np8 performing similar to WPGMA, and MrBayesWithBinaryInput hav-

ing achieved the second highest Youden’s index. On the OV A data, MrBayesWithBinaryInput

and MrBayes-np2 trail behind NJ, while MrBayes-np2 has the lowest Youden’s index among all

methods on all datasets. Similar to the OV A case, MrBayesWithBinaryInput and MrBayes-np2
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trail behind NJ over the SA501 dataset. MrBayes-np8 did not finish running on SA501 after several

days. This suggests that the algorithm used in MrBayes needs prohibitively more computational

budget to achieve a Youden’s index on par with the other methods. The results in this comparison

suggest that sitka performs better than the baseline methods and therefore we chose it to infer

clonal phylogenies in Chapter 4.
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Figure 2.12: Results over real-world datasets and benchmarking against baseline methods. (a), (b),
and (c) show the consensus tree and the multi-channel marker matrix for the OVA, SA501, and
SA535 datasets respectively. In each panel, the tree is the consensus tree constructed as described
in Section 2.3.6 and the matrix is the multi-channel visualisation of Section 2.3.7. Each marker
is represented by a marker tuple, comprising three consecutive columns we call channels (as in
Figure 2.4-i). The three channels encode for each marker in each cell (i) whether it is inferred to
be present, (ii) the posterior probability of its presence, and (iii) whether it was present in the
transformed input matrix. The number of rows (cells) and markers (columns) are noted on top of
each panel. The position of the internal nodes on the genome is colour-coded to match the colour
on the chromosome axis. (d) Comparison of methods. The dot shows the Youden’s J index, while
the bar represents the 95% confidence interval.
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2.6 Identifying clones through phylogenetic analysis

Using sitka we can establish the evolutionary relationships of cells in a heterogeneous sample. To

investigate cancer evolution we need to determine the abundance of subpopulations over time. To

this end, we introduce Lumberjack, a tree-cutting algorithm that we use to define clonal subpop-

ulations. In the output tree of sitka, cells are part of the terminal leaf nodes of the phylogenetic

topology. We post-process the inferred trees to identify clonal populations from major clades.

When clonal populations are defined, their abundances can be counted as a function of timeseries

and these can be used for fitness inference (see Chapter 3). Clones are constructed by identifying

connected components (each a clade or a paraphyly) in the phylogenetic tree reconstruction. The

tree is ‘cut’ into discrete populations according to the following procedure (see Algorithm (2)).

We review and build on the notation used in this chapter to facilitate the introduction of the

Lumberjack algorithm. Let L be a set of markers and C be a set of cells. Define t = (L,C,E) to be

a rooted phylogenetic tree with E its set of directed edges. We assume that t is a type II tree (Sec-

tion 2.2). Let |t| = |C|, that is the number of cells that belong to tree t. Let tl = (Ll, Cl, El) denote

the subtree rooted at node l. Define parent(l) to be the parent of node l, and let descendants(l)

comprise all its descendants.

The inputs to the algorithm are the rooted phylogenetic tree t, the CN states of its cells and

the minimum Mmin and maximum Mmax allowed clone sizes. A clone is defined as a connected

component (each a clade or a paraphyly) in the graph tree t composed of cells of sufficient genomic

homogeneity. The degree of homogeneity can be tuned by limiting the number of markers and the

difference in the CN of sub-clades in a clone. The algorithm first finds the coarse structure, that

is, it divides the tree into major clades, and then looks for fine structures within each clade by

traversing the tree in a bottom up manner and merging markers that are sufficiently similar. The

remaining markers constitute the roots of detected clades (clones).

To obtain the coarse structure from the reconstructed phylogenetic tree we use a two step

procedure: (i) identify monophyletic clades via Algorithm (2), (ii) then remove the cells comprising

the clades found in step one from the tree and repeat Algorithm (2). We note that these new clades

(if any) could be paraphyletic.

To find the fine structures within the initial clades we use the following procedure. For each clade
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Algorithm 2 Heuristic (Top-down)

1: procedure sitka-lumberjack(t, Mmin, Mmax)
2: marker-queue ← depthFirstSearch(t)
3: for marker l in marker-queue do
4: if m ≤ |tl| ≤M then
5: CUTS← CUTS ∪ l
6: Remove all markers below l from t
7: else
8: for marker l′ in descendants(l) do
9: if Mmin ≤ |tl′ | ≤Mmax then
10: CUTS← CUTS ∪ l′

11: Remove all markers below l′ from t
12: if no eligible markers were found then
13: CUTS← CUTS ∪ l
14: Remove tl from t

15: return CUTS

ρ, and its corresponding sub-tree tρ, denote by Lρ a set of markers l for which Mmin ≤ |tl| ≤Mmax.

In a bottom-up traverse of the tree, for each node l ∈ Lρ, remove l from Lρ if |tparent(l)|−|tl| ≤Mdiff,

otherwise remove tl from tρ. Mdiff is a user-defined constant that intuitively results in merging clades

that are too similar. At the end of the tree traversal, the set Lρ contains new candidate roots for

each initial clade. For each l ∈ Lρ define the summary CN profile as a vector whose i-th element

is the median of the copy number states of the i-th bin for all cells in tl. Compute the distance

between two subclades as the mean absolute difference of their median genotypes. Merge subclones

induced by Lρ if their summary CN profiles are too similar. We can do this by computing a t-test

over the pairwise distances to exclude outlier subclades and merge the rest.

Once clones are identified, we set the abundance of each clone at a specific timepoint as the

fraction of cells in that clone from that timepoint. We note that for the data from WGS bulk

sequencing [43] we used the following procedure to estimate clonal fractions: (i) let ν denote the

mutational cellular prevalence (rows) estimated over multiple timepoints (columns) using the multi-

sample PyClone [22] model, (ii) define β as the genotype matrix (which mutation-cluster (rows) is

present in which clones (columns)), (iii) then we set βγ = ν where γ = β−1ν are the clonal fractions

over time, and (iv) we solve for γ using QR-decomposition.

2.7 Conclusions

In this chapter we introduced the sitka analysis pipeline, and described a number of visuali-

sation methods that supplement the sitka phylogenetic reconstruction model. We briefly re-
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viewed parts of the sitka model’s mathematical formulation that was related to the visualisation

toolkit. We also compared sitka over three real-world datasets to some benchmark methods using

a posterior-predictive test that we derived. We then introduced a tree-cutting procedure that we

call Lumberjack that is used to identify major clades in the trees inferred by sitka.

In this work we use data in which the genome of the single cells CNA profiles are partitioned

into fixed-500Kb bins. Each bin is assigned a constant integer CN state. The size of these bins

indicates that we cannot preclude that the same bin harbours multiple CNA events. Biological

processes that result in complex DNA rearrangements could further increase the probability of this

possibly [69, 70]. These cases will violate the perfect phylogeny assumptions.

It may be possible to take a data-driven approach to determining bin sizes. One approach would

be to use smaller bin sizes for regions of the genome where more sequenced reads are available.

In such regions, the copy number states can be more accurately determined for the smaller bins.

While in this work we have used the CNA states of pre-defined fixed size bins as input, segmenting

the genome, and calling the copy number jointly with inferring the phylogeny may be possible,

although at a higher computational cost.

Characterising existing subpopulations in a population of cells is a major goal of this work. The

preprocessing step removes multiple cells (up to 90% of the sequenced cells, see Table A.5). We

filter out a fraction of cells to remove contaminated cells, either doublets or mouse cells, cells with

too many erroneous sequencing artefacts, and cycling cells. Removing a portion of the sequenced

cells will decrease the statistical power to determine the subclonal structure of the population. Our

current cell filtering step is focused on removing cycling cells (Section A.4). This may bias our

sampling against clones that have a higher division rate. It would be beneficial to retain more

sequenced cells without negatively impacting the quality of the downstream analysis. One possible

way is to retain false positive doublet cells by reviewing the images taken by the DLP+ platform’s

microscope prior to sequencing. As each library may contain up to thousands of cells, this approach

is labour intensive and will benefit from automatic image processing frameworks. Another area to

explore is to decrease the error rate in the cell quality classifier [20]. This may be done by taking a

data-driven approach to choosing the features used for scoring cells in the classifier and to retrain

the classifier on a larger dataset. A related idea consists in quantifying the error rate in different

regions of the genome; if in a cell with a low quality score, the genomic bins can be classified
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into high-quality and low-quality regions, it may be possible to use the high-quality regions as

phylogenetic markers and assign the cells to an already inferred phylogenetic tree.

Structural variations such as Chromothripsis that affect multiple segments of the genome at

the same time make it difficult to determine the rate of CNA events and suggest that CNA events

may not be suitable molecular clocks to estimate branch lengths. One possible remedy is to first

infer the tree topology via markers based on CNA events and then conditioned on this topology,

add SNVs to the tree. The number of SNVs on each edge of the tree may give an indication of the

mutation rate in each clade.

We note that the trees inferred in Figure 2.12-a-c are unbalanced. Unbalanced tree topologies

have been observed and are expected in adapting populations [71]. However this may be partially

due to the fact that the copy number states of each cell is determined individually and independently

from the tree inference step and that our jitter fix heuristic method cannot completely correct the

CN calls. It may be improved by the joint inference of the CN states, the genomic segments, and

the tree topology.

The visualisation toolkit developed here is static. Adding new annotations requires re-rendering

the entire plot. It would be useful to create an interactive toolkit where individual nodes on the tree

could be selected to view more detailed annotations. This may include relevant genomic information

such as genes affected by copy number changes and if available, data on point mutations.

Evaluating the performance of a phylogenetic reconstruction method over real-world datasets

is difficult, mainly due to a lack of ground through. One promising area of research is the use

of CRISPR-Cas9 based lineage tracing [72]. In absence of ground truth data, we developed a

predictive test (Section 2.5.1) that to our knowledge enables a first of a kind benchmarking of

phylogenetic inference methods over real-world SCG CNA datasets.

Phylogenetic tree reconstruction is a principled way to identify subpopulations in a heteroge-

neous single-cell population. In Chapter 4, we use sitka to infer phylogenetic trees in multiple

model systems from which scDNAseq is available through the DLP+ platform. We then use a

tree-cutting algorithm to cut the sitka trees and assign single-cells to clones. This enables us

to track the abundance of subpopulations over multiple timepoints. In the next chapter we in-

troduce fitClone, a statistical framework that uses the timeseries clonal abundance data to infer

evolutionary parameters of clones in model systems.
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Chapter 3

Modelling Fitness in Longitudinal

Data Via an Approximation to the

Wright-Fisher Diffusion Model

3.1 Introduction

An important but open question in the treatment of patients with cancer is why and how resistance

to therapy is developed. In many patients, despite initial positive response to therapy, the cancer

eventually relapses. Advances in next generation SCS as well as longitudinal xenoengraftment

has enabled more accurate, quantitative measurements of tumours. By serially transplanting a

tumour sample into highly immunodeficient mice, a system called patient derived xenograft, one

can continuously monitor how tumour composition may evolve in a patient over time. This process

generates timestamped samples comprising thousands of cells that through SCS can be measured

at thousands of genomic features including CNAs. This is in contrast to the standard of care where

often only up to two timepoints are acquired and measured at an aggregate course level. The

new higher resolution datatype introduces major challenges in extracting meaningful knowledge

from the data, including (i) how to identify biologically meaningful groups of cells (i.e., clones)

across multiple timepoints, and (ii) how to quantitatively reason about the underlying evolutionary

forces acting on the clones via their observed dynamics. In Chapter 2, we developed sitka and

Lumberjack to address the first question. Here we set out to tackle the second question.

Tracking the relative abundances of the clones over time produces a timeseries reminiscent of

allele frequencies. Over time evolutionary forces act on a population, changing the allele frequencies

through adaptation, mutation and neutral evolution [19, 73]. In particular, clonal abundances are
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similar to the fraction of the individuals in a population that harbour a specific allele. We adopted

ideas from the population genetics literature to model the evolution of tumour growth via a state

space model, the dynamics of which is dictated by the diffusion approximation to the Wright-

Fisher process. The algorithm infers evolutionary fitness coefficients for each clone by simulating

trajectories consistent with their observed clonal abundances. To the best of our knowledge, the

only exact algorithm for the multivariate case (where we track more than one clone at a time)

has infinite expected run time [74]. Therefore we decided to develop an approximation and its

respective inference engine. These models will quantify whether observed dynamics are significantly

determined by selection versus purely driven by random stochastic processes (i.e., genetic drift) -

a key determinant on the path to predictive models. Those clones under selection then provide

hypotheses over mechanisms of disease progression through analysis of mutational or molecular

features.

We describe in this chapter, two approaches to fitness modelling. The first is a Bayesian state-

space model (fitClone) based on the Wright-Fisher diffusion with selection (Section 3.1.1). The

second is a deterministic logistic growth model (Section 3.9). We compare the two methods in

Section 3.10. The comparison favours the Bayesian model, hence this is the model used in our

results unless we specify otherwise.

3.1.1 fitClone: a Bayesian fitness model for timeseries data

We developed a Bayesian model and associated inference algorithm based on a diffusion approxi-

mation to K-allele Wright-Fisher model with selection. We start with timeseries clonal abundance

measurements over a fixed number of clones and estimate two key unknown parameters of interest:

fitness coefficients si for clone i which represents a quantitative measure of the growth potential of

a given clone; and distributions over continuous-time trajectories, a latent (unobserved) population

structure trajectory in ‘generational’ time.

After briefly reviewing and setting notation for Wright-Fisher diffusions with selection (Sec-

tion 3.2), we introduce the Bayesian model we used to infer quantitative fitness of clones from

timeseries data (Section 3.3). We then describe a novel algorithmic extension that scales simul-

taneous inference to dozens of clones (Section 3.5), ancillary methods for effective population size

estimation (Section 3.6), and reference clone selection (Section 3.8).
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Statistical methods for inference in the Wright-Fisher model is reviewed in [75]. In the bi-allelic

case, one method is to estimate Ne first and then use approximate Bayesian computation [76] to

target the posterior of S, using trajectories sampled from a Binomial distribution [77]. It is possible

to use the continuous transformation of the discrete Wright-Fisher model in which both time and

states (number of alleles/individuals) are scaled by a multiple of Ne, and then approximate it using

discretisation in both time and allele-frequency states [78–80]. An interesting direction is the exact

simulation of diffusions [81, 82]. For the one-dimensional Wright-Fisher diffusion with a general

drift function, an exact simulation algorithm exists, although each sampled trajectory can take up

to minutes to generate [83].

3.2 Wright-Fisher diffusions with selection

We take the convention of using uppercase symbols to denote random variables and lowercase

symbols for realisations of random variables. Let K denote the number of clones and denote by

Zt =
(
Z1
t , . . . , Z

K
t

)
the relative abundance of each of the K clones at time t in the population.

The process Zt satisfies, for all t, the constraints
∑K

i=1 z
i
t = 1 and zit ≥ 0 for i ∈ {1, . . . ,K}. In

other words it is a (K − 1) simplex. We model the process Zt using a Wright-Fisher diffusion with

selection.

A Wright-Fisher diffusion can be written in stochastic calculus notation as

dZt = µs,Ne(Zt)dt+ σ(Zt)dWt (3.1)

where {Wt} is a K-dimensional Brownian motion, and the functions µ and σ, defined below,

respectively control the deterministic and stochastic aspects of the dynamics where we assume this

maps to the selection and genetic-drift components of the observed data. For z =
(
z1, z2, . . . , zK

)
,

the vector-valued function µs,Ne : RK → RK is defined as

µs,Ne(z) =
(
µs,Ne

1 (z), . . . , µs,Ne

K (z)
)

µs,Ne

i (z) = Nez
i(si − 〈s, z〉),

where 〈x, y〉 is the inner product of vectors x and y; Ne, the effective population size, discussed in
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more details in Section 3.6; and the parameters s = (s1, s2, . . . , sK) are called fitness coefficients.

The interpretation of the fitness parameters is that if si > sj , then subpopulation i has higher

growth potential compared to subpopulation j. In practice, small values of si − sj can result in a

large difference in the observed clonal abundances (e.g., see clones A and B from the HER2+ PDX

timeseries analysed in Chapter 4). The matrix-valued function σ : RK → RK×K is defined as

σ2(z) = [σ2
i,j(z)]i,j∈{1,...,K}

σ2
i,j(z) = zi

(
δi,j − zj

)

where δi,j is the Kronecker delta. Given an initial value z, we denote the marginal distribution of

the process at time t by Zt ∼WF(s,Ne, t, z). Equation (3.2) shows an example of a two dimensional

WF process with s = (s1, 0.0), Zt =
(
Z1
t , Z

2
t

)
, and Wt =

(
W 1
t ,W

2
t

)
.

dZ1
t = NeZ

1
t−1

(
s1

(
1− Z1

t−1

))
dt+

√
Z1
t−1

(
1− Z1

t−1

)
dW 1

t (3.2)

3.3 fitClone model specification

Given timeseries data measuring the relative abundances of K subpopulations at a finite number of

timepoints, the output of the fitClone model is a posterior distribution over the unknown parame-

ters of interest: the fitness parameters s described in the previous section, and the continuous-time

trajectories interpolating and extrapolating the discrete set of observations.

To do this, fitClone places a prior on the fitness parameters s, uses a state space model (Fig-

ure 3.1) in which the latent Markov chain is distributed according to a Wright-Fisher diffusion, and

encodes the noisy sampling from the population at a discrete set of timepoints via the observation

model.
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Z0 Z1 Z2 ZT

Y1 Y2 YT

θ

Figure 3.1: A state space graphical model. The observed quantity Yt denotes the noisy clonal
abundances while Zt denotes the latent clonal fractions. θ = (Ne, S) comprises the parameters of
the model. The Wright-Fisher process controls the transition between states.

We model the fitness parameter with a uniform prior over range I:

Sk ∼ Uniform(I), k > 1,

where we set S1 = 0 to make the model identifiable (see Section 3.8 for details). We used I =

(−10, 10) in our experiments. Note that the posterior is contained far from the boundaries of this

prior range in all experiments.

The initial distribution, i.e., the distribution of the value of the process at time zero, is a

Dirichlet distribution with hyper-parameter (1, 1, . . . , 1),

Z0 ∼ Dirichlet(1, 1, . . . , 1).

This can equivalently be seen as a uniform distribution over the K-simplex.

Let t1 < t2 < · · · < tT−1 < tT denote a set of process times at which measurements of relative

abundance of clones are available. Ideally, we would like the latent transition kernels to be given
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by the marginal transitions of the Wright-Fisher diffusion from the last section,

Ztm |Ztm−1 , S ∼WF(S,Ne, tm − tm−1, Ztm−1), (3.3)

where Ne is estimated as a preprocessing step (Section 3.6). In practice we resort to approximating

the distribution in Equation (3.3) via an Euler-Maruyama scheme (Section 3.4.1).

Finally, for each t ∈ {t1, t2, . . . , tT }, let Yt =
(
Y 1
t , . . . Y

K
t

)
denote a noisy observation of the

clonal prevalences at process time t. In the single-cell context, this is obtained by counting, for each

clone defined in Section 2.6, the number of cells coming from each passage, and normalizing by the

number of cells sequenced in that passage. In the bulk sequencing context, see Section 2.6. When

observations are counts, a Multinomial observation model or the Normal distribution approximation

to it can be used. For simplicity, in both cases we use a Normal observation model, i.e., yit | zit ∼

N
(
zit, σ

2
obs

)
, where σ2

obs = npi (1− pi) and n =
∑

j y
j
t and pi = yit/n.

3.4 Posterior inference under the fitClone model

Since the marginal distributions of the Wright-Fisher diffusion do not admit closed form expressions,

and previous work on exact simulation does not scale to high values of K, we resort to discretisation

using an Euler-Maruyama scheme [84].

3.4.1 Euler-Maruyama discretisation

In datasets available to us, the latent state of the Wright-Fisher process, i.e., the relative clonal

fractions are observed at a few timepoints. In other words the system is sparsely observed. Note

that the Wright-Fisher diffusion is a continuous time process where time is measured in units of

Ne. Time represents the number of generations scaled by 1/Ne and each generation comprises a

cell division event. However, in order to perform inference using this model we need to discretise

time. Intuitively, this discretisation in time can be thought of as an intermediate approximation

between sparse observations.

We discretise the interval (tm, tm+1) usingN equidistant intermediate timepoints
(
tm,1, tm,2, . . . , tm,N

)
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such that h = tm,i − tm,i−1 = (tm+1 − tm) /N and h is the discretisation step size. For simplic-

ity, we used the same h between all observed time steps and moved the observed timepoints to

their closest grid point. We augment the state space of the process Zt and add between Ztm and

Ztm+1 , N imputed intermediate states
(
Ztm,1 , Ztm,2 . . . , Ztm,N

)
. Using these intermediate states,

the marginal transition kernels in Equation (3.3) can be written as:

p
(
Ztm+1 |Ztm , S

)
=

∫
. . .

∫
p
(
Ztm+1 |Ztm,n , S

)
{
N∏

i=2

p(Ztm,i|Ztm,i−1, S)}p(Ztm,1|Ztm , S)dZtm,1 . . . dZtm,N

where the intermediate transition kernels, i.e., the Euler-Maruyama steps are approximated via

a Normal distribution as follows:

Ztm,i |Ztm,i−1 , S ≈ N
(
Ztm,i−1 + µS,Ne(Ztm,i−1)h, σ2(Ztm,i−1)h

)
(3.4)

In Chapter 4 we apply this discretisation to timeseries data from in vitro and in vivo systems.

For instance, in Section 4.3, a TNBC PDX timeseries dataset passaged over 1,002 days is analysed.

We estimate the diffusion time t10 − t1 = 0.90 and use a discretisation step of h = 0.05 to yield 8

intermediate steps.

3.4.2 Inference

We used a particle Markov chain Monte Carlo (pMCMC) method called Particle Gibbs with An-

cestor Sampling and particle rejuvenation [85, 86] to sample from Ztm and the intermediate Euler-

Maruyama steps, and a Metropolis within Gibbs sampler to sample the selection parameters S.

In sampling S, and for a fixed trajectory z = (zt1 , zt2 , . . . , zT−1, zT ), we use a truncated Normal

random walk proposal with variance σp and boundaries (Il, Iu) that are set to the boundaries of

the prior on S. This proposal is non-symmetric and yields the following MH acceptance ratio:

a = min

[
1.0,

p
(
s′|z

)
ΦT N

(
s|s′, σp, Il, Iu

)

p
(
s|z
)

ΦT N
(
s′|s, σp, Il, Iu

)
]

where s′ denotes the proposed value and ΦT N
(
. | s, σp, Il, Iu

)
is the probability density function
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of a truncated Normal distribution parameterised by its mean, variance, and lower and upper

bounds.

We note that from p
(
s|z
)

= p
(
z|s
)
p(s)/p(z) only the likelihood term p

(
z|s
)

remains after

cancelling identical factors in the numerator and denominator of the acceptance ratio above. This

likelihood term factors into marginal distributions of the Wright-Fisher diffusion:

p
(
z|s
)

=

T−1∏

t=1

p
(
zt+1|zt, s

)

In practice we keep the Euler-Maruyama intermediate steps and Equation (3.4) can be used to

evaluate p(z; s) for a given s.

3.5 Conditional sampler

In sampling a trajectory between a pair of consecutive latent states ztm−1 and ztm , the sampler

initialises a set of particles and evolves them according to the distribution of the Euler-Maruyama

intermediate steps to form potential trajectories. Each particle represents a potential latent state.

A trajectory is valid only if it ends inside a K-dimensional sphere centred at the observation at

time tm. We call this sphere an εball
tm . This is essentially a soft-bridging problem and becomes more

difficult with increasing K as more components of a potential trajectory have to pass through the

εball
tm . Given a valid trajectory between ztm−1 and ztm , it is possible to evolve only a few components

of the potential trajectory conditioned on the other components remaining constant. In other words,

instead of sampling the clonal fraction of all clones at the same time, we keep the abundance of

a subset of clones fixed and conditioning on those, update the clonal fraction of the rest. The

discretised Wright-Fisher diffusion transition kernel at time t is normally distributed so we can use

the conditional distribution form of a multivariate Normal distribution.

Without loss of generality we focus on a single intermediate Euler-Maruyama transition step,

namely Ztm,i |Ztm,i−1 , S. In the following it is useful to distinguish the subset of parameters that are

sampled from those that are fixed. Let B = (B1, B2) partition the index set 1:K = {1, 2, . . . ,K}

into two subsets, that is B1 ⊂ 1:K, B1 ∪ B2 = 1:K and |B1| 6= 0. We denote by B1 the indexes of

the subset of parameters that are being sampled.
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Define Z
Bj

tm
:=
{
Zitm | i ∈ Bj

}
, then we can write Ztm =



ZB1
tm

ZB2
tm


. Now the problem can be

stated as sampling from the following conditional distribution:

ZB1
tm+1
|ZB1
tm , Z

B2
tm+1

, ZB2
tm , S

We use a two step procedure to achieve this: First, we sample Z̄B1
tm+1

from

Z̄B1
tm+1
|ZB1
tm , Z

B2
tm+1

, ZB2
tm , S

Second we ensure ZB1
tm+1

respects the simplex criterion and set a realisation of ZB1
tm+1

to

zB1
tm+1

= f
z
B2
tm+1

(
Z̄B1
tm+1

)

where the vector-valued function fy : [0, 1]J → [0, 1]J for the vectors x and y of sizes J and K − J

is defined as fy(x) =
(
f1(x; y), f2(x; y), . . . , fJ(x; y)

)
and each component is equal to

fj(x; y) =





∣∣xj
∣∣ , j < i,

max
[
0, 1−∑K−J

r=1 yr −
∑i−1

r=1|xr|
]
, j = i,

0.0 otherwise.

where

i = argmin
i∈{1,...,J}




i∑

r=1

|xr| ≥ 1.0−
K−J∑

r=1

yr


 .

The effect of the mapping f(.) becomes negligible as the discretisation step size goes to zero,

but it is needed in a finite discretisation to ensure that the simplex constraint is satisfied. Now

we describe sampling from Z̄B1
tm+1

. To reduce clutter we drop the dependence on parameters s and

Ne and assume they are fixed to some given value. Then, from the conditional distribution of a

multivariate Normal we get:

Z̄B1
tm+1

| ZB1
tm , Z

B2
tm+1

, ZB2
tm , S ∼ N

(
µ̄, Σ̄

)
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where

µ̄ = µB1 + ΣB1,2

(
ΣB2,2

)−1 (
zB2
tm+1

− µB2

)

and

Σ̄ = ΣB1,1 − ΣB1,2

(
ΣB2,2

)−1
ΣB2,1

Σ̄ is the Schur’s complement of ΣB2,2 in Σ.

µ (ztm) = µ =



µB1

µB2


 (3.5)

Σ (ztm) = Σ =




ΣB1,1 ΣB1,2

ΣB2,1 ΣB2,2


 (3.6)

where in a slight abuse of notation, ΣBi,j :=
[
Σp,q

]
p∈Bi,q∈Bj

. For a more efficient computation,

we precompute and cache the value of
(

ΣB2,2

)−1
the inverse of ΣB2,2 . For data analysed in this

work, we only update one component at a time, that is we set |B1| = 1.

3.6 Estimating the effective population size

Following [87] we use F
′
s an unbiased moment-based estimator of the Ne where Ne = 1

F
′
S

and t is

the number of generations between each passage.

F
′
s = (1/t)

Fs(1− 1/(2ñ))− 1/ñ

(1 + FS/4)(1− 1/ny)
(3.7)

where Fs = (x−y)2

z(1−z) and z = (x + y)/2 and ñ =
2nynx

ny+nx
, the harmonic mean of the sample size

(initial population size at the passage) nx and ny at the two timepoints. x and y are the minor

allele frequencies at the two timepoints.

In the multi-allelic case, we have:

Fs =
1

K

K∑

i=1

(xi − yi)2

zi (1− zi)
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This is equivalent to plan 2 in [87], sampling before reproduction and without replacement. In

our formulation, the multi-allelic maps to multi-clones and this is what we have used to estimate

Ne in this work.

We used the sum of clone sizes as the approximate initial population size at each timepoint/passage.

Table A.3 lists the resulting Ne estimates. Since fitClone is robust to the choice of Ne in this range

(Figure 3.2-c), we set Ne = 500 for all datasets analysed in this work. A smaller Ne results in more

stochasticity in the estimation of selection coefficients. We have chosen this value for Ne in part

to account for phenomena that we do not explicitly model in our formulation of the Wright-Fisher

diffusion, including clonal interference. We do not claim that Ne = 500 represents the population

structure.

We note that in our model we assume that the effective population size remains constant over

all timepoints. This does not take into account the potential changing population growth rate or

the bottleneck effect due to passaging. These phenomena may scale the diffusion time and bias

our estimates of evolutionary events, including fixation or extinction times (see also Section 4.3.2).

This stretching and compressing of time could be accounted for by adding random effects to the

number of generations in the model, for example by taking Ne,t as a piece-wise constant random

variable that can vary between passages. Informally, the estimator introduced in this section can

be thought of as a corrected harmonic mean estimator of the census population sizes over time

that can to some degree account for the chaning population size [88]. Table A.4 shows the other

parameters used in the inference over the real-world datasets.

3.7 Summarising the posterior distribution

In all real-world data that we analysed in Chapter 4, 10,000 particles and a burn-in equal to 10%

of the MCMC samples were used. For the trajectories, we reported ẑ1:T where ẑt =
(
ẑ1
t , . . . , ẑ

K
t

)

and ẑkt encodes the posterior mean of the clonal fraction of clone k at time t.

The posterior of the selection coefficient vector was summarised by ŝ = (ŝ2, . . . , ŝK) where ŝk

denotes the posterior mean of the selection coefficient of clone k (see Figure 4.9). To compare

the selection coefficients of two clones we used a (K − 1) × (K − 1) posterior ordering matrix

P (Figure 3.2-b,c). Pi,j = P (Si ≤ Sj | y) shows the posterior probability that clone i has a
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higher selection coefficient than clone j. We estimate this quantity by Pi,j =
∑M

m=1 1
(
sm,i > sm,j

)

where sm,k is the sampled selection coefficient of clone k at MCMC iteration m. Figure A.6 shows

the visualisations of the posterior ordering matrices (P ) for the real-world datasets analysed in

Chapter 4. In these visualisations we colour coded the value of Pi,j , with the stronger purple

hues (close to 1.0) representing a higher confidence that clone i dominates clone j, and conversely

the stronger grey hues (close to 0.0) denote that clone j dominates clone i. Colours closer to

white (0.5) represent no dominance. Note that for the lower diagonal elements P
(
Sj ≤ Si | y

)
=

1− P
(
Si ≤ Sj | y

)
and are omitted for clarity. The diagonal entries are to guide the eyes only.

3.8 Selecting the reference clone

In our formulation of the Wright-Fisher diffusion, one reference clone with a selection coefficient

of zero has to be chosen. The selection coefficient of the other clones are reported relative to this

value. For instance, if the fittest clone is chosen as the reference, the other clones will have negative

selection coefficients. We chose to set the reference to a clone with an approximately monotonically

decreasing trajectory (clonal abundance over time). This choice was motivated by a desire to infer

a non-negative value for the fittest clones. Figure 3.2-b shows that the model is robust to the

choice of the reference clone. We ran the inference procedure over the same dataset multiple times,

each time changing the reference. The posterior ordering of clones over different choices of clones

remained mostly identical.

3.9 The deterministic logistic growth model

We developed a closely related population genetics model which incorporates selection via deter-

ministic differential equations, but has closed form solutions. In this model [36], the solution of a

deterministic DE, the frequency of each population c out of possible K populations, at time t, with

selection coefficient sc is proportional to its starting prevalence p0(c) multiplied by a power of the

relative fitness coefficient wc = (sc + 1),

f(c, t, s) =
(sc + 1)tp0(c)

∑K
k=1(sk + 1)tp0(k)

(3.8)
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To estimate fitness coefficients w1:T from observed clonal fractions y1:T , we solve the optimization

problem in Equation (3.9) using a limited memory Broyden-Fletcher-Goldfarb-Shanno (BFGS)

optimization procedure with box constraints [89]. Note that ft,c(w) is the clonal fraction estimate

from Equation (3.8) and yt,c is the observed clonal fraction for clone c at time t.

min
w∈W




T∑

t=1

dt(w)


 (3.9)

where d(w) =
(
d1(w), d2(w), . . . , dT (w)

)
is a vector valued function whose elements are dt(w) =

(∑K
c=1(ft,c(w)− yt,c)

) 1
2

and W =
(
R∪ {0}

)K
and w1 = 1.0.

3.10 Simulation benchmarking

We forward simulated L = 40 datasets from the joint distribution of the Wright-Fisher model

with K = 5, and L = 40 datasets with K = 11. For each simulated dataset l, we sampled the

initial clonal abundance vector Z1,l ∼ Dirichlet (α1:K) where αi = 1 and selection coefficients from

a Normal distribution with si,l ∼ N (0.0, 0.3) truncated at (−0.5, 1) for i ∈ {2, . . . ,K} assuming

the index of the reference clone is i = 1 and s1 = 0. Discretisation constant (step size) ∆τ =

0.001 and the standard deviation of the emission model was set to σobs,simul = 0.001. At simulation

and inference, we set Ne = 500. The simulation was continued to a diffusion time of 0.1 after

which 10 equidistant samples were recorded as observed values for the process. In all models

except the Logistic growth, we put a uniform prior on each component of the s vector, that is,

si ∼ Uniform(−5.0, 5.0), and a Dirichlet prior on the initial clonal distributions. We set step size

∆τ = 0.001, σobs,infer = 0.01 and used 10,000 particles for 10,000 MCMC iterations.

We ran 5 different models on the simulated dataset as follows (Figure 3.2): (i) WFda is the

Wright-Fisher model with diffusion approximation. (ii) Logistic growth is the deterministic differ-

ential equation Wright-Fisher model. (iii) One-step is identical to the WFda model but applies no

discretisation for the time between observations. (iv) Single Clone is the WFda model with K = 2.

See Section 3.9 for how the logistic model was fit. For the other models, we used the mean absolute

error (MAE) of the post burn-in mean posterior of marginal selection coefficients for each method

and the selection coefficient used to generate the simulated data. For each dataset l, the Single
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Clone model is run K times, once for each clone k, where its input consists in the observed clonal

fraction of only one clone. For this model we reported the averaged MAE across clones per dataset.

WF
da

WF
da

5 11
a

c

b

Figure 3.2: Simulation studies for the fitClone model. (a) Comparison to baseline methods for
K = 5 clones (left) and K = 11 clones (right). (b) Posterior ordering of clones based on their
inferred posterior selection coefficients across three values of effective population size (columns)
and different choice of the reference clone (rows). (c) Posterior ordering of clones across different
hyper parameters in the fitClone model. Effective population size in the range of 500 to 5,000
(top column), and observation error (bottom column). Minimum number of interpolations between
two observations (rows).

The WFda and the logistic growth methods result in comparable error profiles, with a slight

advantage for the WFda method in the K = 11 regime. This may be due to accounting for

stochasticity in the dynamics via the diffusion process. Since the logistic growth is our baseline, a

performance in line with this method suggests that our implementation of WFda is correct.

Recall that in the Euler-Maruyama scheme, N denotes the number of discretisation steps be-
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tween two consecutive timepoints (tm, tm+1) where clonal abundance measurements are available.

The One-step method uses N = 0. When K is small, this setting is in line with that of WFda and

logistic growth. This suggests that with fewer clones, a coarser discretisation (smaller N) can be

used. However, when K is large, the One-step setting results in an error distribution with a large

variance where the inferred selection coefficients in a large subset of datasets have higher mean

absolute errors. This suggests that even though the computational cost of inference rises in general

with increasing the number of clones, decreasing the discretisation budget may result in inaccurate

s estimates and should be avoided.

The Single Clone model has the highest estimation error. This suggests that the K = 2 and

K > 2 regimes can generate similar clonal abundance trajectories with different underlying s values.

Therefore treating each clone independently when estimating s is sub-optimal.

Comparing K = 5 to K = 11 across the methods compared here, we note that increasing the

number of clones shifts the error distribution for s upwards. This may be due to unidentifiability

where as K increases, more configurations of s are compatible with the observed clonal abundance

trajectories. Observing the same timeseries for longer, or having more parallel repeats of the

timeseries, for instance, establishing a parallel branch, may help improve the estimation accuracy

(see Chapter 4).

Figure 3.2-c shows the model fits over a range of parameters for a dataset with K = 5. We

repeated the inference procedure with Ne ∈ {500, 1000, 1500, 2000, 2500, 3000, 5000}, and the obser-

vation error σ2
obs ∈ {0.025, 0.05}, andN∗ ∈ {1, 4} whereN∗ is the minimum number of discretisation

steps between two consecutive timepoints. The posterior ordering matrices show that in general

the model is more confident in the difference between the s coefficients as the Ne rises. Overall

the model fits were robust to the choice of the effective population size and the discretisation step

size. Together these simulations established a rationale for systematic modelling of all clones in a

unified approach with a generative process.

3.11 Proof of principle application on TNBC-SA501 PDX

We applied fitClone to previously published data, wherein experimentally derived reproducible

clonal dynamics had been reported in breast cancer PDXs [43]. From one of these lines, the
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abundance of five major clones (A-E), as determined by single cell genotyping was measured over

six serial passages. Note that in this dataset, unlike those analysed in Chapter 4, clones were

identified by their point mutation profiles. One clone (clone E) was found in the original study

to undergo a selective sweep in repeat and independent passaging [43], suggesting selection due to

higher fitness.

The input to fitClone are the relative abundances of the five clones at every timepoint, along

with an estimate of the number of generations up to each timepoint (Figure 3.3-a). From this,

we infer Ne as described in Section 3.6. For each timepoint, we set the number of generations to

the number of days from tumour transplantation to tumour collection for in vivo systems, and the

number days in culture for in vitro systems. In Section 2.6 we explain how the clonal fractions were

derived from the bulk WGS data in more detail.

fitClone projects the observations from the generation time into the diffusion time which is in

units of Ne (Section 3.4.1). It then applies the Euler-Maruyama scheme to discretise time and im-

putes the clonal fractions at unobserved timepoints between the observed timepoints. The outputs

of the model include the clonal fractions at imputed timepoints consistent with the observations,

and their estimated selection coefficients. Figure 3.3-b shows the observed and imputed clonal

fractions in diffusion time. The dashed white vertical lines correspond to the discretised times

at which clonal fractions were observed. Figure 3.3-c,d,e shows the distribution of the estimated

selection coefficient of each clone, the credible intervals, and the posterior ordering matrix.

fitClone estimates converged with Clone E bearing the highest fitness (1 + s=1.03 ± 0.01),

consistent with positive selection over the timeseries (Figure 3.3), and thus representing a proof of

principle application of fitClone on real-world data.
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Figure 3.3: The fitness analysis for clones derived from bulk WG. The dataset is SA501. Application
of fitClone to previously published clonal dynamics in PDX showing observed data (a), inferred
trajectories (b), posterior distributions of fitness coefficients (c), the credible intervals for fitness
coefficients (d) and pairwise comparison of the selection coefficients (e).

3.11.1 Software and implementation

The software implementation of fitClone is available at: [https://github.com/UBC-Stat-ML/

fitclone]

3.12 Conclusions

In this chapter, we introduced a statistical framework, fitClone, that models timeseries clonal

abundance observations using an implementation of the Wright-Fisher diffusion process. It si-

multaneously estimates growth trajectories, Zi and fitness coefficients, Si for each clone i in the

population (Figure 3.3). We note that increasing 1 + Si indicates positive selection and higher

growth potential. The model accounts for drift as well as selection, with fitness estimated relative

to a reference population, where S = 0 by construction. As a generative process, the model can be

used for forecasting evolutionary trajectories of specific clones. In the next chapter, we will apply

our framework to multiple model systems of cancer, measured at the single cell level. We will use
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sitka to infer the clonal structure of heterogeneous single cell populations, and then will apply

fitClone to model the clonal dynamics.

f
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Chapter 4

Application of the Wright-Fisher

Diffusion Approximation to Cancer

Model Systems Interrogated at the

Single Cell Level

4.1 Introduction

Tumour fitness landscapes underpin selection in cancer evolution and response to treatment. How-

ever, quantifying fitness in heterogeneous cell populations remains an open problem that hinders

progress in developing effective therapeutic strategies. In Chapter 1, we posited that two key tech-

nological advances, namely the emerging single cell sequencing platforms and model systems, in

particular longitudinal patient derived xenoengraftment, may in principle facilitate the monitoring

of change in tumour cellular composition over time and in response to therapeutic interventions.

Measurements taken from these systems constitute novel datatypes that introduce major analytical

challenges including (i) how to identify biologically meaningful groups of cells (i.e., clones) across

multiple timepoints, and (ii) how to quantitatively reason about the underlying evolutionary forces

acting on the clones via their observed dynamics. In Chapters 2 and 3, we described two main com-

putational ingredients to address challenges above, namely sitka, a phylogenetic inference method

and accompanying toolkits to assign cells to clones, and fitClone, a probabilistic framework that

ascribes quantitative selection coefficients to individual cancer clones and forecasts competitive

clonal dynamics over time

In this chapter we apply the methods developed in the previous chapters to real-world datasets
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to make inferences about how human cancer cells evolve at the copy number level, and that how

establishing baseline fitness measures helps to interpret selection under drug administration. We

have developed an experimental and computational platform consisting of three major components:

scaleable phylogenetics for single cell genomes to identify clones (sitka and Lumberjack), timeseries

sampling of immortal cell lines and patient derived xenografts to observe clonal dynamics, and a

mathematical model for inferring clone-specific fitness measures (fitClone). Figure 4.1 shows the

experimental setup and the data analysis, from the experimental setup in the cell lines and the PDX

timeseries up to the clonal fraction measurements over time, the input to the fitClone model.

For normal human breast epithelial cells [90] in vitro and in breast cancer PDX [43, 91] (Fig-

ure 4.1-a), we sequenced >60,000 cells over interval passaging (Figure 4.1-b) with single cell whole

genome sequencing [20] measuring single cell copy number profiles, and computing phylogenetic

trees (via sitka) to identify genotypic clones (using Lumberjack) and their relative abundances as

a function of time. Genetic (p53 biallelic inactivation for cell lines) and pharmacologic (cisplatin

dosing in PDX models) perturbations were applied to determine their impact on fitness landscapes.

fitClone was used to measure the selection coefficient for each clone (s) which we hypothesise to

indicate growth potential. The larger the value of s, the more fit the clone is relative to the chosen

reference clone.

The chapter is organised as follows. We first investigate the evolution of clonal trajectories in

vitro in three related cell lines (Section 4.2) and in vivo with two independent breast cancer PDX

timeseries (Section 4.3.1). Next we turn our attention to in vivo experiments where three different

independent PDX lines are analysed to (i) explore the predictive power of our model through

establishing physical mixture lines (Section 4.3.2), and (ii) to determine the dynamics of selection

under early response to cisplatin treatment (Section 4.4.2).
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Figure 4.1: Schematic overview of experimental design for quantitatively modelling clone-specific
fitness. (a) Timeseries sampling from in vitro or PDX systems. (b) Clonal dynamics of cell
populations observed over time. (c) Whole genome single cell sequencing of timeseries samples.
(d) Phylogenetic tree inference using sitka. (e) Clonal fractions over time constituting the input
to the fitClone framework, the mathematical modelling of fitness with diffusion approximations
to the K-type Wright-Fisher model.

4.2 In vitro systems

4.2.1 Serial passaging of immortalized 184hTert diploid breast epithelial cell

lines

We applied our framework to immortalized 184hTert diploid breast epithelial cell lines [90] to

determine mechanisms by which TP53 mutation induces clonal expansions and fitness trajectories.

Cell lines, relative to PDX systems, are easy to establish and perturb. In particular, they are well

suited for high-throughput drug screening [92, 93]. We note that our analysis here is a proof of

principle and more replications are required to generalise our observations and conclusions. We

investigate three related timeseries (branches). Their relationship is shown in Figure 4.1-a.

TP53 is the most abundantly mutated gene in all human cancers [94] and specifically in breast
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cancers [10, 95]. Known to be permissive of genomic instability, TP53 loss is often acquired early

in evolution and results in profound alteration of the copy number landscape [17, 96–98]. We asked

whether specific clonal expansions could be observed, and moreover if selective fitness advantages

could be quantified as a function of TP53 ablation, thereby modelling copy number driven etiologic

processes in a controlled system of immortalized mammary epithelial cells. TP53 wildtype (p53

WT ) timeseries sampling (60 passages over 300 days, 4 samples) was contrasted with two isogenic

TP53 deficient NM_000546(TP53):c.[156delA];[156delA] [20] parallel branches (p53-/-a and

p53-/-b), each passaged over 60 generations (285 and 220 days, respectively) and sampled 7 times.

A median of 1,231 cells per passage were sequenced yielding a total of 6,620, 7,935, 9,615 single cell

genomes for each timeseries, respectively (Figure A.7-a,b).

4.2.2 Phylogenetic and fitness analysis

For each of p53 WT, p53-/-a, p53-/-b we inferred single cell copy number profiles, constructed a

phylogenetic tree to establish clonal lineages (Section 2.6, A.8) and measured clonal abundances

as a function of time (Figure 4.2-a,b,c). For each timeseries (branch), we pulled all single cells

and used sitka to infer a phylogenetic tree. The tree was cut using Lumberjack to yield clones

and their abundances over time. In the following, we summarise the fitClone inferred selection

coefficient of a clone by reporting the posterior mean 1 + s followed by its standard deviation. See

Figure A.5 for highest posterior density credible intervals for the selection coefficient of all datasets

that we analyse in this chapter.

Modelling the abundances with fitClone (Tables A.3, A.4) revealed p53 WT clonal trajectories

consistent with small differences over the posterior distributions of fitness coefficients amongst four

major clones (Figure 4.2-d). In contrast, p53 mutant branches each showed expansions of clones

with aneuploid genotypes, where the founder diploid population was out-competed. Relative to p53

WT, rates of expansion of p53 mutant, aneuploid clones were higher, leading to rapid depletion of

diploid cells (Figure 4.2-d). Pairwise difference of selection coefficients si − sj (∆s) between clones

in the fitClone inference process was larger in the p53-/- lines relative to p53 WT (Figure 4.2-e).

This suggests that p53 mutation permits the expansion of clones at higher rates, and that these

clones have measurably higher positive selection coefficients.

The p53 mutant lines harboured 11 (size range 47 to 1,474 cells, median 204), and 10 (size
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range 158 to 997 cells, median 404) distinct clones for p53-/-a and p53-/-b, respectively. In each

series the diploid founder clones, devoid of detectable copy number alterations, were systematically

out-competed by populations that had acquired at least one copy number alteration (Figure 4.2-

panels f to m). Some similarities in copy number events were observed during the two replicate

timeseries. These included gains in chromosomes 13, 19p and 20, and losses on chromosomes 8p and

19q (Figure A.8). However, by the end of the timeseries, the genotypes in the two lines had diverged

considerably. Selection coefficients were highest in clones with localised amplifications of known

prototypic oncogenes in breast cancer [10, 95, 98, 99] including in MDM4, MYC (Figure 4.2-f) and

TSHZ2 (Figure 4.2-j), in some cases on a whole genome doubled background. Clone A, the highest

fitness clone in p53-/-a (57% of cells at last timepoint, 1+s = 1.05 ± 0.09) exhibited a whole genome

doubling event (18 chromosomes with four copies) and harboured a focal, high level amplification

at the MDM4 locus on Chr1q (Figure 4.2-f). Clone G (27% of cells at last timepoint, 1+s = 1.03 ±

0.03), the next highest fitness clone in p53-/-a remained diploid, with the exception of a focal high

level amplification precisely at the MYC locus on Chr8q (Figure 4.2-g). By contrast clone K, chosen

here as the reference clone for modelling (see Section 3.8), remained entirely diploid and exhibited

a monotonically decreasing trajectory (from 90% to 0% of cells over the timeseries, Figure 4.2-h,i).

In p53-/-b, two clones exhibited non-neutral, positive selection coefficients (Figure 4.2-j). Clone D

(52% of cells at last timepoint, 1 + s = 1.05 ± 0.02) harboured a Chr20q single copy gain with an

additional high level amplification at the TSHZ2 locus, while clone E (35% of cells at last timepoint,

1 + s = 1.05 ± 0.04) harboured a Chr4 loss, Chr19p gain/19q loss and Chr20q single copy gain

(Figure 4.2-f). As seen in p53-/-a, the ‘root’ clone I that remained diploid was systematically

outcompeted, diminishing from 68% to 0% abundance over the timeseries (Figure 4.2-k,l). We

next tested whether the genomes of individual cells became progressively more aberrant over time

and whether this correlated with measurements of clonal fitness. We estimated both sample and

clone specific mutation rates at the copy number breakpoint and point mutation level (as previously

described [20]). Both p53-/-a and p53-/-b exhibited increased mutations and breakpoints over time

relative to p53 WT (Figure 4.3a-e). Cells accumulated 0.08 additional breakpoints (p<0.0001)

and an average of 0.4 additional mutations (0.17 in p53-/-a and 0.67 in p53-/-b) per generation

(Figure 4.3-k,l), while the p53 WT line accumulated 0.03 additional breakpoints per generation

(Figure 4.3-k). This cell line was used as the reference for clone-specific point mutation detection
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in p53-/- cell lines and as such we did not call or analyse any point mutations in p53 WT. Clone

level distributions of breakpoints and mutations were positively correlated with inferred fitness

coefficients in both p53-/- lines (Figure 4.3-g-j), but not in p53 WT (Figure 4.3-f).

4.2.3 Segmental aneuploidies correlate with positive selection in diploid p53

deficient cells

These results indicate that the impact of genetic perturbation on selection can be measured and

modelled in clonal populations. In particular, p53 deletion, known to be an early event in the

evolution of many cancers [100], yields clonal expansions driven by whole genome, chromosomal

and segmental aneuploidies, conferring quantitative fitness advantages over cells that maintain

diploid genomes. Modes of positive selection involving high level amplification of proto-oncogenes

often seen in human breast cancer [101–104], and aneuploidies in general, suggest that in vitro

genetic manipulations can induce fitness-enhancing genomic copy number changes consistent with

etiologic roles in cancer.

68



Figure 4.2: Impact of p53 mutation on modes of selection on 184hTert cells. (a-c) Clonal dynamics of p53 wildtype, and two independent
timeseries of p53 mutant 184hTert mammary epithelial cell lines. (d) Clonal fraction of diploid reference over time. (e) Distribution over
magnitude of difference between selection coefficients of pairs of clones. Each point is analogous to an element in the posterior ordering
matrix of Section 3.7. (f) Clonal genotypes of three representative clones for p53-/-a showing high level amplification of MDM4 in clone
A and MYC in clone G. Reference diploid clone K shown for comparison. (g) Phylogeny (simplified type II sitka tree) of cells over the
timeseries p53-/-a where nodes are groups of cells (scaled in size by number) with shared copy number genotype and edges represent
distinct genomic copy number change points (sitka markers). (h) Inferred trajectories and (i) quantiles of the posterior distributions
over selection coefficients of fitClone model fits to p53-/-a. See Figure A.5 for the credible intervals and Figure A.6 for pairwise
comparison of the selection coefficients. (j) Clonal genotypes of three representative clones for p53-/-b showing high level amplification
of TSHZ2 in clone D, Chr4 loss in clone E. Reference diploid clone I shown for comparison. (k-m) Analogous to (f-i) but for p53-/-b.
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Figure 4.3: Structural variant and mutation rates of 184hTert cells. Distribution over copy number
breakpoints/cell as a function of generation for (a) p53 WT (b) p53-/-a (c) p53-/-b. Distribution
over point mutations/cell as a function of generation for (d) p53-/-a and (e) p53-/-b. Clone specific
distributions over copy number breakpoints/cell, coloured by fitness coefficients for (f) p53 WT (g)
p53-/-a and (h) p53-/-b. Clone specific distributions over point mutations/cell, coloured by fitness
coefficients for (i) p53-/-a and (j) p53-/-b.

4.3 In vivo system in the untreated regime

4.3.1 Serial passaging of TP53 mutant PDX tumours

We next modelled clonal expansions observed during serial passaging of TP53 mutant PDX tu-

mours to determine the predictive capacity of fitness coefficients (Figure 4.4). PDX systems are

more difficult and time consuming to establish than cell lines, but may represent a more realistic

model of tumour evolution as cells are located in their micro-environment. Here we exemplify our

framework on two PDX timeseries, namely HER2-positive-SA532 and TNBC-SA609, and contrast

their evolutionary characteristics.

We generated single cell genomes from 8 serial PDX transplants over 721 days from a HER2

positive (HER2+) breast cancer with a TP53 p.A159P missense mutation (SA532), and contrasted

this with 10 serial samples over 1,002 days from a TNBC PDX (SA609) with a TP53 p.R213* non-

sense mutation (Figure A.7-c,e). A median of 907 single cell genomes were sequenced per passage for
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a total of 11,705 and 10,553 single cell genomes from the HER2+ and TNBC series, respectively.

Both series exhibited progressively higher tumour growth rates over time (Figures 4.4-f,j, A.7-

d). Data were analysed as per the in vitro lines described above and modelled with fitClone

(Tables A.3, A.4). The HER2+ series exhibited 4 distinct clones ranging in size from 134 to 1,421

cells (median 319, Figure 4.4-e), and the TNBC series exhibited 8 distinct clones with 18 to 680 cells

(median 556, Figure 4.4-i). In the HER2+ model, clonal trajectories were consistent with selection

coefficients with small relative differences in fitness (Figure 4.4-f,g). Clones B, C, and D show

similar but distinct copy number profiles. The median genotypes of Clones B and C are different

across 26 genomic bins, that of clones B and D are different in 24 genomic bins, and those of clones

C and D have differences along 21 genomic bins. By contrast, the TNBC model trajectories resulted

in a high positive selection coefficient for a minority of clones (Figure 4.4-j,k). Consistent with

increased dynamics in the TNBC series, we found an initial increase of 0.1 breakpoints per cell per

generation in the first 4 passages (Figure A.10-a). After this initial increase the average number of

breakpoints per cell remained mostly constant. In the HER2+ line we observed a small decrease of

0.04 copy number breakpoints per generation. We note that clone E in TNBC swept through the

population over the last 3 timepoints (Figure 4.4-j,k, n=541 over the timeseries). Clone E had the

highest selection coefficient (1 + s = 1.08 ± 0.043), having grown from undetectable proportions in

earlier timepoints to 58% of cells by the end of the timeseries. Clone E also had the highest number

of breakpoints with 12.8 additional copy number breakpoints per cell, relative to the reference clone

C with the lowest (Figure A.10-c).
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Figure 4.4: Comparison of fitness landscapes of breast cancer PDX models. (a-c) Clonal dynamics of HER2+ and TNBC models. (d)
Heatmap representation of copy number profiles of 2,193 cells, grouped in 4 phylogenetic clades. (e) Phylogeny as per Figure 4.2 for
HER2+. (f) Inferred fitClone trajectories and (g) selection coefficients for the HER2+ model. See Figure A.5 for the credible intervals
and Figure A.6 for pairwise comparison of the selection coefficients. (h-k) Analogous plots for the TNBC model (n=3,216 cells).
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4.3.2 Mixture experiments

In the two previous sections, we used our framework to explore the evolutionary dynamics in three

related cell lines and two independent PDX timeseries. Here we aim to examine the predictive

capabilities of our model. Specifically we are interested in verifying the selection coefficients es-

timated by fitClone. As such we return to the following hypothesis: given a resolved starting

configuration, and inferred selection coefficients in a sufficiently similar context, it is possible to

estimate subclonal trajectories. Testing this hypothesis motivates an experimental design that we

call the mixture experiments. In this setup, we extract cells from an early (X3) and a late (X8)

passage of the TNBC-SA609 series and then physically mix them. We established two such lines.

In the first line (branch a) we aimed to have a mixture comprising equal proportions from the two

timepoints (a ration of 1.0 to 1.0). In the second line (branch b) we aimed to have 71.0% of the cells

come from the X3 passage and 29.0% of cells from the X8 passage (a ratio of 1.0 to 0.4). We did so

to measure the effects of different starting population configurations on the selection coefficients.

We call the initial physical mixture in each branch M0. For each branch, we describe the forecasting

study and then the results from serially passaging the PDX line measured by DLP+.

Mixture branch a We forward-simulated trajectories from fitClone using the median of the

posterior distribution of the estimated selection coefficients (F = -0.01 ± 0.13, A = -0.00 ± 0.16, B

= 0.00 ± 0.01, D = 0.00 ± 0.01, G = 0.02 ± 0.02, H = 0.03 ± 0.03, E = 0.08 ± 0.10) and starting-

clonal proportions of (A=0.000 (no observed cells), B=0.07, C=0.25, D=0.51, E=0.02, F=0.000

(no observed cells), G=0.08 H=0.07) Figures A.11-a, and 4.5-a,d. The starting clonal proportions

were inferred by adding the cells from the initial passage (M0) to the tree inferred from the cells

in the original series (TNBC-SA609) and assigning them to their respective clones. We generated

10,000 trajectories from the model. Figure 4.5-c (top) shows the simulated trajectories in black.

The mean clonal fraction at each step is shown in red. All clones except for clones E, D, and F are

predicted to vanish to clonal fractions of below 1%. We have combined the trajectories for clones

E and F since clone F (i) had fewer than 19 total cells in the original series and consequently its

selection coefficient had a high variance, (ii) is phylogenetically proximal to clone E (Figure 4.5-b)

and thus likely represented a biologically similar population and (iii) finally, is not observed above

a threshold of 20 cells in any other line in the TNBC-SA609 family.

73



We experimentally tested these predictions by initiating a new PDX line with the remixed

population (from M0), serially passaged over 4 timepoints (Figure 4.5-a (top), and sequenced

with DLP+ (7,839 single cell genomes, median 1,354.5 per library)). After placing the cells from

all timepoints of this mixture experiment on the tree, they got assigned to seven clones from

the original timeseries (all but clone A) with between 26 to 499 (median 162) cells (Figure 4.5-c

(middle)). In Figure 4.5-c (top) blue dots show the observed clonal fractions at each timepoint

in PDX branch a. Clones with higher selection coefficients swept through the mixture timeseries

by passage 4. In the last timepoint, the clade composed of clones E and F comprised 94% of

cells, outcompeting low-fitness clones. The estimated selection coefficients were relatively strongly

correlated (Pearson correlation of 0.795, considering only clones that reached overall prevalence of

over 1% in the original series, i.e., all clones except A and F).

Mixture branch b We forward simulated 10,000 trajectories using identical selection coeffi-

cient values as branch a, but different clonal proportions, estimated from adding cells from timepoint

X1 in mixture branch b to the TNBC-SA609 phylogenetic tree and assigning them to the corre-

sponding clones (C = 0.02, D = 0.00, E = 0.05, F = 0.00, G = 0.06, H = 0.87). Unlike mixture

branch a, DLP+ data was not available for timepoint M0 in mixture branch b. We initiated a

PDX line passaged over 5 timepoints that were sequenced using the DLP+ platform to generate

6,730 single cell genomes (median 1,270 per library). We observed 6 clones from the original series,

namely all clones except A and B. However, we only captured over the 5 timepoints, 1 cell from

clone D, 8 cells from clone F, and 13 cells from clone C. As predicted, clone E, which had the

highest predicted selection coefficient in the original series despite having started from a very low

clonal fraction (0.05), rises to an abundance of 0.28, while clone H steadily falls from 0.87 to about

0.67.
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Figure 4.5: Mixture experiments on TNBC-SA609 PDX. In each panel, mixture a is followed by mixture b. (a) Clonal proportions of
X3 and X8 to generate the initial mixture M0 and subsequent serial passaging, yielding 4 samples M1-M4 for mixture a and 5 samples
M1-M5 for mixture b. (b) Phylogenies showing cells observed in the mixture a (left) and mixture b (right) timeseries. (c) For mixture
a: (left) Forward simulations using inferred selection coefficients and starting population proportions in the initial experimental mixture.
Simulated trajectories are shown. (middle) Inferred trajectories of mixture timeseries. (right) Selection coefficients of fitClone fit to
M1-M4 clonal abundance observations. See Figure A.5 for the credible intervals and Figure A.6 for pairwise comparison of the selection
coefficients. (d) as in (c) but for mixture b. Note that in the prediction trajectories plot (Figure 4.5-c,d-(left)), the time-axis for the
observations is shrunk to best match the mean predicted trajectories line (red line).
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Clone-specific fitness estimates forecast clonal competition trajectories

The analysis of the two mixture series presented here suggests that (i) we can validate the selection

coefficients estimated from a timeseries using fitClone and (ii) it is possible make quantitative

predictions about the likely trajectories of tumour subpopulations at least at the clade level. We

note that in the prediction trajectories plot (Figure 4.5-c,d-left), the time-axis for the observations

is shrunk to best match the mean predicted trajectories line (red line). The diffusion time horizon

that is obtained by dividing the generation time measured in days by the Ne estimate results in

trajectories that are ahead of the biological system. While in branch a the original time horizon is

0.24 and the best matching time is 0.20, in branch b the values are 0.23 and 0.08 respectively.

4.4 In vivo systems under cisplatin treatment

So far we have applied our framework to real-world datasets to track human cancer clones as

identified by their CN genotypes over time and to reason about their likely abundances in certain

experimental conditions. Now we investigate whether establishing baseline fitness measures could

help to interpret selection under drug administration. We first present the TNBC-SA609 series in

detail and make an observation about early response to cisplatin treatment. We then analyse two

additional TNBC PDX lines to check the reproduabiblty of our observation.

4.4.1 TNBC-SA609 PDX

We tested how pharmacologic perturbation with cisplatin impacted the stability of the fitness

landscape of the TNBC series. Using frozen material from the third timepoint (X3) in the original

TNBC-SA609 untreated line introduced in Section 4.3, we established a new line that was passaged

4 times (X4, X5, X6, and X7) comprising 6,323 cells, 841 of which passed the QC step (Figure A.9).

Figure A.1 shows how the different timepoints are related to one another. We also formed a separate

branch from the same starting material (frozen X3) and administered cisplatin (2mg/kg, Q3Dx8 i.p.

max) serially over four successive passages to induce drug resistance (Figure A.11-b,c). For each

serially treated tumour in mice, a parallel set of transplanted mice were left untreated, establishing

corresponding drug ‘holiday’ samples (Figure 4.1-a). We coded the treated passages with ‘T’ and

untreated with ‘U’, initialised by the X3 untreated (U) passage. The first treatment passage (X4
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UT ) exhibited rapid tumour shrinkage (>50% of initial size). However X5 UTT, X6 UTTT and

X7 UTTTT had progressively less response, indicating drug resistance and positive growth kinetics

(Figure A.11-e). Decomposing the growth dynamics over (X3 U ; X4 UT ; X5 UTT ; X6 UTTT ; X7

UTTTT ) into clonal trajectories with DLP+ analysis suggested that sustained cisplatin treatment

inverted the fitness landscape. A new clone R, derived from clone A in the phylogeny, but with a

distinct clonal genotype (fewer copies of MYC and deletions at RB1, PRDM9 and NUDT15 loci

(Figure 4.6-a,b)), swept to fixation comprising 48% (X4 UT ), 98% (X5 UTT ), 100% (X6 UTTT )

and 100% (X7 UTTTT ) of cells across the treated series (Figure 4.6-c). Notably, the high fitness

clones E, H, G, D from the untreated series exhibited low fitness coefficients in the treatment series

and were no longer detected (Figures 4.6-d, 4.9). Conversely, clones A, B, and C, comprising a low

fitness phylogenetic superclade, distinct from high fitness clones E and F in the untreated series,

were the precursors to the resistant clone R (Figure 4.6-e). Thus, cisplatin perturbation resulted

in a near complete reversal in the fitness landscape.

Drug holiday

Next, we asked whether the clonal dynamics in the presence of cisplatin were reversible by examining

the drug holiday samples (Figure 4.1-a, X5 UTU ; X6 UTTU ; X7 UTTTU ). In the first drug

holiday X5 UTU, clonal composition reverted to consist predominantly of precursor clone B with

90% abundance, and only 10% abundance from clone R (Figure 4.9-(left)). However, in X6 UTTU

and X7 UTTTU no reversion was detected, and these populations consisted of >99% clone R,

similar to their on-treatment analogues. Thus, clonal competition in the absence of drug led to

clones derived from the A-B clade outcompeting clone R, and clone-specific cisplatin resistance

has a fitness cost. Moreover, the genotype specificity of reversion between X4 UT to X5 UTU

indicates that the clonal dynamics can be attributed to selection of genomically defined clones with

differential fitness.

Together, these data suggest the impact of cisplatin selective pressure on the starting tumour

cell population is reversible while genomic clonal competition with precursor clones is still possible,

but dominates the population once the evolutionary bottleneck narrows and purifies the population.
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Figure 4.6: Impact of pharmacologic perturbation with cisplatin on fitness landscapes TNBC-SA609 PDX. (a) Copy number genotype
of clone E from untreated timeseries. (b) Copy number genotype of clone R from treated timeseries (arrows indicate differences to clone
E). (c) Clades with higher fitness in the untreated (-Rx) and treated (+Rx) series. (d) Evolution as a function of drug treatment and
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but only emerges in the treatment series.
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4.4.2 Fitness landscape reversal in early response to cisplatin

We then asked if the reversal in the fitness landscape observed in the TNBC-SA609 system under

cisplatin treatment is reproducible. To address this, we established two independent TNBC PDX

systems as follows.

TNBC-SA535 We generated a total of 15,302 single cells out of which 4,023 passed our quality

filters. TNBC-SA535 is a BRCA1 deficient patient derived tumour. We established a timeseries

with treated and untreated branches similar to TNBC-SA609 (see Figure A.2). We generated

5 consecutively transplanted timepoints (X5, X6, X7, X8, X9) left untreated for a total of 1,341

single cells (mean = 335, σ = 84.4 per timepoint). Simultaneously, we established a cisplatin treated

timeseries starting from timepoint X6, and continued cisplatin treatment for 5 cycles up to X10,

generating a total of 1,425 cells from scWGS (mean = 356, σ = 159 per timepoint) from 4 cycles. A

cut of the phylogenetic tree inferred over all cells in this series, resulted in 7 clones. In the untreated

line, clonal fractions were A(0.003), B(0.702), C(0.034), D(0.006), E(0.006), F(0.013), and G(0.237).

Clone B was chosen as the reference clone as it had a monotonically decreasing clonal fraction

trajectory in the untreated branch. Clonal trajectories were consistent with selection coefficients

with small relative differences in fitness (Figure 4.7-d). Clone G had the highest fitness (1 + s =

1.01 ± 0.00751) closely followed by clone C (1 + s = 1.00 ± 0.0282) and the reference clone. In the

treated branch, clonal fractions were A(0.156), B(0.066), C(0.140), D(0.194), E(0.182), F(0.151),

and G(0.112). In this regime, clone A emerged with the highest selection coefficient (1 + s = 1.03

± 0.0152) followed by clone D (1 + s = 1.02 ± 0.0116). Notably clones A and D had low fitness

values under no treatment, whereas clones G (1+s = 1.01 ± 0.0115) and C (1+s = 1.02 ± 0.0119)

had low fitness coefficients under treatment.

TNBC-SA1035 Another independent PDX system with 14,170 single cells were generated

where 4,444 passed the quality filters. The experimental design diagram is shown in Figure A.3.

An untreated branch with five serial passages (X4, X5, X6, X7, and X8) was established with a

total of 2,015 single cells. A parallel branch was treated with cisplatin starting at X5, X6, X7, and

X8 comprising 1,596 filtered cells. 833 cells belonged to the drug-holiday timepoints and are not

analyzed here. Phylogenetic inference followed by cutting the tree yielded 11 clones (Figure 4.8).

Clonal fractions over all timepoints in the untreated branch were A(0.097), B(0.140), C(0.087),
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D(0.160), E(0.266), F(0.010), G(0.058), H(0.053), I(0.065), J(0.018), and K(0.047). Clone A’s

abundance fell over time and it was chosen as the reference clone. Clone E rose from a clonal fraction

of 0.028 at X4 to 0.69 at X8 and had the highest selection coefficient (1+s = 1.06 ± 0.0367). In the

treated branch, clonal fractions were A(0.065), B(0.129), C(0.132), D(0.066), E(0.055), F(0.018),

G(0.205), H(0.144), I(0.094), J(0.014), and K(0.078). In this regime, G (1+s = 1.01 ± 0.0123) and

H (1 + s = 1.02 ± 0.0135), which were among the clones with lower fitness in absence of treatment,

rose to occupy 73% at X8 while clone E (1 + s = 0.993 ± 0.0344) fell from about 10% at X5 to

undetectable at X8.
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Figure 4.7: TNBC-SA535 PDX clonal dynamics with and without treatment. (a) Heatmap representation of copy number profiles of
1,341 cells, grouped in 7 phylogenetic clades. (b) Phylogeny as per Figure 4.2 for TNBC-SA535 PDX untreated branch. (c) Observed
clonal abundances. (d) Distribution over magnitude of difference between selection coefficients of pairs of clones. (e-h) Analogous plots
for the treated branch (n=1,425 cells).
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Figure 4.8: TNBC-SA1035 PDX clonal dynamics with and without treatment. (a) Heatmap representation of copy number profiles of
2,015 cells, grouped in 11 phylogenetic clades. (b) Phylogeny as per Figure 4.2 for TNBC-SA1035 PDX untreated branch. (c) Observed
clonal abundances. (d) Distribution over magnitude of difference between selection coefficients of pairs of clones. (e-h) Analogous plots
for the treated branch (n=1,596 cells).
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Figure 4.9 summarises the reversal in the fitness landscape in response to cisplatin treatment in

TNBC-PDX model systems. In the TNBC-SA609 system the fitness landscape is inverted wherein

clones more fit in the untreated regime (H, D) are less fit in the treated regime, whereas less fit

clones in the untreated regime (A, B) are the most fit clones under treatment. This pattern is

mirrored in two independent TNBC PDX lines treated with cisplatin, namely TNBC-SA535 and

TNBC-SA1035. In TNBC-SA535, clones G, C, and B are drug-sensitive, while A and D are drug-

resistant. The former have higher relative fitness in untreated versus treated regimes, while the

latter exhibit an inverted fitness pattern. Similarly, in TNBC-SA1035, drug-sensitive clones consist

of clones E, B, and A, while the drug-resistant group comprises clones H, I, and G. From untreated

to treated, the first group goes from high to low fitness, while the second group goes from low to

high fitness.
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Figure 4.9: Fitness landscape reversal in early cisplatin treatment in TNBC PDX models. We observe that clone specific resistance to
cisplatin treatment arises in 3 independent TNBC PDX lines. In all three cases, clones with low fitness under no treatment exhibit high
fitness under the treatment regime. In each panel, the left and right sub-panels are from the untreated and treated branches respectively.
(top) Clones sorted by their median selection coefficient in -Rx and +Rx regimes. (middle) Inferred trajectories, and (bottom) selection
coefficients of fitClone model fits to each branch. See Figure A.5 for the credible intervals and Figure A.6 for pairwise comparison of
the selection coefficients.84



4.5 Discussion

Here we show that decoding the contributions of clonal competition landscapes in the course of tu-

mour growth with and without drug selection can be achieved by measuring and modelling cellular

dynamics with granular timeseries over several months-years. Single cell whole genome sequenc-

ing allowed for the robust application of population genetic statistical models. TP53 ablation in

diploid mammary epithelial cells resulted in clonal expansions driven by copy number alterations,

with whole genome, whole chromosome and more localised alterations, all leading to fitness ad-

vantages over diploid baseline. Positive selection attributed to copy number changes of all scales

may be under-investigated [6]. This has implications for interpreting etiologic processes of TP53

driven cancers where the rates of structural variation acquisition and deviation away from diploid

configurations confer quantitative fitness advantages. In tumour evolution within patients, copy

number alterations, as a key biological process, is revealing impact on treatment outcomes and

co-morbidities [105], innate and adaptive immune response [106, 107], the root cause of major ge-

nomic reconfigurations [108] and evolutionary plasticity [16]. Our work here suggests that TP53

mutation can lead to structural alterations in vitro that are also observed in breast cancer patients,

thereby representing a realistic model for studying how the impact of driver mutations inducing

genomic instability leads to clonal expansions and evolutionary selection. Variously through single

cell approaches [109] or computational reconstruction of evolutionary histories [9], the evolutionary

impact of structural variations is still a work in progress. Over successive generations in vitro

and in PDX, in the context of pharmacologic and mutational perturbation, emergent copy number

changes contribute to the kinetics of the fitness landscape, consistent with a continual diversifying

mechanism that induces competitive clonal advantages.

The impact of drug intervention on cancer evolution is a key determinant of patient outcomes

across all human cancers. As clonal drug resistance was consistent with a fitness cost, we sug-

gest this could be exploited in future therapeutic strategies. Forecasting the trajectories of cancer

clones is of immediate importance to understanding therapeutic response in cancer and for de-

ploying adaptive approaches [5]. The presence within a tumour of lineage precursors to resistant

genotypes may define time windows within which clonal competition could mediate plasticity to

treatment. We suggest that population genetic modelling of timeseries tumour or tumour cell-free
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DNA measurements to predict clonal evolution is tractable, but will require complementary mea-

surements of genotypic clonal abundance to gain comprehensive understanding. Further study with

timeseries modelling will provide insight into therapeutic strategies promoting early intervention,

drug combinations and evolution-aware approaches to clinical management [110].

4.6 Conclusions

In this chapter, we exemplified the computational methods that we developed in Chapters 2 and 3 on

cell lines and PDX systems generated over a multi-year period. We used sitka and Lumberjack to

identify the clonal subpopulations in heterogenous single cell subpopulations and their abundances

over time based on their copy number profile. We then used fitClone to ascribe quantitative

selection coefficients to individual cancer clones and forecast competitive clonal dynamics over time.

Specifically we used a mixture competition design to experimentally verify the selection coefficients

inferred by our model. We observed that fitness landscape is reversed in early response to treatment

with cisplatin in three independent TNBC PDX timeseries. We hope that our results would help

the research community map the fitness landscape of tumour development and ultimately aid in

selecting better treatment regimes for patients with cancer.

4.6.1 Limitations and future research

In the context of pharmacological intervention, we are ultimately interested in mechanisms un-

derlying sensitivity and resistance to drug. We acknowledge that establishing causal relationships

is very difficult and requires controlled experiments and larger sample sizes. However, exploring

the potential correlates of differential fitness may aid in designing follow up experiments, and in

eventually finding possible druggable molecular targets. In the TNBC-SA609 PDX series, we did

not find a single nucleotide variant (SNV) that was private to a clone and that was implicated in

the literature as oncogenic. It is possible that such a mutation exists but was missed either at se-

quencing or by our computational pipelines. Follow up replication experiments sequenced at higher

depth may be required to rule out the existence of driving mutations. Other biological mechanisms

including epigenetic changes may influence the fitness of clones and interrogating the system via

orthogonal data types such as chromatin accessibility and DNA methylation assays is the subject
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of future research.

In asexually reproducing populations, multiple subpopulations each with a set of beneficial

mutations can coexist [111, 112]. TNBC-SA609 PDX series shows evidence of persistence of multiple

clones over time 4.4-f. This competition between clones, called clonal interference, reduces the rate

of adaptation and may lead to an underestimation of the selection coefficients of individual clones.

In other words, in absence of competition from other clones, each clone may have a higher innate

selection coefficient. Clonal interference can also result in more stochasticity in the evolutionary

process [112]. As a consequence, the clones detected in one timeseries, may behave differently in

absence of one or more of the original clones.

Exponential growth is a good fit to the initial stage of tumour growth. Once the tumour

has grown to a certain size, it is expected that the growth would be boundary-driven. In an

exponentially growing scenario, the observed clonal fraction trajectories more accurately represent

the innate selection coefficients of clones, whereas in a boundary-driven growth scenario, spatial

limitations bias the inferred selection coefficients; for instance, a highly fit clone can emerge in the

middle of the tumour and due to space constraints will not grow as much a neutral clone growing

at the boundary of the tumour [113].

We note that in the formulation of fitClone, no pair of clones can be assigned an equal selection

coefficient. As a consequence, fitClone cannot delineate clones that are identical from those that

are close in terms of evolutionary fitness. One remedy is to use a spike and slab prior that puts a

point mass on si = 0.
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Chapter 5

Conclusions

5.1 Summary of contributions

In this work we have presented a novel approach to investigate clonal evolution in longitudinal

studies in vitro and in vivo model systems. The methodological contributions include (i) the pre-

processing, benchmarking and development of visualisations for a novel Bayesian phylogenetics

method (sitka) and its application in sorting single cells into clones in copy number space, along

with an algorithm to cut the tree (Lumberjack), (ii) the adaptation of the Wright-Fisher diffusion

model to track the trajectories of clonal fractions over time and (iii) the design and implementation

of an inference engine to estimate evolutionary parameters and forecast in this model. We have

applied these methods to investigate the predictability of clonal trajectories and quantify the re-

sponse to cisplatin treatment in PDX models. Table 5.1 lists the repositories that host the source

code for the software implemented in this work.

Name Description URL

1 sitka-viz Visualisation suite for
Bayesian phylogenetics
via sitka [1]

https://github.com/

UBC-Stat-ML/sitka-viz

2 fitClone [2] The inference engine for the
Wright-Fisher model SDE

https://github.com/

UBC-Stat-ML/fitclone

3 Lumberjack The tree-cutting algorithm for
sitka

https://github.com/

UBC-Stat-ML/tree_cutting

4 sitka-material Tools for preprocessing, post-
processing, and benchmarking
of sitka

https://github.

com/UBC-Stat-ML/

sitka-material

Table 5.1: List of repositories hosting the source code for software developed as part of this thesis.

An important open question in the treatment of patients with cancer is why and how resistance

to therapy is developed. Advances in next generation single cell molecular sequencing as well as

longitudinal xenoengraftment has enabled us to more accurately interrogate and make quantitative
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measurements of tumours. By serially transplanting a tumour sample into highly immunodeficient

mice, a system called patient derived xenograft, one can continuously monitor how tumour compo-

sition may evolve in a patient over time. This process generates timestamped samples comprising

thousands of cells that through SCS can be measured at thousands of genomic features including

CNA profiles. This is in contrast to the standard of care where often only up to two timepoints are

acquired and measured at an aggregate course level. The new higher resolution datatype introduces

major challenges in extracting meaningful knowledge from the data, including (i) how to identify

biologically meaningful groups of cells (i.e., clones) across multiple timepoints, and (ii) how to quan-

titatively reason about the underlying evolutionary forces acting on the clones via their observed

dynamics. We have developed tools to generate meaningful summaries, and analyse and visualise

thousands of cells over thousands of CNAs. These include combining timeseries phylogenetic trees

and copy number state plots, identifying clones, and inferring and comparing their evolutionary

fitness over time.

To ascertain the evolutionary relationships of the cells comprising the tumour samples, a new

Bayesian phylogenetic inference method called sitka was developed in our research group. We

developed a pipeline that accepts single cell CNAs as input, performs quality control and filtering

defined by the researcher, and transforms it into a binary space and a format ready for phylogenetic

analysis. The outputs of the analysis include the inferred consensus evolutionary tree, the predicted

posterior binary genotype, and the error-corrected input matrices. We devised and implemented

Lumberjack, an algorithm that cuts a phylogenetic tree by grouping subsets of cells that are

genomically distinct based on both the topology of the tree and the cell’s CNAs. These subsets,

called clones, are biologically important entities that are hypothesised to encode unique phenotypes

including differential response to therapeutic interventions. The phylogenetic inference outputs are

then visualised in two modes, detailed and publication quality. In the former, the tree is aligned

and plotted next to a heatmap representation of the CNAs displaying the genome of individual

cells and their placement on the tree, interlaced with the posterior binary genotype state and the

error-corrected input matrices. This has helped in interpreting and inspecting the inference results.

The latter mode produces summarised trees organised in time steps reflective of the longitudinal

experimental designs where changes in the tumour composition can be immediately gleaned via the

change in colour (clone assignment) and size (number of constituent cells) of the nodes on the tree.

89



We used this visualisation to help characterise a unique mode of acquired reversible drug-resistance

in breast cancers in response to cisplatin resistance.

Tracking the relative abundances of the clones over time produces a timeseries reminiscent of

allele frequencies. We adopted ideas from the population genetics literature to model the evolution

of tumour growth via a state space model, the dynamics of which is dictated by the diffusion ap-

proximation to the Wright-Fisher process. This framework, called fitClone induces an intractable

likelihood that makes inference difficult. To address this, we extended a state of the art pseudo-

marginal sequential Monte Carlo algorithm and implemented the inference engine. Briefly, the

algorithm infers evolutionary fitness coefficients for each clone by simulating trajectories that are

consistent with their observed clonal abundances. We devised a novel algorithmic extension that

scaled simultaneous inference to dozens of clones. We then detected computational bottlenecks and

re-implemented them in an efficient vectorised manner.

5.2 Future research directions

The Wright-Fisher model investigated in this work assumes all clones exist at the initial timepoint.

If their observed clonal fraction is zero at the first timepoint, the model assumes that the clone exists

at fractions under the threshold of detection. This ignores the possibility of de novo mutations and

clones that arise only at later timepoints. One drawback is that estimated selection coefficients

would be biased as the model has to account for the absence and then sudden rise of such clones

by decreasing the selection coefficient. One potential remedy is to incorporate mutations using the

Wright-Fisher model with selection and mutation.

The selection coefficient of each clone is also assumed to be constant over time. A step model

that allows for change in the selection coefficient may produce a better fit to the data. The sitka

phylogenetics model does not infer branch lengths. One potential direction is to use the time-

stamps of the single cells under each edge to infer a relative evolutionary change rate, that is to

create a clocked model.

In this work we are restricted to measurements of clonal fractions over time, and are agnostic

to the tumour microenvironment (TME), the spatial placement of clones, their epigenetic profile,

protein levels, and clinical covariates, to name a few. Cancerous cells are situated in their TME and
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their interactions can shape tumour fate through mechanisms such as immune escape [114–116].

More broadly other evolutionary paradigms, clonal competition, cooperation, etc, are not investi-

gated here. Furthermore we do not take into account any medical correlates including patient’s

age, smoking status, and family history. With the availability of larger longitudinal datasets, it

may be possible to elucidate the effects of these covariates, perhaps via embedding the fitClone

model in the framework of generalised linear models.

In Chapter 4 we identified clones using their genomic CN profiles. Establishing what genotypic

features incur higher fitness is necessary for reliable rational treatment strategies. Epistasis in which

multiple mutations across multiple genomic loci interact to control a phenotype are more difficult

to identify. Further controlled experiments in much larger cohorts could be used to characterise

such relationships.

In this work we only considered biological substrates acquired from solid tumours. Difficulties

of obtaining biopsies from patients may hinder continual monitoring of tumour growth and clonal

composition of patients over time. One potential way to alleviate this is to test for circulating

tumour DNA (ctDNA) in blood samples. It has been shown that ctDNA has good fidelity to the

original tumour in some cancers [117, 118]. It would be interesting to test the robustness and

applicability of our framework to this type of data.

Advances in non-invasive imaging [119] establish a localised view at micro (histopathology)

and macro (radiology) levels. Most diagnosis and prognosis routines involve the use of one family

of data, e.g., one or more molecular-assays including genomics/transcriptomics/proteomics. Some

effort has been made to leverage more than one data family, often combining imaging and molecular

assays [120–122]. This line of research has established the complementary nature of multi-modal

data, where for instance multiple genomic states of tumours such as aneuploidy are highly correlated

with quantitative features extracted from histopathological images, and resulted in characterising

some aspects of the tumour-microenvironment interaction [114]. While these models outperform

diagnosis solely based on one family of datasets, the gain over the standard of care, typically

involving grading and staging by a pathologist based on histology slides and input from molecular

assays is negligible [121]. An interesting research direction is exploring the integrative causal multi-

modal frameworks which may improve the accuracy of diagnosis and prognosis [123–126].

91



5.3 Concluding remarks

Cancer is a complex phenomenon where the laws of Darwinian evolution can lead to a unique

disease in each patient. This calls for a personalised rational treatment regime where the spe-

cific genomic aberrations of the patient’s cancer are taken into account. Advancements in scalable

molecular sequencing technologies allow for more accurate and more frequent monitoring of tumour

development. Also, in the case of solid tumours where obtaining biopsies could be difficult, using

ctDNA instead shows promise as a less invasive method to continuously track the clonal makeup

of tumours. It can then be determined whether a tumour is relapsing and if so, which constituting

clone(s) is responsible for the resurgence. Computational methods that model the dynamics of

tumour development can be employed to prioritize the target and timing for treatment admin-

istration. The body of work developed here has been used in a study [2] to elucidate the early

mechanism of tumour resistance to cisplatin. We hope that with availability of more longitudinal

data, our framework would help the research community to map the fitness landscape of tumour

development with and without intervention. This could aid in selecting better treatment regimes

for patients with cancer.
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[16] Saioa López, TRACERx Consortium, Emilia L Lim, Stuart Horswell, Kerstin Haase, Ariana

Huebner, Michelle Dietzen, Thanos P Mourikis, Thomas B K Watkins, Andrew Rowan,

Sally M Dewhurst, Nicolai J Birkbak, Gareth A Wilson, Peter Van Loo, Mariam Jamal-

95



Hanjani, Charles Swanton, and Nicholas McGranahan. Interplay between whole-genome

doubling and the accumulation of deleterious alterations in cancer evolution, 2020.

[17] Andrew McPherson, Andrew Roth, Emma Laks, Tehmina Masud, Ali Bashashati, Allen W

Zhang, Gavin Ha, Justina Biele, Damian Yap, Adrian Wan, Leah M Prentice, Jaswinder

Khattra, Maia A Smith, Cydney B Nielsen, Sarah C Mullaly, Steve Kalloger, Anthony

Karnezis, Karey Shumansky, Celia Siu, Jamie Rosner, Hector Li Chan, Julie Ho, Nataliya

Melnyk, Janine Senz, Winnie Yang, Richard Moore, Andrew J Mungall, Marco A Marra,
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tistical inference of clonal population structure in cancer. Nature methods, 11(4):396–398,

2014.

[23] Sohrab Salehi, Adi Steif, Andrew Roth, Samuel Aparicio, Alexandre Bouchard-Côté, and
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[59] A. Bouchard-Côté, K. Chern, D. Cubranic, S. Hosseini, J. Hume, M. Lepur, Z. Ouyang,

and G. Sgarbi. Blang: Bayesian declarative modelling of arbitrary data structures.

arXiv:1912.10396 [stat], 2019.

[60] Christian Robert. The Bayesian choice: from decision-theoretic foundations to computational

implementation. Springer Science & Business Media, 2007.

[61] William J Youden. Index for rating diagnostic tests. Cancer, 3(1):32–35, 1950.

[62] Alan E Gelfand. Model determination using sampling-based methods. Markov chain Monte

Carlo in practice, pages 145–161, 1996.

[63] R.R. Sokal, C.D. Michener, and University of Kansas. A Statistical Method for Evaluating

Systematic Relationships. University of Kansas science bulletin. University of Kansas, 1958.

[64] Naruya Saitou and Masatoshi Nei. The neighbor-joining method: a new method for recon-

structing phylogenetic trees. Molecular biology and evolution, 4(4):406–425, 1987.

[65] Leland McInnes, John Healy, and James Melville. Umap: Uniform manifold approximation

and projection for dimension reduction. arXiv preprint arXiv:1802.03426, 2018.

[66] Ricardo JGB Campello, Davoud Moulavi, and Jörg Sander. Density-based clustering based

on hierarchical density estimates. In Pacific-Asia conference on knowledge discovery and data

mining, pages 160–172. Springer, 2013.

[67] John P Huelsenbeck and Fredrik Ronquist. MRBAYES: Bayesian inference of phylogenetic

trees. Bioinformatics, 17(8):754–755, 2001.

[68] Daniel L Ayres, Michael P Cummings, Guy Baele, Aaron E Darling, Paul O Lewis, David L

Swofford, John P Huelsenbeck, Philippe Lemey, Andrew Rambaut, and Marc A Suchard.

101



Beagle 3: improved performance, scaling, and usability for a high-performance computing

library for statistical phylogenetics. Systematic biology, 68(6):1052–1061, 2019.

[69] Kijong Yi and Young Seok Ju. Patterns and mechanisms of structural variations in human

cancer. Experimental & Molecular Medicine, 50(8):98, 2018.

[70] Sweta Mishra and Johnathan R. Whetstine. Different facets of copy number changes: Per-

manent, transient, and adaptive. Molecular and Cellular Biology, 36(7):1050–1063, 2016.

[71] Richard A Neher and Oskar Hallatschek. Genealogies of rapidly adapting populations. Pro-

ceedings of the National Academy of Sciences, 110(2):437–442, 2013.

[72] Jeffrey J. Quinn, Matthew G. Jones, Ross A. Okimoto, Shigeki Nanjo, Michelle M. Chan,

Nir Yosef, Trever G. Bivona, and Jonathan S. Weissman. Single-cell lineages reveal the rates,

routes, and drivers of metastasis in cancer xenografts. Science, 2021.

[73] Jeffrey E Barrick, Dong Su Yu, Sung Ho Yoon, Haeyoung Jeong, Tae Kwang Oh, Dominique

Schneider, Richard E Lenski, and Jihyun F Kim. Genome evolution and adaptation in a

long-term experiment with Escherichia coli. Nature, 461(7268):1243–1247, 2009.

[74] Jose Blanchet. Exact simulation for multivariate Itô diffusions. 2017.
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Rodŕıguez-González, Gilles Romieu, Anieta M Sieuwerts, Peter T Simpson, Rebecca Shep-

herd, Lucy Stebbings, Olafur A Stefansson, Jon Teague, Stefania Tommasi, Isabelle Treilleux,

105



Gert G Van den Eynden, Peter Vermeulen, Anne Vincent-Salomon, Lucy Yates, Carlos Cal-

das, Laura Van’t Veer, Andrew Tutt, Stian Knappskog, Benita Kiat Tee Tan, Jos Jonkers,
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Appendix

A.1 TNBC PDX experimental design diagrams.

Figure A.1: The experimental design diagram for TNBC-SA609 PDX. Each node represents a
mouse/timepoint and edges from left to right denote parent-child relationships where tumour ma-
terial from a parent node is extracted and transplanted onto the child node. The 4-digit number
on a node describes its sample ID or barcode. Nodes with a green background are treated with
Cisplatin while all others are left untreated. The nodes border colour denotes the type of sequenc-
ing assay available. All mice designated X4 or later share ancestry with node 1584. This graph
represents a tree. The nodes on the path from 0290 to 2454 comprise the 10 timepoints in the
original TNBC-SA609 branch. Note that 1584 to 1721 is established from fresh material while all
other branches at timepoint X4 are derived from frozen material at least 1 calendar year later. The
original timeseries was
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Figure A.2: The experimental design diagram for TNBC-SA535 PDX. The design is similar to
Figure A.1. Note that one major untreated branch (2895 to 3776) and one major treated branch
are established 2895 to 3696.
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Figure A.3: The experimental design diagram for TNBC-SA1035 PDX. The design is similar to
Figure A.1. In Chapter 4, the untreated branch contains nodes from 2879 to 3631 while the treated
branch comprises nodes 3015 to 3425.

A.2 Figures

Figure A.4: the distribution of mismatch rate defined as the fraction of cells that have a mismatch
between the inferred and jitter-fixed value of a marker.
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Figure A.5: Credible interval for the selection coefficients of all clones across all datasets. The
dark orange colour shows the posterior median value. The narrow grey line shows the 95% highest
posterior density interval (HDI) while the thicker dark grey line shows the 50% HDI.
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Figure A.6: Posterior order matrix for selective coefficients of all clones in all datasets. Pi,j =
P (si ≤ sj) shows the posterior probability that clone i has higher selective coefficient than clone j,
with the stronger purple hues (close to 1.0) representing a higher confidence that clone i dominates
clone j, and conversely the stronger grey hues (close to 0.0) denote that clone j dominates clone i.
Colours closer to white (0.5) represent no dominance. Note that for the lower diagonal elements
P (sj ≤ si) = 1− P (si ≤ sj) and are omitted for clarity. The diagonal entries are to guide the eyes
only.
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Figure A.7: Overview of experimental design and PDX growth curves. A) Top: Serially passaged
184-hTERT L9 WT cell line; Bottom: 184-hTERT L9 95.22; p53 null cell line by CRISPR tech-
nology. Parallel branches P53−/− a and P53−/− b were derived from the same tenth passage. B)
Western blot confirming knock out of TP53 from 184-hTERT WT cell line. Clones shown along
top. C) Top: Schematic for PDX timeseries; Bottom: Serial sampling of HER2+ and TNBC PDX
tumours; Dark grey circles represent each sampled mouse for scWGS. The light grey circles repre-
sent the replicates of tumour-bearing mice at the same timepoint. D) Individual tumour growth
from each passage of TNBC and HER2+ PDXs. E) IHC of HER2+ and TNBC tumours at early
and late passages, 4x and 20x (insets). Scale bars 500 µm and 100 µm (insets). Antibodies and
TMA scores.
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Figure A.8: Single nucleotide variant (SNV) and Copy number profiles of the cell lines and PDX
libraries. A) Phylogenetic tree with clone labels next to SNV and copy number profile heatmaps
for p53-/-a. Rows are individual cells and columns are SNVs (left) and copy number alterations
(right). For SNVs, orange indicates high probability while blue indicates low probability. For copy
number, legend encoding copy number colours is shown (right). B-E) Similar to A) but for p53-/-b,
HER2+, TNBC, and TNBC Rx respectively
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Figure A.9: TNBC-SA609 PDX clonal dynamics with and without treatment. a) Heatmap representation of copy number profiles of 841
cells, grouped in 6 phylogenetic clades. b) Phylogeny as per Figure 4.2 for TNBC-SA609 PDX untreated branch. c) Observed clonal
abundances, and d) distribution over magnitude of difference between selective coefficients of pairs of clones. e-h) Analogous plots for
the treated branch (n=1,593 cells).118



Figure A.10: Structural variant and mutation rates of PDX lines. Distribution over copy number
breakpoints/cell as a function of generation for A) TNBC B) HER2+. Clone specific distributions
over copy number breakpoints/cell, coloured by fitness coefficients for C) TNBC D) HER2+. Clone
specific distributions over point mutations/cell, coloured by fitness coefficients for E) HER2+ and
F) TNBC
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Figure A.11: Fitness validation with tumour mixing and drug perturbation. A) Schematic overview
of clonal mixture experiment showing source samples from the original timeseries and serial prop-
agation into a new line. B) Mouse body weight graph recorded during maximum tolerated dose
(MTD) evaluation of cisplatin in NRG mice (n=3 in each study cohort). C) Experimental design of
cisplatin treatment in PDX.The residual tumour from one treated mouse was re-transplanted in the
next (n=4). The solid blue colour represent cisplatin treated tumours (UT,UTT,UTTT,UTTTT);
blue outlined in grey represents drug holiday (UTU,UTTU,UTTTU). Grey represent the untreated
series (U,UU,UUU,UUUU,UUUUU). D) Tumour response curves in each cycle of cisplatin treat-
ment. 120



A.3 Tables

Dataset Timepoint1 Timepoint2 Normalised counts Copy number rate

1 SA501 X2 X5 0.02 0.01
2 SA501 X5 X6 0.02 0.02
3 SA501 X6 X8 0.19 0.09
4 SA501 X8 X11 0.05 0.02
5 SA501 X11 X15 0.04 0.01
6 SA535 X1 X5 0.17 0.04
7 SA535 X5 X8 0.34 0.11

Table A.2: Estimated CNA rate over time in timeseries datasets used in Chapter 2. Note that the
Copy number rate is not normalised by the length of the passage (in number of generations) or
mean ploidy.

Dataset Ne Number of SNVs

1 p53 WT 985.79 NA
2 p53-/-a 614.93 6,645
3 p53-/-b 422.14 7,905
4 HER2+ 1,461.70 40,309
5 TNBC 468.30 33,178
6 TNBC-Mixture 177.01 NA
7 TNBC-Rx 333.34 25,685

Table A.3: Parameters per dataset. Effective population size estimates and number of loci used in
the SNV analysis.

Dataset ε runtime niter ∆τ avg ESS min ESS rejection rate

1 p53 WT 0.01 2:57:22. 10,000 0.05 911.90 448.19 0.77
2 p53-/-a 0.01 35:18:46. 100,000 0.05 3209.54 506.66 0.61
3 p53-/-b 0.03 31:29:55. 100,000 0.04 2077.27 906.95 0.89
4 HER2+ 0.01 48:57:27. 100,000 0.05 26303.53 25299.69 0.38
5 TNBC 0.03 40:05:32. 100,000 0.05 1379.81 223.08 0.91
6 TNBC-mixture 0.01 29:13:01. 100,000 0.04 3745.76 1268.09 0.73
7 TNBC-Rx 0.03 30:05:33. 100,000 0.10 4362.86 2768.55 0.73
8 WGS-bulk-TNBC 0.012 35:12:29. 100,000 0.10 14560.09 11754.76 0.71

Table A.4: Real-world data parameters.
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dataset sample.id lib.id tp total !mouse qual. !sphase !lmr final finalr

1 SA501 SA501X2XB00096 A95621B X2 623 570 524 580 568 498 498
2 SA501 SA501X2XB00097 A96171A X2 492 36 21 474 37 20 20
3 SA501 SA501X2XB00097 A96109A X2 656 59 37 399 96 34 34
4 SA501 SA501X5XB00877 A95670A X5 615 326 253 575 252 238 228
5 SA501 SA501X6XB00294 A96213A X6 1000 326 152 886 168 62 62
6 SA501 SA501X6XB00969 A95670B X6 636 383 325 602 300 319 272
7 SA501 SA501X8XB01694 A90696ABC X8 3672 3517 273 3482 1985 261 241
8 SA501 SA501X11XB00529 A96187A X11 1063 1024 878 888 958 779 763
9 SA501 SA501X11XB00529 A96174A X11 1234 1192 291 1007 258 116 58

10 SA501 SA501X15XB00929 A96173A X15 1388 997 558 1131 667 399 399
11 TNBC-SA535 SA535X1XB00174 A96165B X1 379 208 73 218 277 62 62
12 TNBC-SA535 SA535X5XB00517 A95732A X5 928 613 372 776 464 332 324
13 TNBC-SA535 SA535X8XB00143 A95736A X8 1072 410 194 956 354 154 152
14 OVA-2295 SA921 A90554A TOV2295(R) 628 506 415 524 525 392 392
15 OVA-2295 SA922 A90554B OV2295(R2) 596 466 303 518 467 296 296
16 OVA-2295 SA1090 A96213A OV2295 1484 1438 1144 1092 1402 850 838

Table A.5: Summary of real-world datasets used. final is the final number of cells after all filters except for !lmr are applied. final

additionally filters out lmr cells, those that have total mapped reads fewer than 500,000. Abbreviations used are tp: time point; qual. :
quality; !sphase: not S-phase; lmr: low mapped reads; !lmr: not low mapped reads.
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A.4 Preprocessing of the CNA data for phylogenetic inference

Get copy number values

CNA states are stored in cn.csv and this file is the input to our preprocessing pipeline. For this

work the data was stored in the cloud (Microsoft Azure) and the scgenome application programming

interface (API) suite was used to access and download the data. Please see https://github.com/

shahcompbio/scgenome for documentation. This API was developed by authors in reference [20].

The scgenome API ensures that only cells with the correct sample ids are selected, and removes

control cells and cells that have fewer than 10,000 mapped reads. The API also provides for each

cell a quality score that we call SCG-score. This score ranges from zero to one where values closer

to one indicate higher quality cells. Lower quality cells are expected to be noisy, that is to have

many non-integer CNA values and very low read counts. See the [20] for more details.

Drop low-mappability bins

Some copy number bins are located at parts of the genome where sequencing is difficult, for example

due to inaccessibility of the genome at that position. These bins are sometimes assigned imputed

CN states that represent a sequencing artefact. This is reflected in their mappability score. We filter

the CNA matrix to keep high-mapability bins cn bin filtered.csv. In this work we use a cutoff

threshold of map >=.99 that yields 4375/6206 or 70.5% of the bins. The list of kept bins is identical

across all datasets. Low-mapbaility bins may constitute phylogenetic markers that are not reflective

of the underlying biology and result in grouping of cells that share these sequencing artefacts but are

not evolutionarily related. Moreover, using the 0.99 cutoff, we still recover hundreds of phylogenetic

markers that are present in at least 5% of cells. A potential pitfall can occur in datasets that have

very few copy number changepoints to accurately distinguish subpopulations. In such cases filtering

too many genomic bins may result in missing some subpopulations. A lack of ground-truth datasets

makes it difficult to set this threshold in a principled way.

Drop low-quality cells

In this step, a second round of quality control is done. Cells with SCG-scores of over 0.75 are

kept [20], those that are suspected to be contaminated (e.g., mouse cells) or cycling cells are
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removed. This results in cn bin cell filtered.csv. The 0.75 cutoff is chosen as it balances

sensitivity and specificity of the single cell scoring algorithm.

Drop cells with excess CNA changes

Some cells show a jumpy CNA profile in which there are excessive copy number changes. It appears

that these cells are either in early or late stages of division and were missed by the scgenome API.

The CNA profile of early replicating cells is patterned by seemingly scattered focal amplifications

while the late replicating cells show scattered focal deletions. Note that not all parts of the genome

duplicate at the same time during mitosis [127]. Regions that start duplicating later will show as

having focal deletions in cells captured at their later replicating stage; these regions would not have

started to duplicate by the time the sample was prepared for sequencing. One possible explanation

is how the read counts in cells are normalised to integer CN states in the DLP+ platform. When

estimating the CN states of cells, the normalizing procedure assumes that the most likely ploidy

for all cells is diploid [20]. For each cell, the observed read counts are rescaled as closely to the

diploid state as possible, while retaining integer CN states. These scattered patterns (Figure A.12)

are hypothesised to not directly reflect the evolutionary history of the cells and are detrimental to

phylogenetic tree inference.
2.5. Tree evaluation

Figure 2.8: Phylogenetic tree and CNA profile heatmap for the SA501 dataset.

2.5 Tree evaluation

2.5.1 Predictive test

To evaluate the inferred trees, we suggest a test that involves predicting the entries in the input

binary matrix given to the tree inference method. We take the binarised input matrix yC⇥L, the

input matrix to the sitka algorithm as described in Section 2.3.4 as ground truth. Consider an

inferred tree, ⌧ , and the corresponding genotype matrix g = T (⌧). In general the inferred trees

from the baseline methods do not have named internal nodes, nor do they have the same number of

internal nodes as the number of loci L. Therefore we do not know which locus in the inferred tree

⌧ corresponds to which locus in the matrix y. We note that this is not the case with trees inferred

from sitka where the internal nodes of the tree correspond to the columns of the induced genotype

matrix. As a result, for methods other than sitka, for each column in the input data matrix, we

pick a clade in ⌧ that has the highest prediction accuracy for the entries in that column.

For each method, we report Youden’s J index [109] which is equal to sensitivity + specificity -

1. We define below the function h to be a binary classification counts matrix, i.e., for two C-vectors

w and z it forms the confusion matrix. h : {0, 1}1⇥C ⇥ {0, 1}1⇥C 7! {0, 1}2⇥2 where

hi,j(w, z) =
X

c2C

1 (wc = i)1 (zc = j) .

25

Copy number state

Sporadic localised deletions on chromosome 4 (top) and
 chromosomes 7 and 8  (bottom) are 
likely a sign of late-replicating cells. 

C
ells

Chromosomes

Clade comprising likely late-replicating cells 

Figure A.12: An example of replicating cells. The CNA matrix and the consensus tree show cells
from a HER2+ PDX dataset. Cells with excess CNA changes are not filtered out (see Section A.4).
Note that a subset of cells, corresponding to the green clade on the tree, exhibit scattered localised
deletions (the arrows on the right) across the genome. These late replicating cells form a finger -like
clade in the tree. The similarity in the CNA profiles is not due to common evolutionary history
and therefore they should be removed (see Section A.4). The top inset shows chromosome 4 while
the bottom inset spans chromosomes 7 and 8.
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Here we rank cells by the number of changes in their copy number states (a change is measured

between consecutive bins) and pick the bottom 90-th percentile. This threshold was set via visual

inspection. The file cn bin cell filtered no jump.csv contains the integer copy number state

with the final list of cells and genomic bins. An example input matrix is shown in Figure 2.4-a

where the integer copy numbers are colour-coded in a heatmap. Attrition rate due to filtering of

cells is shown in Table A.5.

A.5 Computing CNA rate over time

Computing the CNA rate is non-trivial. The reference timepoint is heterogenous and therefore to

avoid conflating selection with mutation rate, we pick a set of markers that are not present in the

reference timepoint (cellular prevalence <0.001) and call it L0. In each timepoint i (other than the

reference timepoint), find the subset of markers in L0 that are present in that timepoint (e.g., have

a cellular prevalence >0.01) and call this subset Li. Now for each pair of consecutive timepoints,

count the number of markers that are not identical (i.e., Li \ Li+1), normalised by the number of

markers in each dataset. Table A.2 shows the normalised CNA rates for the timeseries datasets

used in Chapter 2.
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