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Abstract 

Aerosol particles are ubiquitous in the atmosphere and play an important role in air quality and the 

climate system. Atmospheric particles can contain mixtures of primary organic aerosol (POA), 

secondary organic aerosol (SOA), and secondary inorganic aerosol (SIA). To predict the role of 

such complex multicomponent particles in air quality and climate, information on the number and 

types of phases present in the particles is needed. However, the phase behavior of such particles 

has not been studied in the laboratory, and as a result, remains poorly constrained. Here we show 

that POA+SOA+SIA particles can often contain three distinct liquid phases: a low polarity 

organic-rich phase, a higher polarity organic-rich phase, and an aqueous inorganic-rich phase. 

Based on our results, when the elemental oxygen-to-carbon (O:C) ratio of the SOA is less than 

0.8, which is common in the atmosphere, three liquid phases will often coexist within the same 

particle over a wide relative humidity range. In contrast, when the O:C ratio of the SOA is greater 

than 0.8, three phases will not form. We also demonstrate, using thermodynamic and kinetic 

modelling, that the presence of three liquid phases in such particles impacts their equilibration 

timescale with the surrounding gas phase and their ability to act as nuclei for liquid cloud droplets. 

A framework is also presented for predicting when and where three liquid phases will form in the 

atmosphere. Three phases will likely also impact the reactivity of these particles and the 

mechanism of SOA formation and growth in the atmosphere. These observations provide 

fundamental information necessary for improved predictions of air quality and aerosol indirect 

effects on climate. 
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Lay Summary 

The research conducted in this thesis is to study the phase behavior of atmospheric aerosol particles 

to improve the predictions of air quality. Atmospheric particles can have both the heating and 

cooling effects on the climate by absorbing or scattering sunlight. To predict the impacts of 

aerosols on air quality and climate, information on the number and types of phases present in the 

particles is crucial since they can govern important aerosol processes and properties including 

aerosol growth and evaporation, optical properties, reactivity, and the ability of aerosols to act as 

nuclei for cloud droplets. In this thesis, we demonstrated the phase behavior, especially the 

coexistence of three liquid phases in the atmospheric particles by using a solvatochromic dye with 

fluorescence microscopy. Using thermodynamic and kinetic modelling, the impacts of the 

coexistence of three liquid phases on the atmosphere and climate were also discussed.  
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Chapter 1. Introduction 

1.1 Atmospheric aerosols 

Atmospheric aerosols are airborne suspensions of liquid or solid particles in the Earth’s 

atmosphere, with particle diameters in the range of 10-5 to 1 μm (1) and are among the central 

topics in current environmental research because of their importance for atmospheric chemistry 

and physics, the biosphere, climate and public health (2). Based on the sources of these 

atmospheric aerosols, they can be classified as natural or anthropogenic. Natural sources include 

volcanoes, forest fires and ocean spray while the anthropogenic sources include fuel combustion, 

transportation, industrial processes and solid waste disposal (1). 

1.1.1 Types and internal mixing of atmospheric aerosols 

A large fraction of atmospheric aerosols can be classified as primary organic aerosol (POA), 

secondary organic aerosol (SOA), and secondary inorganic aerosol (SIA), especially for sizes less 

than 1 m, which are of interest in this study. In Fig. 1.1, the mass percentage of POA, SOA, and 

SIA in the urban and rural/remote areas are illustrated based on several field studies. For both 

urban and rural areas, the SIA accounts for more than 50% of the total aerosol mass, while in urban 

environments, there are more POA and less SOA compared with rural areas.  
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Figure 1.1. Mass percentage of POA, SOA, and SIA in urban and rural/remote areas based on 

previous field measurements. The values are obtained from Zhang et al (3). The split in each of 

the box represents the mean value of the mass percentage based on measurements from multiple 

locations in the world. The error bar represents twice the standard deviation according to those 

measurements.  

1.1.1.1 Primary organic aerosols (POA) 

Primary atmospheric aerosols are directly emitted as liquids or solids from sources such as biomass 

burning and incomplete combustion of fossil fuels. The source of the POA can be further split up 

into coal combustion-related organic aerosols, biomass burning organic aerosols, cooking-related 

organic aerosols, and traffic-related hydrocarbon-like organic aerosols (4). According to a field 

measurement in UK, for the POA, 40% were related to the traffic sources, 34% were related to the 

cooking source, while 26% correspond to solid fuel aerosols (5).    

1.1.1.2 Secondary aerosols  

Secondary aerosols are formed by the oxidation of gas phase vapors followed by nucleation and 

condensation. Alternatively, secondary aerosols can be formed by heterogeneous and multiphase 

chemical reactions (6). There are two types of secondary aerosols: secondary organic aerosols 

(SOA) and secondary inorganic aerosols (SIA). Natural sources such as vegetation and 
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anthropogenic sources such as transport emit volatile organic compounds into the atmosphere, 

which can be oxidized into SOA. Examples of volatile organic compounds from natural sources 

including α-pinene and sesquiterpenes such as β-caryophyllene, while toluene is an example of a 

volatile organic compound from anthropogenic sources that lead to SOA. Components of SIA 

include sulfate, nitrate, and ammonium. Secondary aerosols account for a significant fraction of 

ambient tropospheric aerosols (6).   

 

Figure 1.2. Formation and internal mixing of atmospheric aerosol particles. POA corresponds to 

primary organic aerosols, SOA corresponds to secondary organic aerosols, and SIA corresponds 

to secondary inorganic aerosols. The POA particles are shown in green, the SOA particles are 

shown in red, while the SIA particles are shown in grey. Both anthropogenic sources such as fuel 

combustion and natural sources such as tree emissions are included. The formation of secondary 

aerosols involve the oxidation of gas phase vapors and multiphase chemical reactions.   
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1.1.1.3 Internal mixing of POA+SOA+SIA 

As shown in Fig. 1.2, in the atmosphere, POA, SOA, and SIA can become internally mixed within 

the same particle by coagulation, gas-particle partitioning, cloud processing, and multiphase 

chemical reactions (7–9). Previous studies have shown that these processes typically occur on the 

order of hours, and as a result, individual particles containing mixtures of POA, SOA, and SIA are 

expected to be important in the atmosphere (9–13). We refer to these internally mixed aerosols as 

POA+SOA+SIA particles in this research. 

1.1.2 Importance of POA, SOA, and SIA particles 

Atmospheric aerosols can affect public health. For example, numerous studies have shown that the 

concentrations of aerosols are correlated with severe negative health effects such as cardiovascular, 

respiratory diseases and cancer (2, 14). Recent research showed that the atmospheric aerosols 

result in over 3 million premature deaths globally per year (15).  

In addition, aerosol particles can also have significant effects on climate, which will further affect 

the atmospheric and oceanic circulation and biogeochemical cycles (2). The effects of aerosols on 

climate can be classified as either direct or indirect (Fig. 1.3). Atmospheric particles can have 

direct effects on climate by the scattering and absorption of solar radiation. They can also have 

indirect effects by acting as cloud condensation nuclei (CCN) or ice nuclei (IN), which  leads to a 

change in cloud properties and  precipitation, and scatter solar radiation (Fig. 1.3).   
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Figure 1.3. Schematic diagram of the aerosol particle growth and their effects on the climate. The 

figure is based on Pöschl (2005) and Renbaum-Wolff et al. (2013). 

 

 

1.2 Phase behavior of atmospheric aerosols 

To predict the impacts of aerosols on air quality and climate, information on the number and types 

of phases present in atmospheric aerosol particles is crucial. This is because the number and types 

of phases govern important aerosol processes and properties including aerosol growth and 

evaporation, optical properties, reactivity, and the ability of aerosols to act as nuclei for cloud 

droplets (16–22). 

1.3 Previous studies on the phase behavior of atmospheric aerosol particles containing POA, 

SOA, and SIA 

Previous studies on the phase behavior of atmospheric particles have focused on pure SIA (23), 

pure SOA (19, 24), mixtures of POA and SOA (25–30), and mixtures of SOA and SIA (17, 18, 

20). Studies with mixtures of POA and SOA have shown that one or two liquid phases can form 
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in individual particles, depending on the properties of the POA and SOA and the ambient relative 

humidity (RH) (25–28, 30). Similarly, studies with mixtures of SOA and SIA revealed that one or 

two liquid phases can form depending on the SOA and SIA properties and the RH (17, 18, 20). 

Surprisingly, in a recent study, three liquid phases were observed in some mixtures of SOA and 

SIA proxies (31). However, two liquid phases were reported in the majority of these experiments, 

and conditions favoring three liquid phases were unclear and not elucidated. 

The phase behavior of particles containing POA, SOA, and SIA have so far only been investigated 

using molecular dynamics simulations of nanoparticles less than 10 nm in diameter (32). Three 

separate chemically distinct domains were observed in these simulations, but laboratory studies 

are needed in order to confirm these predictions, especially for particles with larger diameters, 

which make up the vast majority of the mass of atmospheric particulate matter. 

 

1.4 Focus of this thesis 

This thesis focuses on laboratory studies of the phase behavior of POA+SOA+SIA particles and 

the implications of this phase behavior.  In chapter 2, the materials and methods for the laboratory 

studies are discussed. In chapter 3, the results and discussions are presented from the laboratory 

studies. In this chapter we show that these particles can often contain three distinct liquid phases: 

a low polarity organic-rich phase, a higher polarity organic-rich phase, and an aqueous inorganic-

rich phase. In chapter 4, the atmospheric implications of phase behavior of POA+SOA+SIA 

particles are discussed. In chapter 5, some possible future research topics are introduced and 

discussed.  
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Chapter 2. Materials and methods 

2.1 Overview 

In the current study, a solvatochromic dye and fluorescence microscopy are used to determine the 

phase behavior of POA+SOA+SIA particles as a function of RH. Although solvatochromic dyes 

have been used widely in biology and chemistry (e.g. ref 33), they have, so far, not been used to 

characterize the phase behavior of atmospheric aerosols. The solvatochromic dye used in the 

current study was Nile red (9-diethylamino-5H-benzo[α]phenoxazine-5-one)(Table 2.1). 

Table 2.1. Chemical structure, formula, excitation and emission wavelength for Nile red. λext and 

λem represent the excitation and emission wavelength. 

Chemical name Nile red 

IUPAC name 9-diethylamino-5H-benzo[α]phenoxazine-5-one 

Empirical formula C20H18N2O2 

Chemical structure 

 

Fluorescence properties 

487 nm ≤ λext ≤ 489 nm 

530 nm ≤ λem ≤ 550 nm (Non-polar) 

λem ≥ 590 nm (Polar) 

 

Nile red is a solvatochromic dye that fluoresces at different wavelengths depending on the polarity 

of the surrounding chemical environment (34). For our experimental conditions, Nile red 

fluoresced green to yellow in a low polarity organic-rich phase and orange to red in a higher 

polarity organic-rich phase (Fig. 2.1). On the other hand, Nile red was non-fluorescent in an 

aqueous phase due to its low solubility and quantum yield in water (34). 
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Figure 2.1. Fluorescence microscopy images of organic particles containing the solvatochromic 

dye Nile red and emission wavelengths. The chemical composition, oxygen-to-carbon (O:C) ratio, 

and dielectric constant (ε) of the particles are indicated above each column. The O:C and ε are 

included as indicators of the polarity of the particles. Values for ε correspond to values at a 

temperature of 298 K and are taken from the literature: Sedrez et al. (35) (squalane); Circular et al. 

(36) (diethyl sebacate); Sarode et al. (37) (poly (propylene glycol) 425); Kalakkunnath et al. (38) 

(poly (ethylene glycol) diacrylate); Sengwa et al. (39) (poly (ethylene glycol) 300). The images 

were recorded at relative humidities of 70% (top row) and 30% (bottom row), respectively. The 

dashed boxes roughly indicate the emission wavelength of the Nile red when embedded within the 

organic particles. For the low polarity organic phase, Nile red fluoresces green to yellow, and for 

the higher polarity organic phase, Nile red fluoresces orange to red. 
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In the first series of experiments, we studied particles containing a mixture of squalane (proxy for 

POA), 1 out of 21 different oxygenated organic compounds (proxy for SOA), ammonium sulfate 

(a major type of SIA in the atmosphere), and trace maount of Nile red. In Section 2.2 the generation 

of these particles are discussed. In the second series of experiments, we studied particles containing 

mixtures of POA, secondary organic aerosol generated in the laboratory, ammonium sulfate, and 

trace amounts of Nile red. In section 2.3. the generation of these particles are discussed. In section 

2.4. the fluorescence microscopy measurements are discussed. 

2.2 The generation of particles containing a mixture of squalane, 1 out of 21 different 

oxygenated organic compounds, ammonium sulfate, and trace amounts of Nile red 

Two solutions were first generated gravimetrically: 1) a solution of squalane (2 wt %) and Nile 

red (9-diethylamino-5H-benzo[α]phenoxazine-5-one, 10 mg L-1) dissolved in hexane, and 2) a 

solution containing 1 out of 21 different oxygenated organic compounds (1 wt %) and ammonium 

sulfate (1 wt %) dissolved in purified water (Millipore, resistivity ≥ 18.2 MΩ cm). Next, the 

solutions were nebulized (Meinhard, TR-30-C0.5) consecutively onto a siliconized hydrophobic 

glass slide (12 mm diameter, Hampton Research, HR3-277). After nebulization, the solvents 

(hexane and water) evaporated, leaving behind particles with diameters between 50 to 70 μm, 

containing a mixture of squalane, the specific SOA proxy compound, ammonium sulfate, and trace 

amounts of Nile red. The 21 different types of oxygenated organic compounds that have been used 

as proxies for atmospheric SOA to study the phase behavior of aerosol particles are shown in Table 

2.2, including their formula, chemical structures, functional groups and O:C ratio. These 

compounds cover the range of average O:C values of most atmospheric SOA particles, which is 

approximately from 0.1 to 1.0 (40–42).  



10 
 

2.3. the generation of particles containing mixtures of POA, secondary organic aerosol 

generated in the laboratory, ammonium sulfate, and trace amounts of Nile red 

Ozonolysis of α-pinene was carried out to produce SOA particles at mass loadings between 60 and 

80 μg m-3 in an environmental chamber (see Appendix A). SOA particles were continuously 

collected from the environmental chamber onto hydrophobic glass slides coated with FluoroPel 

800 (Cytonix) for ~24 h by inertial impaction, using a multi-orifice single-stage impactor (MSP 

Corporation) operated at a constant flow rate of 15 L min-1 and a cut-size below 0.18 µm 

(aerodynamic particle diameter). A solution of squalane (2 wt %) or 5W30 lubricating oil (2 wt %) 

and Nile red dissolved in hexane was also generated. After collecting the SOA, solutions of 

ammonium sulfate and squalane (POA proxy) or lubricating oil (POA proxy) were nebulized 

consecutively onto the same glass slides, similar to the method discussed above.   

2.4. fluorescence microscopy 

The phase behavior of the particles was investigated using an inverted fluorescence microscope 

(Olympus, Model IX70), equipped with a mercury arc lamp (USH-103D, Ushio) as the light source, 

and coupled to an RH-controlled flow cell (Fig. 2.2). Images were captured with a color-CCD 

camera (Olympus, Model DP80) using a U-MNIB fluorescence filter cube (Olympus), resulting 

in excitation at 470 ≤ λ ≤ 490 nm and emission at λ > 515 nm, where λ is the wavelength of the 

photons. Nile red has an excitation wavelength between 487 nm and 489 nm, and an emission 

maxima wavelength between approximately 530 nm and 550 nm in most nonpolar solvents, and 

an emission maxima wavelength ≥590 nm for polar substances (34). For all our experiments the 

exposure time (excitation time) was approximately 500-800 ms.  

For the measurement of the phase behavior of aerosol particles, the slide containing the particles 

was located within the RH-controlled flow cell (Fig. 2.2). The temperature of the flow cell was 
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maintained constant at 295 ± 1 K in all the experiments and continuously monitored by a 

thermocouple (T-type, OMEGA, Model FF-T-20-100). The RH was controlled by continuously 

passing a mixture of humid and dry nitrogen gas through the flow cell (total flow of 1.2 L min-1). 

The dew point of the gas stream was measured downstream of the flow cell using a dew point 

hygrometer (General Eastern, Model M4/E4). The RH of the gas was calculated from the dew 

point and the temperature of the flow cell. Calibration of the RH was achieved by measuring the 

deliquescence RH of pure ammonium sulfate particles and comparison to values reported in the 

literature (80.0±1.4% at 295 K,ref 23).  

At the beginning of each phase separation experiment, the particles were equilibrated at around 

95% RH for a period of approximately 10 minutes. Next, the RH was decreased at a ramp rate of 

approximately 0.5% RH min-1 until one of the following conditions occurred: phase separation 

within the particle was observed, the particle effloresced, or the RH of the flow cell was less than 

0.5%. During the experiments movies were captured at 9 frames per second, using the colored 

CCD-camera controlled through the CellSens software (OLYMPUS, Dimension Version 1.18) and 

the focus of the microscope was manually adjusted so the focal plane corresponded to the interior 

of the particles on the glass slide. From the fluorescence images, the number and types of phases 

in the particles were determined. When the RH of the flow cell decreased, the size of the particles 

on the hydrophobic glass slide also decreased and shrank due to the loss of water, and as a result, 

some particles that were in focus at higher RH values became out of focus at lower RH values.  
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Table 2.2. Oxygenated organic compounds used in this experiment as proxies for atmospheric 

SOA particles and their molecular formula, chemical structure, O:C value and functional groups. 

The structures are obtained from Sigma-Aldrich website.  

Compounds 
Chemical 

Formula 
Chemical Structure O:C 

Functional 

Groups 

2,5-hexanediol C6H14O2 

 

0.33 alcohol 

Poly (Propylene) 

glycol 425 (PPG-425) 
C3nH6n+2On+1 

 

0.38 alcohol, ether 

Suberic acid 

monomethyl ester 

 

C9H16O4 

  

0.44 
carboxylic 

acid, ester 

Poly (Ethylene) glycol 

diacrylate (PEG 

Diacrylate) 

C2n+6H4n+6On+3 

 

0.50 

ester, ether, 

C-C double 

bond 

1,2,6-trihydroxyhexane C6H14O3 

 

0.50 alcohol 

Poly (Ethylene) glycol 

600 (PEG-600) 
C2nH4n+2On+1 

 

0.54 alcohol, ether 

Vanillymandelic acid C9H10O5 

 

0.56 

alcohol, 

aromatic, 

carboxylic 

acid, ether 

2,5-hydroxybenzoic 

acid 
C7H6O4 

 

0.57 

alcohol, 

aromatic, 

carboxylic 

acid 
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Compounds 
Chemical 

Formula 
Chemical Structure O:C 

Functional 

Groups 

Diethylmalonic acid C7H12O4 

 

0.57 
carboxylic 

acid 

3,3-dimethylglutaric 

acid 
C7H12O4 

 

0.57 
carboxylic 

acid 

Poly (Ethylene) glycol 

300 (PEG-300) 
C2nH4n+2On+1 

 

0.58 alcohol, ether 

Poly (Ethylene) glycol 

200 (PEG-200) 
C2nH4n+2On+1 

 

0.63 alcohol, ether 

Poly (ethylene glycol) 

bis (carboxymethyl) 

ether 

 

C2n+4H4n+6On+5 

 

0.63 

ester, ether, 

carboxylic 

acid 

2-methylglutaric acid C6H10O4 

 

0.67 
carboxylic 

acid 

2,2-dimethylsuccinic 

acid 
C6H10O4 

 

0.67 
carboxylic 

acid 

Diethyl-L-tartrate C8H14O6 

 

0.75 alcohol, ester 

Glutaric acid C5H8O4 

 

0.80 
carboxylic 

acid 
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Compounds 
Chemical 

Formula 
Chemical Structure O:C 

Functional 

Groups 

Levoglucosan C6H10O5 

 

0.83 alcohol, ether 

Glycerol C3H8O3 

 

1.0 alcohol 

Maleic acid C4H4O4 

 

1.0 

carboxylic 

acid, C-C 

double bond 

Citric acid C6H8O7 

 

1.17 

alcohol, 

carboxylic 

acid 
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(a) 

 

(b) 

 

Figure 2.2. (a). Experimental setup for the aerosol phase behavior measurement. MF represents 

mass flow. Figure courtesy from Natalie R. Smith. (b). The fluorescence microscopy setup and 

schematic diagram illustrating the operating principle. Figure courtesy from Olympus website. 
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Chapter 3. Results and discussions: phase behavior of atmospheric aerosol 

particles containing POA+SOA+SIA 

3.1 Phase behavior of atmospheric aerosol particles containing squalane, an SOA proxy, 

ammonium sulfate, and trace amounts of Nile red 

As mentioned above, in the first series of experiments, we studied particles containing a mixture 

of squalane (proxy for POA), 1 out of 21 different oxygenated organic compounds (proxy for 

SOA), and ammonium sulfate (a major type of SIA in the atmosphere). Squalane has an elemental 

oxygen-to-carbon (O:C) ratio of 0, similar to POA from diesel and gasoline engines (22, 32). The 

21 oxygenated organic molecules chosen for this study have O:C ratios ranging from 0.33 to 1.17 

(Table 2.2), covering the range of average O:C values of most atmospheric SOA particles (33). 

One of the striking results from our study is that when the O:C value of the SOA proxy was less 

than 0.8, in almost all cases (14 out of 16 cases), we observed three phases coexisting within the 

same particle over a wide RH range. Shown in Fig. 3.1a-b are images for two of these cases as the 

RH was decreased from ~95% to 0%. At 90% RH, the particles contained two liquid phases, 

namely a low polarity organic-rich phase (indicated by the green to yellow color) and an aqueous 

phase (indicated by the dark color or absence of fluorescence). We refer to the aqueous phase as 

an aqueous inorganic-rich phase since ammonium sulfate, which has a high solubility in water, 

will most likely partition predominantly into this phase. At 70% and 50% RH, the particles 

contained three liquid phases, namely a low polarity organic-rich phase, an aqueous inorganic-rich 

phase, and a higher polarity organic-rich phase (indicated by the orange to red color). At 30% and 

0% RH, ammonium sulfate was predominately present in crystallized form inside the particle, as 
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indicated by the irregular structure of the particle cores, resulting in particles containing two liquid 

phases and one crystalline phase.   

In contrast to the cases for O:C less than 0.8, when the O:C of the SOA proxy was greater than or 

equal to 0.8, three liquid phases were never observed. Shown in Fig. 3.1c are images for one of 

these cases, as the RH was decreased from ~95% to 0%. For this case, the particles contained two 

liquid phases for the full RH range investigated. At 90% to 30% RH the particles contained a low 

polarity organic-rich phase and an aqueous inorganic-rich phase. At 0% RH the particles contained 

a low polarity organic-rich phase and a higher polarity organic-rich phase. As the RH was 

decreased from 30% to 0%, the inner phase changed gradually from an aqueous inorganic-rich 

phase to a higher polarity organic-rich phase, based on the gradual color change, caused by a 

continuous loss of water from the inner phase.  
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Figure 3.1. Fluorescence microscopy images of internally mixed particles containing squalane, 

oxygenated organic compounds, and ammonium sulfate. Fluorescence was due to trace amounts 

of Nile red embedded within the particles. Images were recorded for decreasing RH. Indicated 

above each row is the composition of the particles and the elemental oxygen-to-carbon (O:C) ratio 

of the SOA proxy. For these experiments, squalane was used as the POA proxy, 1 of 21 oxygenated 

organic compounds was used as the SOA proxy and ammonium sulfate was used as the SIA proxy. 

The scale bar applies to all images shown. 

 

 



19 
 

As illustrated in Fig. 3.2, two types of phase transitions were observed in our experiments as the 

RH was decreased: liquid−liquid phase separation and crystallization of ammonium sulfate. We 

refer to the RH at which we first observed these phase transitions as the separation relative 

humidity (SRH) and crystallization relative humidity (CRH), respectively. To make it clear that 

the liquid−liquid phase separation involved a transition from two liquid phases (2L) to three liquid 

phases (3L) we use the notation 2L−3L SRH.   

 

Figure 3.2. Illustration of the phase behavior of particles containing mixtures of primary organic 

aerosol (POA), secondary organic aerosol (SOA) and secondary inorganic aerosol (SIA) at 

different RH values. For O:C less than 0.8, liquid-liquid phase separation and crystallization can 

both occur.  However, for higher O:C values, only crystallization of ammonium sulfate occurs.  

2L-3L SRH represents the two liquids-three liquids separation relative humidity, and CRH 

represents the crystallization relative humidity. 
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Shown in Fig. 3.3 and listed in Table B1 (See Appendix B) are the 2L−3L SRH and CRH values 

measured in our experiments as a function of the O:C ratio of the SOA proxy. When the O:C ratio 

of the SOA proxy was less than 0.8, the average 2L−3L SRH was most often between 100% and 

70%. On the other hand, 2L−3L SRH was not observed when the O:C ratio of the SOA proxy was 

greater than 0.8 (Fig. 3.3). The average CRH was most often between 35% and 45% when the O:C 

ratio of the SOA proxy was less than 0.8. This range overlaps with the CRH reported for aqueous 

ammonium sulfate particles (23). The good agreement between the CRH in the POA+SOA+SIA 

particles when the O:C value is less than 0.8 for the SOA proxy and the CRH for aqueous 

ammonium sulfate is consistent with ammonium sulfate and the SOA proxies residing almost 

completely in separate phases. When the O:C value was greater than 0.8 for the SOA proxy, the 

average CRH was always less than 40% or, in some cases, crystallization was completely 

suppressed. This is consistent with ammonium sulfate being in the same phase as the SOA proxy, 

with the latter lowering the supersaturation of crystalline ammonium sulfate in the particles (43). 
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Figure 3.3. Two liquids−three liquids separation relative humidity (2L−3L SRH, blue squares) 

and crystallization relative humidity (CRH, black triangles) of particles containing squalane (POA 

proxy), a single oxygenated organic compound (SOA proxy; 21 distinct cases studied) and 

ammonium sulfate (SIA proxy). 2L−3L SRH correspond to the RH at which a two liquids (2L) to 

three liquids (3L) phase separation event was first observed with decreasing RH. CRH corresponds 

to the RH at which crystallization of ammonium sulfate was first observed with decreasing RH. 

The grey squares indicate the cases where 2L−3L SRH was not observed over the full range of RH 

values studied. The dashed curves indicate the fit of the data in order to guide the eyes. 
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In our experiments, liquid–liquid phase separation resulted in either a core–crescent–shell 

morphology (Fig. 3.1a) or core−shell–shell morphology (Fig. 3.1b), with the majority of the 

particles that underwent liquid–liquid phase separation (78%) revealing a core−shell–shell 

morphology. The fraction of the particles that had core-shell-shell morphology after the phase 

separation was shown in Fig. 3.4 and Table B1.No trend was observed between the morphology 

type and the O:C ratio of the SOA proxy. In all cases, the low polarity organic-rich phase was on 

the exterior of the particle and the aqueous inorganic-rich phase was in the interior of the particle. 

This is consistent with the expected thermodynamic driving forces favoring an enhancement of 

low-polarity, low-surface tension compounds at the air–particle interface. This is also consistent 

with the molecular dynamics simulations of Karadima et al. (32), who reported that the oxygenated 

organic molecule cis-pinonic acid (O:C = 0.3) was mainly located between alkanes (O:C = 0) and 

aqueous ammonium sulfate domains in their nanoparticles. While the particles in our experiments 

were suspended on hydrophobic glass substrates, which could influence the resulting morphology, 

previous results have shown good agreement between the morphology of particles deposited on 

hydrophobic glass substrates and particles levitated in the gas phase (44). However, different 

metastable morphologies may form depending on the formation mechanism of the particles (30, 

45). As a result, care should be taken when extrapolating morphologies observed here to 

atmospheric particles. 
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Figure 3.4. Percentage of particles with a core−shell–shell morphology after the formation of three 

liquid phases. In cases where a core-shell-shell morphology was not observed, a core–crescent–

shell morphology was observed. Data shown are listed in Table B1.  

 

Several previous studies have investigated the phase behavior of particles containing mixtures of 

SOA and SIA proxies. In these studies, two liquid phases were often observed when the O:C value 

of the SOA proxy was less than 0.8, while one liquid phase was observed when the O:C value was 

greater or equal to 0.8, similar to the O:C trend observed here (20, 46). Furthermore, the 2L−3L 

SRH values measured here are in good agreement with the one liquid (1L) to two liquids (2L) 

separation relative humidity values (i.e. 1L−2L SRH values) reported by You et al. (47) in particles 
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containing ammonium sulfate and the same oxygenated organic molecules as used here, but 

without squalane (Fig. 3.5). This agreement provides compelling evidence that the POA proxy, at 

least the one used in our experiments does not significantly influence the mixing thermodynamics 

(e.g. chemical potentials) of the SOA and SIA proxies. Several previous studies have also 

investigated the phase behavior of particles containing proxies of POA and SOA. In these studies, 

two liquid phases were often observed or inferred when the O:C value of the POA was low (25–

30, 48). Our results unify the previous studies that investigated the phase behavior of mixtures of 

POA and SOA on the one hand, and mixtures of SOA and SIA on the other hand. 

 

 

 



25 
 

 

Figure 3.5. Comparison of the measured two liquids−three liquids separation relative humidity 

(2L−3L SRH) values from the current study with the one liquid−two liquids separation relative 

humidity (1L—2L SRH) reported by You et al. (47). SRH corresponds to the RH at which 

liquid−liquid phase separation was first observed when decreasing the RH from ~95% to 0%. The 

color of the symbol indicates the elemental oxygen-to-carbon (O:C) ratio of the oxygenated 

organic material used as a SOA proxy. The error bars represent two standard deviations from the 

mean plus the uncertainty of the RH measurement. The data from You et al. (47) correspond to 

SRH in ternary mixtures of a SOA proxy, ammonium sulfate, and water, while the data from this 

study correspond to SRH in quaternary mixtures of squalane, a SOA proxy, ammonium sulfate, 

and water (see Table B1). The dashed black line corresponds to the 1:1 identity line.    
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3.2 Phase behavior of particles containing mixtures of POA, SOA generated in the laboratory, 

ammonium sulfate, and trace amounts of Nile red 

The experiments described above, each with a single oxygenated organic compound as a proxy for 

SOA, provide a framework for predicting when three liquid phases may form in atmospheric 

aerosol particles containing mixtures of POA, SOA, and SIA. As a next step, we carried out similar 

experiments to those described above, but replaced the oxygenated organic compounds with SOA 

generated in an environmental chamber by ozonolysis of α-pinene (See Appendix A). SOA 

generated in an environmental chamber contains tens to hundreds of oxygenated organic species, 

similar to atmospheric SOA (49). Furthermore, ozonolysis of α-pinene is a major source of SOA 

in the atmosphere (50). For particles containing squalane, α-pinene SOA, and ammonium sulfate, 

three phases coexisted over the full range of RH values studied (Fig. 3.6). From 90% to 50% RH, 

three liquid phases were observed: a low polarity organic-rich phase, a higher polarity organic-

rich phase, and an aqueous inorganic-rich phase. At 30% to 0% RH, the particles contained two 

liquid phases and crystalline ammonium sulfate.  

 

 

Figure 3.6. Fluorescence microscopy images of internally mixed particles containing squalane, α-

pinene SOA generated in the environmental chamber, and ammonium sulfate. Fluorescence was 

due to trace amounts of Nile red embedded within the particles. Images were recorded for 

decreasing RH. The O:C ratio of α-pinene SOA is based on previous studies (51, 52). Squalane 
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was used as the POA proxy and ammonium sulfate was used as the SIA proxy. The scalar bar 

applied to all images. 

 

At low relative humidities (≲ 50%), a higher polarity organic-rich phase consisting of mostly α-

pinene SOA can become highly viscous and can even approach the glassy state (53). A highly 

viscous phase has implications for the time needed to reach equilibrium between POA+SOA+SIA 

particles and the surrounding gas phase. This aspect will be addressed below, but for convenience, 

we will continue to refer to the higher polarity organic-rich phase as a liquid. For the particles 

containing squalane, α-pinene SOA, and ammonium sulfate, the 2L−3L SRH was greater than 88.0% 

(Table B2). Since the O:C value of SOA from the ozonolysis of α-pinene is 0.29 to 0.43 for our 

experimental conditions (51, 52), this 2L−3L SRH is consistent with the results obtained using 1 

out of 21 oxygenated organic compounds individually as a SOA proxy (compare pink star with 

blue squares in Fig. 3.3). 

As another step toward real atmospheric POA+SOA+SIA particles, we also investigated the phase 

behavior of particles containing mixtures of lubricating oil, α-pinene SOA, and ammonium sulfate. 

Unburnt lubricating oil has an O:C value of approximately 0.02 (26), and makes up a large fraction 

of POA from motor vehicles (54). In these studies, three phases were also observed for the full RH 

range studied (Fig. 3.7). For this particle type, the 2L−3L SRH was greater than 88.7% (Table B2), 

consistent with the results obtained when using squalane as a POA proxy.  
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Figure 3.7. Fluorescence microscopy images of internally mixed particles containing lubricating 

oil, α-pinene SOA generated in the environmental chamber, and ammonium sulfate. Fluorescence 

was due to trace amounts of Nile red embedded within the particles. Images were recorded for 

decreasing RH. Lubricating oil was used as a proxy for POA, and the O:C ratio is 0.02 based on 

previous research (26). The scalar bar applied to all images. 

 

The overall picture that clearly emerges is the likely coexistence of three liquid phases at 

intermediate RH values in particles containing POA, SOA, and SIA, if the O:C value of the SOA 

is less than 0.8 and the O:C value of the POA is approximately 0.02 or less. These results are 

directly relevant for POA from motor vehicles, which are a major contributor to POA in urban 

environments (55, 56).  

Measurements during field studies have detected two main types of oxygenated organic aerosol in 

the atmosphere, referred to as semi-volatile oxygenated organic aerosol (SV-OOA) and low-

volatility oxygenated organic aerosol (LV-OOA, ref 42). SV-OOA has average O:C values ranging 

from approximately 0.21 to 0.49 and corresponds to freshly formed SOA, while LV-OOA has 

average O:C values ranging from 0.59 to 0.87 and corresponds to more oxidized SOA resulting 

from atmospheric aging processes. Based on the O:C values of SV-OOA and LV-OOA, and the 

range for which liquid–liquid phase separation was observed in our experiments (O:C < 0.8), we 
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expect particles consisting of POA, SIA, and newly formed SOA to often contain three liquid 

phases. On the other hand, particles consisting of POA, SIA, and aged SOA may consist of two or 

three liquid phases, depending on the average O:C ratio of the aged SOA. These combined results 

provide further evidence that the coexistence of three liquid phases is most likely a common 

occurrence in atmospheric particles containing POA, SOA, and SIA.  
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Chapter 4. Atmospheric implications of the phase behavior of POA+SOA+SIA 

particles 

4.1 Implications for the mechanism of SOA formation and growth in the atmosphere 

The coexistence of three liquid phases in POA+SOA+SIA particles has important implications for 

the mechanism of SOA formation and growth in the atmosphere. For descriptions of SOA 

formation in large-scale atmospheric models, it is often assumed that SOA can form by absorptive 

partitioning of semi-volatile organic compounds into existing POA (57). Our results suggest that 

this SOA−POA mixing mechanism may be less important than often assumed since our results 

show that POA and newly formed SOA can exist in separate phases in the same particle. This 

conclusion is consistent with previous studies using just POA and SOA (25–30, 48) and has 

important implications for policies being considered to reduce SOA concentrations in urban 

environments (58).  

4.2 Implications for the reactive uptake of N2O5 

The presence of three liquid phases has implications for the rate of uptake of reactive gases into 

POA+SOA+SIA particles, for example, considering the reactive uptake of N2O5. N2O5 reacts 

efficiently on aqueous inorganic-rich particles, which leads to a reduction of the gas phase 

pollutants NO2 and O3 and an increase in particle phase nitrate in the atmosphere (21, 59). Having 

both a low polarity organic-rich phase of extremely low water content and a higher polarity 

organic-rich phase on the outside of an aqueous inorganic-rich core could substantially limit the 

reactive uptake of N2O5 by acting as sequential barriers through which N2O5 must diffuse through 

(60). A reduction of the reactive uptake of N2O5 would lead to an increase in NO2 and O3 but a 

decrease in particle-phase nitrate (21, 59). Therefore, the coexistence of three liquid phases should 

be taken into consideration when evaluating the rate of reactive uptake of gases into the particles.  
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4.3. Implications for the equilibration timescales for POA+SOA+SIA particles 

A low polarity organic-rich phase and a higher polarity organic-rich phase on the outside of an 

aqueous inorganic-rich core could also reduce the rate of uptake of organic vapors and water vapor 

into these particles and, hence, increase the time needed to reach equilibrium between the particles 

and the surrounding gas phase. To quantify this effect, we used the kinetic multilayer model of 

gas–particle interactions in aerosols and clouds KM-GAP (22, 61) coupled with the aerosol 

inorganic–organic mixtures functional groups activity coefficients  (AIOMFAC) thermodynamic 

model (62, 63) to calculate the equilibration timescales between POA+SOA+SIA particles and 

surrounding organic and water vapors. A description of the KM-GAP and AIOMFAC models are 

included in Appendix C. In the simulations, we used particles of a dry diameter of 200 nm and dry 

mass percentages of 33.3% POA, 33.3% SOA and 33.3% SIA, based on the ambient measurements 

in Vancouver, Canada (3). For POA we used squalane, for SOA we used 14 representative organic 

compounds of -pinene SOA (See Table C1), and for SIA we used ammonium sulfate.  

To determine equilibration timescales, first, an AIOMFAC-based equilibrium model (16) was used 

to predict the bulk equilibrium composition of the gas phase and the particle phases as a function 

of RH, including component activities and liquid phase viscosities. Next, in the kinetic multilayer 

model simulations, at selected RH levels, the individual gas phase concentrations of organic vapors 

and water vapor were enhanced by 40% and 1%, respectively, and the time required for the 

particles to reach within 2% of the new equilibrium diameter (defined as the 2% equilibration 

timescale, τ2%,) was calculated with KM-GAP coupled to AIOMFAC. For additional details see 

Appendix C. Our simulations confirm that 200 nm dry diameter particles with three separate 

phases have relatively long equilibration timescales, with values ranging from 85 s to 5000 s for 

RH values ranging from 95% to 10% (Fig. 4.1). The long equilibration timescales are due to the 
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relatively slow gas–particle partitioning of semi-volatile organics alongside a faster partitioning of 

water. In contrast, simulations with POA+SOA+SIA particles assuming a single, homogeneously 

mixed phase and ideal mixing, though less realistic, resulted in shorter equilibration timescales, 

with values ranging from 45 s to 65 s for the same RH range (Fig. 4.1). Long equilibration 

timescales between the particles and surrounding gas phase have implications for interpreting 

measurements of hygroscopic growth of atmospheric aerosols, since these measurements often 

assume equilibration timescales of less than 10 s (64, 65).   

 

Figure 4.1. The 2% equilibration timescale, τ2%, for POA+SOA+SIA particles. The τ2% values 

correspond to the characteristic time for a particle to reach a diameter within 2% of the new 

equilibrium diameter after an initial perturbation of the gas phase concentrations; here the 

surrounding organic vapors and water vapor were initially enhanced by 40% and 1%, respectively.  

A dry diameter of 200 nm and dry mass fractions of 33.3% POA, 33.3% SOA, and 33.3% SIA 
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were used in these simulations. Blue markers: timescale for the three-phase particles, accounting 

for non-ideal mixing and assuming a core–shell–shell morphology with POA in the outer shell and 

SOA predominantly in the middle shell. Red markers: timescale for forced single-phase particles, 

assuming ideal mixing among all constituents. 

 

4.4 Implications for the POA+SOA+SIA particles to activate into clouds 

The presence of multiple phases in POA+SOA+SIA particles can also influence the ability of such 

particles to activate into liquid cloud droplets (66). To quantify this effect, we calculated the 

equilibrium wet diameter, surface composition, and surface tension of a 50 nm dry diameter 

particle containing 33.3% POA, 33.3% SOA, and 33.3% SIA as it grows with increasing RH and 

is activated into a liquid cloud droplet (Fig. 4.2). The calculations are based on Köhler theory and 

the output from the AIOMFAC model, which is discussed in more details in Appendix C.  

The calculations show that the minimum environmental water vapor supersaturation required to 

activate such POA+SOA+SIA particles into a cloud droplet is about 0.42% (the maximum of the 

solid blue curve in Fig. 4.2a). Prior to and at the point of activation, the particles are predicted to 

be completely or partially covered with a low polarity organic-rich phase (Fig. 4.2c and 4.2d), 

which results in a reduction and size-dependent evolution of the surface tension of the particles 

compared to the surface tension of pure water (Fig. 4.2b). This reduction in surface tension prior 

to and at activation causes a decrease in the supersaturation needed to activate the particles into 

cloud droplets compared to a particle with the same composition but assuming no surface tension 

reduction (Fig. 4.2a). A decrease in the supersaturation needed to activate particles in the ultrafine 

size range (less than 100 nm diameter) leads to a higher potential for more particles to become 

activated into cloud droplets under typical conditions at cloud base and, hence, a possible indirect 
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aerosol composition and morphology effect on climate. Ignoring this effect will lead to 

underpredictions of the cloud condensation nucleation ability of POA+SOA+SIA particles.    

 

Figure 4.2. Thermodynamic equilibrium predictions for POA+SOA+SIA particles with a 50 nm 

dry diameter during growth and activation into cloud droplets.  (a) Supersaturation with respect to 

water as a function of the wet diameter of the particle. (b) Surface tension, σ, as a function of the 

wet diameter of the particle. In (a) and (b), the blue curve represents the case with the low polarity 

organic-rich phase on the exterior of the particle, causing a reduction in the surface tension of the 

particle. For full surface coverage of the organic-rich phase, a minimum layer thickness of 0.3 nm 

was assumed. The kink in the blue curve at ~0.2 µm diameter indicates the limit of full surface 

coverage by the low polarity organic-rich phase, γ, with only partial coverage for larger diameters; 

at this point most compounds from the higher polarity organic-rich phase, β, have already 
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dissolved into the aqueous inorganic-rich phase, α. In (a) and (b) the dashed green curve represents 

the comparison case with assumed constant surface tension, σ, of 72 mN m-1, corresponding to the 

surface tension of water. (c) Predicted radial phase thicknesses (see schematic in d) for the three 

phases when assuming a core–shell–shell morphology as function of RH. (d) Sketch of anticipated 

particle morphology changes prior to and beyond the size at the cloud droplet activation point (not 

to scale). The images in the middle and to the right illustrate the states for RH > 99% and into the 

supersaturated regime. 
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Chapter 5. Conclusion and future research work 

5.1 Phase behavior of POA+SOA+SIA particles and atmospheric implications 

Using a solvatochromic dye (Nile red) and fluorescence microscopy, we showed that 

POA+SOA+SIA particles can often contain three distinct liquid phases: a low polarity organic-

rich phase, a higher polarity organic-rich phase, and an aqueous inorganic-rich phase. Based on 

our results, when the elemental oxygen-to-carbon (O:C) ratio of the SOA is less than 0.8, which is 

common in the atmosphere, three liquid phases will often coexist within the same particle over a 

wide relative humidity range. In contrast, when the O:C ratio of the SOA is greater than 0.8, three 

phases will not form. 

We also demonstrated, using thermodynamic and kinetic modelling, that the presence of three 

liquid phases in such particles impacts their equilibration timescale with the surrounding gas phase 

and their ability to act as nuclei for liquid cloud droplets. Three phases will likely also impact the 

reactivity of these particles and the mechanism of SOA formation and growth in the atmosphere. 

These observations provide fundamental information necessary for improved predictions of air 

quality and aerosol indirect effects on climate.   

5.2 Consideration of future research work 

5.2.1 Morphology of aerosol particles after liquid-liquid phase separation 

In our experiments, liquid–liquid phase separation resulted in either a core–crescent–shell 

morphology (Fig. 3.1a) or core−shell–shell morphology (Fig. 3.1b), with the majority of the 

particles that underwent liquid–liquid phase separation (78%) revealing a core−shell–shell 

morphology. The particles in our experiments were suspended on hydrophobic glass substrates. 

Additional studies are needed to confirm that similar morphologies are observed if the same types 

of particles are suspended in the gas-phase. Moreover, the reason why core-shell-shell morphology 
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dominates and the relationship between the preferred morphology and the corresponding surface 

energy should also be studied (30).  

5.2.2 POA with higher O:C values 

In this study, squalane and lubricating oil were used as proxies for the POA, which both have a 

low O:C values. Additional studies are also needed to extend our results to POA with higher O:C 

values, such as POA from cooking and biomass burning sources.  

Since proxies were used to represent POA, SOA, and SIA in our experiments, studies on real 

aerosol particles collected from the atmosphere are also needed. Aerosol particles are ubiquitous 

in the atmosphere and play an important role in air quality and the climate system, and these studies 

will lead to improved representations of aerosols in models for air quality and climate predictions. 
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Appendices  

Appendix A. Generation of SOA using environmental chamber 

A.1 UBC environmental chamber overview 

Secondary organic aerosol (SOA) is produced within a continuous flow environmental chamber 

by the dark ozonolysis of α-pinene (1). In continuous-flow mode the inflow is balanced by the 

outflow monitored by a differential pressure feedback system. This allows the environmental 

chamber to reach and maintain a steady state SOA mass loading and in turn facilitates SOA sample 

collection over an extended time period. Here, the volatile organic compounds (VOC) injection 

rate was chosen to reach steady-state mass loadings of SOA between 60 and 80 μg/m3, as 

determined from the Optical Particle Counter (OPC) number size distribution. After steady state 

conditions were established, the particles were collected over a period of 24 hours using a multi-

orifice single-stage impactor. A schematic diagram of the chamber setup is shown in Fig. A1 and 

the main components, namely the injection system, the chamber, and the aerosol characterization 

and collection system are briefly described below. 

A.2 Injection system 

A schematic of the injection system is shown in Fig A2. Dry, clean, and hydrocarbon-free air is 

produced by a pure air generator (Aadco, model 737). The pure air generator takes in room air and 

removes hydrocarbons such as water and NOx to provide a clean dry input flow for the 

environmental chamber, but having ambient concentration of O2 and CO2, as well as a RH of less 

than 1% (2). The RH of the air from the pure air generator is constantly monitored using a RH-

sensor (Vaisala, model HMT 330). Ozone is generated by passing the clean air over an ultraviolet 

lamp (Jelight, model 600 Ozone Generator). A syringe pump (Cole-Parmer, single syringe infusion 

pump model 74900-00) is used to inject the VOC-solution, consisting of a mixture (2 wt %) of α-
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pinene dissolved in cyclohexane into a heated glass bulb (120°C). In the heated bulb the mixture 

was evaporated and subsequently carried into the environmental chamber using the filtered air at 

a flow rate of 17.8 L min-1.  Cyclohexane was added to the environmental chamber as a scavenger 

for hydroxyl radicals, which can be produced in some reaction pathways from the ozonolysis of 

α-pinene (3). 

A.3 Environmental chamber 

The environmental chamber consisted of a flexible 1.8 m3 Teflon bag (Ingeniven), suspended in 

an aluminium enclosure. UV-lights (Sylvania Blacklight, 40 W λmode ≈ 360 nm) that surrounded 

the chamber, were mounted on the inside of the enclosure for photochemical studies but were not 

used in the current experiments. The theoretically expected residence time of aerosols in the 

chamber, based on the flow rates and volume of the chamber, was 1.6 h. In addition to this 

theoretical estimation, we also measured the half-life of ozone in the chamber (Fig. A3). Ozone 

was continuously injected into the chamber using flow rates identical to our experiments (see 

above) but without injecting the α-pinene/cyclohexane mixture. After ozone concentrations 

reached a steady state value (horizontal line at times -0.5 to 0 h in Fig. A3), ozone generation was 

stopped but total flow rates were kept constant. The time measured for ozone to decrease to half 

of its original concentration after stopping ozone production was around 1.5 h (dashed lines in Fig. 

A3), consistent with the calculated residence time. 

A.4 Aerosol characterization and collection 

The environmental chamber is continuously being monitored by a set of gas phase analyzers and 

a suite of aerosol characterization instrumentation that are regularly switched on to monitor the 

aerosol (Table A1). This includes an ozone analyzer (Thermo Scientific, model 49i), a scanning 

mobility particle sizer (TSI SMPS 3969) consisting of a differential mobility analyzer (TSI DMA 
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3080) and a water-based condensation particle counter (TSI CPC 3782), and an optical particle 

counter (OPC, Grimm, model 11-S). The SMPS was operated at an aerosol-to-sheath flow ratio of 

0.3:3, allowing to measure the aerosol particle size distribution within the size range of 14.9 nm to 

673 nm. An optical particle counter (OPC, Grimm, model 11-S) was used to measure the 

concentration of particles with size between 250 nm to 32 μm. At the exit of the environmental 

chamber, SOA was collected by inertial impaction. 

 

Figure A1. Overview of the UBC environmental chamber setup, consisting of an injection system, 

an environmental chamber, and the aerosol characterization and collection system as indicated by 

the dashed boxes. RH=relative humidity, VOC=volatile organic compound, OPC=optical particle 

counter, SMPS=scanning mobility particle sizer.   
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Figure A2. Diagram of the injection systems of the environmental chamber. The arrows show the 

flow direction for pure clean dry air, 2 wt% α-pinene solution as the precursor VOC (with 

cyclohexane as the OH scavenger), and ozone. Mass flow controllers (MFCs) are used to regulate 

flow rates in the injection systems. 
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Figure A3. Ozone half-life within the UBC environmental chamber given by the change in ozone 

concentration after stopping injection, while maintaining flows into and out of the environmental 

chamber at constant values. At time zero, the ozone production was shut off. The dashed lines 

indicate the half-life, defined as the time required for the ozone concentration to drop to half of its 

initial value. Typical initial concentrations of ozone were approximately at 340 ppbv.   
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Table A1. Instrumentation used for gas phase analysing and aerosol characterization for the UBC 

environmental chamber. 

Instrument Measured parameter 

Thermo Scientific Model 49i Ozone concentration in the chamber 

Thermocouple type K (OMEGA) Temperature of the glass bulb 

Vaisala (HMT 330) RH of the flow from pure air generator 

Avantes AvaSpec-ULS 3648 spectrometer UV light spectrum 

Scanning mobility particle sizer (TSI 3080 

DMA and 3782 CPC) 
Particle size distribution (14.9-673 nm) 

Optical Particle Counter (OPC, Grimm, 

model 11-S) 
Particle size distribution (250 nm-32 μm) 
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Appendix B 

Table B1. Summary of results from studies with particles containing a mixture of squalane (proxy 

for POA), 1 out of 21 different oxygenated organic compounds (proxy for SOA), and ammonium 

sulfate (a major type of SIA in the atmosphere). 2L−3L SRH correspond to the two liquids-to-

three liquids separation relative humidity. CRH corresponds to the crystallization relative humidity 

of ammonium sulfate. O:C represents the elemental oxygen-to-carbon ratio of the SOA proxy. 

Results are based on observations of 3 to 8 individual particles for each particle type. All values 

were determined for a decreasing relative humidity (RH). Relative errors in SRH and CRH 

represent 2σ plus the uncertainty of the hydrometer (±2.5%). “Not observed” indicates that three 

liquid phases or three amorphous phases were not observed in the experiments over the full RH 

range. 

Compound O:C 2L—3LSRH (%) CRH (%)# 

Morphology after 

2L—3L SRH (% 

core−shell−shell)§ 

2,5-hexanediol 0.33 84.7±5.0 40.1±5.7 20 

Poly (Propylene) glycol 

425 (PPG-425) 
0.38 90.9±9.2 37.9±8.0 100 

Suberic acid monomethyl 

ester 
0.44 ≥89.6* 36.5±5.1 100 

Poly(Ethylene) glycol 

diacrylate (PEG 

Diacrylate) 

0.50 ≥89.8* 37.3±5.2 100 

1,2,6-trihydroxyhexane 0.50 72.3±4.3 43.9±9.6 100 

Poly (Ethylene) glycol 

600 (PEG-600) 
0.54 88.6±2.9 41.7±7.5 50 

Vanillymandelic acid 0.56 72.3±5.4 41.3±9.3 100 

2,5-hydroxybenzoic acid 0.57 Not observed 42.2±10.3 Not observed 
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Compound O:C 2L—3LSRH (%) CRH (%)# 

Morphology after 

2L—3L SRH (% 

core−shell−shell)§ 

Diethylmalonic acid 0.57 83.1±5.7 42.8±8.6 83 

3,3-dimethylglutaric acid 0.57 80.9±4.3 45.5±4.3 100 

Poly (Ethylene) glycol 

300 (PEG-300) 
0.58 83.7±3.3 42.7±9.4 86 

Poly (Ethylene) glycol 

200 (PEG-200) 
0.63 79.5±5.7 40.1±9.1 50 

Poly(ethylene glycol) bis 

(carboxymethyl) ether 

 

0.63 86.3±3.7 41.8±13.9 50 

2-methylglutaric acid 0.67 73.1±6.1 43.1±7.5 100 

2,2-dimethylsuccinic acid 0.67 Not observed 42.9±4.4 Not observed 

Diethyl-L-tartrate 0.75 89.2±3.1 48.4±6.3 100 

Glutaric acid 0.80 Not observed 28.8±15.6 Not observed 

Levoglucosan 0.83 Not observed 10.0±18.8 Not observed 

Glycerol 1.0 Not observed 3.2±13.3 Not observed 

Maleic acid 1.0 Not observed 18.1±18.8 Not observed 

Citric acid 1.17 Not observed 0±2.5 Not observed 

* If three liquids were observed within a particle at the beginning of an experiment when the flow 

cell was equilibrated at the highest RH in the experiment, we reported a lower limit to 2L−3L SRH, 

taking into account the uncertainty in the hygrometer. 

# If ammonium sulfate did not crystallize throughout the full RH range explored, a value of 0% 

RH was used to calculate the average CRH.   

§ The percentage of particles with core−shell−shell morphology for cases where liquid−liquid 

phase separation was observed. 
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Table B2. Summary of results from studies with particles containing α-pinene SOA, ammonium 

sulfate (a major type of SIA in the atmosphere), and squalane or lubricating oil as a proxy for POA. 

2L−3L SRH correspond to the two liquids−three liquids separation relative humidity. CRH 

corresponds to the crystallization relative humidity of ammonium sulfate. Results are based on 

observations of at least four individual particles for each particle type. All values were determined 

for a decreasing relative humidity. O:C corresponds to the elemental oxygen-to-carbon ratio of the 

POA proxy or the SOA. The O:C of the α-pinene SOA is estimated based on data from previous 

studies (4, 5).  

POA 
O:C 

(POA) 
SOA 

O:C 

(SOA) 

2L—3L 

SRH (%) 
CRH (%) 

Morphology 

after 2L—3L 

SRH (% 

core−shell−shell)§ 

Squalane 0 
α-pinene 

SOA 

0.3 – 

0.43  
≥ 88.0* 32.5 ± 4.5 100 

Lubricating 

oil 

0.06-0.1 

(6) 

α-pinene 

SOA 

0.3 – 

0.43  
≥ 88.7* 35.1 ± 3.8 15 

* Since three liquid phases were observed within the particle at the beginning of all measurements 

when the flow cell was equilibrated at the highest possible RH during the experiments, the values 

reported here denotes a lower limit to the 2L−3L SRH, which includes the uncertainty in the 

hygrometer.  

§ The percentage of particles with core—shell—shell morphology after liquid–liquid phase 

separation (the remainder exhibiting a core-crescent-shell morphology).   
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Appendix C. Models for atmospheric implications of phase behavior of 

POA+SOA+SIA particles 

C.1 Calculation of the equilibration timescale between POA+SOA+SIA particles and 

surrounding organic vapors and water vapor 

The equilibration timescales shown in Fig. 4.1 (main text) were computed by coupling the aerosol 

inorganic–organic mixtures functional groups activity coefficients (AIOMFAC) model (7–9) to 

the kinetic multi-layer model of gas–particle interactions in aerosols and clouds (KM-GAP, refs 

10, 11). Squalane was used to represent primary organic aerosol (POA); 14 different semi-volatile 

reaction products from the oxidation of α-pinene were used to represent SOA (Table C1) similar 

to Shiraiwa et al. (11); ammonium sulfate was used to represent secondary inorganic aerosol (SIA). 

Dry mass percentages of 33.3% POA, 33.3% SOA, and 33.3% SIA were assumed, based on 

ambient measurements from Vancouver, Canada (12). In addition, we assumed that squalane 

formed a separate low polarity phase and ammonium sulfate did not crystallize in this system at 

low RH values for simplicity. 

To calculate equilibration times, first the equilibrium chemical composition of the gas phase and 

the condensed phases for this POA+SOA+SIA system were computed at 298 K as a function of 

water activity (aw) using an AIOMFAC-based thermodynamic gas–particle and liquid–liquid 

equilibrium model similar to Zuend and Seinfeld (13) and Shiraiwa et al. (11). AIOMFAC is a 

thermodynamic mixing model using functional group information for chemical structures and 

explicitly accounts for non-ideal mixing effects within organic–inorganic phases by means of 

activity coefficient predictions. Here, non-ideality refers to the mixing behavior of the species 

within liquid particle phases, whereas the gas phase is assumed to be an ideal gas mixture. The 

AIOMFAC-based partitioning model was used to predict the amounts of water and semi-volatile 
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organic material in the condensed phases and the gas phase at bulk system equilibrium. This 

equilibrium is a nonlinear function of all components interacting with each other in the different 

phases, which also depends on the pure component, liquid-state vapor pressures of all volatile 

compounds; these were estimated using the EVAPORATION model (14). The results from these 

simulations are shown in Fig. C1. Three liquid phases (or two liquid phases and one solid phase) 

were simulated with a total particulate mass concentration of approximately 45 µg m-3 for all aw 

values below 0.95. Fig. C1 shows the calculations for decreasing RH conditions starting from high 

water activity, with ammonium sulfate remaining dissolved down to the crystallization RH; hence 

showing the water activity range between ~33% and ~100%. 

After the equilibrium composition was predicted by AIOMFAC (Fig. C1), we used this 

information as input for the KM-GAP model to determine equilibration timescales between the 

POA+SOA+SIA particles and the surrounding gas phase. Equilibration timescales were 

determined by perturbing the system from its equilibrium state. This was achieved by initializing 

the KM-GAP simulations with the RH enhanced by 1% from a given equilibrium input value and 

by increasing the organic vapor concentrations by 40% at a selection of RH levels in the range 

from 10% to 95%. The 2% equilibration timescale, τ2%, was then calculated as the time required 

for the particles to grow and reach a diameter within 2% of their simulated new equilibrium 

diameter given these initial perturbations. For these simulations, populations of particles of 200 

nm dry diameter were used consistently at each RH level, but with the initial wet diameter adjusted 

to the expected equilibrium size at that RH. This was done to ensure that approximately the same 

amount of water-free mass was present in each particle at the beginning of a simulation. The wet 

diameter at each RH level, used to initialize the calculations, was determined via predicted growth 

factors from the AIOMFAC calculations from the dry diameter and the additional uptake of matter 
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due to hygroscopic growth and concomitant partitioning of semi-volatile organics. The size 

distribution was assumed to be monodisperse, with the total number concentration of particles 

adjusted for each RH level considered in order to reach a consistent dry mass loading of roughly 

45 µg m-3. This protocol was followed to ensure that the KM-GAP simulations were initialized 

with consistent overall gas–particle equilibrium conditions, as predicted by the AIOMFAC-based 

model. We note, however, that accounting for the Kelvin effect in the KM-GAP simulations, but 

not in the bulk equilibrium output from AIOMFAC, leads to a slight deviation from equilibrium 

at time zero. This can be considered as another perturbation of the system at initialization, with the 

effect being small for 200 nm dry diameter particles.  

Within KM-GAP, the gas–particle system is treated as a number of stacked compartments and 

layers, between which mass transport can take place. Mass transport is treated as a kinetic flux 

from one layer to the next adjacent layer, considering gas-phase diffusion and bulk diffusion. For 

organic molecules, particle phase diffusivities were calculated from viscosities of the respective 

phase and using the Stokes-Einstein relation as outlined in Shiraiwa et al (11). Viscosities of the 

higher polarity organic-rich and water-rich phases were estimated for each RH value using the 

chemical composition (Fig. C1) and the AIOMFAC-VISC method described by Gervasi et al. (15) 

to convert chemical composition to viscosity. For the low polarity organic-rich phase, 

experimentally determined viscosities of squalane at 298 K were used. For water molecules, 

particle phase diffusivities were calculated using percolation theory as described in Shiraiwa et al. 

(11). In the simulations, after some material had diffused into the low polarity organic-rich phase, 

activity coefficients in that phase were calculated with AIOMFAC and used to determine the 

solubilities of the diffusing species in the low polarity organic-rich phase, which is needed for the 

equilibration time predictions of KM-GAP.  
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The calculated equilibration timescales are shown in Fig. 4.1 (main text). Water re-equilibrates on 

sub-second timescales for this POA+SOA+SIA system, and hence, the rate limiting step for 

equilibration shown in Fig. 4.1 was the re-equilibration of semi-volatile organic species within the 

particles. As mentioned above, crystallization of ammonium sulfate was not allowed for these 

simulations. Therefore, the data points below 40% RH are an extrapolation in terms of 

thermodynamic ammonium sulfate metastability. However, if crystallization of ammonium sulfate 

was included, it would predominantly deplete the dissolved ammonium sulfate content in the core 

phase, but would very likely not change the viscosities of the low polarity or higher polarity 

organic-rich phases, since, according to the predictions shown in Fig. C1, ammonium sulfate is 

only sparingly soluble in those phases. Hence, the determined equilibration time scales for 40% to 

10% RH should be relevant for POA+SOA+SIA particles with crystalline cores as well. 

For comparison of the equilibration timescale calculations described above with those for a simpler 

particle representation, additional simulations were run for a single-phase particle system, in which 

POA, SOA, and SIA are assumed to exhibit ideal mixing. For this case, POA, SOA, ammonium 

sulfate ions, and water were all assumed to mix ideally in a single phase, and partitioning of water 

and semi-volatile organic molecules into the condensed phase was predicted using Raoult’s law. 

Shown in Fig. C2 is the predicted equilibrium bulk composition of the gas phase and the condensed 

phase as a function of water activity based on these assumptions. The total particulate mass 

concentration computed for these assumptions yielded ~ 50 g m-3 at 40% RH. The equilibrium 

compositions shown in Fig. C2 were then used to predict the liquid phase viscosity, the related 

diffusivities of the components, and the equilibration timescales at each RH level using KM-GAP, 

as described above. A total mass concentration of 50 g m-3 was used to determine the total number 

concentration of the monodisperse, ideally mixed particles at each RH. The results for these 
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simulations are also shown in Fig. 4.1. They illustrate that assuming/enforcing ideal mixing, and 

therefore a single particle phase, results in shorter equilibration timescales between the particles 

and the surrounding gas phase. 

C.2 Thermodynamic equilibrium predictions of POA+SOA+SIA particles activating into 

cloud droplets 

The thermodynamic equilibrium predictions of POA+SOA+SIA particles during growth and 

activation into cloud droplets was performed using the AIOMFAC-based equilibrium composition 

and the Köhler equation (16). The approach used here is the same as the one used by Ovadnevaite 

et al. (17) except for considering three liquid phases in this study (a low polarity organic-rich phase, 

a higher polarity organic-rich phase, and an aqueous inorganic-rich phase) compared to two phases 

(a higher polarity SOA phase and an aqueous inorganic-rich phase) considered by Ovadnevaite et 

al. For these predictions, the AIOMFAC-derived bulk equilibrium composition predictions of the 

POA+SOA+SIA system described above (see also Fig. C1) were processed as a function of 

coupled aw, bulk composition, and predicted diameter (growth factor) data for a selected dry 

diameter. Next, the Köhler equation was used to calculate a droplet’s equilibrium water vapor 

saturation ratio, Sw, as a function of the wet diameter of the particles, 

 

𝑆𝑤 = 𝑎𝑤exp [
4𝜎𝑀𝑤

𝑅𝑇𝜌𝑤𝐷
]. (C1) 

 

Here, aw is the mole-fraction-based water activity, R is the universal gas constant, T is the absolute 

temperature, Mw is the molar mass of water, ρw is the density of liquid water,  is the surface 

tension of the droplet, and, D is the wet particle diameter. The wet particle diameter D was 

calculated by assuming a 50 nm dry diameter and by summation of the partial volume contributions 



60 
 

of the chemical species, including water, at the specified aw. At any particle composition, hence 

related diameter, the surface tension () of the droplet was determined based on an assumed 

morphology, the phase-behavior of the particles, and the composition of the individual phases. 

Where three liquid phases coexist, a core−shell−shell morphology was assumed with the low 

polarity organic-rich phase forming the outer shell of the particle. The surface tension of a pure 

organic phase was set to 30 mN m-1 (17) while for the water-rich phase the value for pure water, 

~72 mN m-1 at 298 K was assumed. For the organic-rich phases containing both organics, 

inorganic ions and water, the surface tension was calculated using a volume-fraction-weighted 

mean of the pure-component surface tension values. If the thickness of the low polarity organic-

rich phase was < 0.3 nm (approximately an average monolayer thickness), a partial coverage of 

the droplet by the low polarity phase was assumed (Fig. 4.2d). In this case, the effective surface 

tension of the droplet was determined as the surface-area-weighted mean of surface tensions from 

all liquid phases contributing to the surface of the droplet. For additional details on the surface 

tension calculations see Ovadnevaite et al. (17). 

Key results from these calculations are shown in Fig. 4.2 in the main text. For wet diameters of D 

≤ 200 nm, the low-polarity phase completely covers the growing droplet, which leads to a 

significant reduction in the surface tension of the particle compared to the surface tension of a pure 

water droplet (Fig. 4.2b). For 200 nm ≤ D ≤ 500 nm, the particle is partially covered by the low-

polarity phase, possibly in the form of a partially covered structure as indicated in Fig. 4.2d (right-

most image). A fractional surface coverage by the low-polarity organic-rich phase causes a 

substantial reduction in the effective particle surface tension and an enhanced ability of the particle 

to act as a cloud condensation nucleus compared to the assumption of a constant surface tension 

of equivalent magnitude to that of pure water (Fig. 4.2a). The critical supersaturation for the 
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lowered, evolving surface tension case was ~0.42% compared to ~0.77% for an assumed constant 

surface tension of 72 mN m-1. This is consistent with previous calculations that showed that 

accounting for the evolving surface tension due to the presence of organic material at the surface 

of droplets can lead to a considerable reduction in the critical supersaturation needed for cloud 

droplet activation (17–21). 
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Figure C1. Equilibrium phase compositions predicted by the AIOMFAC-based thermodynamic 

gas–particle partitioning model for a dry mass fraction of 33.3% for each of squalane, α-pinene 

SOA, and ammonium sulfate. Each panel shows stacked bar graphs. The predicted mass 

concentrations of water are omitted for clarity. (a – d) Mass concentrations per unit volume of air 

for the gas phase (Cg), the aqueous inorganic-rich phase (C), the higher polarity organic-rich 

phase (C), and the low polarity organic-rich phase (C). Calculations were performed for a 

temperature of 298 K and variable water activities (aw from 0.34 to 0.9999), which is equivalent 
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to relative humidity in thermodynamic equilibrium, for a decreasing relative humidity scenario (no 

solid ammonium sulfate), and constant total concentrations (gas + liquid) of all other components. 

 

Figure C2. Equilibrium phase compositions predicted by the thermodynamic gas–particle 

partitioning model assuming ideal mixing in the liquid aerosol phase and a dry mass fraction of 

33.3% for each of squalane, α-pinene SOA, and ammonium sulfate. Each panel shows stacked bar 

graphs. The predicted mass concentrations of water are omitted for clarity. (a, b) Mass 

concentrations per unit volume of air for the gas phase (Cg) and the single, ideally mixed (here by 

enforced assumption) liquid phase (C). Calculations are performed at a temperature of 298 K and 

variable water activities with suppressed crystallization of ammonium sulfate and constant total 

concentrations (gas + liquid) of all other components.  
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Table C1. Fourteen different semi-volatile reaction products from the oxidation of α-pinene used 

to represent SOA in this study. The table is adapted from Shiraiwa et al. (11). List of species and 

corresponding stoichiometric yields are derived from the MCM chamber simulation reported by 

Shilling et al. (4) for the reaction of 0.9 ppbv α-pinene. Simulation conditions: T = 298.15 K, 40 % 

RH, 300 ppbv ozone, 0.94 ppmv 1-butanol, dry ammonium sulfate seed particles, and 3.4 h 

residence time.  

Name (MCM)a Structure 

Molar 

Mass 

(g mol-1) 

P0 (298.15K) 

(Pa)b 

Mass 

Yieldc 

Molar 

Yield 

C107OOH 

 

200.231 7.8328 × 10-3 0.35051 0.23849 

PINONIC 

 

184.232 1.5345 × 10-2 0.18951 0.14013 

C97OOH 

 

188.221 5.4035 × 10-4 0.15883 0.11496 

C108OOH 

 

216.231 1.8447 × 10-3 0.11597 0.07307 

C89CO2H 

 

170.206 4.6884 × 10-2 0.07496 0.06000 

PINIC 

 

186.205 4.7358 × 10-5 0.04554 0.03332 
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Name (MCM)a Structure 

Molar 

Mass 

(g mol-1) 

P0 (298.15K) 

(Pa)b 

Mass 

Yieldc 

Molar 

Yield 

C921OOH 

 

204.220 4.4946 × 10-6 0.03662 0.02443 

C109OOH 

 

200.231 1.5128 × 10-2 0.02834 0.01928 

C812OOH 

 

190.194 1.2132 × 10-6 0.02977 0.02132 

HOPIONIC 

 

200.232 7.6498 × 10-5 0.02205 0.01500 

C811OH 

 

158.094 3.1129 × 10-3 0.01591 0.01371 

C813OH 

 

206.193 2.0391 × 10-7 0.01249 0.00825 

ALDOL_dimerd 

 

368.421 1.1579 × 10-11 N/A 0.00600 

ESTER_dimerd 

 

368.421 2.5279 × 10-11 N/A 0.00150 

 

a. Unique compound names as assigned by the MCM model (exceptions: the dimer 

compounds) 

b. Pure compound (subcooled) vapor pressure as predicted by the EVAPORATION model 

from Compernolle at al. (14) without diacid correction. 

c. Predicted stoichiometric mass yield (µg of compound formed per µg of α-pinene reacted). 

The stoichiometric mass and molar yields are calculated with the assumption of 
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conservation of total carbon mass from the parent hydrocarbon, based on the predicted 

product distribution given in Table 1 of Shilling et al. (4) for 0.9 ppbv α-pinene reacted 

under the stated conditions. 

d. The “ALDOL dimer” compound (formed by aldol condensation of C108OOH + C89CO2H) 

and the “ESTER dimer” compound (formed by ester formation of HOPINONIC + PINIC) 

are not predicted by the MCM model, rather they are assumed to form in the particle phase 

and related concentrations are calculated with the partitioning model. Two dimer 

compounds as surrogates for several dimers assumed to exist in the condensed phase. The 

ALDOL_dimer is formed by aldol condensation of C108OOH + C89CO2H; the 

ESTER_dimer is formed by ester formation from HOPINONIC + PINIC. A stoichiometric 

yield of 10% with respect to the maximum possible amounts (from the involved monomers) 

are here assumed for both dimers. 
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