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Abstract 

X-chromosome inactivation establishes dosage compensation between the sexes of eutherian 

mammals through the long non-coding RNA gene, XIST. During development one of the female 

X chromosomes up-regulates XIST, which coats that chromosome and causes the large-scale 

silencing of genes. The X chromosome being inactivated by XIST is repositioned within the 

nucleus, condensed and enriched with heterochromatin associated factors. Understanding the 

mechanisms of how XIST functions has provided insights into how non-coding RNAs regulate 

cellular biology, the process of X-chromosome inactivation and novel tools for regulating the 

epigenome. 

The function of XIST was investigated using an inducible XIST cDNA construct integrated into 

the autosome of a male fibrosarcoma cell line, HT1080. The chromatin domain surrounding the 

XIST loci had a significant effect on its activity, and of all the autosomal loci the 8p integration 

site functioned most effectively and was thus used for further studies. A series of isogenic 

inducible partial XIST constructs were created by modifying the Full length XIST construct in 8p 

to study the importance of individual regions of XIST. The functions dependent on each region of 

XIST were identified and the relationships between these identified processes were then 

examined through the use of chemical inhibitors.  

XIST silencing of genes was demonstrated to depend upon two distinct regions at the extreme 

ends of the transcript, but the internal sequences spanning these regions were dispensable. 

Silencing occurred without obvious dependence on chromatin modifications such as those 

established by the two polycomb group complexes, that in turn relied on distinct regions of XIST 

suggesting entirely independent mechanisms. Both polycomb complexes were crucial, along 

with additional elements, for the recruitment of additional heterochromatin factors. This study in 
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human differentiated cells yielded important insights beyond those seen in mouse differentiating 

cells. The results of this thesis revealed the regions of XIST that were both crucial and 

dispensable for its activity, and offer novel insights into the mechanisms that lead to 

chromosome inactivation.  
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Lay Summary 

In mammals the number of X chromosomes differs between males and females, so XIST 

inactivates one of the two X chromosomes in females so that all mammals only have a single 

functioning X chromosome. XIST produces a long RNA that coats its chromosome of origin and 

recruits factors that cause it to become inactivated. This thesis expanded the current knowledge 

of how XIST functions. I designed and characterized a series of partially deleted XIST genes that 

when compared with the full length XIST revealed the function of each region. Studying these 

partial XIST genes revealed that the entire length of XIST was crucial for the numerous pathways 

it initiates. I then determined how disrupting certain pathways affected how chromosome 

inactivation proceeded. This work provided new insights into how XIST RNA functions as well 

as how it might be best implemented as a therapeutic or tool for controlling chromosome 

activity. 
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Chapter 1: Introduction 

 

1.1 Thesis overview 

X-chromosome inactivation (XCI) is the complex process that solves the otherwise lethal 

problem of the different copy number of over a thousand genes between the roughly two halves 

of the population in all species of eutherian mammals. This process is unusual as it is facilitated 

by a single gene, a long non-coding RNA (lncRNA) named XIST (X-Inactive Specific 

Transcript). Early in the development of all eutherian females, up-regulation of XIST leads to the 

inactivation of one of the X chromosomes, though the mechanisms governing this early stage of 

XCI vary between species [1]. XIST RNA spreads specifically across its X chromosome of origin 

and silences the majority of genes along its length while reorganizing the chromosome itself. The 

inactivated X chromosome (Xi) then remains stably inert in all the somatic cells of an individual 

for the remainder of their life.  

Because XIST is such a potent epigenetic regulator, it has been and remains of great interest to 

researchers for the insights it provides into the role of RNA as functional elements, how dosage 

compensation is established and as a therapeutic tool. However, over the years despite incredible 

research being done, the mechanisms governing XIST activity were complicated by its large size 

and the complexity of the various pathways it initiates. The research performed thus far has 

relied almost exclusively on mouse models, and therefore there is a comparative paucity of 

knowledge about human XIST and XCI.  
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The focus of this research was to further develop a system that will allow for human XIST to be 

studied, to create an initial map of the functions of the various regions of human XIST and to 

provide novel insights into how human XIST functions. The model used throughout this thesis 

had an inducible XIST cDNA transgene integrated into chromosome 8 of a male cell line that 

allowed the activity of XIST to be characterized free of other XCI contributing factors. A series 

of isogenic cell lines with inducible XIST constructs containing serial deletions were generated 

using CRISPR to allow for each region of XIST to be examined individually. These partial XIST 

constructs were compared to the full-length progenitor to create a map showing the functions of 

each region of XIST. Finally, chemical inhibitors for key pathways downstream of XIST were 

used to create the first outline in a human model of the interdependence and independence of 

XCI processes. This work expands the current understanding of XCI as a whole as well as 

provides insights into the functional domains of XIST that contribute to silencing distal genes and 

modifying its surrounding chromatin along with insights into how these various pathways relate 

to each other. Silencing by the 5’ and 3’ most regions of XIST was observed to precede 

modifications to the surrounding chromatin. Several independent pathways facilitating the 

conversion of the XIST RNA bound chromatin to heterochromatin were identified, as well as 

novel insights into the hierarchy of how these heterochromatin marks were established. This 

work further examined how XIST activity has functionally diverged and adapted between mouse 

and humans as well as offering novel findings that may help reconcile current conflicting views 

within the field. Overall XIST was demonstrated to be extremely resilient as it retained most of 

its functional capacity even when large internal regions were excised. The results of this work 

will provide a launching point for further studies of the mechanisms of XCI and lncRNA 

activity. 
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1.2 The mammalian sex chromosomes and dosage compensation 

In 1949 a dense region of DNA was observed in the nuclei of female cat neuronal cells, and this 

dense region of chromatin at the nucleolar periphery was originally labelled the nucleolar 

satellite but came to be referred to as the Barr body, after its discoverer [2]. In the following 

years it was demonstrated that this body was female specific and not unique to neuronal cells or 

cats, though it would ultimately be shown that the relative number of X chromosomes rather than 

sex was responsible for the observed Barr body [2]–[4]. In 1959 it was clearly demonstrated that 

the dense region of chromatin was a single X chromosome [5], [6]. Within a few years Dr Lyon 

proposed that one of the X chromosomes in mammalian females was being randomly inactivated 

early in an organism’s development, and this inactivated X chromosome (Xi) then remained 

transcriptionally inert heterochromatin in somatic tissues throughout the individual’s life [7], [8]. 

Across all mammalian species the mechanism used to compensate for the imbalance of gene 

products between the sexes involves inactivation of one allele for each of the X-linked genes. 

Both eutherian and metatherian (marsupial) mammals have a single pair of sex chromosomes, 

with males being heterogametic (X and Y chromosomes) while females being homogametic with 

two X chromosomes, one of which becomes inactivated through the process of XCI [9]. 

Prototherians developed their sex chromosomes independently of therian mammals, possessing 5 

X chromosomes and 4-5 Y chromosomes, the difference resulting from the fusion of two Y 

chromosomes in the platypus, and were found to regulate each gene individually rather than on a 

chromosome-wide scale [9]–[13]. The random choice of which X chromosome was inactivated, 

proposed in the Lyon hypothesis, was unique to, and universal among, eutherian mammals. This 
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process of random XCI was believed to have developed from imprinting based inactivation of 

the X chromosome which developed shortly after the therian mechanism of sex determination 

arose ~181 million years ago [11], [14], [15].  

 Over evolutionary time the therian sex-determining chromosome (Y) underwent significant 

degradation, with only 27 distinct proteins produced from its length, compared to the ~1000 

produced from the X chromosome [16]. In marsupials, imprinted XCI has remained as the 

system used to establish dosage compensation between the sexes [17]. Analysis of multiple 

marsupial species indicated that the imprinted XCI leaves a greater proportion of X-linked genes 

transcriptionally active relative to eutherians [18]. Random XCI allowed for both X 

chromosomes to be transcriptionally active in half of cells, resulting in eutherian females having 

a mosaic expression profile [15]. Among eutherian mammals only rodents (mice and rats) still 

utilize systems for both imprinted and random XCI in embryonic lineages, with the former state 

being established prior to implantation then subsequently being replaced with random 

inactivation [19]. Imprinted XCI was proposed to occur in the extra-embryonic tissues of 

bovines, though subsequent work has opposed this [20], [21]. In mice random inactivation was 

demonstrated to be more stable and extensive than imprinted XCI, with more chromatin 

modifications and DNA methylation pathways unique to the process of random inactivation 

[22]–[24]. The inactivation of genes along the Xi during XCI is not universal, as ~15% of human 

and ~3% of mouse X-linked genes consistently avoid inactivation through unknown 

mechanisms, and remain active on the Xi across tissues [25]–[27].  

The processes involved in random XCI were observed to vary across species of eutherian 

mammals, but gene silencing has generally been found to occur as the epiblast forms (E6.5 in 
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mice) followed by subsequent steps ensuring the silencing will be maintained [28]–[33]. 

Following XCI, the Xi is immediately identifiable within the nuclei of the cell by microscopy for 

its clear depletion of transcriptional activity as well as euchromatic features and its enrichment of 

heterochromatin-associated features and DNA methylation. The very earliest studies revealed 

that the compact chromatin of the Xi was typically associated with the nuclear and nucleolar 

peripheries. The characteristic features associated with the Xi that can be clearly visualized in the 

nuclei of female cells are listed in table 1.1. 
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Xi feature Factor responsible  

(where known/relevant) 

Reference(s) 

Histone hypoacetylation 

(e.g. absence of H4K8ac and 

H3K27ac) 

Histone deacetylases (HDACs) [34], [35] 

H3K27me3 enrichment PRC2 [36], [37] 

H2A119Kub (ubH2A) 

enrichment 

PRC1 [38] 

H4K20me1 enrichment PRSET7/SETD8 [39] 

SMCHD1 enrichment -- [40] 

MacroH2A enrichment -- [41] 

H3K9me2/3 enrichment SETDB1 [42]–[45] 

HP1 enrichment -- [46] 

Promoter DNA 

hypermethylation 

DNMT3B [47]–[49] 

RNA polymerase II exclusion -- [50], [51] 

Chromatin compaction -- [2], [52], [53] 

Nucleolar association CTCF, FIRRE [54], [55] 

Nuclear periphery association LBR [56] 

Transcriptional inactivity SPEN [57]–[59] 

 Table 1.1 Characteristic features of the inactive X chromosome 
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1.3 The initiation of XCI  

Some of the first mechanistic insights into XCI initiation came with the identification of an 

essential locus on the chromosome, located at Xq13.2 in humans, and named the X inactivation 

center (XIC) [60], [61]. The XIC is necessary for a cell to initially ‘count’ the number of X 

chromosomes and to then select one (in a diploid cell) of those chromosomes for subsequent 

inactivation though unknown mechanisms currently being investigated [62], [63]. The process of 

XCI itself is initiated by the expression of a long non-coding RNA (lncRNA) within the center of 

the XIC on the future Xi. This lncRNA was discovered in humans, and was termed the X-

inactivation specific transcript (XIST) [64]. The XIST RNA specifically coats its X chromosome 

of origin and is ultimately responsible for establishing all of the characteristics of the Xi 

described in table 1.1 [65], [66]. XIST has been identified as the critical element for XCI in all 

eutherian mammals where it is expressed as a 15-24kb RNA transcript depending upon its 

species of origin [67], [68]. Marsupials independently evolved a completely distinct lncRNA, 

RSX, to regulate their imprinted XCI. No sequence homology exists between RSX and XIST, and 

it is generally accepted that they have entirely different evolutionary origins [69]. It was 

demonstrated, however, that RSX was capable of silencing genes on a transgenic chromosome 

when expressed in mouse cells, suggesting that the mechanisms employed by these lncRNAs 

were still functionally compatible across therians despite the mechanisms of XCI evolving 

independently [69], [70]. The convergent evolution of lncRNAs as master regulators of the X 

chromosome was part of the growing understanding that lncRNAs are prevalent and essential to 

many aspects of cell biology (reviewed in [71]). Therefore, an understanding of XIST function 

will prove illuminating to the broader field of lncRNA biology. 
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1.4 XIST as the master regulator of eutherian XCI 

The discovery of human XIST RNA coating the Xi in human females was quickly substantiated 

in mice, and rapidly followed up with functional studies establishing that XIST/Xist truly was a 

non-coding RNA and was essential for the silencing of X-linked genes [65], [66], [72], [73]. The 

human XIST RNA transcript was initially discovered as a 17kb isoform, though subsequent work 

identified a 19.3kb transcript, making it much larger than the vast majority of lncRNAs identified 

in mammals, which on average are less than 2kb [65], [74]–[76]. Multiple mouse Xist isoforms 

have also been discovered, with the first discovered transcript being 15kb and the longest version 

being 17kb [77], [78]. The spliced, polyadenylated and capped XIST RNA transcripts spread 

from the site of expression along its chromosome of origin to ultimately coat it in RNA [65], 

[78], [79]. As XIST spreads, it remodels the structural organization, histone code and the 

proteins/complexes bound to its chromosomes of origin. A representation of human and mouse 

transcripts is shown at the end of this section.  

One of the most common challenges researchers have faced when studying XIST was predicting 

which regions of XIST were likely functionally significant, as sequence conservation across the 

locus is generally low across species. Chureau et al first calculated a 66% sequence conservation 

between human and mouse XIST transcripts, and a 62% sequence conservation between mouse 

and bovine XIST transcripts [80]. Using the Basic Local Alignment Search Tool (BLAST) to 

align the mouse Xist 17.9kb transcript (NCBI reference NR-001463) and human mRNA 

sequences XIST 19.3kb transcript (NCBI reference NR_001564.2) revealed a 67% sequence 

conservation. A series of tandem repeat regions found in all XIST homologues were discovered 
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and their presence across species though a great deal of expansion and contraction of the repeats 

themselves has occurred between homologues [65], [68], [78], [81]. It was thought that the 

conservation of these repeats indicated that they had a significant role in the activity of XIST 

[82]. These tandem repeats were initially named A-E in order 5’ to 3’ along XIST, with the later 

discovered 6th repeat, Repeat F, discovered 3’ of Repeat A [65], [78], [81]. Additional homolog 

specific tandem repeat sequences were discovered in bovine XIST (Repeat G) and dog XIST 

(Repeat H) which are of unknown function and as far as the author is aware have yet to be 

investigated [67], [68]. The 5’ most repeat sequence, Repeat A, was also found to be the most 

conserved between humans and mice and is the most extensively studied region of XIST. Human 

Repeat A consists of a total of 429 nucleotides (nt) in length and is predicted to produce a series 

of stem loop structures [65], [67]. Numerous studies using SHAPE (Selective 2′ Hydroxyl 

Acylation analyzed by Primer Extension), NMR (Nuclear Magnetic Resonance)fingerprinting 

and computational modeling of Repeat A in both mouse and humans have predicted a range of 

potential stem loop secondary structure conformations [82]–[87]. Later studies probing for direct 

RNA binding demonstrated a strong presence of inter-repeat binding between the individual 

repeat segments of Repeat A and one of the key conclusions was that secondary structure might 

be inherently dynamic [88]–[90]. This proposed dynamic range of conformations for Repeat A 

was subsequently supported by statistical modeling of Xist Repeat A structure that revealed a 

wide range of conformations likely to occur and additionally that there was no evidence of 

secondary structure conservation at Repeat A between 13 XIST homologues analyzed [91]. 

Numerous Repeat A binding factors have recently been identified in mice, some of which (SPEN 

and RBM15) were proposed to bind Xist semi-competitively at U-rich motifs between sections of 

double stranded RNA [87], [89]. The conflicting models predicting the secondary structure of 
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human XIST Repeat A by NMR may indicate that it too exists in a series of dynamic 

conformations, however it has yet to be directly determined which factors bind to human Repeat 

A [85], [86]. 

The remainder of the XIST repeats remain far less extensively studied than Repeat A, though in 

recent years an increasing number of studies have begun to be performed probing the structure 

and function of these other repeats. Repeat F was identified ~1.4kb into the sequence of human 

XIST, and consists of a more weakly conserved 101 nucleotides [81]. Nothing has been 

determined of the secondary structure of Repeat F or whether it interacts with any other regions 

of the XIST transcript, though one study proposed long range interactions with the 3’ most region 

of exon 1 [87], [89]. In the primate lineages the Repeat B of XIST split into two distinct repeats, 

with the 5’ most region called Repeat Bh (human B) while the 3’ Repeat B was thought to have 

remained in the ancestral position [65], [67], [81]. Repeat Bh, identified as a 93nt long sequence 

and located ~1.9kb into the human XIST sequence has never been studied functionally [65], [67], 

[81]. Repeat B was identified ~800bp 3’ of repeat Bh in human XIST and consists of 118nt, 

although using the tandem repeat finder indicated that Repeat B may only consist of ~43nt of 

true repeat sequence [65], [67]. Human and mouse Repeat C differed strikingly in the number of 

their repeats, as mouse Xist Repeat C consisted of 14 repeats sequences that were over 1.4kb, 

making it by far the largest Repeat C in any XIST homologue; while Human Repeat C does not 

even contain a complete repeat, being only 45nt in length [67]. The human XIST Repeat D 

contained both the largest monomer of all the repeats (289bp) and was by far the largest of the 7 

human repeat regions, at 2.2kb [65], [67]. It has been debated whether the 1.5kb region upstream 

of this core Repeat D sequence was also part of the repeat given its much weaker conservation, 
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though recent evidence has suggested that long range interactions may exist between the core 

region of Repeat D and that upstream region [65], [67], [89]. Repeat D was observed to be 

typically more extensively degraded in rodent Xist homologues than other mammals with only 

128nt of a single complete repeat monomer of mouse Xist still remaining entirely intact and 10 

degenerate monomers discovered subsequently [67], [78]. The final repeat of XIST, Repeat E, 

was also the only one not located in exon 1 but instead located in exon 6, 12kb into the XIST 

RNA transcript. Whether Repeat E is actually a repeat sequence in human XIST or whether it 

simply reflects an AT rich and loosely structured region of XIST extensively bound by numerous 

factors is controversial [65], [67], [88]. The debate has led to inconsistency in where the edges of 

the Repeat are delineated and for the purposes of this work the encompassing 1.4kb is referred to 

as a repeat sequence [65], [67]. Evidence of protein binding within Repeat E as well as evidence 

that Repeat E participates in long range binding with non-repeat regions at the 3’ most extreme 

end of XIST  has been reported [89].  

Since the discovery of the repeat sequences and early studies of Repeat A the prevailing view for 

nearly 20 years of research into the function of XIST has been that the conserved Repeats A-F are 

the essential functional elements of XIST in mammals [82], [92]. Conservation has not always 

been a clear indication of function when studying Xist, however, as exon 4 was shown to be a 

short but highly conserved sequence between XIST homologues and yet its removal from Xist 

revealed it to be dispensable for XCI [93], [94].  The research examining the regions of the XIST 

homologues critical for various aspects of XCI have therefore been almost exclusively focused 

upon the repeats. 
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Figure 1.1  Comparison of mouse and human XIST transcripts 

Summary of the human XIST and mouse Xist transcripts structure, with the repeat regions 

highlighted by colour to illustrate the expansion and contractions that have occurred over time. 

The gaps between exons are not to scale and are merely shown stylistically as gaps between the 

sections of the transcript to demonstrate their position. The regions of human XIST predicted to 

bind to specific factors or be crucial for certain processes are listed above the construct, while a 

sample of the relevant binding factors associated with mouse Xist are shown below. Solid black 

lines indicate the regions critical for a process, while dotted lines indicate regions of questionable 

significance.   
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1.4.1 The localization of XIST to chromatin 

Once an X chromosome was selected to be inactivated in a female cell, mammalian XIST RNA 

coated the chromosome rapidly. A model of spreading was proposed where Xist RNA first 

associates with sites in close 3D spatial proximity to the Xist locus, and then spreads outwards 

along the DNA itself [95], [96]. This model was supported when Xist RNA induced outside of its 

natural locus on the X chromosome bound to chromatin in close spatial proximity to its 

transgenic locus [95].  It has not yet been determined in any species what mediates the spread of 

XIST RNA across the X chromosome, though it was determined that the interaction of Xist with 

chromatin was likely mediated by protein intermediates rather than through direct RNA-DNA 

hybridization [79]. The localization of the XIST RNA in both mice and humans results in the 

associated X chromosome forming large chromatin domains, with the majority of the 

topologically associated domains (TADs) of the active X chromosome reformed into two large 

megadomains [55], [97]. When visualized using microscopy the distribution of XIST RNA 

appeared as a localized mass surrounding the inactivated chromatin, which has become referred 

to conventionally as the XIST RNA cloud (figure 1.2) [98]. XIST RNA in both mice and humans 

remains associated with the X chromosome during interphase, but were shown to be lost during 

mitosis and reaccumulated after replication, though it has been reported that fluorescently 

labelled foci of mouse Xist were still visible during mitosis [79], [98], [99]. 

Two proteins strongly associated with localizing Xist RNA to chromatin are HNRNPU and 

CIZ1. HNRNPU has been observed to be enriched on the Xi in mouse cells [100], [101], and it 

was subsequently demonstrated that HNRNPU knockdown critically disrupted the ability of 

mouse Xist to localize into an RNA cloud [102]. The model of HNRNPU directly binding to 
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mouse Xist RNA was subsequently validated in the various 2015 publications screening for 

potential binding factors [57], [59], [103]. In humans hnRNPU also binds XIST RNA, however 

unlike mice it is not essential for XIST RNA to effectively localize to the chromatin fraction in 

most somatic cell lines, suggesting additional factors also contribute to the process such as the 

closely related hnRNPUL1  [104], [105]. HNRNPU was observed to be crucial for mouse Xist 

localization and spreading across the X chromosome during XCI, though additional factors were 

proposed to also be involved [103], [106]. HNRNPU was observed binding broadly across both 

mouse Xist and human XIST at both the region surrounding Repeat D and the 3’ most non-repeat 

region of the transcript of both homologues [105].  

Another localization factor, CIZ1, was first observed to be associated with Xist in 2015 in one of 

the large screens for Xist interacting factors and its association was subsequently validated in 

2017 [59], [107], [108]. Knockdown experiments have demonstrated that CIZ1 is necessary for 

maintaining proper Xist localization and silencing of genes along the mouse Xi, although it is 

important to note that significant XCI was still able to occur, given that female CIZ1 KO mice 

are able to survive to term [107]. There was evidence that CIZ1 acts as one of many Xist 

localization factors during the establishment of XCI, but in later time points takes on a more 

essential role in ensuring that Xist remained bound to the Xi [107], [108]. CIZ1 binding to mouse 

Xist RNA was demonstrated to depend specifically on Repeat E, but was clearly found not to 

require any region of exon 1 (Repeats A-D and F) [107]. Human XIST RNA becomes enriched 

for CIZ1 at Repeat E, but no research was done to determine the mechanisms responsible for that 

enrichment [109].  
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Figure 1.2 The human Xi is surrounded by XIST RNA, enriched for heterochromatin and 

compacted chromatin 

A female (IMR90) cell was fluorescently labelled by IF-FISH to illustrate the relative 

enrichment of the heterochromatin mark H3K27me3 (red) and greater density of DAPI labelled 

DNA (blue) at the XIST RNA cloud (green) on the Barr body (Xi). The first panel shows the 

merged imaged of these marks within the nuclei and the scale bar indicates 10µm. Arrows are 

used to indicate the position of the XIST RNA cloud across panels. 
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1.4.2 The pathways and factors linked to XIST-mediated transcriptional silencing 

Most of the ~1000 X-linked genes on the Xi were found to be consistently and stably silenced 

across individuals and cell lines as a result of XIST spreading across the X chromosome. The loss 

of transcriptional activity was observed using fluorescent microscopy using fluorescent in situ 

hybridization (FISH) and immunofluorescence (IF) as the depletion of Cot-1 RNA and 

transcriptional machinery from the Barr Body [50], [110]. Repeat A was first demonstrated to be 

essential for silencing using transgenic inducible Xist constructs in mouse embryonic stem cells 

(ESC) [82]. Since then the Repeat A has become widely accepted as essential for silencing in 

multiple studies of mouse Xist and has even been demonstrated to be critical for human XIST-

mediated silencing of a proximal reporter gene [103], [111], [112]. A huge breakthrough in 

understanding how Repeat A mediated silencing came in 2015 when independent studies 

identified SPEN as a mouse Xist interacting factor. SPEN (also referred to as SHARP) contains 

multiple RNA binding motifs and was subsequently shown to interact with several other factors 

that included histone deacetylases (HDACs) and repressors of gene activity [57]–[59], [103]. 

SPEN association with mouse Xist Repeat A was essential for the initial silencing of genes 

during XCI in mouse ESCs [113]. It was proposed that SPEN recruited by Xist may activate pre-

bound HDAC3 via the SMRT intermediate as a potential mechanism for establishing gene 

silencing, though HDAC3-independent mechanisms of silencing at a minority of genes are also 

believed to exist [103], [114]. In the SPEN-SMRT-HDAC3 model system, it was proposed that 

Xist-mediated activation of HDAC3 along the X chromosome led to the deacetylation of histones 

along the Xi. Additional factors and pathways contribute to silencing a further subset of genes 

through their interaction with Xist, including the polycomb group complexes (PRC) [59], [115]. 
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Conflicting reports have emerged about the role of RBM15 methylation of N6-adenosine (m6A) 

of the XIST transcripts in mice and humans. Current evidence seems to suggest that both mouse 

and human XIST RNA can undergo methylation in specific regions, including the region adjacent 

to Repeat A and at the 3’ most region of XIST [58], [116]. Subsequent studies of mouse Xist have 

found that disruption of methylation along the transcripts did not disrupt Xist-mediated silencing 

[115], [117]. Critically, from the perspective of understanding the activity of human XIST, none 

of the mechanisms proposed to be crucial for XIST-mediated gene silencing have been tested 

outside of mouse cells.  

An important aspect of the ability of XIST to silence genes is its ability to spread to silence large 

swaths of a chromosome. Work by Dr Minks of the Brown lab demonstrated that just expressing 

Repeat A of human XIST was sufficient to repress an immediately proximal reporter gene [111]. 

However, it was not known what was necessary for XIST to be able to silence distal genes and it 

seemed probable that more extensive pathways were necessary to silence those genes. The 

evidence of this increased complexity was supported indirectly by the observation that even in its 

natural context, a subset of the ~1000 protein coding genes identified on the Xi avoid silencing, 

remaining stably expressed from both X chromosomes. The proportion of genes silenced by 

XIST differs noticeably between mice and humans, as ~15% or more of human X-linked genes 

escape inactivation consistently, while only ~3% of mouse X-linked genes escape inactivation 

[118], [119]. Additional X-linked genes escape silencing in a tissue-specific or individual-

specific manner [120], [121]. The factors that mediate XIST spreading across the X to silence 

genes were conventionally referred to as either waystations or boundary elements depending on 

whether they promote or prevent XIST-mediated silencing of a locus respectively [122]. Recent 
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evidence from mouse studies suggested that gene repression was mediated by Xist recruiting 

SPEN specifically to the sites of enhancers and promoters [113]. It was therefore clear that to 

understand how XIST established gene silencing required identifying both the mechanisms 

underlying targeting of transcriptionally active genes as well as how it silences them.  

 

1.4.3 Mechanisms governing histone deacetylation of the XIST RNA coated chromatin 

Deacetylation of histones on the Xi has received increased attention recently in mouse XCI as it 

was proposed to be a causative factor in the earliest stages of establishing gene silencing [114]. 

Hypoacetylation of H2A, H3 and H4 is a common feature of the Xi in mice and humans [34], 

[35], [123], [124]. In both mice and human cells, deacetylation of the future Xi occurs very early 

in the process of XCI and is established by XIST/Xist expression and spreading [110], [125]. 

Numerous HDAC proteins exist, but recent work identified HDAC3 specifically to be the sole 

essential HDAC necessary for histone deacetylation mediated indirectly by mouse Xist Repeat A 

binding to SPEN [103], [114]. Once Xist has established hypoacetylation of the Xi that state of 

deacetylation was found to be stably maintained in differentiated cells even without the 

continued presence of Xist RNA [126]. The current model of histone deacetylation during XCI 

suggests that Xist activates HDAC3 already bound to the X chromosome via the SPEN-SMRT 

intermediates and that it does not directly recruit HDAC3 [114]. An additional role for histone 

deacetylation contributing to the establishment of heterochromatin territories along the Xi was 

proposed, though the strength of the effect on PRC associated marks was relatively weak [114].  

 



19 

 

1.4.4 Role of the polycomb group complexes in XIST-mediated chromatin remodeling 

The polycomb group complexes PRC1 and PRC2 were the most studied and divisive XIST 

associated factors, and their interaction and interdependence with each other was extensively 

studied [127]–[133]. PRC2 is responsible for trimethylating lysine 27 on the histone tale of H3 

(H3K27me3) which is commonly associated with transcriptional inactivity [134]. PRC2 consists 

of four core component proteins that include catalytically active EZH2 as well as SUZ12, EED 

and RbAp46/48 and cofactors such as JARID2 that are believed to be involved in regulating the 

activity of EZH2 as well as regulating where it binds in the genome [135]–[137]. PRC1 consists 

of a variable array of core factors that ubiquitinate lysine 119 of histone H2A (H2AK119ub or 

ubH2A) via the catalytically active component RING1B [138]. The subtypes of PRC1 are 

generally subdivided into the canonical groups that contained the CBX core component or the 

non-canonical RYBP subunit. Both versions of PRC1 contain one paralog of PCGF, labelled 1 

through 6 [138]. The non-canonical PRC1 containing specifically the PCGF3 or PCGF5 core 

components are believed to bind indirectly to Xist and be the earliest PRC1 types recruited by 

Xist during XCI, though both non-canonical and canonical PRC1 have been shown to be 

ultimately recruited to the Xi [139], [140]. 

H3K27me3 and ubH2A were some of the earliest heterochromatin associated marks observed to 

accumulate on the Xi during XCI, and their establishment being directly dependent upon Xist 

RNA was well established [36]–[38]. How PRC1 and PRC2 are bound and/or activated by Xist 

has been extensively studied, with seemingly conflicting results over the years, thus what follows 

is a brief overview of the key relevant findings.  
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The importance of PRC2 for maintaining silencing of genes on the imprinted Xi was first 

demonstrated in mouse Eed knockout trophectoderm cells, though it was less crucial in 

maintaining the randomly inactivated Xi in the embryo proper [141]–[143]. Some studies 

suggested that PRC2 bound directly to mouse Repeat A, though even at the time those studies 

were contentious, as previous studies had found enrichment of H3K27me3 at the Xi in cells with 

Repeat A absent from the Xist transcript [37], [86]. Later work suggested that PRC2 recruitment 

to the Xi by mouse Xist was mediated by the cofactor Jarid2 binding to a region extending from 

Repeat F to B, with every region 3’ dispensable for PRC2 recruitment and enrichment of the 

chromatin with H3K27me3 [131]. Subsequent studies of Xist deletion constructs led the same 

research group to suggest that PRC2 was not interacting with Xist at all, but was being recruited 

by PRC1 [129]. PRC1 was shown to begin to enrich the mouse Xi with ubH2A slightly before 

PRC2 began to enrich the chromatin with H3K27me3 [114]. The first proposed mechanism of 

how PRC1 was recruited by mouse Xist came with the observation that hnRNPK acted as an 

intermediate between Repeats B and C of Xist RNA [59] and the PCGF3 and PCGFP5 

containing types of PRC1 [127]. Disruption of the PCGF3/5 containing PRC1, knockdown of 

hnRNPK and removal of Repeat B & C containing regions of Xist all resulted in loss of both 

ubH2A and H3K27me3 enrichment during mouse XCI [59], [129], [140]. As a result, one 

popular current hypothesis is that hnRNPK binding to Xist Repeats B and C directly recruits 

PRC1 to ubiquitinate H2A on the future Xi and that these marks then recruit PRC2 to 

trimethylated H3 [127]. There was some evidence that PRC2 binding to ubH2A was facilitated 

by the JARID2 cofactor, though this remains uncertain [133]. Some reports have suggested that 

PRC1 and PRC2 create feedforward mechanisms to spread their marks on the Xi, with 

H3K27me3 recruiting additional (non PCGF3/5 containing) PRC1 to further enrich and maintain 



21 

 

ubH2A enrichment [139], [144]. Currently it remains unclear how this model can be reconciled 

with the observation that Xist preferentially binds to regions enriched specifically with 

H3K27me3/PRC2 at the very onset of XCI [95], [114]. The pathway of Xist recruiting PRC1 

which then recruits PRC2 has thus far only been observed in mouse models, so an outstanding 

question remains, namely whether the same pathway is also applicable to XCI in humans.  

 

1.4.5 Methylation of H4K20 and H3K9 during XCI 

While the PRC associated marks were the most studied Xi associated heterochromatin marks, 

numerous other heterochromatin modifications have been identified as enriched along the Xi, the 

functional significance of which remains mostly unknown. The mono-methylation of lysine 20 

of histone H4 (H4K20me1) becomes enriched on both the human and mouse Xi, yet little is 

known about how it is established or what role it plays in XCI [39], [145]. H4K20me1 is 

established by KMT5A (also referred to as PR-SET7 or SETD8), a histone methyltransferase 

that is presumed to be recruited to the future Xi but has yet to be investigated directly [146]. Two 

forms of H4K20 methylation, H4K20me1 and H4K20me3 (established by SUV4-20H1/2), were 

found to be maintained on the Xi in visibly distinct domains [145]. H4K20me3 is generally 

associated with gene repression as well as chromatin compaction and it must be determined why 

a significant amount of H4K20me1 remains enriched on the Xi without undergoing subsequent 

dimethylation [147], [148]. One of the few studies that examined H4K20me1 enrichment on the 

Xi observed that disruption of PRC2 (EED KO) in mouse cell lines attenuated the proportion of 

Xi with clear enrichment of H4K20me1( from 83% to 50%)  [128]. H4K20me1 enrichment may 

contribute to chromatin compaction through indirect chromatin binding factors (e.g. L3MBTL1), 
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but these observations have yet to be confirmed in the context of XCI [149].  No analysis in any 

species has been performed to determine whether KMT5A binds XIST via intermediates or is 

recruited through downstream processes (like those described for PRC2 recruitment by PRC1 in 

mice). Outside of the field of XCI, H4K20me1 has been associated with both gene activation and 

gene repression in a context-dependent manner and was regularly associated with DNA repair 

indicating that its role on the Xi may similarly be context dependent [146].  

One of the other heterochromatin marks enriched early during XCI of both mice and humans was 

H3K9me3 [45], [150], [151]. The histone methyltransferase SETDB1 was proposed to be 

responsible for establishing H3K9me3 enrichment during XCI but loss of SETDB1 in humans 

somatic cells did not result in an accompanying loss of H3K9me3 enrichment, suggesting that 

other factors are capable of maintaining that mark [152], [153]. H3K9me3 enrichment during 

mouse XCI was found to be essential for the initial silencing of ~150 genes along the Xi, but its 

role maintaining silencing was minimal [44]. It was shown that the enrichment of H3K9me3 was 

associated with the DNA hypermethylation of the Xi, believed to be one of the key mechanisms 

responsible for maintaining the inactivated status of the Xi [44], [154]. Loss of H3K9me3 has 

also been associated with proper chromatin compaction and folding of the Xi potentially through 

the recruitment of factors such as HP1α [46], [153]. H3K9me3 seemed to be enriched 

independently of the Polycomb established marks, as these two groups of marks were enriched in 

distinct regions of the Xi and disruption of either has not been associated with major effects on 

the other mark [42], [44]. At time of writing it is not known how SETDB1 becomes 

recruited/activated or what processes control the extent of H3K9me3 enrichment during XCI. 

Enrichment of H3K9me2 along the Xi has also been suggested, though studies have been 
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hampered due to issues of antibody cross-reactivity, and is thought to recruit CYDL to the Xi 

promoting the further spread of heterochromatin marks [44], [155].  

 

1.4.6 The late chromatin modifications associated with the Xi 

After the establishment of the early chromatin modifications described so far during XCI, the 

histone variant MacroH2A and the SMC family protein SMCHD1 are recruited to the Xi [40], 

[156]. It is believed that their role is to maintain the inactivation status given their late 

recruitment, and both were recently proposed to interact directly with Xist [157]. MacroH2A was 

discovered first of the two marks, when it was observed to be enriched on the mouse Xi after the 

initial propagation of XCI, first leading to its association with maintenance of XCI in the late 

1990s [41], [156]. MacroH2A referred to the variant histones of H2A containing a 30kDa 

globular domain at the C-terminal proposed to interfere with transcription and recruit HDACs 

[158], [159]. The distribution of MacroH2A in humans was observed to colocalize with 

heterochromatin including H3K27me3 both on autosomes and on the Xi, while negatively 

correlating with active histone marks across the genome [145], [160]. It was discovered that the 

continued enrichment of MacroH2A on the Xi depended upon the presence of Xist through as yet 

unknown mechanisms [126]. MacroH2A was demonstrated to be dispensable for mouse viability 

during development and loss of both variants of MacroH2A had no observable effect on XCI 

[161], [162]. The proposed mechanisms governing how Xist facilitates the recruitment of 

MacroH2A have become increasingly unclear with recent evidence that ubiquitination of 

MacroH2A is also essential for its recruitment to the Xi [163], [164]. It was proposed that PRC1 

activity represented an important first step in MacroH2A becoming incorporated into the Xi 



24 

 

though a recent paper under review suggested that this ubiquitination may instead be mediated 

by BRCA1 [165]. The way that MacroH2A becomes recruited to the Xi either directly or 

indirectly by XIST has not been determined in any mammalian species nor is it known what 

purpose MacroH2A plays in maintaining XCI.  

The second late Xi associated heterochromatin mark that was of interest to this thesis was 

SMCHD1. Like MacroH2A, SMCHD1 becomes enriched on the Xi late in the process of XCI 

though knockout of SMCHD1 in mice produced clear defects in the maintenance of XCI at 

~10% of inactivated genes and was associated with the chromatin compaction characteristic of 

the Xi [40], [46]. SMCHD1 contributed to the accumulation of DNMT3B-mediated DNA 

methylation of the mouse Xi, though SMCHD1 independent DNA methylation pathways also 

exist, raising the question of whether its role in maintaining silencing was a result of establishing 

DNA methylation [48]. SMCHD1 may contribute to the compaction of the Xi, allowing for Xist 

to spread into a small subset of euchromatin TADs during XCI and ultimately incorporate them 

into the large megadomains associated with the Xi (described in greater detail in section 1.5) 

[166]. Contrary to the reports of direct interaction between Xist and SMCHD1 [157], a separate 

study has proposed that SMCHD1 enrichment to the mouse Xi depended entirely upon the 

enrichment of ubH2A by PRC1 [167]. This latter model concluded that SMCHD1 enrichment 

being dependent on Repeat B and C of mouse Xist through the mediation of HNRNPK and PRC1 

[167]. At time of writing the conflicting views of whether SMCHD1 binds mouse Xist directly or 

due to ubH2A enrichment remain unreconciled, with little known about how SMCHD1 might be 

recruited in humans. 
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1.4.7 Nuclear positioning, structure and folding of the Xi 

The unique position of the inactive X chromosome within the nucleus was an early characteristic 

ascribed as a feature of the Barr body [2]. The Xi associates preferentially with both the nuclear 

and nucleolar periphery, both of which are regions typically associated with heterochromatin 

[168]–[170]. It is still being investigated what role the position of the Xi plays in 

establishing/maintaining XCI, though disruption of perinucleolar localization and Xist 

expression from the Xi was shown to affect maintenance of the Xi [171]. The primary factor 

believed to be involved in the localization of the Xi to the nuclear periphery is LBR, a 

transmembrane protein of the nuclear membrane that was found to associate with mouse Xist 

potentially by binding both Repeat F and E [56], [103], [172]. Initially the association with LBR 

was proposed to be important for proper silencing of a subset of genes on the Xi and for Xist to 

properly coat the chromosome [56]. However the importance of LBR was questioned 

subsequently as it was observed to have little effect on maintaining silencing in ESCs or the 

viability of female mice [115], [173].  

A multifactorial model was proposed for how the Xi becomes associated with the nucleolar 

periphery or perinucleolar compartment. The perinucleolar localization of the Xi was suggested 

to be dependent upon the continued expression of Xist from the Xi [171]. Recent work has 

revealed that an additional lncRNA, Firre, is critical for the localization of the Xi to the 

perinucleolar compartment as well as for the continued enrichment of H3K27me3 in mouse 

differentiated cells [174], [175]. Firre was reported to be transcribed from the active X 

chromosome and act in trans on the Xi to ensure its association with nucleolar membrane [174]. 

Firre transcripts were found to interact with the Dxz4 locus of the X chromosome which was 
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found to be critical for perinucleolar association [174]. The Dxz4 locus has previously been 

identified as the boundary sequence between the two megadomains of the Xi, established during 

XCI in both humans and mice [55], [97], [176]. CTCF was proposed to act as a tether between 

the nucleolar membrane and the Xi, principally by binding the Dxz4 locus in an orientation 

dependent manner [177], [178]. Firre RNA was shown to be critical for CTCF accumulation at 

the edge of the Xi adjacent to the nucleolar membrane but the mechanisms governing this 

interaction are not yet known [174], [175]. Firre knockouts were found to affect heterochromatin 

mark retention on the Xi but did not show signs of gene reactivation on the Xi, however Firre 

has also been found to affect autosomal gene expression indicating that it has multiple roles 

within a cell [179], [180]. Xist expressed from mouse autosomes can frequently result in 

perinucleolar association, suggesting that Xist itself is ultimately responsible for nucleolar 

association with Firre RNA potentially recruited in trans through as yet unknown mechanisms 

[171]. How XIST RNA itself directed the reorganization of its chromosome to the nucleolar 

periphery has yet to be identified in any species. 

 

1.5 The context-dependent factors contributing to XCI 

Extensive research over the last several decades has identified numerous factors and loci along 

the X chromosome that drive the expression of XIST and contribute to its function. The concept 

of a critical region of the X chromosome being essential for the chromosome to undergo XCI 

was proposed shortly after the Lyon hypothesis, and this region was termed the X-inactivation 

center (XIC) [181]. The XIC was discovered across eutherian species (located at human Xq13 

and mouse X D) and was defined to include a region that consisted of numerous genes crucial for 



27 

 

regulating the onset and initiation of XCI, and generally defined as just under 1 Mb in size in 

humans and mice [182]–[184]. The XIC comprises the XIST gene itself as well as a range of 

regulatory factors generally thought to act in cis. Regulatory lncRNAs were identified within the 

XIC which ranged in function from promoting XIST up-regulation, such as JPX and FTX [185], 

[186], to preventing Xist expression, best exemplified by the mouse-specific Xist 

antisense/repressor lncRNA, Tsix [80]. The XIC also contained genes for regulatory proteins 

critical for XCI and conserved between humans and mice, including RNF12 and CDX4 [80], 

[187]. One recent study using mouse ESCs suggested that the establishment of TADs within the 

XIC itself was a key step in the up-regulation of Xist and chromosome inactivation [188]. 

Additional studies have supported this proposed model, that specialized sequences and the 3D 

organization of the XIC actively regulated Xist up-regulation and repression by determining 

which factors are able to interact with its promoter [185]. Understanding of the XIC has 

continued to develop over the years, with a novel conserved lncRNA gene LINX recently 

identified as a context dependent cis regulator of genes within its TAD on XIC [189]. 

Outside of the XIC itself, several additional X-linked factors were found to affect the expression 

or activity of XIST including the previously discussed lncRNA FIRRE and the human specific 

lncRNA XACT, proposed to act in trans as a XIST antagonist specifically in humans pluripotent 

cells [175], [190], [191]. It was proposed that XACT expression in human ESCs from both X 

chromosomes during pluripotency might prevent XIST-mediated inactivation in humans during 

the early stages of development [190]. In addition to these lncRNAs, loci along the X 

chromosome itself were proposed to contribute with XIST during inactivation. The importance of 

the Dxz4 loci as a hinge mediating the formation of the Xi megadomains, associating with the 
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perinucleolar compartment and potentially contributing to heterochromatin enrichment along the 

Xi across mammals has been previously described [97], [177].  

In addition to specific X-linked factors or loci discussed, the broader sequence of the X 

chromosome was proposed to have adapted to contribute to ensure efficient and rapid XCI, with 

long interspersed nuclear element-1 (LINE-1) being the primary examples of this chromosome-

wide adaptation [192], [193]. The X chromosome was shown to generally be enriched with two-

fold as many LINE-1 elements relative to the average autosome and these LINEs were proposed 

to act as waystations for XIST RNA to spread across the X chromosome in multiple species 

[122], [194]–[197]. Correlation between LINE density and efficiency of Xist/XIST-mediated 

spreading as well as inactivation, have been demonstrated through studies of instances of X: 

autosome translocations [121], [192], [198]. Conflicting reports have emerged about the role of 

LINE-1 elements during XCI. Xist RNA has proportionally lower occupancy at LINE-1 elements 

on the Xi which led to the hypothesis that LINE-1 elements promoted silencing at regions that 

Xist does not coat [199]. The most recent study used computational predictive modeling to 

conclude that both mouse Xist and human XIST RNA might bind to LINE-1 elements through the 

formation of DNA:RNA triplexes, though no functional testing was performed to support this yet  

[200]. LINE-1 elements may have acted in a context dependent manner during XCI, with Xist 

recruited to active LINEs and silent lines promoting the spread of heterochromatin [197]. CTCF 

binding along roughly 2000 sites on the X chromosome was proposed to be critical element 

separating the remaining euchromatin and heterochromatin regions of the Xi [201], [202]. The 

current knowledge of waystation and boundary elements does not allow for genes subject to 

inactivation and escaping to be accurately predicted however indicating that additional factors 
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still remain to be identified contributing to the X chromosomes unique ability to undergo 

inactivation [176]. 

 

1.6 The model systems used to study XCI in mice and humans 

The studies of XCI that have provided the insights described throughout this chapter were 

primarily performed in mouse ESCs which have formed the basis of the current paradigm of how 

XCI occurs and how Xist functions. Mouse models have offered numerous insights into XCI 

through both in vitro and in vivo studies, and the indispensable nature of Xist for mammalian 

viability was first demonstrated through mouse knockout studies [66]. Later studies of in vivo 

mouse knockouts established the mouse specific two-rounds of XCI, imprinted inactivation and 

subsequent random inactivation in the embryo proper, were both indispensable for viability [73], 

[203]. Xist has traditionally been shown to be indispensable for both types of mouse XCI, 

however additional Xist independent mechanisms for establishing dosage compensation in the 

epiblast may exist and act collaboratively with the Xist-initiated pathways [204]. Studies of 

human XCI were traditionally limited to in vitro models but it was established that humans, like 

most eutherian mammals, only undergo one wave of XCI during development. It was proposed 

that prior to XCI, a general ‘dampening’ of gene expression from both X chromosomes occurred 

as a temporary solution to dosage inequality [205]. The processes of mouse XCI and 

differentiation were shown to be interdependent, with studies suggesting that XCI depended 

upon and promoted differentiation [206]. This meant that studies of Xist activity in mice can only 

be effectively performed in ESCs as otherwise Xist did not induce gene silencing. The 

connection between the differentiation on Xist activity was proposed to be a result of its 
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interactions with differentially regulated factors such as the SATB1/2 proteins, expressed during 

this narrow window for inactivation [207]. The developmental window for XCI was associated 

with known pluripotency factors OCT4, KLF4 and NANOG all found to influence mouse Xist 

and Tsix [208], [209]. There was even evidence that the role of Xist binding factors shifted with 

differentiation, as CIZ1 was found to be essential for Xist localization in somatic cells but 

dispensable in stem cells [105].  

Human XIST was shown to be less dependent upon the state of differentiation of its cells and was 

shown to effectively silence genes along the X chromosome in differentiated somatic cell lines 

[110], [112]. This has allowed for XIST to be studied in inducible somatic cells lines which were 

the predominant model for studying XIST in humans [111], [112], [210]. The ability of XIST to 

function in somatic cells and autosomally in humans has led it to be studied as a powerful 

therapeutic tool for individuals living with Down syndrome or large scale chromosome 

duplications [211], [212]. It has not yet been possible to consistently recapitulate the process of 

random XCI through cell reprogramming to an embryonic like state, as treatments were shown to 

permanently silence XIST expression while also being unable to return the Xi to its pre-

inactivated condition, potentially due to the retention of Xi associated chromatin marks [213]–

[217]. 

 

1.7 The HT1080 model system used to study XIST activity 

The purpose of the research performed in this thesis was to gain a novel understanding of how 

XIST itself functions without the confounding effects of the factors that affected XIST activity or 
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independently promote XCI (described in sections 1.5). Previous members of the Brown lab 

created a model system for studying XIST as an inducible transgene integrated into the autosome 

of a male somatic cell line (HT1080) [112]. It was demonstrated that the induced XIST transgene, 

which was the sole source of XIST RNA in the cells, produced a localized RNA cloud, silenced a 

proximal reporter gene in cis and enriched the local chromatin with Xi associated 

heterochromatin features [111], [112].  

A series of HT1080 cell lines with inducible XIST cDNA constructs integrated into unique 

locations throughout the genome was generated by first transfecting with the Tet repressor 

(TetR) expressing element pcDNA6/TR, which integrated in two unique HT1080 cell lines. The 

TetR expressing HT1080 cell lines (2-3 and 2-12) were subsequently transfected with an FRT 

integration site containing plasmid, pFRT/lacZeo, which randomly integrated into the genome. 

Single cell clones with single FRT integrations were identified by Southern blotting. TetR was 

continuously expressed by a CMV promoter ensuring that the subsequently integrated XIST 

cDNA construct, controlled by a Tet Response Element controlled construct through a Tet-Off 

system, remained transcriptionally inactive [218].   

The ‘Full XIST’ cDNA construct was cloned by successive integrations of the XIST cDNA 

sequence into the pcDNA5/FRT/TO construct. The sequence of XIST exon 1 (Genebank 

accession number M97168) extending from nucleotides 105 to 10747 was amplified from 

genomic DNA and cloned into the EcoRV site of the pcDNA5/FRT/TO vector. The sequence 

corresponding to exons 2-8 of the short XIST isoform was obtained from cDNA amplified and 

integrated 15bp downstream of the 3’ region of exon 1 using the NotI and XhoI restriction 

enzymes. The 3’cDNA sequence of XIST was based on the short cDNA isoform of XIST that has 
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2.8kb at the 3’ end of XIST spliced out [65], [76]. A short ~100 bp sequence of the pcDNA5 

vector sequence was expressed at the 5’ end of the XIST cDNA construct downstream as a result 

of the cloning protocol leaving that sequence spanning the distance from the CMV promoter to 

XIST integration site.  

The pcDNA5/FRT/TO plasmid containing the XIST cDNA construct was integrated into the 

TetR expressing HT1080 cells with single FRT sites through transient co-transfection with the 

Flp-In T-Rex containing pOG44 plasmid. Clones were selected for Hygromycin resistance 

through the expression of the Hyg gene (HPH) by a CMV promoter upon the successful 

integration of the pcDNA construct. The location of the 8 autosomal XIST integration constructs 

were identified by inverse polymerase chain reaction (PCR) performed by members of the 

Brown lab [112]. An Xq XIST integration system was additionally generated from the HT1080 

cell line, F55, that contained an X-linked FRT site received from Yan and Boyd who created and 

characterized the cell line (position in UCSC Human Genome Browser 2004 assembly 

113,493,021)  [219]. The initial random integration of the FRT sites resulted in three of the eight 

constructs being located in the intronic regions of genes (1p, 8p, 12q) with the rest being located 

kilobases from the nearest known gene. The surrounding chromatin environment also varied, 

with 3 constructs located in G-dark bands (3q, 7p, 15q) while the rest were in G-light bands. The 

sites of XIST integration are listed in table 1.2. 
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Name (location) Cell Line Nearest gene to integration G-banding 

1p 2-3-1.0d MACF1 (intronic) Light 

3q 2-12-0.5#3 CLDN1 (10kb away) Dark 

4q 2-12-0.5#8 DCHS2 (55kb away) Light 

7p 2-3-1.0 #5 BBS9 (20kb away) Dark 

7q 2-3-0.5+3 #1 MTERF (215kb away) Light 

8p 2-3-0.5a AGPAT5 (intronic) Light 

12q 2-12-1.0 #14 FAM222A (intronic) Light 

15q 2-3-1.0 #12 LINC00052 (89kb away) Dark 

Xq F55-6B1 HTR2C (150kb away) Dark 

Table 1.2 XIST Integration constructs in HT1080 cell line 

 

XIST transcription was induced in these HT1080 cells by treating the cells with doxycycline 

(Dox) which bound and released the TETR homodimers blocking the CMV promoter [218], 

[220]. Initially, 1µg/ml Dox was determined to be sufficient to induce XIST RNA expression in 

the HT1080 3q cell line (2-12-0.5#3) and produce a localized and unified XIST RNA cloud and 

this concentration of Doxycycline was found to be sufficient in all the other cell lines [112]. All 
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9 of the induced XIST integration sites could produce a clear XIST RNA cloud that was depleted 

for transcriptional activity as evidenced by an overlapping Cot-1 RNA hole. 

Members of the Brown lab observed that 4 days of XIST cDNA induction with doxycyline in the 

3q cells resulted in the 80% reduction of fluorescence of a proximal EGFP reporter gene [112]. 

Numerous time points of XIST induction extending up to 31 days were examined, though EGFP 

fluorescence was found to reach a lower plateau day 7 of induction with its fluorescence ~10% 

of pre XIST induction levels. This indicated that the majority of the effects of XIST-mediated 

silencing of the proximal reporter had occurred after ~4 days of dox induction. Subsequent work 

published by Dr. Jakub Minks adopted the five-day induction period when examining the EGFP 

reporter gene and additionally observed a strong silencing effect of a ~80% decrease in the 

transcript levels by qPCR [111]. The five day period of dox induction (5ddox) subsequently 

became standard operation procedure for other members of the Brown lab when examining the 

inducible XIST constructs in the HT1080 cell lines. The induced XIST RNA in 3q became 

enriched with some chromatin marks associated with the Xi, such as H4K20me1, while 

becoming depleted for marks associated with transcriptional activity such as acetylation of H4 

[112].   

Previous work by Jennifer Chow had shown that by 4 days of induction a reporter gene proximal 

to induced XIST underwent significant silencing [112]. Work by Christine Yang identified four 

genes on 8p with coding SNPs that underwent silencing after five days of XIST induction in the 

8p XIST inducible HT1080 cell line (2-3-0.5a). These genes, in order of proximity to the XIST 

cDNA constructs, were CTSB, DLC1, SLC25A37 and STC1 (table 1.3). 
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Gene Transcript start (hg38) Location (G-band) Distance from XIST  

CTSB 11,842,524 8p23.1 5.11 Mb 

DLC1 13,083,361 8p22 6.35 Mb 

SLC25A37 23,528,956 8p21.2 16.80 Mb 

STC1 23,841,929 8p21.2 17.11 Mb 

Table 1.3 Distal genes that undergo allele-specific silencing by XIST induction from 

8p(23.1) 

 

1.8 CRISPR, theory and application for modifying XIST 

There was a need to ensure maximal genetic and epigenetic similarity between the novel deletion 

constructs to be generated during this research and the Full length XIST construct. Previous work 

had relied on the Flp-In recombinase to create different inducible XIST constructs  [112] 

However this research project began shortly after the advent of CRISPR technology as a novel 

alternative that allowed for novel deletion constructs to be generated directly by modifying Full 

XIST and was adopted for these reasons. 

CRISPR (clustered regularly interspaced short palindromic repeats) is the adaptive immune 

defense of bacteria and archaea that developed to remove pathogenic sequences from the hosts 

genome and provide pathogen resistance [221]–[223]. Its potency as a tool for gene editing was 

realized when it was demonstrated to be functional with eukaryote cells, and could be easily 
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directed to produce double strand breaks of targeted sequences in the genome [224]–[226]. Of 

the three types of CRISPR system, the Type II includes the most commonly used system, Cas9. 

The Cas9 nuclease is derived from Streptococcus pyogenes (SpCas9) and cleaves a targeted 

DNA sequence when bound to two RNAs, the CRISPR RNA (crRNA) and the trans activator 

RNA (tracrRNA) [227], [228]. It was quickly determined, however, that these two RNAs could 

be fused together into a single guide RNA (sgRNA or gRNA) that comprised a targeting 

sequence complementary to the sequence of DNA to be cleaved and a Cas9 interacting domain 

[228]. In order for a DNA sequence to be targeted by Cas9 it was determined that a 23-17nt 

complementary RNA sequence was needed that was adjacent to a short nucleotide sequence 

bound directly by the Cas9. This Cas9 binding sequence was termed the proto-spacer adjacent 

motif (PAM) which differ based on the type of Cas9 enzyme being used. The commonly used 

Streptococcus pyogenes Cas9 enzyme used in this research recognized the sequence NGG, with a 

much weaker affinity for NAG, though numerous other PAM recognizing enzymes were 

subsequently developed, including the highly permissive xCas9 (NG) [229]–[231]. Cas9 

unwinds DNA at the PAM sequence and checks for complementarity between its gRNA and the 

DNA sequence. If complementarity occurred and formed an R-loop then the HNH endonuclease 

domain of Cas9 cleaves the DNA bound to the gRNA while the RuvC-like endonuclease domain 

cuts the non-complemented DNA strand. These two cleavage events produce a blunt end cut of 

the double stranded DNA sequence ~3bp from the PAM sequence [228], [232]. Numerous 

research groups have demonstrated that the Cas9 directed system for mediating double stranded 

breaks was highly efficient with most complementary target sequences being successfully cut 

resulting in a high efficiency when generating homozygous modifications within the genome 

[224], [233]–[236]. A major initial concern of the Cas9 system was the fear of off-target 
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cleavage of sections of the genome caused by sequence complementation to the gRNA sequence 

[237], [238]. However this concern has decreased subsequently with numerous algorithms and 

online tools such as GUIDE-seq testing preemptively for potential off target effects [239]–[241]. 

Specificity of a target sequence was found to be dramatically increased by shortening the 

targeting sequence of a gRNA to lengths of 17-19nt as well as other modifications to the gRNA 

such as using locked nucleic acids [237], [242]–[244].  
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1.9 Thesis objective 

The overarching goal of this thesis was to create a map of the regions of XIST responsible for its 

various functions, determine what connections if any exist between the various silencing 

pathways initiated by XIST and to create a model system that will facilitate further research of 

said pathways. In chapter 3 the activity of XIST expressed from different chromosomes in the 

male HT1080 cell line was tested to identify the best model system available for further studies 

and to identify how the integration site from which XIST was expressed affected its 

reorganization of the surrounding chromatin. In chapter 4 a series of isogenic partial XIST 

constructs were generated to allow for the functional significance of individual regions of XIST 

to be determined and to identify regions of XIST that were crucial for its stability and ability to 

localize to a single unified region of the nucleus. In chapter 5, to identify the function of each 

region of XIST and identify potential interdependencies between the XCI associated pathways, 

the partial XIST constructs were tested relative to full-length controls. The objective was to 

identify the key elements of XIST crucial for gene silencing, chromatin remodeling, and 

perinucleolar localization of XIST. The final objective was to identify how key factors in the XCI 

affected each other and other aspects of XIST function and to create an outline of the steps in the 

pathways initiated by XIST. In chapter 6 chemical inhibitors were used to disrupt histone 

deacetylation and polycomb group complexes and the resulting effects on gene silencing and 

chromatin remodeling were studied. The results obtained in this thesis significantly advances 

understanding of how XIST functions in humans, provides both a map and validated model 

system to direct future research and presents a model of the relationship between key pathways 

of human XCI.   
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Chapter 2: Methodologies 

The methods listed in this chapter were written as step by step protocols for the various 

experiments performed in this work. Each section describes a specific protocol, and it was 

intended that a researcher following the instructions in this protocol would be able to replicate 

any of the work or research performed with the need for referring to additional sources 

minimized. The figures that complement these protocols were included in their relevant sections 

rather than at the end of the chapter to make each section as intuitive and easy to follow as 

possible. 

 

2.1 Cell culture and materials 

The human immortalized male fibrosarcoma cell line, HT1080, and its derivatives were grown at 

37℃ in a humidified incubator maintaining 5% CO2 in Dulbecco's modified Eagle medium 

(DMEM) purchased from Gibco. The DMEM media was supplemented to 10% v/v Fetal Calf 

Serum (FCS), 1X Penicillin-Streptomycin, 1X non-essential amino acids and 2mM L-Glutamine 

all from Gibco. Induction of the doxycycline inducible XIST constructs within the HT1080 cell 

lines was performed by further supplementing the DMEM media with 1µg/ml doxycycline. 

The female immortalized fibroblast cell line IMR-90 was cultured in Eagle's Minimum Essential 

Medium purchased from Gibco supplemented with 10% v/v FCS, 1X Penicillin-Streptomycin, 

1X non-essential amino acids and 2mM L-Glutamine all purchased from Gibco. The female 

immortalized cell line, HTERT-RPE1, was cultured in DMEM F-12 from Gibco supplemented 

with 10% v/v FCS from Gibco and 10µg/ml hygromycin B from Thermo Fisher. Both female 

cell lines were cultured at 37℃ in an incubator maintaining a 5% CO2 concentration. Regular 

testing to ensure that all cell lines were free of mycoplasma contamination was performed using 

the MycoFluor Mycoplasma Kit from Thermo Fisher. 
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2.1.1 Transferring adherent cells between containers 

As all the cells worked with were adherent and generally grew in monolayers, they would 

frequently need to be diluted or ‘split’ to a lower concentration in their flasks. Splitting was 

performed when the cells reached > 80% confluency by adding ~15µl of 0.25% v/v Trypsin-

EDTA (Invitrogen) per cm2 of the container’s surface. These volumes were often rounded to the 

nearest 10µl or 100µl depending on the pipette being used. The Trypsin was gently rocked back 

and forth to ensure it completely covered the surface area of the container and was then allowed 

to sit for 2-4 minutes. Once the cells began to slough off, a volume of phosphate buffered saline 

(PBS), twice that of Trypsin, was added to the flask and was gently pipetted up and down to 

ensure an even mixture of the cells in suspension and transferred into a fresh container. An 

appropriate volume of media was then rapidly added to the fresh container.  

If the cells were being harvested for some other purpose other than simply maintaining the cell 

lines then the cell suspension was transferred into a 1.5ml microcentrifuge tube and was 

centrifuged at 1000 relative centrifugal force (rcf) for 5 minutes. This caused the cells to form a 

pellet at the bottom of the tube, allowing the supernatant to be aspirated off. This cell pellet was 

either stored at -70℃ for subsequent analysis or was used for subsequent analysis immediately. 

Typically, the number of cells in the tube were estimated based on the initial confluency of the 

cells growing in the container. Table 2.1 summarizes the volumes used throughout this project as 

well as the approximate number of HT1080 cells that will fill each type of container if allowed to 

reach confluency.  
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Container Surface area  Number of HT1080 cells 

when confluent 

Volume of 

media 

Volume Trypsin 

to split cells 

T25 25 cm2 ~2.5 x 106 6 ml ~400 µl 

6-well plate ~10 cm2 ~1.0 x 106 3 ml ~200 µl 

24-well plate ~2 cm2 ~2.0 x 105 1 ml ~30 µl 

96-well plate ~0.3 cm2 ~3.0 x 104 300 µl ~5-10 µl 

100mm petri 

dish 

~57 cm2 ~5.7 x 106 12ml ~900 µl 

60mm petri dish ~22 cm2 ~2.2 x 106 5ml ~300 µl 

Table 2.1 Surface area of cell growth containers along with the approximate volumes of 

growth media and Trypsin used for culturing cells. 

A summary table of the dimensions and working volumes of the various tissue culture containers 

used throughout this work. The name of each container is listed in the first column followed by 

the surface area available for adherent cells to grow on and the approximate number of HT1080 

cells (the main type used in this research) that could live on that surface area. The working 

volume of media that cells were grown in was listed in the fourth column and the volume of 

0.25% Trypsin that was found to be most effective for splitting confluent populations of cells 

was listed in the final column  
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2.2 Procuring RNA for analysis 

2.2.1 RNA extraction and purification 

The purification of RNA was performed using Trizol from Invitrogen following the harvesting of 

cell pellets. Trizol was added to the cell pellets in 1.5ml centrifuge tubes and caused the cells to 

rapidly disintegrate into the Trizol. Within a few minutes until the mixture appeared 

homogeneous. If the RNA was not to be immediately purified these Trizol mixtures were stored 

at -70℃.  

To extract RNA from the cell pellets, the cell-Trizol mixtures sat at room temperature for 5 

minutes before 200µl of chloroform was added and the tubes were shaken vigorously for 15 

seconds by hand until the mixture was a clear opaque pink. The mixture was allowed to sit for 2-

3 minutes at room temperature before being centrifuged at 12,000 rcf for 30 minutes at 4℃. A 

clear colourless aqueous phase containing the RNA and consisting of slightly less than half the 

total volume of the mixture was visible after being centrifuged. The aqueous phase was 

transferred to a fresh tube by gently pipetting the mixture and avoiding any of the white sediment 

found in the interphase.  

To precipitate the RNA, 500 µl of isopropanol was added to the roughly 500 µl of RNA 

containing liquid, gently mixed by inversion, and then allowed to sit for 10 minutes at room 

temperature. The mixture was then centrifuged at 12,000 rcf for 10 minutes at 4℃. This caused 

the RNA to precipitate out of solution and form a white translucent pellet at the bottom of the 

tube. The liquid phase was carefully poured out to avoid disturbing the pellet and 1ml of 75% 

ethanol was pipetted onto the pellet. The 75% ethanol was obtained by diluting pure alcohol with 
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DEPC treated double distilled water (ddH2O). The pellet was then disturbed from the bottom of 

the tube by gently vortexing or shaking by hand. The mixture was then centrifuged at 8,000 rcf 

for 5 minutes at 4℃ to pellet the washed RNA. The ethanol mixture was poured off gently and 

the final drops were pipetted away, leaving only the RNA pellet. To avoid the pellet completely 

drying out, 30-50 µl of ddH2O was immediately added to the pellet once the last amount of 75% 

ethanol was removed. The RNA mixture was then heated to 55℃ for 10 minutes to fully 

resuspend the pellet.The RNA was either used immediately, stored at -20℃ if it was to be used 

within a couple weeks, or else it was stored at -70℃. 

 

2.2.2 DNAse treatment and reverse transcription of RNA 

Prior to reverse transcription the RNA obtained from the Trizol purification described in 2.2.1 

was treated with DNAse1 from Roche according to their protocol to digest any DNA which may 

contaminate the RNA. To digest the DNA, the RNA mixture was treated with the appropriate 

amount of 10x DNAse1 buffer, 10 units (1.25 µl) of DNAse1 and 1.25µl of 40 U/µl RiboLock 

RNase Inhibitor from Thermo Fisher. The samples were then incubated at 35℃ for 20 minutes, 

allowing for the degradation of any DNA. The DNAse1 enzyme was then heat inactivated by 

incubating the RNA mixtures at 75℃ for 10 minutes.  

The RNA was then reverse transcribed using the M-MLV reverse transcriptase from Invitrogen. 

The recipe used for the reverse transcription reaction is listed below in Table 2.2. The reverse 

transcription mixtures were allowed to sit at room temperature for 5 minutes then were incubated 

at 42℃ for 2hours before the M-MLV enzyme was heat inactivated at 95℃ for 5 minutes.  
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Reagent Volume for single reaction 

5x First Strand Buffer 4 µl 

0.1 mM DTT 2 µl 

1.25 µM dNTPs 2 µl 

50 µM Random hexamers 1 µl 

Ribolock RNAse inhibitor 0.5 µl 

M-MLV 1 µl 

RNA 9.5µl 

Table 2.2 M-MLV reaction conditions for a single RNA reaction 

 

2.3 Measuring transcript levels by RT-qPCR 

Two different sets of qPCR reagents were used throughout the course of this research, Hot Start 

Fermentas Taq and Promega Go Taq G2. The change in reagents was due to the discontinuation 

of Fermentas Taq. In both cases the fluorescent nucleic acid dye EVA green (20x from Biotium) 

was used to measure amplification of cDNA sequences. The recipes used to prepare the reaction 

mixtures were listed in table 2.3 and 2.4. The primer sequences used for the various qPCRs 

described throughout this work were included in the appendix primer table A.2. 
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Reagent Volume for single reaction (µl) 

25mM dNTPs 0.16 

50mM MgCl2 2 

10x Buffer 2 

25nmol/ul sense and antisense primer mix 0.2 

cDNA template 1.5 

HS Fermentas Taq 0.16 

EVA green 20x from Biotium 1 

ddH2O 12.98 

Table 2.3 Recipe for 20ul RT-qPCR using Fermentas products 

 

Reagent Volume for single reaction (µl) 

25mM dNTPs 0.16 

25mM MgCl2 1.2 

5x Buffer 4 

25nmol/ul sense and antisense primer mix 0.2 

cDNA template 1.5 

Promega HS GoTaq G2 0.1 

EVA green 20x 1 

ddH2O 11.84 

Table 2.4 Recipe for 20ul RT-qPCR using Promega GoTaq G2 products 
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The reaction mixtures were prepared on ice and were run in either MicroAmp Optical 96-well 

plates or 8-cap strips from Applied Biosystems. Hot Start Fermentas Taq reactions were heated 

to 95℃ for 3 minutes, then completed 40 repeating cycles of 95℃ for 20 seconds, 60℃ for 30 

seconds and 72℃ for 1 minute. The Promega reactions were treated the same way, only at 96℃ 

instead of 95℃. The cycle threshold (CT) was calculated using the software included with the 

various qPCR machines. The primary interest of this research was to compare the relative 

quantification (RQ) of a gene of interest (i.e. XIST) in different cell types or conditions. The RQ 

would be calculated using an endogenous control gene (e.g. PGK1). The difference in CTs 

between the gene of interest and control would be used to determine the ΔCT value for a sample, 

which in turn would be used to determine the RQ according to the formula below. 

𝑅𝑄 = 2−∆∆𝐶𝑇 

∆∆𝐶𝑇 =  ∆𝐶𝑇(𝑡𝑒𝑠𝑡 𝑠𝑎𝑚𝑝𝑙𝑒) −  ∆𝐶𝑇(𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑠𝑎𝑚𝑝𝑙𝑒) 

∆𝐶𝑇 = 𝐶𝑇(𝑔𝑒𝑛𝑒 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡) − 𝐶𝑇(𝑒𝑛𝑑𝑜𝑔𝑒𝑛𝑜𝑢𝑠 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑔𝑒𝑛𝑒) 

 

In certain cases, multiple endogenous control genes were used to calculate the RQ to avoid 

potential confounding effects caused by variation of a single endogenous control. When the two 

endogenous controls were used their CT values were combined into a geometric mean based on 

their respective primer efficiencies. Primer efficiency was calculated by graphing the Ct values 

of serially diluted cDNA on a log scale in Microsoft excel [245]. The calculation used to 



47 

 

calculate the relative gene expression using multiple controls as well as the efficiency calculation 

shown below [246], [247].  

 

𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑋𝐼𝑆𝑇 𝑅𝑁𝐴 (𝑅𝑄) =  
(𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 𝑜𝑓 𝑋𝐼𝑆𝑇 𝑝𝑟𝑖𝑚𝑒𝑟𝑠)∆ 𝐶𝑡 𝑜𝑓 𝑋𝐼𝑆𝑇

𝐺𝑒𝑜. 𝑀𝑒𝑎𝑛(𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 𝑜𝑓 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑝𝑟𝑖𝑚𝑒𝑟𝑠∆ 𝐶𝑡 𝑜𝑓 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑠)
 

𝑃𝑟𝑖𝑚𝑒𝑟 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 10
(

−1
𝑠𝑙𝑜𝑝𝑒 𝑜𝑓 𝐶𝑡 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑛 log 𝑠𝑐𝑎𝑙𝑒

)
− 1 

 

 

2.4 PCR to amplify DNA sequences 

The amplification of DNA sequences of interest by PCR used hot start Taq DNA polymerase 

from Invitrogen. PCR mixtures were prepared according to the recipe listed in table 2.5. PCRs 

were initially heated to 95℃ for five minutes, then completed 35 cycles alternating between 

95℃ for 30 seconds, 55-62℃ for 30 seconds then 72℃ for 1 minute per kilobase of sequence to 

be amplified (minimum time of 1 minute). The only exception to this procedure came when 

preparing PCR products for pyrosequencing. The PCR products for pyrosequencing were 

required to be biotinylated. Only the STC1 and CTSB primers were directly biotinylated, in the 

cases of the DLC1 and SLC25A37 pyrosequencing primers, the ‘reverse’ primers in each mixture 

were fused to a M13 universal primer (Appendix primer table A.2). 15 PCR cycles were carried 

out using the M13 fusion primers and the resulting PCR product was used as a template for a 

subsequent reaction using biotinylated M13 universal primers for 20 cycles.  
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Following the final amplification cycle of all PCRs, the products were incubated for 5 additional 

minutes at 72℃ then either stored at -20℃ or used immediately for subsequent purposes. In 

instances where amplifying the DNA template proved difficult the PCRs were supplemented 

with 20% Betaine (from Sigma) by volume, adding 5ul of Betaine and 14.5 µl of water rather 

than the full 19.5 µl of water. Betaine acts to equilibrate Tm differentials between the two types 

of base pairings, which in practice results in improved target synthesis and specificity across 

difficult sequences while preventing non-specific products from being produced [248].  

 

Reagent Volume for single reaction (µl) 

25mM dNTPs 0.2 

50mM MgCl2 0.75 

10x Buffer 2.5 

25nmol/ul sense and antisense primer mix 1 

DNA template 1 

Taq DNA Polymerase 0.125 

ddH2O 19.5 

Table 2.5 Recipe for 25ul PCR 
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2.4.1 PCR product purification 

The purification of PCR products was carried out using the Qiaquick PCR purification kit 

(commercially available from Qiagen). In every purification 20µl of PCR product was combined 

with 100µl of the column binding buffer, Buffer PB, and mixed gently by pipetting. The mixed 

120µl were then placed on top of the membrane of the assembled Qiaquick column and 

collection tube provided in the kit and centrifuged at 17,900 rcf for 1 minute. The column and 

collection tube were removed from the centrifuge and the flow through disposed. The column 

was filled with 750µl of wash buffer, Buffer PE, and centrifuged at 17,900 rcf for 1 minute. The 

column and collection tube were removed from the centrifuge and the flow through discarded. 

The column and tube were again spun at 17,900 rcf for 1 minute to ensure that as much of Buffer 

PE had been removed as is possible. The column was removed from the collection tube and 

placed in an appropriately labelled 1.5ml microcentrifuge tube. Typically, 50µl of ddH2O was 

added to each column, though this could be adjusted to increase or decrease the final 

concentration of the DNA as the column only held 10µg of DNA. The ddH2O was added to the 

column and allowed to sit for 1 minute before being centrifuged for 2 minutes at 17,900 rcf. The 

column was then discarded and the DNA solution could be either stored at -20℃ or used for 

subsequent applications immediately. 
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2.5 Pyrosequencing 

Pyrosequencing was performed on biotinylated PCR products obtained by the amplification of 

specific sequences of cDNA. All the PCRs of pyrosequencing primer pairs were performed at a 

melting temperature of 58.3°C and extension times of 1 minute. 12µl of PCR product was used 

in each pyrosequencing reaction in a PyroMark MD machine from Qiagen using CDT tips 

according to the recommended protocol. The PCR products combined with 38µl of Pyromark’s 

binding buffer, 35µl of ddH2O and 2µl of Streptavidin Sepharose High Performance beads from 

GE Healthcare. The mixture was then agitated at 1400 rpm to allow the DNA to bind to the 

beads. While the PCR/bead mixture was shaking, 0.144 µl of 25nmol/µl SNP primer was 

combined with 11.856µl of Pyromark Annealing buffer in the well of a Pyromark optical plate. 

The containers of the Pyromark workstation were filled with the following: 1 with 100ml of 70% 

ethanol, 2 with ~100ml denaturing solution, 3 with ~120ml of wash buffer and 5 with ~100ml of 

ddH2O. The workstations comb was rinsed in ddH2O to remove any residual dust or 

contaminants, then the PCR product containing mixture was sucked up through the comb of the 

vacuum apparatus. The DNA and beads remained held against the outside of the semi permeable 

membrane of the comb by the negative pressure generated by the vacuum apparatus. As soon as 

the liquid was sucked up, the comb was gently placed in each of the numbered 1 – 3 containers 

of the workstation, allowing the PCR product coated beads to be treated with the various liquids. 

The comb of the vacuum apparatus was then carefully lowered directly over the optical plate, 

without touching the primer mixture. The vacuum was then disconnected using the switch at the 

front of the workstation and the teeth of the comb were lowered directly into the wells of the 

optical plate, swirling gently to ensure that the beads were released into the primer containing 
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annealing mixture. The combs were then carefully removed, and the optical plate was heated to 

80°C for 2 minutes. The plate was then loaded into the PyroMark MD machine and the CDT tips 

were filled with their respective primers, enzyme and substrate components from Qiagen. The 

Pyromark software was used to run the PyroMark MD machine and calculate the allelic ratio 

present within the PCR product.  

Throughout this work the relative strength of induced gene silencing was measured by 

comparing the change in allelic contribution to total gene expression across the test condition 

relative to the change induced by the control condition. The formula below was used to calculate 

the normalized strength of silencing between a test condition (e.g. Δ A) and a control condition 

(e.g. Full XIST) in cells prior to and following the treatment.  

 

𝑆𝑖𝑙𝑒𝑛𝑐𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ =  
(𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑎𝑙𝑙𝑒𝑙𝑖𝑐 𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)𝑡𝑒𝑠𝑡

(𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑎𝑙𝑙𝑒𝑙𝑖𝑐 𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)𝑐𝑜𝑛𝑡𝑟𝑜𝑙
 

𝐶ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑎𝑙𝑙𝑒𝑙𝑖𝑐 𝑟𝑎𝑡𝑖𝑜 = 𝑎𝑙𝑙𝑒𝑙𝑖𝑐 𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑝𝑜𝑠𝑡−𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 −  𝑎𝑙𝑙𝑒𝑙𝑖𝑐 𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑖𝑛𝑖𝑡𝑖𝑎𝑙 

 

This simple formula is useful as a value of 1 indicates that the test condition did not differ from 

the control, while a value of 0 indicates that the treatment did not affect the relative contribution 

of an allele to the total gene expression. Statistical significance was calculated using the Mann 

Whitney U-test comparing multiple biological replicates performed in technical duplicates [249]. 

When multiple testing was being performed the significance was adjusted based on the 

Bonferroni correction [adjusted p = p/(number of tests)] [250]. 
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2.6 Protein Extraction and western Blotting 

2.6.1 Protein Extraction from cells 

Whole cell protein was extracted from cells by treating cell pellets with Radio 

Immunoprecipitation Assay buffer (RIPA buffer). The cell pellets were harvested by Trypsin 

treatment as described in section 2.1.1 and the remaining liquid on top of the pellet was aspirated 

off. RIPA buffer (1M NaCl, 1% NP-40, 0.5% sodium deoxycholate, 0.1%SDS, 50mM pH 7.4 

Tris in ddH2O) prepared according to the Cold Spring Harbor [251] protocol was supplemented 

with 1µl of Protease Inhibitor Cocktail from Roche per 100µl of RIPA buffer. RIPA buffer was 

added at a concentration of 500µl per ~2x106 cells (the approximate number of HT1080 cells in a 

nearly confluent T25 flask). Samples were gently agitated by shaking for 30 minutes at 4℃ to 

allow for the breakdown of cells, then were centrifuged at max speed (>14,000 rcf) at 4℃ for 20 

minutes. The supernatant containing the protein component was transferred to a fresh 

microcentrifuge tube to be loaded immediately into an SDS-PAGE gel or stored at -20℃. 

 

2.6.2 SDS-PAGE gel 

In preparation for running protein samples on the SDS-PAGE gel a 1.5mm glass spacer plate and 

cover plate were sandwiched together in a casting clamp and placed upon a gel casting stand (all 

from Bio Rad). The volume within the plates was filled with water and allowed to sit for several 

minutes to ensure that there was no leakage. As the water sat in the plates, 10ml of 12% 
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acrylamide lower running gel consisting of 4.2ml of 29:1 acrylamide/bis-acylamide (Bio Rad), 

2.5ml of 4x lower gel buffer (1.5M Tris and 0.4%SDS in distilled water, pH of 8) and 3.3ml of 

distilled water mixed thoroughly then 40µl of 10% ammonium persulfate (prepared freshly each 

time) as well as 10µl of TEMED from Fisher Scientific was added. The water was poured from 

the watertight gel plates and this gel solution was pipetted in, filling the volume to within a cm of 

the top. The final cm of the plates was filled with 100% isopropanol. The lower gel solidified for 

a minimum of 30 minutes at which point the researcher consumed a coffee. 3ml of upper gel 

mixture consisting of 0.75ml 29:1 acrylamide/bis-acylamide, 0.45ml of 4x upper gel buffer 

(0.5M Tris and 0.4%SDS in distilled water, pH of 6.8), 1.8ml of distilled water, 10µl of of 10% 

ammonium persulfate and 5µl of TEMED  (Fisher Scientific) was prepared. The isopropanol 

covering the lower gel was poured off completely, exposing the top of the lower gel. The upper 

gel mixture was poured on top, filling the remaining centimeter in the gel plates. A 1.5mm gel 

comb that accompanied the spacer plate was then inserted into the top of the plates. This upper 

gel mixture solidified over the course of 30 minutes. 

The solid gel and its glass case were removed from the casting stand and clamp and were fitted 

into the electrode assembly (Bio Rad) with the short plates facing inwards; the comb was then 

removed. If only one gel was being run then a mock spacer plate and short plate combination 

was inserted on the other side of the electrode assembly with short plate on the inside. This 

created a watertight container that was fitted into the Bio Rad buffer tank and filled to 

overflowing with Running buffer. Running buffer was produced 1 liter at a time by diluting 

100ml of 10x Running buffer (0.25M Tris, 1.92M Glycine and 1% w/v SDS in distilled water) in 

900ml distilled water. The tank itself was then filled with the remaining Running buffer. Once 
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the gel was prepared for electrophoresis, 15µl of each protein extract was mixed with 2X SDS 

gel-loading buffer (4% SDS, 0.2% bromophenol blue, 20% glycerol and 200mM dithiothreitol) 

according to the Cold Spring Harbor protocol and the resulting mixture was heated to 95℃ for 2-

3 minutes [252]. The protein mixture was loaded into each well of the gel, and 5µl BenchMark 

Pre-stained Protein Ladder from Thermo Fisher was loaded into one of the wells abutting the 

samples. The gel was run at 180 volts until the bromophenol blue dye in the various samples had 

nearly reached the bottom of the gel but had not run off. The bottom band of the Pre-stained 

Protein Ladder corresponded to ~10kDa and so it was ensured that there was always a significant 

gap between this band of the ladder and the bottom of the gel to ensure that the histones had not 

been run off the gel.  

 

2.6.3 Western blotting 

As the gel in section 2.7.2 was running, fresh Transfer buffer was prepared and cooled either in a 

freezer or on ice. Transfer buffer was prepared by combining 100ml of 10x Transfer buffer 

(0.25M Tris and 1.9M glycine in distilled water and stored at 4°C), 200ml of methanol and 

700ml of distilled water. The gel was removed from the tank, electrode assembly and spacer 

plates. The gel was immersed for 5 minutes in cold Transfer buffer and the transfer system was 

prepared. The Bio Rad transfer holder cassette was arranged with the black frame (which would 

face the negative electrode) on one side and the clear frame (which would face the positive 

electrode) on the other. A foam pad from Bio Rad was placed on top of the black frame and upon 

that was placed a piece of the filter paper supplied in the Nitrocellulose/Filter Paper Sandwich 

from Thermo Fisher. The now soaked gel was placed carefully upon that piece of filter paper so 
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as to be completely supported by it and not touching any part of the sponge beneath. Carefully 

and using metal tweezers, the 0.2µm nitrocellulose was first briefly soaked in Transfer buffer 

then placed on top of the gel. Pressure was applied with a smooth flat implement to remove any 

gaps that might exist between the nitrocellulose and gel and a small amount of transfer buffer 

was poured on top to ensure the nitrocellulose was completely soaked. The other piece of filter 

paper was placed on top of the nitrocellulose to cover it completely. An additional piece of 

spongy foam was then placed on top of the filter paper. The clear frame was then folded over and 

fastened to the black frame and the cassette was fitted into the Bio Rad Core Assembly Module 

for protein transfer with the black of the cassette facing the black side of the module. The Core 

Assembly Module was inserted into the Bio Rad protein transfer tank and a cold ice pack was 

placed in the transfer tank as well. The tank was then filled with Transfer buffer and was hooked 

up to a Bio Rad PowerPac HC power supply. Protein transfer was carried out at 90 volts for one 

hour at 4℃ with constant gentle agitation of the Transfer buffer using a magnetic stir bar to 

ensure dispersion of heat.  

After the one hour the protein bound nitrocellulose membrane was transferred into a container 

filled with 40ml of blocking buffer consisting of Tris buffered saline (TBS) with 0.1% v/v 

Tween-20 and 3% Bovine Serum Albumin (BSA: 1.2 grams in 40ml TBS). The membrane was 

gently rocked back and forth for one hour in the blocking buffer to prevent the non-specific 

absorption of antibodies into the nitrocellulose. After blocking, the nitrocellulose was placed 

inside a 50ml falcon tube containing 20ml of primary antibody solution (3% w/v BSA, 0.1% v/v 

Tween-20 in TBS plus the relevant antibodies, diluted as listed in table 2.6). The membrane was 

incubated in this solution overnight at 4℃ on a tube rotator to allow even coating of the entire 
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surface of the membrane with antibodies. The next day the membrane was retrieved from its 

falcon tube and was washed four times for 5 minutes each in room temperature TBST (0.1% v/v 

Tween-20 in TBS). During each wash the nitrocellulose membrane was placed on a rocker to 

help wash off any unbound proteins. The nitrocellulose membrane was then placed in a container 

containing 20ml of secondary antibody solution (3% w/v BSA, 0.1% v/v Tween-20 in TBS plus 

either goat anti-mouse or goat anti-rabbit fluorescently labelled secondary antibodies listed in 

table 2.6). The membrane was incubated in the secondary antibody solution for one hour at room 

temperature on a gently rocking rocker. Following this secondary incubation, the membrane was 

washed twice with TBST then once in TBS for 5 minutes each at room temperature. This was 

done to remove any unbound secondary antibodies. The protein and antibody bound membrane 

was then imaged at the relevant wavelengths using an LI-COR Odyssey machine from 

BioAgilytix and the software package, Image Studio. 
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Primary western blotting antibodies 

Target Company Catalog # Lot # Host species Dilution 

H3K27me3  Diagenode C15410069 A1824D rabbit 1:500 

H4K8ac Abcam Ab45166 EP1002Y rabbit 1:2500 

H2AK119ub Sigma-Aldrich 05-678 2591849 mouse 1:2000 

H4 Upstate 25296 07-108 rabbit 1:2000 

β-actin Invitrogen MA5-15739 TC263471 mouse 1:5000 

Secondary fluorescent western blotting antibodies 

Target Company Catalog # Lot # Host species Dilution 

Rabbit 

antibodies 

LI-COR 925-68071 B81113-01 goat 1:10,000 

Mouse 

antibodies 

LI-COR 925-32210 926-32201 goat 1:10,000 

Table 2.6 List of antibodies used for Western Blotting and their concentrations 

The table lists the targets of western blotting that were examined in chapter 6 as well as the 

product information for each antibody and its species of origin. Antibodies were subdivided 

between those that were used for primary and secondary labelling. All of the targets of the 

primary antibodies had been shown to work in human models. The dilutions listed in the final 

column indicate the concentration of the antibody in solution during the Western blotting 

reaction and was determined through trial with multiple concentrations. Only antibodies that 

proved effective for Western blotting were shown here, and a complete list of the antibodies used 

throughout this work is in the appendices (table A.3 and A.4). 
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2.7 Generating gRNA plasmids  

The methods described in section 2.7 are summarized in graphical format  in figure 2.1, which 

illustrates the key steps involved in creating a targeted gRNA expressing plasmid described in 

greater detail throughout sections 2.7.1-2.7.3. 

 

2.7.1 Selecting gRNA targeting oligonucleotide sequences 

To generate guide RNAs (gRNAs) that would allow for the specific modifications desired 

throughout this project the gRNA containing plasmid pSPgRNA from Charles Gersbach was 

ordered (Addgene plasmid # 47108 ; http://n2t.net/addgene:47108 ; 

RRID:Addgene_47108)[253]. This plasmid uses a U6 promoter directly upstream of two BbsI 

restriction sites that allowed for the oriented integration of a gRNA sequence by attaching the 

sequence CACC to the 5’ end sense oligonucleotide and AAAC to the 5’ end of the anti-sense 

gRNA oligonucleotide. The gRNA target sequences were generated using the E-CRISP online 

design tool (e-crisp.org) produced by the German Cancer Research Center. The human genome 

Homo sapiens GRCh38 was selected for reference and the FASTA sequence for the XIST cDNA 

region of interest was pasted into the tool. The ‘strict’ default setting was selected and then 

several advanced options adjusted. The minimum guide length was set to 19 and maximum to 

20. The 5’ preceding base requirement was set to ‘G’ as this is essential for transcript initiation 

by the U6 promoter of the pSPgRNA. Off-target analysis was set to use Bowtie2 with high 

sensitivity for off-targets. Additional off target effects on the puromycin resistance gene were 

selected against, as the Cas9 plasmid contained a PuroR gene. The maximum number of results 
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was increased to over 50 to provide a range of options. The gRNAs were selected based on their 

location within the region of interest as well as their specificity (S-score)[241] and efficiency (E-

score)[254], in that order of importance. The gRNA sequences were then checked by BLASTn to 

check for potential off-target effects not identified in the program. If no serious concerns were 

uncovered then sense and antisense targeting oligonucleotide sequences were ordered from IDT.  

 

2.7.2 Cloning targeting oligonucleotides into pSPgRNA vector 

The targeting oligonucleotides were resuspended in double distilled water (ddH2O) to a 

concentration of 100µM. The oligos were phosphorylated by incubating with T4 polynucleotide 

kinase according to the recipe in table 2.7 at 37℃ for 30 minutes. The T4 kinase was inactivated 

at 95℃ for 5 minutes, then the temperature was ramped down to 25℃ at 5℃/min to ensure 

proper hybridization. This mixture was then diluted 200-fold to a final oligonucleotide 

concentration of 50nM.  
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Reagent Volume for single reaction 

Sense targeting oligonucleotide 1 µl 

Anti-sense targeting oligonucleotide 1 µl 

T4 ligation buffer, 10x with ATP (1mM) 

(Thermo Fisher) 

1 µl 

T4 polynucleotide kinase (Thermo Fisher) 1 µl 

ddH2O 6 µl 

Table 2.7 Phosphorylation of targeting gRNA oligonucleotides 

 

The pSPgRNA plasmid was digested using the BbsI restriction enzyme from New England 

Biolabs. 1ug of plasmid was digested by 10 units of BbsI enzyme in 1x NEBuffer 2.1 (diluted 

down from 10x NEBuffer 2.1) for 3 hours at 37℃ and then heat inactivated at 65℃ for 20 

minutes. The plasmid was then dephosphorylated as an additional step to ensure that it would 

only be able to re-ligate back together with the phosphorylated targeting oligonucleotides. To 

ensure that the plasmid was dephosphorylated 1x Antarctic phosphatase buffer was added to the 

digested pSPgRNA mixture along with 10 units of Antarctic phosphatase enzyme from New 

England BioLabs. This reaction mixture was incubated at 37℃ for 30 minutes then was 

inactivated by heating the reaction mixture to 80℃ for 2 minutes. The digested and 

dephosphorylated plasmid pSPgRNA plasmid was then column purified using the QIAquick 

PCR Purification Kit from Qiagen and resuspended in ddH2O.  

1.5 ng of targeting oligonucleotide and 100ng of pSPgRNA linear plasmid were incorporated 

into the ligation mixture, to give a 2:1 molar ratio of targeting sequence to vector. The 
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concentration of pSPgRNA was determined using a Ultraspec 2000 from Pharmacia Biotech 

measuring the 260nm and 280nm absorbances according to the manufacturer’s directions. Each 

XIST targeting gRNA was generated using the following reaction setup, and the reaction 

proceeded  either for 2 hours at room temperature or overnight at 4℃. 

 

Reagent Volume for single reaction 

Digested and dephosphorylated pSPgRNA volume needed for 100ng of DNA 

Targeting oligonucleotides (50nm) 2 µl (each) 

10x T4 DNA Ligase Buffer (Thermo Fisher) 2 µl 

T4 DNA ligase (Thermo Fisher) 1 µl 

ddH2O Fill volume up to 20ul 

Table 2.8 Reaction conditions for ligating target sequence into digested oligonucleotides.  

 

After ligation, the reaction mixture was then treated with T5 Exonuclease (New England 

Biolabs) to clean up linear DNA after ligation reactions. 10X NEBuffer 4 was added to the 

reaction conditions to a concentration of 1X (8 µl to the 20µl ligation reaction) along with 1µl of 

T5 Exonuclease. The exonuclease reaction incubated at 37℃ for 30 minutes according to the 

New England Biolabs protocol before being used immediately for transformations.  

 

2.7.3 Transforming gRNA plasmid into DH5α Competent Cells 

Subcloning Efficiency™ DH5α Competent Cells were ordered from Invitrogen and all the gRNA 

plasmids generated through this procedure were transformed into these cells. Transformations 



62 

 

were carried out using the manufacturers protocol. These cells were stored at -70℃ and during 

transformations were thawed on ice and 50µl was transferred into a 1.5ml microcentrifuge tube. 

To these cells was added 1.5µl of the gRNA solution created in 2.7.2 (~7.5ng of gRNA plasmid). 

The cells were then gently mixed and allowed to sit on ice for 30 minutes before undergoing heat 

shock by placing the tube in a 42℃ water bath for 20 seconds. The cells were then returned to 

their ice filled box for a further 2 minutes. 750µl of 37℃ SOC media made according to the 

Cold Spring Harbor protocol [255] and was added to the DH5α cells. The cells were incubated at 

37℃ for 1 hour on a shaker rotating at 225rpm. LB agar plates were prepared according to the 

Cold Spring Harbor protocol  [256] and supplemented with Ampicillin to a final concentration of 

100ug/ml. Volumes of 50µl, 150µl and 300µl of gRNA transformed DH5α cells were each 

added to the ampicillin LB agar plates. The DH5α cell mixtures were spread evenly across the 

surface of their LB agar plate. The plates were incubated overnight at 37℃ and the next day 

colonies were picked to be tested for the successful integration of the gRNA target sequence into 

the pSPgRNA plasmid. 

 

  



63 

 

 

Figure 2.1 Summary of method used to generate targeted gRNA expressing plasmids. 

A graphical overview of the process used to insert a targeting DNA sequence into the pSPgRNA 

plasmid. Two BBsI endonuclease target sequences allowed for a target sequence (blue) to be 

integrated upstream of the remainder of the gRNA repeat and tracrRNA sequence (green). The 

gRNA expression was driven by a U6 promoter (yellow). The target sequence of the gRNA was 

ligated into the BBsI digested gRNA sequence to create a plasmid that expressed the custom 

gRNA.  
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2.8 Plasmid purification 

All plasmids were extracted from their host bacterial cells using the QIAprep Spin Miniprep Kit 

according to the Qiagen’s directions. Bacterial cultures were grown overnight in 2ml of LB 

media with ampicillin at a concentration of 100µg/ml. These cultures were pelleted by spinning 

down at 10,000 rcf for 3 minutes at room temperature before being resuspended in 250µl of lysis 

buffer (Buffer P1) and adding 250µl of Buffer P2. The reaction was mixed gently until clear and 

350µl of Buffer N3 was added; the ~850µl of reaction volume was then mixed again. The 

reactions were centrifuged at 18,000 rcf for 10 minutes. The remaining supernatant was then 

applied to the QIAprep spin columns and centrifuged for 1 minute at 18,000 rcf and the flow 

through was discarded. 500µl of wash buffer (Buffer PB) was then added to the column which 

was centrifuged for 1 minute at 18,000 rcf. Then 750µl of the other wash buffer Buffer PE was 

added to the column before being centrifuged twice for 1 minute each at 18,000 rcf, with the 

flow through discarded after each wash. The column was then placed in a fresh 1.5ml 

microcentrifuge tube and was filled with 50ul of ddH2O. The water was allowed to sit in the tube 

at room temperature for 1 minute before being centrifuged for 2 minutes at 18,000 rcf. The 

column was then discarded and the plasmid containing water in the the microcentrifuge tube was 

either stored at -20℃ or used immediately for subsequent applications.  

 

2.9 DNA electrophoresis through agarose gel 

Whether checking PCR product or digested plasmid sizes the DNA was run on an 1% w/v 

agarose gel in Tris-acetate-EDTA (TAE) buffer. TAE buffer was produced by diluting a stock 
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solution of 40x TAE (1.6M Tris, 0.52M sodium acetate and 80mM EDTA with the pH adjusted 

to 8.0 using acetic acid in distilled water) 1:39 in distilled water. The 1x TAE was used as the 

solvent for UltraPure agarose powder from Invitrogen. The agarose was dissolved into TAE by 

microwaving the agarose and TAE in an Erlenmeyer flask with a volume at least 4x greater than 

the volume of TAE until it started to boil gently. The contents were then swirled gently to ensure 

that the agarose had completely melted into the TAE. SYBR Safe Stain from Invitrogen was 

added to the mixture to a concentration of 1/10,000 and swirled gently to ensure equal 

distribution of the stain. Before the gel began to solidify, it was poured into a Bio Rad gel casting 

tray with the complementary comb inserted to be nearly touching the bottom of the casting tray. 

The gel solidified for at least 30 minutes before the comb was removed and the gel was placed in 

Bio Rad gel electrophoresis system filled with TAE at room temperature. The edge of the gel 

with the loading wells was placed next to the cathode (black electrode) so that the DNA would 

flow through the length of the gel towards the anode (red electrode). DNA samples were mixed 

with DNA Gel Loading Dye at a ratio of 5:1. A DNA ladder of appropriate size (usually 

GeneRuler 100bp Plus DNA Ladder from Thermo Fisher) was loaded next to the DNA samples. 

The volumes loaded into an agarose gel varied based on the application but in general 5µl of 

DNA sample would be loaded into each well of a gel. The samples were run at ~80 volts using a 

Bio Rad Power Pac 300 power supply. Once the leading edge of the loading bromophenol blue 

dye had travelled a significant distance along the gel the power supply was turned off and the gel 

transferred into an Alpha Innotech AlphaImager 2200 gel imaging machine. The UV light of the 

imaging machine caused the SYBR safe stained DNA to fluoresce, which was captured using the 

built-in camera system. The machine was controlled and the photos were analyzed using the 

AlphaImager HP software suite for Windows.  
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2.10 DNA extraction from mammalian cells 

2.10.1 DNAzol DNA purification from Life Technologies method 

To purify DNA using DNAzol (Life Technologies) cells were pelleted as described in section 

2.1.1. Room temperature DNAzol was then added to the cell pellet, at a concentration of 100µl 

per 106 cells according to the manufacturer’s instructions. The tube was inverted several times to 

allow for the complete lysis of the cell pellet, which rapidly dissolved into the DNAzol, forming 

a clear and colourless solution. The DNA was precipitated by adding a volume of pure ethanol 

half that of the volume of DNAzol (ex 50µl of ethanol was used to precipitate DNA from 100µl 

of DNAzol). The tube was mixed by inversion, then sat for 3 minutes at room temperature. The 

tube was then centrifuged at 4,000 rcf for 2 minutes at room temperature to pellet the 

precipitated DNA. The DNAzol and ethanol was then removed and the DNA pellet was washed 

twice with 1ml of 75% ethanol in ddH2O and gently agitated each time until the pellet released 

from the bottom of the tube and floated freely within the ethanol solution. After the final wash 

the ethanol was removed and the DNA pellet was resuspended in a volume of 20-100µl of 

ddH2O, depending on the application and size of the pellet.  

 

2.10.2 Mouse Homogenizing Buffer (MHB) method of DNA purification 

This method of DNA purification is based on a protocol shared with the Brown lab by Andrea 

Korecki of the Simpson lab in the Department of Medical Genetics at the University of British 
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Columbia. This protocol was designed to digest mouse ear notches but was highly efficient at 

producing usable DNA samples from cell pellets (section 2.1.1). Immediately before using 

Mouse Homogenizing Buffer (MHB: 50 mM KCL, 10 mM Tris- HCL at a pH 8.3, 2 mM 

MgCl2, 0.1 mg/ml gelatin, 0.45% IGEPAL CA-630 from Sigma-Aldrich and 0.45% Tween 20 

from Sigma-Aldrich all suspended in ddH20) Proteinase K (10mg/ml Sigma Aldrich) was added 

to the buffer to a concentration of 120µg/ml. After extensive troubleshooting, volumes of 300µl 

to 500µl of MHB supplemented with Proteinase K were effective for converting a pellet of 

roughly 106 cells into a solution ideal for subsequent PCRs. After the MHB Proteinase K solution 

was added to a cell pellet, the solution was incubated overnight at 55℃. The next day the 

Proteinase K was inactivated by heating the solution to 95℃ for 5 minutes. The DNA solution 

was then either stored at -20℃ or was immediately used for subsequent purposes.  

 

2.11 Transfection and selection of deletion construct containing HT1080 cell lines 

The CRISPR system used throughout this research involved a standard SpCas9 expressing 

plasmid (pSpCas9(BB)-2A-Puro) and sgRNA expressing plasmids (pSpgRNA) that could be 

transfected into cells together. The Cas9 was codon optimized for human models and expression 

was driven by a CMV enhancer and chicken-β-actin promoter. A SV40 nuclear localization 

signal was fused to the Cas9 to ensure its transport into the nucleus [225]. The pSPgRNA 

produced a Streptococcus pyogenes specific guide RNA under the control of a U6 promoter 

designed to be transcribed in mammalian cells [253]. Digesting the plasmid with BbsI resulted in 

non-matching 4 nt sticky ends on the linearized plasmid allowing for an orientable integration of 
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a target sequence into the gRNA. The final size of the gRNA plasmid following the integration 

of a target sequence was 3.2kb and the Cas9 plasmid was 9.2kb. 

All of the XIST deletion constructs that were generated in this thesis were a result of transfecting 

gRNA and Cas9 plasmids into the male fibrosarcoma cell line HT1080 cell line 2-3-0.5a 1c.1, 

which carries a doxycycline inducible Full XIST cDNA construct integrated into chromosome 

8p. The following methodology was arrived at through extensive troubleshooting of conditions 

to precisely excise a specific region of the XIST transgene using transient selection. To excise 

specific regions, three plasmids were transfected into the HT1080 cells, two gRNA expressing 

plasmids targeting the regions of XIST to be cut as well as a Cas9 expressing plasmid that 

provided transient puromycin resistance. The purified ~3.4kb gRNA plasmids were described in 

section 2.7 and 2.8. The ~9.2kb Cas9 plamid, pSpCas9(BB)-2A-Puro (PX459), was obtained 

from Feng Zhang (Addgene plasmid # 48139 ; http://n2t.net/addgene:48139 ; 

RRID:Addgene_48139)[225]. Figure 2.2 at the end of this section provides a graphical outline of 

the steps involved in generating clonal potential deletion cell lines by transfection and selection. 

The three plasmids were transfected into the HT1080 cells using Lipofectamine 3000 reagents 

(ThermoFisher). The transfection protocol that was adapted from the manufacturers protocol. 

The concentration and purity of the purified gRNA and Cas9 plasmids were determined by 

measuring the 260nm and 280nm absorbance in an Ultraspec 2000 from Pharmacia Biotech. As 

the protocol for lipofectamine suggested that the DNA should be concentrated to greater than 

0.5µg/µl the purified plasmids were typically concentrated in their ddH2O solutions in a 

SpeedVac system from Savant Integrated with the vacuum itself produced by a motor from A 

Vac Industries. 
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The Cas9 expressing plasmid that was to be used contained a puromycin resistance gene and was 

the only one of the three plasmids that could be selected for. At the time the molar ratios 

recommended based on the literature suggested 1:2 to 1:6 molar ratios of Cas9 plasmids to 

individual gRNA plasmid [237], [257], [258]. It was eventually determined that a molar ratio of 

1:4.5:4.5 (mass ratio of 1:1.5:1.5) for the Cas9 and two gRNA plasmids was optimal. A 1µg 

plasmid solution was created prior to each transfection reaction which consisted of 0.375µg of 

each gRNA plasmid and 0.25µg of the Cas9 plasmid (figure 2.2 A).  

The day before transfection, the HT1080 cells to be modified were seeded into the wells of a 24-

well plate to be ~40-50% confluent by the next day. When performing the transfection protocol, 

Lipofectamine 3000 was first diluted into 25µl volumes of Opti-MEM media (Gibco) and the 

resulting solutions were shaken vigorously for several seconds then allowed to sit at room 

temperature while the plasmid solutions were prepared. For each grouping of plasmids to be 

transfected two different Lipofectamine 3000 dilutions were tested, either consisting of 0.75µl or 

1.5µl of the reagent (figure 2.2 B). The plasmid solutions were made by adding a total of 1µg of 

plasmids to 50µl of Opti-MEM which was additionally supplemented with 2µl of the P3000 

reagent, included in the Lipofectamine reagent kit. Equal volumes of the plasmid solution 

(~27µl) were then added to the ~26µl Lipofectamine 3000 solutions. The plasmid-Lipofectamine 

mixtures were incubated for 15-20 minutes at room temperature before being gently pipetted into 

the appropriate well of the 24-well plate. The media was gently swirled to ensure an even 

distribution of the DNA-Lipofectamine particles. The transfected cells were grown for at least 16 

hours before their media was removed and replaced with prewarmed media containing 

puromycin from Sigma at a concentration of 1µg/ml. Selection lasted for 72 hours (+/- 1 hour) 
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with the puromycin containing media being changed out on the second day. Immediately 

following selection, the cells were washed twice with PBS and split with Trypsin as described in 

section 2.1.1, and 20-40 cells were transferred each to two 100mm petri dishes. This number was 

determined by counting the cells in a <10µl volume on the surface of the petri dish prior to the 

addition of media. The remaining cells had their DNA extracted using MHB as described in 

section 2.11.2. 12ml of media was added to the droplet of cells in each 100mm petri dish and 

was gently shaken to disperse the cells evenly across the surface of the plate. Over the next 10-14 

days the cells were regularly observed as they grew to form colonies larger than 120 cells (figure 

2.2 C).  

Colonies of sufficient size were picked by removing the media and washing the petri dishes 

gently with PBS twice. Vacuum grease was applied to the base of PYREX Cloning Cylinders 

(Corning) that were then placed around individual colonies. Into each cloning cylinder was 

applied 30µl of 0.25% v/v Trypsin that dissociated the cells from the plate surface over the 

course of 2-4 minutes. 70µl of DMEM HT1080 media was added to each of the flasks and was 

gently pipetted up and down to help dissociate the cells. The cells from each colony were then 

transferred into wells of a 24 well plate filled with 1ml of media. The cells in each well were 

allowed to grow until they reach near confluency before being split. Roughly a quarter to half of 

the cells being split were moved to a fresh well with the remainder having their DNA extracted 

with MHB as described in section 2.10.2. The extracted DNA was tested for the desired 

modification to XIST by PCR as described in section 2.4 using primers spanning the region of 

interest (primers used to test Δ were listed in appendices table A.1). The PCR products from the 

different colonies were run on agarose gels as described in section 2.10. If a cell line produced 
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only the correct sized PCR product then the product was column purified as described in section 

2.4.1.  The concentration of the purified PCR product was determined by measuring the 260nm 

and 280nm absorbance using the Ultraspec 2000 spectrometer from Pharmacia Biotech. Sanger 

sequencing was performed initially by the Integrated DNA Technologies (IDT) operating out of 

the BRC Sequencing Core at the University of British Columbia and subsequently by the 

company Genewiz. When preparing the samples for both companies the PCR products were 

diluted to the appropriate concentrations in ddH2O and one of the Δ primers (Appendix table 

A.1) used to create that PCR product was sent along to be used to initiate the sequencing 

reaction. It was important to determine whether different deletion cell lines for each type of 

deletion construct were from different progenitor cells and a result of unique CRISPR events. As 

the PCR targeting within the first exon of XIST could not distinguish between the transgene and 

endogenous gene, only cell lines with homozygous and uniform PCR products were sent for 

sequencing. The different cell lines for each deletion construct could only be confirmed to be 

unique if they were from different transfection treatments or if they carried unique sequences at 

the cut site. If multiple deletion cell lines could not be proven to be unique then one was 

randomly selected to be kept and the others were discarded, ensuring that every remaining 

deletion cell line for each type of construct was unique. 
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Figure 2.2 Transfection protocol for generating XIST deletion cell lines using targeted 

gRNA and Cas9 expressing plasmids 

A graphical summary of the steps involved in generating colonies of potential deletion 

constructs. A) The concentrations of plasmids expressing the two gRNAs (green and blue), Cas9 

(orange) as well as P3000 was added to one volume of Opti-MEM. The lipofectamine 3000 
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reagent was added in 0.75 and 1.5µl volumes to two separate volumes of Opti-MEM B) The 

plasmid mixture was evenly distributed into the two lipofectamine 3000 reagent containing 

solutions.  C) The plasmid and lipofectamine containing solutions were added to HT1080 cells in 

a 24-well plate. The next day the cells were treated with DMEM media supplemented with 

1µg/ml puromycin for 3 days. The surviving cells were transferred to 100ml petri dishes at low 

numbers in DMEM free of puromycin and grew for ~2 weeks to form colonies that could be 

picked and tested. 
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2.12 Fluorescently labelling cells (IF-FISH) 

2.12.1 Fixing cells on coverslips 

Adherent cells were cultured under the same conditions on glass 22mm x 22mm square 

coverslips one to two days before they were to be permeabilized and fixed. At the start of the 

permeabilization and fixing procedure, coverslips were transferred into Coplin jars filled with 

cold CSK buffer (100mM NaCl, 300mM sucrose, 3mM MgCl2, 10mM PIPES) and making sure 

to note which direction the cell coated side of the coverslip was facing. The coverslips were then 

transferred into cold CSK buffer containing 0.5ml of Triton-X in 10ml of CSK buffer for 8 

minutes. The permeabilized coverslips were then transferred into 10ml of 4% paraformaldehyde 

in PBS for 8 minutes at room temperature to fix them. The coverslips were washed for 3-4 

minutes in 70% ethanol then stored in jars of 70% ethanol at 4℃.  

 

2.12.2 Creating fluorescent RNA probes through nick translation 

The fluorescent probes to be used for RNA fluorescent in situ hybridization (FISH) were created 

from purified plasmids containing multi kilobase XIST sequences. Three probes were used in 

descending order of frequency: HBC1a, 3’XIST and G1a. HBC1a targets the 1.6kb of XIST 

spanning the A repeats to the very start of the Bh repeats. 3’XIST targets the latter 3.6kb XIST 

cDNA short isoform sequence. G1a is a 10kb plasmid that targets both the intronic and exon 

regions of XIST extending from intron 4 onwards. The Abbott Molecular nick translation 

protocol was used according to the manufacturer’s (Abbott Molecular) instructions to nick 

translate these probes and label the resulting 50nt to 200nt fragments with either Green 496 or 
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Red 598dUTPs from the company Enzo. 1-2µg of plasmid was used in each nick translation 

reaction and the resulting probes were resuspended in 50µl of DEPC treated ddH2O and stored at 

-20℃ in the dark as the fluorescently labelled probes were light sensitive and prone to 

photobleaching.  

 

2.12.3 Immunofluorescence and Fluorescent in situ Hybridization (IF-FISH) 

Immunofluorescence (IF) and RNA FISH were performed jointly in most experiments. 

Permeabilized and fixed cells on coverslips were incubated face down on 100ul droplets of PBT 

consisting of 1% v/v Bovine Serum Albumin and 0.1% v/v Tween-20 in PBS supplemented with 

0.4U/µl RiboLock RNAse Inhibitor (RI) from Thermo Fisher for twenty minutes. The coverslips 

were incubated at room in 100ul PBT supplemented with 0.4U/µl RI and 1ul of primary antibody 

for 4-6 hours at room temperature or overnight at 4°C. The primary antibodies (all used at 1:100 

dilution) used successfully throughout this work were listed in the appendices, table A.3. To 

prevent the coverslip and antibody solution from drying, each coverslip was individually sealed 

between two layers of Parafilm, creating a semi-air tight Parafilm pocket. 

Just prior to retrieving the coverslips from their Parafilm pockets, hybridization mixtures were 

created from 5µl of the nick translated fluorescent RNA probe mixed with 12µl of human Cot-1 

and 2µl of Salmon Sperm DNA (both from ThermoFisher). The latter two ingredients prevented 

non-specific binding of the fluorescent probe within the cells. The hybridization mixtures were 

then completely dried in a SpeedVac system from Savant Integrated with the vacuum itself 

produced by a pump from A Vac Industries. While the probes were being dried, the coverslips 
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were retrieved from their Parafilm pockets and washed three times in room temperature PBST 

(PBS and 0.1% Tween-20) before being incubated for 1 hour at room temperature with the 

secondary fluorescently-labelled antibody (1:100 PBT supplemented with 0.4U/µl RNase 

Inhibitor, 1ul secondary antibody resulting in an antibody 1:100 dilution). The secondary 

antibodies used throughout this work were listed in the appendices, table A.4. From this point 

onwards the coverslips were kept in dark containers to avoid photobleaching. The coverslips 

were then washed for 5 minutes in PBST three times, to remove the unbound secondary 

antibodies. They were then fixed in 4% paraformaldehyde for 10 minutes. The coverslips were 

washed once in PBS to remove most of the paraformaldehyde then dehydrated by submerging 

them for two minutes each in 70%, 80% and finally 100% ethanol. The coverslips were then air 

dried in a dark container at room temperature for 10-20 minutes.  

The dried probes were resuspended in 10ul of deionized formamide from Sigma and heated to 

80°C for 10 minutes. To the RNA probes was added 10ul of hybridization buffer consisting of 

20% v/v 20mg/ml Bovine serum albumin (Sigma Aldrich), 20% v/v Dextran Sulfate and 20% 4x 

SSC in DEPC treated ddH2O. The fluorescent probe mixture was gently stirred using the pipette 

tip and pipetted as a droplet on a piece of parafilm onto which a coverslip was placed, cell side 

down onto the droplet. A second piece of parafilm was placed on top and the edges were sealed 

creating a parafilm pocket where the probes hybridized overnight at 37°C. In the few instances 

where RNA FISH was performed without accompanying IF, the hybridization mixtures were 

prepared and dried as described, then the coverslips were retrieved from storage at 4℃ and 

transferred directly into 100% ethanol to be dehydrated. The protocol for hybridization, whether 
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IF had been performed or not, was the same once the coverslips had been dehydrated in 100% 

ethanol.  

The next day the coverslips were retrieved and incubated in a mixture consisting of equal 

volumes of deionized formamide (Sigma) and 4x SSC (Invitrogen) at 37°C for 20 minutes. The 

coverslips were then incubated in 2x SSC at 37°C and 1x SSC at room temperature, for 15 

minutes each. DAPI staining was performed by placing the coverslips in a 0.1µg/ml solution of 

DAPI in pure methanol at 37°C from 15 minutes. The excess DAPI was rinsed off in methanol 

and the coverslips were mounted on glass slides using 25µl of hard set antifade mounting media 

from Vectashield.  

After letting the media harden, cells were imaged using a confocal fluorescence microscope, 

either a Leica DMI 6000B or Olympus FluoView FV1000, to capture and compile the 

fluorescent signals from the secondary antibody, RNA probe and DAPI at 100x magnification. 

Over the course of the project multiple different software packages were used with the 

DMI6000B. This resulted from the companies Leica and Olympus creating incompatibilities 

between the operating software and hardware, blocking cross compatibility to the competitors’ 

products and removing  backwards compatibility for their products to force additional purchases. 

Initially the Openlab software from PerkinElmer was used followed by MicroPublisher 5.0 RTV 

by Qimaging and finally Qimaging software from Teledyne. The FV1000 microscope was 

operated and images were captured using the FV10 ASW 4.2 Viewer software released by 

Olympus. 
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2.13 Analysis of IF-FISH images by qualitative and quantitative methods 

2.13.1 Qualitative assessment of IF-FISH images 

The distribution of chromatin marks or proteins at the XIST RNA cloud through IF-FISH 

imaging (section 2.12) was assessed by visual inspection. The enrichment of a heterochromatin 

mark at the XIST RNA cloud of a cell would be either defined as enriched relative to the average 

level in the nucleus, or not enriched. This method relied on the individual researcher’s definition 

of what constituted a cell being “clearly enriched” which was defined as having a noticeably 

greater fluorescence than was observed in the surrounding area. The total proportion of cells in a 

group that were visibly enriched for a chromatin mark or protein at the XIST RNA cloud were 

used as a metric of how effectively XIST recruited that heterochromatin mark. To try and ensure 

consistency between different tests a set of example figures demonstrating enrichment and 

depletion were used to guide the researcher’s calls. Examples of enriched and non-enriched cells 

used to guide calls of enrichment of H3K27me3 were shown in figure 2.3. A similar system was 

used to analyze the depletion of Cot-1, only with depletion and non-depletion being the two 

categories for cells. Qualitative assessments of the proportion of cells with XIST at the 

perinucleolar compartment or with diffuse XIST RNA signals were also performed throughout 

this work, and were far easier to perform as they involved categorical statements about the 

position of XIST RNA. When it was necessary to determine whether two populations of cells 

differed in their proportion of cells enriched for a given mark the Fisher exact test was used to 

determine the statistical significance of the difference between groups [259].  
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Figure 2.3 Categorizing cells as either enriched or not enriched for factors at XIST RNA 

cloud 

Four fluorescently labelled cells that were either visibly enriched or not enriched for H3K27me3 

at their XIST RNA cloud in HT1080 cells expressing Full XIST from chromosome 8p. The 

column of images on the left were four cells that had clear enrichment of H3K7me3 at the XIST 

RNA cloud. The column of images on the right did not show any signs of H3K27me3 

enrichment at the XIST RNA cloud. The colour images showed the merged channels of XIST 

(green), H3K27me3 (red) and DAPI (blue) within the nuclei of cells. Images showing greyscale 

XIST and H3K27me3 were included alongside the merged image to exemplify the distribution of 

the chromatin marks within the nucleus at the site of XIST RNA more clearly.    
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2.13.2 Quantifying the distribution of Xi associated factors at the XIST RNA cloud 

relative to the nuclear background 

The quantification of IF-FISH images was carried out using the program ImageJ produced and 

maintained by Fiji (Fiji is Just ImageJ) contributors. To analyze the photos taken required the 

plugin Broadly Applicable Routines (BAR). Prior to analysis the identities of all the images were 

blinded by assigning them random alpha numeric names (e.g. A1, A2 etc.). This was done by 

various other members of the Brown Lab who kept the document of the folders identities private. 

To analyze a single cell, an image within one of these folders was opened and converted to a 

composite image from its source format (Image > Color > Make Composite). The image was 

then despeckled (Process > Noise > Despeckle), a median filter process that decreases the 

random variability inherent with high magnification fluorescent microscopy by normalizing 

central pixel intensity to its neighboring 8 pixels (figure 2.4 A). The straight-line tool was used to 

draw a line through the nucleus and XIST RNA signal (figure 2.4 B). To try to prevent operator 

biasing of where to draw the line, the following rules were used to determine where the line was 

drawn. First, the line had to pass through the point or points of maximal XIST signal intensity. 

Second, the line was drawn to be of maximum length without intersecting the nucleoli or leaving 

the nucleus. A drawback of this second rule was that the number of pixels measured in each cell 

differed. Once the line was drawn, a multi-channel plot profile (BAR > Analysis > Multichannel 

Plot Profile) of the intensities for each of the colours (red, green and blue) was produced (figure 

2.4 C). Each pixel bisected by the drawn line was recorded as a point along the x axis of that 

graph, with the intensity of all 3 colours recorded at each point. The data of position and three 

colour channel intensities were then saved as a .csv file (data > save data) and 60 cells were 
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analyzed for each condition. Combining all of these files together was done by Bradley Balaton 

from the Brown Lab who wrote the necessary codes. The csv files were amalgamated into a large 

tsv file using a short unix code and Rscript to record both their folders and files names of origin 

as additional columns in the combined table.  

Analysis of the data was performed using R studio. The three colour channel intensities at each 

pixel (the base unit of measurement) for each cell were divided into two categories, XIST +ve or 

XIST -ve. This was done by determining the range of XIST RNA (green) fluorescent intensity in 

every cell. The pixels that had a level of green intensity greater that 50% of the maximum along 

the range of XIST fluorescence were defined as XIST +ve (figure 2.4 C). Those that had a level of 

green intensity below 25% of the maximum along the range of XIST fluorescence were defined 

to be XIST -ve. Those pixels between 50% and 25% of the maximum green intensity value were 

discarded to better delineate the two groups.  

To quantify whether a factor’s concentration in the XIST +ve region of the nucleus was different 

from the control XIST -ve region a two-sample standard score (z-score) calculation was 

performed for every cell [260], [261]. In each cell the mean (X̅) and standard deviation (σ) of the 

factor of interest’s fluorescent intensity (red) was calculated at the XIST +ve and -ve regions of 

the nucleus along with the number (n) of measurements/pixels the XIST -ve and +ve regions. 

With these values the z-score was calculated for each cell according to the following formula.  

𝑧 − 𝑠𝑐𝑜𝑟𝑒 =
�̅�𝑋𝐼𝑆𝑇+𝑣𝑒−�̅�𝑋𝐼𝑆𝑇−𝑣𝑒

√
𝜎𝑋𝐼𝑆𝑇+𝑣𝑒

2

𝑛𝑋𝐼𝑆𝑇+𝑣𝑒
+

𝜎𝑋𝐼𝑆𝑇−𝑣𝑒
2

𝑛𝑋𝐼𝑆𝑇−𝑣𝑒
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The z-score represents the difference between the fluorescent intensity between the XIST +ve and 

-ve regions based on the combined variability of the data sets and accounts for the different 

variance and number of measurements between the two regions. The sign of the z-score 

indicated whether the factor is enriched (+) or depleted (-) at the XIST RNA and the magnitude 

of the score indicates the relative effect strength of the XIST RNA compared to the other 

processes governing that factor’s distribution. A z-score of 0 in this context indicated that there 

was no effect of XIST RNA on the distribution of a factor within the nucleus. A value of +2 

would indicate that the factor of interest was more enriched at the XIST RNA by two standard 

deviations compared nuclear average. The 60 z-scores for each condition were then compared 

statistically using the Mann-Whitney test to determine the likelihood that a given two conditions 

differed in their population distribution. This test was chosen given the continuous nature of the 

z-scores and the lack of prior knowledge about the distribution of the z-scores within a group 

[249]. The z-scores for each deletion construct were graphed as a boxplot with the individual z-

scores for each cell superimposed on top. The average z-score for each construct as well as its 

standard deviation and significance calculated were included in accompanying tables.  

  



83 

 

 

Figure 2.4 Quantification of the relative distribution of factors at the XIST RNA cloud 

An outline of the steps involved in quantifying the distribution of an IF labelled factor, in this 

case H3K27me3, at the XIST RNA cloud in an individual cell. In all instances images of cells 
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were multichannel RGB images originally with XIST labelled in green, the mark or factor of 

interest (H3K27me3) in red, and DAPI staining in blue. A) The original images of cells were 

converted to composite type images and despeckled using the native features of ImageJ. B) A 

line was drawn through the XIST RNA cloud and as much of the nucleus as possible, avoiding 

the nucleolar regions. C) The red green and blue pixel intensity at each point along the length of 

the line was turned into a graph using the BAR ImageJ plugin multichannel plot profile feature. 

The points were subdivided into those that had XIST RNA fluorescence >50% of the range of 

XIST intensity (XIST +ve region) and those <25% XIST intensity (XIST -ve region). The 

H3K27me3 fluorescence intensity was measured in both regions of the cell and a summary of the 

data is shown in the table at the bottom. This data was used to calculate the two factor z-score for 

each cell. 
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Chapter 3: Validation of XIST Inducible Model 

The candidate Thomas Dixon-McDougall designed, performed and analyzed all of the 

experiments that led to the results presented in this chapter. The only exception is figure 3.3 

which summarizes the combined results of the 2015 publication on the XIST integration 

constructs which is included to illustrate the reason for selecting the 8p inducible model system.   

 

3.1  Introduction 

The random inactivation of one of the X chromosomes in eutherian females in the peri-

implantation stage of development (~E6.5 in mice) is established by a long non-coding RNA 

gene, XIST [1], [262]. In humans, XIST is expressed as a transcript up to 19kb in length, that 

coats its X chromosome of origin, silencing most of the ~1,000 known genes across 155Mb [64], 

[65], [76]. The coating of the X chromosome by XIST causes the majority of the chromosome to 

be restructured as dense transcriptionally inactive heterochromatin known as the Xi [2], [79], 

[125]. XIST RNA causes the Xi to become enriched for numerous heterochromatin marks that 

include H3K27me3 [37], ubH2A [128], H4K20me1 [39], H3K9me3 [45], [150], MacroH2A [41] 

and SMCHD1 [40]. XIST RNA also facilitates the removal of marks associated with active 

transcription such as histone acetylation [263]. XIST-mediated repression of transcription was 

viewed by performing FISH against Cot-1 RNA to observe the noticeable absence of 

transcriptional activity at the XIST RNA cloud in the nucleus, a phenomenon referred to as a ‘Cot 

hole’ [110]. The repression of large regions of chromosomes can be directed by integration of a 
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transcriptionally active XIST, which has led XIST to be seen as a powerful therapeutic tool [112], 

[125], [211], [264].  

The activity of XIST and the process of XCI are also affected by the unique nature of the X 

chromosome itself, X-linked genes, the developmental window during which XCI occurred as 

well as additional unknown factors. The enrichment of LINE-1 elements on the X chromosome 

was proposed to effect XIST spreading and gene silencing in the Lyon Repeat Hypothesis [122], 

[196], [197]. Specific X-linked factors have also been demonstrated to affect to the process of 

XCI including those  within the XIC and more distal features like the lncRNA FIRRE [174] and 

the microsatellite repeat DXZ4 [97], [185]–[187], [265] thought to be involved in regulating the 

structure of the X chromosome during inactivation. The factors Rnf12, Jpx, and Ftx located in the 

XIC contribute to XCI through XIST up-regulation [185]–[187]. These factors illustrate how 

unique aspects of the X chromosome itself contribute to its own inactivation, and how these 

confounding factors undermine any analysis designed to specifically learn about XIST. This led 

to the conclusion that investigating XIST function would best involve XIST being induced from 

an autosome, to limit the potential confounding effects of other X-linked factors on its activity. 

The choice of cell lines in which XIST  can be studied is also a crucial consideration. Most 

research of XCI comes from studies in mouse stem cells, as the timing of onset of random XCI at 

~6.5 days post coitum in mice makes in vivo studies challenging [32], [33], [266]. It was 

observed in mice that the state of pluripotency played an important factor in mediating the ability 

of Xist to establish XCI resulting in a narrow developmental window when XCI could occur 

potentially through Xist binding to ESC specific factors such as SATB1/2 [125], [207]. This 

temporal window for establishing XCI is not as restrictive in humans however, as induction of 
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XIST in somatic cell lines has been shown to cause silencing [110]. Human stem cells used to 

study XCI following the attempted reactivation of the Xi have not proved very effective, with 

results being highly variable and resulting in aberrant and non-random XCI [216], [217], [267]. 

The challenges associated with using human ES cells to investigate XIST and the effectiveness of 

somatic cell models for XIST induction led to the latter being selected. 

To study the function of XIST outside of its natural context the male fibrosarcoma HT1080 cell 

lines with doxycycline inducible XIST cDNA constructs were used as models. Across the various 

unique inducible XIST HT1080 cell lines there were eight unique autosomal integrations as well 

as an X-linked integration that was initially received from Dr Yan [219]. The location of the 

initial integration of the FRT (Flippase recognition target) sites in the HT1080 cells was random, 

and as a result the environment surrounding the inducible XIST construct for each type of cell 

varied significantly in terms of the surrounding chromatin environment and proximity to other 

genes (see table 1.2). The different types of inducible XIST integration cell lines were referred to 

by the location in the genome that the inducible XIST construct was integrated as identified by 

previous members of the Brown Lab through inverse PCR: 1p, 3q, 4q, 7p, 7q, 8p, 12q, 15q and 

Xq.  

Angela Kelsey, Christine Yang and myself worked together to investigate the functionality of the 

XIST in the various autosomal integrations of the HT1080 cell lines to determine the extent to 

which the functionality of XIST was affected by chromatin context even outside of the X 

chromosome. As it was expected that different integrations would result in XIST-mediated 

inactivation occurring to different degrees, it was hoped that this analysis would provide novel 

insights into potential pathways of XIST activity. This work would additionally identify which 



88 

 

integration site offered the best context for further analysis of XIST function. Once a preferred 

model system was identified, the dynamics of XIST could be examined in greater detail. Three 

broad criteria were analyzed over various time points of induction: XIST transcript levels, XIST 

induced silencing of distal genes and XIST induced chromatin remodeling. These three tests 

offered novel insights into how rapidly XIST can start facilitating inactivation following up-

regulation as well as potentially reveal connections between chromatin remodeling events as well 

as gene silencing. 

 

3.2 Results 

3.2.1 Enrichment of H4K20me1 and H3K27me3 at induced XIST RNA clouds 

XIST functionalities in the various integration sites in the HT1080 cell lines were analyzed for 

their ability to enrich the chromatin encompassed by XIST RNA with Xi associated 

heterochromatin, the first mark examined being H3K27me3. IF-FISH analysis was performed as 

described in section 2.12 of the methods chapter and recorded the proportion of cells with visible 

enrichment of H3K27me3 at the XIST RNA cloud as described in section 2.13.1. All of the 

induced (5ddox) XIST integrations (1p, 4q, 7p, 7q, 8p, 12q, 15q and Xq) were tested, except for 

3q, which had previously been analyzed for enrichment of H3K27me3. The location of the XIST 

construct dramatically affected its H3K27me3 enrichment, with scores ranging from 10% to 84% 

across the eight induced cell lines (n > 50, figure 3.1 A). The Xq integration (F55-6B1-N6) That 

acted as a reference of XIST activity when expressed from an X chromosome rather than an 

autosome had by far the largest proportion of cells with clear enrichment of H3K27me3 (84%, 
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n=50). The 8p integrated XIST construct (2-3-0.5a) had the strongest H3K27me3 enrichment of 

the autosomal integrated XIST constructs (32%, n = 255), followed by the 4q integration (2-12-

0.5#8) with an enrichment at 28% (n = 99, figure 3.1 A). The integration at 1p (2-3-1.0d-1C) 

showed the lowest proportion of cells enriched for H3K27me3 at only 10% (n = 100).  

In addition to analyzing H3K27me3, several of the XIST inducible HT1080 cell lines were also 

examined for their ability to enrich the XIST RNA cloud with the less extensively studied Xi-

associated heterochromatin mark, H4K20me1. As Angela Kelsey had previously tested several 

of the cell lines for their enrichment of H4K20me1, the remaining 6 untested inducible XIST cell 

lines were tested following 5ddox induction for their H4K20me1 enrichment: 1p, 4q, 7p, 7q, 8p 

and Xq.  

Xq (F55-6B1-N6) cell line enriched the highest proportion of its XIST RNA clouds with 

H4K20me1 (66%, n = 50). The 8p integrated XIST construct had the strongest proportion of cells 

with enrichment 26% (n = 195, figure 3.1 B). Both the 4q and 7q XIST constructs showed only 

questionable enrichment for H4K20me1 in 3% to 4% (n = 98 & 100) of their cells, indicating 

that the location of XIST was a major determinant in its recruitment of this mark. The remaining 

inducible cell XIST constructs had intermediate levels of enrichment for H4K20me1 (1p = 13%, 

7p = 19%, n = 100 for both). 

Even when uninduced a low level of XIST RNA was detectable in HT1080 cells and could be 

visualized as a tiny ‘pin-point’ by RNA FISH, despite the constant repression mediated by the 

TetR system (Figure 3.1 D)[112]. The 1p, 4q, 7q and 8p uninduced (no dox) autosomal XIST 

integrations were analyzed by IF-FISH to determine whether the low level of XIST prior to dox 

induction was sufficient to facilitate enrichment of H3K27me3 in any of these cell lines. All the 
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XIST integrations had signs of potential H3K27me3 enrichment in 4-5% of cells at the XIST 

RNA point of fluorescence (n > 50, figure 3.1 C). H3K27me3 has a punctate appearance in the 

nucleus and the XIST RNA of uninduced cells appeared as a single point source, it was possible 

that the consistent 4-5% enrichment was a result of random overlap of signals, rather than a 

reflection of true enrichment of H3K27me3 given its invariance between the uninduced 

integration sites not reflecting the variance observed following induction.  
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Figure 3.1 Enrichment of H3K27me3 and H4K20me1 vary depending on site of XIST 

integration. 

IF-FISH was performed for H3K27me3/H4K20me1 and induced (5ddox) XIST RNA in HT1080 

cells referred to by the location of the inducible XIST integration in the genome. The proportion 

of cells with visible and clear enrichment of the heterochromatin marks are shown in red, those 

without in grey. A) Proportion of cells expressing XIST with H3K27me3 enrichment at the XIST 
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RNA cloud. B) Proportion of cells expressing XIST with H4K20me1 enrichment at the XIST 

RNA cloud. C) Comparison of H3K27me3 enrichment before and after XIST induction for five 

days across four integration sites. XIST RNA before induction was visible as a pin-prick by FISH 

which allowed assessment of enrichments. A-C) For all autosomal 5ddox treated cell lines >100 

cells were analyzed while the Xq integration and no dox treated conditions between 50-55 cells 

were analyzed. D) Example of XIST RNA labelled with green fluorescent probes in the nuclei of 

an HT1080 cell (DAPI labelled) prior to the induction of XIST with doxycycline and following 5 

days of doxycycline treatment. 
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3.2.2 Clonal variability of H3K27me3 and H4K20me1 

The location of the XIST construct in the genome played a large role in its ability to function, but 

it was necessary to determine the extent that differences resulting from random variability 

between clones. Independently generated pairs of clonal cell lines of XIST integration sites were 

tested by IF-FISH for their proportion of enrichment for H3K27me3 and H4K20me1. A subset 

of integration sites with multiple clones were selected based on the results of the previous 

section. Independently generated clones from the 7q, 8p and 12q integrations were compared for 

their ability to recruit H3K27me3 (figure 3.2 A) as they had the highest H3K27me3 enrichment 

proportion. The two 8p clones (2-3-0.5a 1c.1 and 1a.1) showed the strongest enrichment of 

H3K27me3 despite varying in their proportions [32% (n = 255) and 56% (n = 50), figure 3.2 A]. 

The 7q and 12q integrated constructs were consistent in their enrichment for H3K27me3 

between clones and noticeably lower than both 8p clones (14-22% enriched, n ≥ 50, figure 3.2 

A).  

The enrichment proportion of H4K20me1 was more consistent between the clones of the 

integrations tested (7q, 8p, Xq). 8p and Xq were selected as examples of strong enrichment of 

H4K20me1 while 7q was selected for the inability of its XIST to enrich H4K20me1 (n ≥ 50, 

figure 3.2 B). Enrichment proportions of H3K27me3 and H4K20me1 between pairs of clones 

was compared using the Fisher exact test to determine if the activity of XIST differed 

significantly between clones. Only the 8p cell lines enrichment of H3K27me3 differed 

significantly (p =1.9x10-3). Taken together these results support the conclusion that the location 

of the XIST RNA construct in the genome played a dominant role in the variability observed in 

XIST-mediated enrichment of H3K27me3 and H4K20me1. 
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Figure 3.2 Clonal variability minimally affected XIST-mediated recruitment of H3K27me3 

and H4K20me1. 

IF-FISH was performed for H3K27me3/H4K20me1 and induced (5ddox) XIST RNA in HT1080 

cells lines with pairs of independent clonal populations generated with XIST integrated into the 

same locations. The proportion of cells with visible and clear enrichment of the heterochromatin 

marks are shown in red, those without in grey. Clonal data for 8p #1c1, 7q #1, 12q #14 and Xq 

#N1 is repeated from that shown in Figure 3.1. A) Proportion of cells from each cell line 

expressing XIST with visible H3K27me3 enrichment. B) Proportion of cells of each cell line 

expressing XIST with visible H4K20me1 enrichment. Significance was calculated using a Fisher 

exact test to compare the likelihood that the proportion of enriched and not enriched cells were 

conserved between clones of a given integration site (* p < 0.05, NS > 0.05 only the 8p clones 

reached this threshold of significance when comparing enrichment of H3K27me3 (p =1.9x10-3)).  
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3.2.3 The extent of XIST functional capacity when expressed from 8p 

Based on the combined research of the XIST inducible integration lines, it was concluded that the 

8p XIST construct was the model system that allowed for the widest array of features to be 

analyzed. The results of the 2015 publication were summarized in the summary figure 3.3. It was 

observed that XIST expressed from 8p enriched its XIST RNA cloud with H3K27me3, ubH2A, 

H4K20me1, MacroH2A and SMCHD1 while also silencing distal genes and relocating to the 

perinucleolar region of the nucleus. The precise enrichment proportions of these five Xi-

associated heterochromatin marks were measured in 8p cells either prior to XIST induction or 

following 5 days of induction as well as in control female somatic cell lines (figure 3.4). This 

was done to ensure that there were no signs of enrichment prior to induction for any of these 5 Xi 

associated factors, and to compare the activity of the transgenic XIST to endogenously expressed 

XIST. These 5 Xi factors were clearly enriched between 26-36% of 8p induced cells examined. 

The female control cells had a much greater proportion of cells with visible enrichment ranging 

from 76-91%. The uninduced 8p cells could be classified as enriched in less than 5% of their 

populations. The difference in proportions of enrichment between the uninduced and induced 8p 

cells using a Fisher exact test was strongly significant in all instances (p < 1.0x10-4, figure 3.4). 

The >2-fold proportion of cells enriched for every mark between the female and induced 8p 

indicated that while this model would allow for testing of XIST activity, the magnitude of its 

affect was clearly reduced outside of its natural context.  

To determine which other aspects of XCI could be investigated using this model the Xi 

associated heterochromatin mark, H3K9me3 was also tested for enrichment.  While the female 

control showed a strong enrichment proportion of 79%, only 3% of 8p XIST induced cells 
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showed any signs of enrichment. Numerous other Xi associated factors including HP1γ, HP1β, 

PTBP1, ASH2L, HNRNPK and HNRNPU were tested by IF-FISH, however little or no 

enrichment was observed in the female control or 8p cells, which prevented further analysis. 

CIZ1 was unique as it was universally enriched at every single XIST RNA cloud in both the 

induced 8p XIST cell line and the female cell line HTERT-RPE1, but was not enriched at all at 

the uninduced XIST pin-points in the 8p model (figure 3.5 A). CIZ1 shRNA knockdown had 

been performed in the 8p cells by Sarah Baldry, who reported a reduction of CIZ1 to one third of 

normal levels. The knockdown did not noticeably affect CIZ1 enrichment at the XIST RNA 

cloud and no other abnormal features or signs of the XIST RNA failing to localize were observed 

(figure 3.5 A). 

One of the characteristic features of the Xi is its compaction, visible by microscopy as the Barr 

body [2]. It was therefore important to test whether the enrichment of fluorescence observed by 

IF-FISH was a result of the recruitment by XIST and not an indirect result of a greater overall 

chromatin density. IF-FISH was performed for XIST and histone H3 in a female somatic cell line 

(IMR-90) and the induced 8p (figure 3.5 B). In the female control cell line 41% of cells showed a 

visible enrichment of H3 at the XIST RNA cloud, however not a single induced 8p XIST cloud 

was enriched for histone H3. This indicated that the enrichment of heterochromatin marks in the 

induced 8p XIST model system was likely a reflection of a real increase in the levels of these 

marks rather than being an artefact of increased chromatin density. It also indicated that the 

proportion of female cells classified as enriched may be artificially inflated as a result of 

increased chromatin density and that XIST induction from 8p lacked some critical element 

necessary for chromatin compaction. These tests demonstrated that XIST induced from the 8p 
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model could be used to probe the mechanisms employed by XIST to establish the enrichment of 

H3K27me3, ubH2A, H4K20me1, MacroH2A, SMCHD1 and CIZ1 along the chromatin coated 

in its RNA. 
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Figure 3.3 Summary of published results of XIST integrations into HT1080 cells  

This figure was published in 2015 as a summary of the results of all the authors who were 

analyzing the 9 induced XIST integration constructs for their activity. Grey shading indicated the 

G-banding pattern, ranging from dark to light. Increasing levels of XIST induced transcript from 

each integration site were denoted by the increasing intensity of green shading. The relative 

change in XIST perinucleolar localization following induction was represented by the intensity of 

blue shading. The proportion of enrichment for each heterochromatin mark was denoted by 

either solid (>25%), dotted (10-25%) or blank (<10%) pink shading. All constructs showed 

visible enrichment proportion of ubH2A >25% and so it was not listed. The strength and distance 

of XIST-mediated silencing of genes was denoted by the intensity of red shading for silencing. 
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The 8p XIST construct was found to overall be the best autosomal integration across all 

categories.   

 

Figure 3.4 Qualitative assessment of 8p inducible XIST chromatin reorganization 

IF-FISH was performed in uninduced and induced HT1080 cell lines with the inducible XIST 

construct integrated into chromosome 8p to compare the change in the enrichment of various Xi 

associated chromatin features. A female somatic cell line (IMR-90) was also included as a 

positive control. The strength of enrichment of each of these marks was measured by the 

proportion of cell with clear enrichment of a given chromatin feature at the XIST RNA signal 

relative to the nuclear background. A value of 1 indicated universal enrichment of a mark at all 
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XIST RNA clouds, while 0 indicated no cell had showed any signs of enrichment. The statistical 

significance of the difference before and after induction in the 8p cells was calculated using the 

Fisher exact test (*** p < 0.0001). All analysis here was performed by the author (TDMcD). 

 

Figure 3.5 Induced XIST from 8p enriched for CIZ1 without increased chromatin density 

IF was performed to label the protein of interest in red while FISH was performed using green 

labelled probes specific to XIST RNA and the nuclei were stained with DAPI (blue). The 

proportion of cells with enrichment of a given factor at the XIST RNA cloud is listed and scale 
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bars in white correspond to 10µm. A) CIZ1 was labelled by IF in regular induced 8p cells as well 

as 8p cells knocked down for CIZ1 using shRNA. B) Histone H3 was labelled by IF in induced 

8p cells and female control cells, with enrichment at the XIST RNA cloud indicative of increased 

chromatin density.  
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3.2.4 Establishing the dynamics of XIST activity in the 8p XIST integration cell line. 

So far all of the analysis of XIST activity had occurred following five days of induction, which 

had become standard practice in the Brown lab. However, this only provided a single snapshot of 

the activity of XIST. Testing further time points of XIST were anticipated to offer novel insights 

into the dynamics and order of XIST activity and offer a novel insight into the order that events 

occur during XCI.  

 

3.2.4.1 Expression of XIST transgene RNA rapidly reached an upper plateau 

The relative levels of XIST transcripts in the 8p induced HT1080 cell line (2-3-0.5a) was tested 

over the course of twelve days using qPCR to determine the rate at which XIST accumulates 

within the nucleus, as well as if and when the transcript levels plateau. Knowing the relative 

levels of XIST RNA over time would provide context for the dynamics of its other effects. As all 

previous work had been performed at five days of induction, the relative levels of XIST across 

the various other time points were normalized to 5ddox treatment. In addition to the uninduced 

control (0 days) and the reference 5 days, four biological replicates of four additional time points 

of XIST induction were tested: 2 days, 7 days, 10 days and 12 days. RNA was harvested, reverse 

transcribed and analyzed by qPCR as described in methods section 2.2-2.3. Relative transcript 

levels (RQ) of the induced XIST transcript were normalized to the endogenous control gene 

PGK1 in each biological replicate (primers listed in primer table in appendix).  

The relative levels of XIST RNA transcripts in each time point relative to the 5ddox treatment 

were shown in figure 3.6. Prior to induction there was 0.053 (RQ) the level of XIST transcripts 
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present compared to the 5ddox treatment, which represented a clear and statistically significant 

difference (0ddox sd = 0.016, p = 0.009). By two days of induction (2ddox) the average RQ of 

XIST was 0.68 and did not significantly differ from the 5ddox condition (sd = 0.18, p = 0.24). 

Neither the 7ddox or 10ddox treatments differed significantly from XIST (p > 0.05) despite two 

of the four replicates for 10ddox showing unusually high levels of XIST (RQ ~ 4).  By 12 days of 

dox induction all 4 biological replicates had actually reduced by a statistically significant amount 

relative to the 5ddox levels (average RQ = 0.31, sd = 0.018, p = 0.033). These tests revealed that 

by 2 days of induction XIST transcript levels had been upregulated to levels nearly equivalent to 

5ddox levels. Despite fluctuations in the level of XIST between replicates, from 2ddox onwards 

XIST levels do not seem to accumulate further over time to any significant degree (Pearson 

Correlation Coefficient r = 0.120, significance of correlation p = 0.62). The semi-rhythmic nature 

of the average levels of XIST across these induction time points as well as the variability 

observed indicated that additional factors likely affect either transcription efficiency or transcript 

stability, though further work would be needed to identify the cause.  
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Figure 3.6 XIST transcript levels rapidly reach an upper level then plateau 

XIST transcript levels were measured using RT-qPCR and determining the relative transcript 

levels compared to the endogenous control gene PGK1. Four biological replicates for each time 

point of XIST induction in the 8p HT1080 cell line were tested and the relative levels of XIST 

were normalized to the average level of the 5 day time point, as it was the time point which had 

become standard in previous examinations of the model system. The mean and standard 

deviation for each condition are indicated by lines, and individual dots representing the relative 

expression of each replicate. Increasing darkness of shading was used to indicate increasing 

length of XIST induction. The statistical significance of a difference between the 5 day treatment 

and other time points was calculated by two-tailed unpaired t-test (* p < 0.05, ** p< 0.01). 
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3.2.4.2 Dynamics of XIST-mediated distal gene silencing 

To determine the dynamics of XIST-mediated silencing of distal genes in the 8p model the 

relative allelic contribution of the silenced alleles was tested across all of the time points and 

replicates tested in the previous section (3.2.5.1). Pyrosequencing of 8p SNP coding sequences 

of the cDNA from CTSB, DLC1, SLC25A37 and STC1 were carried out as described in section 

2.3, 2.4 and 2.6 (primers listed in primer table of appendix). The biological replicates were 

themselves averaged together for each gene and are shown in figure 3.7. Calculations of 

statistical significance between the 5ddox treatment and other time points was performed using 

20 different t-tests and the p value cut-off of statistical significance was adjusted accordingly (* 

p-threshold = 0.05/20 = 2.5x10-3, table 3.1). The allelic contribution of the XIST inhibited SNPs 

for CTSB, SLC25A37 and STC1 were all ~50% prior to induction (0 days, figure 3.7). DLC1 had 

partially skewed allelic contribution with the XIST repressed allele only contributing 37% of total 

expression in XIST uninduced cells. By 2 days of induction obvious inhibition of all four alleles 

(figure 3.7) was observed indicating that in that time XIST had affected these genes despite the 

intervening megabases of chromatin. CTSB, DLC1 and SLC25A37 did not statistically differ 

between their levels of silencing at 2 days of induction compared to 5 days, indicating that 

minimal further silencing had occurred during the three intervening days. STC1 showed a 

statistically significant decrease in allelic contribution between days 2 and 5 of induction, 

however as this represented a drop from 10.6% to 6.7% allelic contribution most of silencing had 

clearly occurred within 2 days of induction. None of the time points differed significantly in their 

allelic contribution from 5 days onwards. The results suggested that even in the foreign context 

of Chromosome 8, XIST rapidly repressed distal genes within the first two days, and then 
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maintains that level of repression. From a practical stand point, this meant that within 2 days of 

induction XIST has almost entirely utilized its silencing machinery to a maximal level in the 8p 

model.         
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Figure 3.7 XIST induced silencing of distal genes occurs primarily within 2 days 

The contribution of XIST repressed alleles for the 8p linked genes CTSB, DLC1, STC1 and 

SLC25A37, all carrying coding SNPs, relative to the total genes expression as measured by 

pyrosequencing. The location of the genes as well as the G-banding pattern on 8p is shown in the 

diagram beside the graph. Four biological replicates for each period after dox induction were 

tested, and the average allelic contribution as well as standard deviation is listed. The statistical 

significance of the difference in allelic contribution between the 5 day and other treatments was 

calculated using an unpaired t-test with the colour of the asterisks denoting which sample was 

significant (* p < 2.5x10-3). The black asterisk denotes that all 4 alleles statistically differed in 

their contribution to the 5 day induction levels. The green asterisk denotes that only the allelic 

contribution of STC1 differed from the 5 day induction level. The details are listed in table 3.1.  
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Gene  No induction 2 days dox 5 days dox 7 days dox 10 days dox 12 days dox 

 

CTSB 

Allelic % 51.15 21.05 13.525 14.35 10.5375 12.55 

sd 0.18 3.00 3.33 0.81 0.90 0.62 

P-value 1.48 E-05 2.74 E-02 -- 7.02 E-01 2.19 E-01 6.50 E-01 

 

DLC1 

Allelic % 37.35 7.98 6.12 9.38 5.39 7.14 

sd 0.35 2.17 1.36 2.04 4.09 1.23 

P-value 5.02 E-07 2.66 E-01 -- 6.79 E-02 7.83 E-01 3.78 E-01 

 

SLC25A37 

Allelic % 50.30 17.00 11.15 19.00 11.22 19.72 

sd 0.44 1.45 0.98 1.62 3.18 0.61 

P-value 2.05 E-06 1.84 E-02 -- 6.16 E-03 6.82 E-01 7.58 E-03 

 

STC1 

Allelic % 49.58 10.58 6.66 7.49 3.61 5.28 

sd 0.84 0.81 0.73 0.74 0.14 0.46 

P-value 2.24 E-08 8.16E-04 -- 2.17E-01 4.48E-03 3.82E-02 

Table 3.1 Summary of XIST induced silencing dynamics 

List of allelic contribution of the silenced allele of CTSB, DLC1, STC1 and SLC25A37 from four biological replicates without 

induction and then following various periods of XIST induction from 8p. The table lists for each time point and gene the average 

allelic contribution to total gene expression (Allelic %) as well as the standard deviation (sd) and statistical significance of the 

difference from the 5 day time point calculated using an unpaired t-test.
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3.2.4.3 Dynamics of XIST-mediated chromatin reorganization lag behind silencing 

The next objective was to determine how the dynamics of XIST-mediated chromatin remodeling 

related to the rate at which XIST accumulated and initiated gene silencing to obtain a preliminary 

order to the chromatin inactivation pathways. The previously described method of qualitatively 

judging whether a cell was enriched for a given chromatin mark at the XIST RNA cloud suffered 

from operator bias and did not measure the magnitude of enrichment within an individual cell. 

For this reason, the method of quantifying the distribution of IF labelled factors at the XIST RNA 

cloud as described in methods section 2.13.2 was developed, and the identity and condition of 

each group of cells was blinded to minimize potential bias. This method of quantifying IF-FISH 

images required far more time to analyze, and as a result the number of time-points analyzed was 

limited to 3 days (3ddox), 5 days (5ddox) and 10 days (10ddox) of induction. Across these time 

points the early heterochromatin marks H3K27me3 and ubH2A were examined to provide both 

insight into the rate at which chromatin remodeling occurred as they are known to be some of the 

earliest heterochromatin marks established by XIST [127]–[133]. In the later time points (5ddox 

and 10ddox) the late heterochromatin mark SMCHD1 was tested to determine whether its rate of 

accumulation was obviously lower than that of the PRC established marks. The as yet 

unexamined depletion of histone acetylation, believed to be one of the earliest XIST-mediated 

chromatin modifications, was tested across the earlier 3ddox and 5ddox treatments. Both 

MacroH2A and H4K20me1 were tested at the 5ddox time point to obtain a benchmark of the 

enrichment of these marks. The results of this analysis were shown in figure 3.8 and table 3.2.  

The heterochromatin mark ubH2A was still accumulating after 3 days of XIST induction on 8p as 

it increased significantly from day 3 (median z-score = 0.934, sd = 1.09) to day 5 (median z-
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score = 4.18, sd = 3.17, p = 1.1x10-14). By day 10 of induction the relative enrichment of ubH2A 

had decreased (median z-score = 1.81, sd = 1.53, p = 4.5x10-5), though was still significantly 

higher than it had been at 3 days of induction (p = 2.4x10-7).  

Enrichment of H3K27me3 was still accumulating following 3 days of XIST induction (median z-

score = 1.22, sd 1.55) as its average concentration at the XIST RNA cloud had risen significantly 

by day 5 (median z-score = 2.59, sd = 1.70, p = 6.7x10-6). Between testing on day 5 and day 10 

of induction there was effectively no change in the levels of H3K27me3 enrichment (median z-

score = 2.68, sd 1.84, p = 0.84). This suggested that by day 5 H3K27me3 has reached an upper 

plateau of its enrichment by XIST by day 5 of induction.  

In addition to observing the accumulation of these two early heterochromatin marks, a depletion 

of histone acetylation H3K27ac over time was observed at the XIST RNA cloud. At day 3 of 

induction there were signs of clear depletion of H3K27ac (median z-score = -1.00, sd = 0.883). 

The deacetylation of H3K27ac at the XIST RNA cloud continued for the subsequent 2 days, with 

strong depletion by 5 days of XIST induction (median z-score = -3.14, sd 1.35, p = 6.5x10-16).  

When the enrichment of the late recruited factor, SMCHD1 was examined during the two later 

time points between day 5 and day 10 of induction (figure 3.8) no statistically significant change 

was observed. As had been observed with ubH2A, the day 10 treatment was slightly less 

enriched on average than the 5 day dox treatment though both time points displayed strong 

enrichment (5ddox median z-score = 2.70, 10ddox median z-score = 2.27, p = 0.053). This 

suggested that despite SMCHD1 being associated with late stage XCI, in the 8p model it likely 

reached its upper limit of recruitment at approximately the same time as the early 

heterochromatin marks by day 5 of induction. Examination of the heterochromatin marks 
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H4K20me1 and MacroH2A was performed to establish a baseline for their level of enrichment in 

the 8p inducible model system following 5 days of induction (figure 3.8, table 3.2). The median 

z-score for both of these marks were around 2 (H4K20me1 = 2.48, MacroH2A =1.96). These 

results offered new insights into the ability of XIST to reorganize the chromatin environment, 

suggesting that 5 days of XIST expression were necessary and sufficient for XIST to initiate both 

early and late chromatin modifications. 
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Figure 3.8 XIST-mediated chromatin remodeling reaches its upper limit following 5 days of 

induction 

The quantified strength of various Xi associated chromatin features as well as H3K27ac at the 

XIST RNA cloud relative to the nuclear level as measured from IF-FISH analysis and presented 

as z-scores for each cell (white dots). The chromatin marks H3K27ac, H3K27me3, ubH2A 

thought to be affected early during XCI were also tested at 3 days of XIST induction. 

H3K27me3, ubH2A and SMCHD1 were also tested following 10 days of XIST induction. The 

chromatin features shown in figure 3.5 as being enriched in a proportion of cells were all 

analyzed at the 5 day of induction time point. The z-score value for each cell indicates the 

difference between the fluorescent intensity of a factor at the site of XIST RNA relative to the 

nuclear background (excluding the nucleolar regions) as a metric of the variability (standard 
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deviation) in fluorescent intensity observed in general. A z-score of 0 indicates that there was no 

difference in intensity of a factor at the XIST RNA compared to the nuclear background. A z-

score of 1 indicates that the average intensity at the XIST RNA cloud was 1 standard deviation 

above the nuclear average. The colour of each box plot denotes the factor being tested in each 

instance. The central line of the boxplot indicates the median z-score for each condition, the 

notch the confidence interval, the box itself the interquartile range and the whiskers 1.5x the 

interquartile range. The difference in the population distributions of each time period and for 

each mark are listed in table 3.2
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Factor Induction 

period 

Mean  

z-score 

Median  

z-score 

sd number Significance (p-values) to: 

3 days 5 days 

 

UbH2A 

3 days 0.96725 0.933832 1.094115 60 -- -- 

5 days 4.744544 4.177745 3.179062 60 1.09E-14 -- 

10 days 2.095243 1.808634 1.533996 60 2.44E-07 4.49E-05 

 

H3K27me3 

3 days 1.481791 1.220821 1.546365 60 -- -- 

5 days 2.901063 2.592653 1.704249 60 6.66E-06 -- 

10 days 2.933832 2.678722 1.846823 60 5.44E-06 0.84 

H3K27ac 
3 days -0.91657 -1.00448 0.882745 60 -- -- 

5 days -3.06645 -3.13567 1.34714 60 6.46E-16 -- 

SMCHD1 
5 days 3.137372 2.703656 2.166534 60 -- -- 

10 days 2.331552 2.27026 1.569032 60 -- 5.34E-02 

H4K20me1 5 days 2.432495 2.488635 1.593831 61 -- -- 

MacroH2A 5 days 2.249173 1.958056 1.469285 60 -- -- 

Table 3.2 Dynamics of Xi associated chromatin featured recruited by 8p inducible XIST 
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The summary list of the data shown in figure 3.8 showing the relative enrichment of Xi 

associated chromatin features following different periods of XIST induction. The factor labelled 

by IF is listed in the first column, followed by the period of XIST induction that occurred before 

cells were analyzed. The average (mean and median) z-score for each condition is listed as well 

as the standard deviation between cells and the number of cells tested. Comparison of the 

distribution of z-scores between time points was performed using the Mann-Whitney U test and 

the p-values comparing various time points are listed 
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3.3 Discussion 

The analysis of the autosomal XIST cDNA constructs in the HT1080 cell lines revealed the 

genomic location of XIST to have a profound effect on its capacity to function. XIST induction 

from the X chromosome, though outside of its normal locus, consistently produced a stronger 

enrichment of heterochromatin marks than was observed on the autosomes. This supported the 

idea that the X chromosome is generally tailored by selection for efficient chromosome 

inactivation by XIST [66], [194]. The autosomal integrations varied greatly from one another, 

both in terms of the processes initiated and the strength of the effects observed. Expression of 

XIST from the 8p integration site resulted in the strongest overall enrichment of H3K27me3 and 

H4K20me1, and was additionally observed to produce some of the strongest enrichment of 

ubH2A, MacroH2A and SMCHD1 [268]. The 4q XIST construct also strongly enriched its 

domain with H3K27me3, though it showed no signs of H4K20me1 enrichment. When XIST was 

expressed from the 1p integration site it neither recruited H3K27me3 nor H4K20me1. While the 

8p XIST clonal cell lines varied somewhat in their level of H3K27me3 enrichment, overall, the 

clones tested for both H4K20me1 and H3K27me3 enrichment showed a similar hierarchy of 

enrichment between integration sites. This indicated that the integration locations themselves 

were responsible for this variability in XIST activity. A surprising observation was that none of 

the functions tested here demonstrated a clear hierarchy or obvious association with any other 

XIST function across the integration sites. The variability between the integration sites suggested 

that rather than linear pathways being initiated by XIST, the most likely mechanism involved 

various complex pathways with potential unique elements specific to each function.  
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To further examine how XIST functioned the 8p inducible HT1080 model system clearly offered 

the greatest potential for analyzing the most aspects of XIST function. XIST induced from 8p 

initiated the rapid silencing of genes megabases from its integration site within two days and 

would subsequently enrich the site of XIST RNA with the heterochromatin histone marks 

H3K27me3, ubH2A, H4K20me1 and MacroH2A as well as the Xi associated protein SMCHD1. 

The XIST induced from 8p did not enrich its XIST RNA cloud with H3K9me3, so this mark 

would not be testable in subsequent analysis using this model. The Xi associated protein CIZ1, 

predicted to be involved in XIST localization [107], was universally enriched in all cells and 

remained disproportionately enriched at the XIST RNA cloud in the 8p construct even after being 

knocked down, suggesting this protein has a high affinity for XIST RNA. 

Comparing the strength of the chromatin modifications across numerous time points also offered 

a validation of the utility of using z-scores across numerous cells to assess the strength of XIST 

modifying the local chromatin domain. By five days of induction the average z-score across a 

population was found to be nearly 2 standard deviations or greater in magnitude.  The 

quantification of the enrichment of the 5 Xi associated factors as well as H3K27ac depletion 

indicated that by five days of dox induction XIST had strongly influenced the chromatin 

environment in most cells. This method offered a greater degree of precision than had been 

previously possible when performing qualitative assessment of enrichment by eye. This method 

also offered a more effective means of comparing enrichment across populations of cells than 

would have previously been possible. For these reasons, this qualitative method of analyzing IF-

FISH images was adopted for all subsequent analysis of the functional capacity of XIST, despite 

the massive increase in time required. The one exception would be analysis of CIZ1, where the 
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uniquely strong enrichment profiles observed in all cells demonstrated that enrichment scoring 

would still be effective. 

Analyzing the dynamics of XIST activity when expressed from 8p revealed that upregulation of 

XIST and silencing both occur rapidly within roughly 2 days of induction (Figure 3.6 and 3.7). 

The remodeling of the chromatin occurs much more slowly, however, with histone 

hypoacetylation, H3K27me3 and ubH2A still accumulating after 3 days of induction and not 

reaching their upper extent until five days. This seeming primacy of silencing over chromatin 

remodeling was difficult to reconcile with the current literature based on the activity of mouse 

Xist. There is evidence that silencing by XIST is not entirely dependent upon PRC activity [128], 

[142] though there is evidence that the PRC complexes may contribute to gene silencing [114], 

[129]. Other research groups working in mouse models have proposed that histone deacetylation 

is a crucial step for Xist-mediated gene repression [114]. The results presented here suggest that 

histone deacetylation of the XIST RNA territory occurred after XIST had already repressed genes 

distally, deacetylation even between days 3 and 5 of XIST induction different significantly while 

silencing of most alleles at day 2 and day 5 of XIST induction were comparable. It was not 

possible based on these findings, however, to rule out that deacetylation of these four genes may 

have occurred in advance of the broader histone deacetylation measured by IF-FISH. Studies of 

mouse Xist indicated that it first spread to chromatin proximal in three-dimensional space to its 

site of transcription, which could allow for silencing and heterochromatin recruitment to occur 

earlier in some regions than others [269]. Studies in mice have suggested that these regions that 

Xist first associated with were not actively transcribed, and that once Xist bound to these loci it 

then spread along the chromatin to inactivate gene expression [95], [96]. The most appealing 
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interpretation of the results presented here was that XIST-mediated silencing precedes these 

chromatin modifications. With this 8p inducible model for analyzing XIST identified and 

characterized, the next goal was to begin to dissect XIST activity and identify the regions 

responsible for the numerous complex pathways it initiated.  
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Chapter 4: Development and validation of XIST deletion constructs 

 

4.1 Introduction 

The next step to understanding how XIST functions was to create a system that allowed 

individual functions and regions of the gene to be examined. The generally accepted model of 

XIST is as a large molecular RNA scaffold that binds and coordinates interactions among a wide 

range of factors and complexes to facilitate the rapid and stable inactivation of a chromosome 

[270], [271]. XIST activity as a scaffold for numerous factors has been suggested to explain the 

consistency of its large size across species, despite the sequence itself being poorly conserved 

across species [80], [81]. Various pull down experiments identified potentially over 200 mouse 

Xist RNA binding factors, with the vast majority of identified factors being of uncertain function 

or significance [59], [103], [157].  

The size of the XIST transcript and its prolific protein binding present a significant barrier to 

understanding the mechanisms by which it functions. The best way to examine how XIST 

functions was therefore to develop a system of XIST deletion constructs to circumvent the large 

size of XIST. Deletion constructs were used in mice to study the function of Xist, with one of the 

first studies measuring cell survival with different regions of Xist deleted to determine silencing 

efficiency [82]. Since then studies of Xist deletions have focused on deleting specific regions of 

interest and examining typically a single pathway per study which has provided the majority of 

the understanding of how Xist functions as described throughout the introduction. A series of 

human deletion constructs that spanned the entire length of XIST would allow for both the 

function of specific regions to be determined as well as potential links between process related to 
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XCI to be inferred. This raised the question of how best to subdivide XIST into numerous 

examinable regions. The seven repeat regions of XIST, Repeat A-F, were hypothesized to be the 

most likely to be functionally significant, so emphasis was placed on designing the deletion 

constructs to best examine the individual repeats [81], [82]. Repeat A was previously 

demonstrated to be important for XIST-mediated gene silencing both in human and mice [82], 

[111], [112]. While the mouse repeats B-F have also been tested to some degree, few human 

studies have examined the role of these regions in the establishment of XCI, though a recent 

study did attempt to identify the regions of XIST needed for maintaining gene silencing on the Xi 

[112], [210]. In addition to identifying essential regions of human XIST, identifying which 

regions were dispensable for XIST activity was of great interest to this research. The utility of 

XIST for therapeutic purposes as a regulator of aberrant karyotype-based diseases is undermined 

by its size, which represents a significant obstacle to efficient delivery and integration [211].  

To identify the function of the regions of XIST, partial XIST constructs were compared directly 

with a full length XIST construct to determine what effect the absence of a region had on the 

ability of XIST to function in a common context. In chapter 3 the 8p Full XIST construct 

integrated in 8p of the HT1080 cell line (2-3-0.5a) was found to be the most effective autosomal 

model for examining XIST activity, and so the 8p integration site was selected for all subsequent 

analyses. In addition to the Full XIST construct, several inducible partial XIST cDNA construct 

containing cell lines had also been generated by members of the Brown lab and were referred to 

as the integration Delta (Δ) constructs [112]. An outline of these integrated partial XIST 

constructs and their sequences relative to XIST are shown in figure 4.1. The construct with the 

smallest absent region is Δ XB, that lacks a 796bp region of XIST encompassing Repeat A of 
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XIST. The construct with the next smallest absent region was initially labelled Δ 3’ in its original 

publication but was subsequently renamed Exon 1 and lacks the 3.6 kb of exons 2-8 in the short 

isoform of XIST [65], [112]. The construct Δ PflMI lacks 3.8kb from the middle of the first exon 

of XIST, resulting in the absence of Repeat B and Repeat C as well as the non-repetitive region 

of XIST extending to the 5’ edge of Repeat D [112]. The partial construct with two sequences 

missing was an Exon 1 construct that lacked the PflMI internal region and was officially labelled 

Δ PflMI Δ NC, but became consistently referred to as ΔΔ (figure 4.1). These Δ constructs 

provided an initial framework for assessing the function of different regions of XIST.  

The regions absent in these initial Δ constructs are not overlapping and do not fully span XIST, 

and so to examine XIST entirely a greater array of deletion constructs was needed. At the start of 

this project the potential of the CRISPR system for enacting specific genome modifications was 

first being realized and offered an exciting approach to generate the deletion cell lines that were 

needed to investigate the different regions of XIST [225], [226], [233]. Using CRISPR to 

generate the deletion cell lines directly from the Full XIST cell line ensured a more recent 

ancestry and minimized epigenetic or genetic drift. The new CRISPR deletion constructs were 

designed to examine the function of repeat and non-repeat domains independently where 

possible and to further subdivide the regions absent in the previously generated deletion 

constructs.  

To ensure that every single nucleotide in XIST was deleted in at least one construct and allow for 

greater resolution, adjacent deletions were designed with short shared sequences deleted. If two 

adjacent deletions both disrupted a specific pathway it would suggest that the overlap was 

potentially of greater significance. Discrepancies between overlapping deletions would similarly 
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indicate the likely dispensable nature of the overlapping sequence and further narrow the region 

of interest.  

The deletion “Δ” constructs created through this chapter had their utility as effective model 

systems validated by confirming that they could still be induced to produce XIST RNA 

transcripts. The deletion of regions of XIST had been shown to decrease transcript levels 

endogenously in humans and mice in certain instances so it was essential to determine what 

effect the different type of deletions had on the transcript levels of XIST [92], [272]. In addition, 

it was crucial to confirm whether XIST RNA induced in the various deletion constructs still 

localized to form an RNA cloud that could be observed through FISH and fluorescent 

microscopy and whether the shape or distribution of XIST RNA was noticeably perturbed 

compared to the Full XIST control. This indicated both whether a region of XIST was essential 

for its ability to localize into its typical RNA cloud and to determine whether a given deletion 

would be testable for chromatin remodeling activity in subsequent analysis. Induction of XIST 

for 5 days with doxycycline (5ddox) was shown to be ideal for examining the broadest array of 

XIST functions, and so these experiments on the deletion constructs were all performed using 

that time point.  
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Figure 4.1 The structure of the inducible XIST constructs integrated into the 8p FRT site in 

the HT1080 cell line 2-3-0.5a.  

An outline of the extent of the partial XIST constructs generated by integrating XIST cDNA 

sequences into the 8p FRT site. The cDNA of XIST is shown with repeat regions labelled A 

through F in blue and non-repeat regions labelled in grey. Dotted lines denote regions absent 

from each construct. The Δ XB construct lacks Repeat A of XIST but contains the complete 

sequence 3’ of the repeat. Δ PflMI lacks a large 3.8kb region encompassing Repeats B and C as 

well as a ~3kb non-repeat sequence extending to just upstream of Repeat D. Exon 1 only consists 

of cDNA sequence from the first exon of XIST. ΔΔ consists of a PflMI deletion within the Exon 

1 construct, resulting in a double deletion roughly halving the size of XIST. The expression of 

each construct is controlled by a doxycyline inducible CMV promoter. 
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4.2 Results 

4.2.1 The generation of XIST deletion constructs using CRISPR Cas9 

The gRNAs targeting sequences within the inducible XIST cDNA were created as described in 

the methods section 2.7. The gRNAs selected to generate the new array of XIST deletion 

constructs were listed in table 4.1. The gRNAs 0.2 and 14.2 were directly adjacent to the 5’ and 

3’ ends of the cDNA sequence and the only ones selected to cut their respective regions of XIST 

because of a limited number of potential target sequences in those regions. To confirm that the 

resulting targeted gRNA DH5α clones carried the correct sequence, the gRNA plasmids were 

purified, digested with Ndel and run on an agarose gel as a preliminary check before being sent 

for sequencing by Integrated DNA Technologies (IDT). The final gRNA carrying DH5α clones 

that were kept had perfectly integrated targeting sequence with no observable mutations.  

When creating each type of deletion construct the XIST targeting gRNA plasmids and Cas9 

expressing plasmid were purified as described in section 2.9 and transfected into the 8p HT1080 

cell line (2-3-0.5a 1c.1) as described in section 2.10. The primers ultimately used to identify the 

successfully created deletion constructs after Puromycin selection are listed in the appendix table 

A.1. PCR amplification with Taq DNA Polymerase supplemented with 20% Betaine was the 

most effective at consistently being able to identify both cut and uncut PCR sequences while 

avoiding non-specific PCR products. Those clones with only a single correct size of PCR 

products were purified and sent for sequencing as described in section 2.4.1. In most instances 

where it was possible to PCR amplify the endogenous XIST along with the transgenic XIST, 

homogenous deletions in both resulted. 
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Figure 4.2 summarized the composition of deletion constructs resulting from CRISPR treatment. 

Table 4.2 lists deletion cell lines generated through the use of CRISPR, along with the gRNAs 

used to generate these cell lines and the size of the region deleted as determined from sequencing 

the PCR product spanning the cut sites. In addition, the sequencing results for each deletion cell 

line can be found in the appendix B. The following sub sections provide a written account of the 

creation of each type of deletion construct.  

  



127 

 

 

Figure 4.2 Map of the CRISPR generated XIST deletion constructs   

An outline of the extent of the partial XIST constructs generated by CRISPR-mediated excision 

of specific regions of XIST in the inducible 8p H1080 cell line. The cDNA of XIST is shown with 

repeat regions labelled A through F in blue and non-repeat regions labelled in grey. Dotted lines 

denote regions absent from each construct. The extent of each individual deletion construct 

shown here is an average of the extent of the regions deleted in each of the individually 

generated cell lines.  
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gRNA 

name 

Nucleotides 

into cDNA 

and strand 

S-

Score 

E-

Score 

Target Sequence with PAM length 

XIST 

gRNA 0.2 

122 +ve 100 64.9075 GGACGTGTCAAGAAGACACT 

AGG 

20 

XIST 

gRNA 0.9 

887 +ve 100 48.5215 GTTTGTGCTAAGTTAAACTA 

GGG 

20 

XIST 

gRNA 1.0 

900 +ve 100 65.2456 

 

GTTAAACTAGGGAGGCAAGA 

TGG 

20 

XIST 

gRNA 1.7 

1655 +ve 92.1739 42.595 GCAGCTGTCTTTAGCCAGTC 

AGG 

20 

XIST 

gRNA 1.9 

1888 -ve 100 47.4114 GGGGAGGTATACTTAGCCTT 

AGG 

20 

XIST 

gRNA 2.1 

2087 +ve 94.3478 56.2607 GATGATCGTTGGCCAACAGG 

TGG 

20 

XIST 

gRNA 2.6 

2537 +ve 92.1739 54.9581 GAGTGTTTGAAGGTTTACAC 

AGG 

20 

XIST 

gRNA 3.1 

3036 +ve 100 55.1371 GGACAAAGAATTTCCTTACT 

CGG 

20 

XIST 

gRNA 3.3 

3311 -ve 94.5454 42.8973 GAGTGCTGTCTAATCCAAT 

GGG 

20 

XIST 

gRNA 5.5 

5459 +ve 100 67.3981 GCAGTAATGCAAATGGAGCA 

AGG 

20 

XIST 

gRNA 6.0 

5947 -ve 100 54 GGCCAAGAAATGGGGCCTT 

AGG 

19 

XIST 

gRNA 8.5 

8523 -ve 84.3478 58.575 

 

GCCAAGAAAAGGGGACTTAG 

GGG 

20 

XIST 

gRNA 8.6 

8586 -ve 100 54.3169 GAGGTGGGGCATCCTTGTCT 

AGG 

20 

XIST 

gRNA 11.9 

11865 +ve 100 53.7637 GCCTGGCACTCTAGCACTTG 

AGG 

20 

XIST 

gRNA 12.2 

12107 -ve 100 56.0168 GTGAAAGAAGAGCCACATCT 

AGG 

20 

XIST 

gRNA 13.7 

13626 +ve 100 53.4027 GTTGGGGAAAAAAAAGTGCC 

AGG 

20 

XIST 

gRNA 13.8 

13804 +ve 100 66.3505 GACCACTGCTGGGCAGCAGG 

AGG 

20 

XIST 

gRNA 14.2 

14257 +ve 84.3478 

 

65.3497 GTCACAATTGAAACAAACTG 

GGG 

20 

Table 4.1 List of gRNAs 
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The gRNAs target sequences used to generate the various deletion constructs are listed along 

with the position within XIST that they target. The specificity and efficiency scores predicted are 

included for each along with the actual target sequence of the gRNA.   
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Deletion cell line 5’ gRNA 3’ gRNA Nucleotides deleted 

Δ A #3 XIST gRNA 0.2 XIST gRNA 0.9 779 

Δ A #12 XIST gRNA 0.2 XIST gRNA 0.9 777 

Δ FBh #21 XIST gRNA 0.9 XIST gRNA 1.9 1127 

Δ FBh #22 XIST gRNA 1.0 XIST gRNA 1.9 811 

Δ Bh #5 XIST gRNA 1.7 XIST gRNA 2.6 833 

Δ Bh #7 XIST gRNA 1.7 XIST gRNA 2.6 833 

Δ Bh #11 XIST gRNA 1.7 XIST gRNA 2.6 857 

Δ BC #2 XIST gRNA 2.1 XIST gRNA 3.3 1195 

Δ BC #8 XIST gRNA 2.1 XIST gRNA 3.3 1189 

Δ BC #17 XIST gRNA 2.1 XIST gRNA 3.3 1195 

Δ 3’PflMI #3 XIST gRNA 3.1 XIST gRNA 6.0 2859 

Δ 3’PflMI #6 XIST gRNA 3.1 XIST gRNA 6.0 2859 

Δ D #3 XIST gRNA 5.5 XIST gRNA 8.5 3084 

Δ D #10 XIST gRNA 5.5 XIST gRNA 8.5 3092 

Δ 3D5E #13 XIST gRNA 8.5 XIST gRNA 12.2 3584 

Δ 3D5E #14 XIST gRNA 8.5 XIST gRNA 12.2 3583 

Δ 3D5E #15 XIST gRNA 8.5 XIST gRNA 12.2 3588 

Δ E #6 XIST gRNA 11.9 XIST gRNA 13.7 1844 

Δ E #10 XIST gRNA 11.9 XIST gRNA 13.7 1778 

Δ 3’ #1 XIST gRNA 13.7 XIST gRNA 14.2 630 

Δ 3’ #7 XIST gRNA 13.7 XIST gRNA 14.2 630 

Table 4.2 List of Δ cell lines 

The summary of each deletion in the various Δ cell lines are shown here. The name of each 

deletion cell line is based on its deletion construct followed by a numerical identifier. The 

gRNAs used to generate each deletion cell line are shown in the central columns, and the 

ultimate size of the region deleted in each construct as determined by sequencing is listed in the 

final column.  
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4.2.1.1 Δ A 

The Δ A deletions were designed to lack the complete Repeat A sequence, representing a more 

precise method of analyzing Repeat A than was possible with the Δ XB construct. This was done 

to ensure that any effects on XIST function identified using Δ A construct could be confidently 

ascribed to Repeat A itself. The 5’ gRNA, gRNA 0.2, was selected to ensure that most of the 5’ 

non-repeat region of the Full XIST cDNA sequence would remain in the Δ A construct (table 

4.1). Two homozygous Δ A colonies with deletions of both the endogenous and transgenic 

Repeat A were identified (#3 and #12) in addition to a heterozygous deletion colony with a 

deletion on endogenous XIST. This was one of the only instances were heterozygosity in the 

CRISPR-mediated removal of regions of XIST was observed. The Δ A cell lines were from two 

separate transfection reactions, produced from conditions of 0.75µl and 1.5µl of Lipofectamine 

3000 respectively. The deletions within these two colonies differed by 2 nucleotides close to the 

expected cut site and both of which removed the complete A repeat (table 4.2 and Appendix B).  

 

4.2.1.2 Δ FBh 

The initial plan for a Δ F construct was to remove the region spanning 3’ of Repeat A to just 5’ 

of the human specific Repeat Bh. Amplifying by PCR across this region was incredibly difficult 

even with the additive betaine and eight different sets of primer pairs were tested in various 

combinations until a suitable set of reaction conditions was found. Ultimately two deletion cell 

lines were produced using 1.5µl Lipofectamine 3000 reaction conditions, #21 using the 5’ 

gRNA, gRNA 0.9, and #22 using gRNA 1.0. Both deletion cell lines were created using the 3’ 
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gRNA, gRNA 1.9, which was expected to cut the 5’ edge of Repeat Bh. When both of the 

deletion cell lines were sequenced, however, both had independently lost the complete Repeat 

Bh sequence exactly. This indicated that there is something unique to Repeat Bh, which 

predisposed it to either degradation or excision from the XIST sequence. The deletion constructs 

were named Δ FBh to reflect the two repeats deleted in these constructs. Δ FBh #21 had a 1127 

bp deletion while Δ FBh #22 had an 811bp deletion. Despite numerous attempts no successful 

deletion constructs could be produced by combinations of either 5’ gRNA (0.9 or 1.0) with 

gRNA 1.7. 

 

4.2.1.3 Δ Bh 

Δ Bh deletions were designed to remove the human specific Repeat Bh and directly border the 

region deleted in the Δ PflMI construct, and proved to be one of the easiest to produce and 

validate, requiring minimal troubleshooting. Three Δ Bh cell lines were created using the 5’ 

gRNA, gRNA 1.7, and the 3’ gRNA, gRNA 2.6. Δ Bh #5 and #11 were both obtained from 

unique cells in the same transfection reaction using 1.5µl of Lipofectamine 3000, as #5 had a 

833bp deletion and #11 had a 857bp deletion. Δ Bh #7 was from a separate transfection using 

0.75µl of Lipofectamine 3000 reagent, but had an identical deletion as Bh #5, indicating that the 

cleavage and repair process occurred with high fidelity. These Δ cell lines were the easiest to 

generate, despite both gRNAs having below average efficiency scores (<56.0) and involving 

larger deletions than either Δ A or Δ 3’. 
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4.2.1.4 Δ BC 

A preliminary investigation of Repeat B and C revealed that these two tiny and proximal repeat 

sequences would be impossible to investigate separately, as there was no suitable sequence that 

could be targeted to the intervening 157bp. The Δ BC deletion was designed to extend from the 

very start of the region excised in the Δ PflMI construct to directly 3’ of the C repeat, with a 

partial overlap in deletions with the Δ Bh constructs. Successful creation and identification of 

four Δ BC cell lines (#2, #4, #8 and #17) occurred rapidly and with little troubleshooting using 

gRNA 2.1 and gRNA 3.3. Δ BC #4 contained a heterozygous deletion, and was discarded from 

subsequent analysis. Δ BC #2 and #8 were produced from separate cells in the same transfection 

using 1.5µl of Lipofectamine 3000. Δ BC #17 was produced from a separate reaction using 1.5µl 

of Lipofectamine 3000. Δ BC#2 had 1195bp removed from its sequence and also had a novel 

141bp integrated into the sequence that failed to show any particular alignment when analyzed 

using BLASTn. Δ BC #8 had 1189bp removed and without any novel sequences introduced. 

Finally, Δ BC #17 had 1195bp removed from its sequence and gained a 145bp sequence that 

seemed to partially align with part of the PsPgRNA vector sequence. The homozygous nature of 

all of these deletions as well as the short insert sequences suggested that the repair of transgenic 

and endogenous XIST sequences was likely occurring through homology directed repair.  

 

4.2.1.5 Δ 3’PflMI 

The Δ 3’PflMI constructs were designed to lack the remainder of the ~3.8kb PflMI region 3’ of 

the Δ BC deletion. The Δ 3’PflMI constructs therefore lack the non-repeat region spanning 
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Repeat C to Repeat D. Two Δ 3’PflMI cell lines, #3 and #6, were created using the 5’ gRNA, 

gRNA 3.1, and the 3’ gRNA, gRNA 6.0. Δ 3’PflMI #3 was created from a transfection using 

0.75µl of Lipofectamine 3000 reagent and Δ 3’PflMI #6 was created from a separate transfection 

using 1.5µl of Lipofectamine 3000 reagent. Both Δ cell lines lacked the exact same 2859bp of 

XIST, suggesting that despite the size of the deletion the repair process must have been extremely 

rapid and efficient.  

 

4.2.1.6 Δ D 

The Δ D construct was planned to completely remove Repeat D and extend from the very edge 

of the region deleted in the Δ PflMI construct. Creating and identifying Δ D cell lines proved 

relatively challenging, and the two Δ D cell lines, #3 and #10 were generated successively 

through different transfection reactions both using 1.5µl of Lipofectamine 3000 reagent. The 5’ 

and 3’ gRNAs used to create these Δ D cell lines were gRNA 5.5 and gRNA 8.5 respectively. Δ 

D #3 lacked 3084bp from the XIST sequence while Δ D #10 lacked 3092bp. Both of these 

deletions successfully remove Repeat D and overlapped with the 3’PflMI deletions by ~500bp.  

 

4.2.1.7 Δ 3D5E 

The Δ 3D5E construct was designed to remove the non-repeat region that extends 3’ of Repeat D 

to just upstream of Repeat E, resulting in a planned ~1kb overlap with the region absent in the 

Exon 1 construct. Deleting the region required removing roughly 3.5kb of the XIST, making it 
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the largest of the XIST CRISPR deletions examined here. Despite the size of the region to be 

deleted, numerous Δ 3D5E cell lines were identified after just a couple sets of transfections and 

selections. Three clones from three different reaction conditions were kept, Δ 3D5E #13, #14 and 

#15. All three of these cell lines were generated using the same 5’ and 3’ gRNAs, gRNA 8.5 and 

gRNA 12.2 respectively. Δ 3D5E #13 was produced from a transfection using 0.75µl of 

Lipofectamine 3000 reagent while both 3D5E #14 and 3D5E #15 came from treatments with 

1.5µl of Lipofectamine 3000. Δ 3D5E #13 had 3584bp of its XIST sequence deleted while 3D5E 

#14 had a nearly identical 3583bp deleted. Δ 3D5E #15 had 3588bp deleted, representing a 5bp 

degradation on its 3’ end compared to #13. 

 

4.2.1.8 Δ E 

The Δ E constructs were designed to remove Repeat E of the XIST cDNA, a roughly 1.5kb 

sequence entirely encompassed within the 3.6kb deletion of Exon 1 and overlapping the Δ 3D5E 

deletion at exons 2-5 (figure 4.2). A combination of gRNA 11.9 and gRNA 13.7 and 1.5µl of 

Lipofectamine 3000 successfully resulted in two Δ E cell lines. Combinations using gRNAs 12.2 

and 13.8 proved entirely unsuccessful at excising Repeat E. Δ E #6 in total lost 1844bp of its 

XIST cDNA sequence and Δ E # 10 lost 1778bp of its XIST sequence, successfully removing 

Repeat E. Further, both of the Δ E cell lines exhibited significant degradation of the cDNA 

beyond the expected CRISPR cut site, 83bp and 21bp respectively. The unusual degradation 

observed in these two cell lines may be exacerbated by the fact that homology directed repair 

was not possible near 5’ as the inducible construct did not have the intron sequence of the 

endogenous copy of XIST.  
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4.2.1.9 Δ 3’ 

The Δ 3’ construct was the smallest planned deletion and was designed to remove the non-repeat 

region of XIST from Repeat E to the end of XIST and encompassed in the larger deletion of the 

Exon 1 construct (figure 4.2). Two identical deletion cell lines for Δ 3’ were successfully 

generated using gRNA 13.7 and gRNA 14.2. The 3’ gRNA (14.2) targeted a region proximal 

(44bp away) to the 3’ end of XIST without disrupting the Poly-A signal.  The two Δ 3’ #1 and Δ 

3’ #7 were generated in separate reaction conditions using 0.75µl and 1.5µl of Lipofectamine 

3000 reagent. Both of these Δ 3’ cell lines had an identical 630bp deletion extending exactly 

from the expected cut sites, potentially due to the small size of the deletion allowing for a more 

rapid and efficient repair process.   

 

4.2.2 Testing the inducibility of the XIST Deletion constructs 

To test the expression of XIST in the various populations of HT1080 cell lines, they were all 

were grown and induced for five days as described in section 2.1.  The whole cell RNA was 

harvested and converted into cDNA according to section 2.2. The vector sequence upstream of 

all the XIST inducible constructs (described in section 1.8) was used as the template for the XIST 

qPCR primers (PCDNA5 Fwd/Rev) and the endogenous control gene PGK1 was used as a 

reference for the initial qPCR analysis as described in section 2.3 (see primer table in appendix A 

for primer sequences). 
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The relative transcript levels of XIST from each of the cell lines is shown in figure 4.3 and 

grouped by construct type in figure 4.4 and summarized by cell and construct type in table 4.3. 

XIST transcript levels varied broadly between replicates, even among the Full XIST cells (Full 

XIST sd = 0.36). To determine whether the act of deleting sections of XIST was inherently 

destabilizing, the average transcript levels of the pooled population of deletion constructs was 

compared to Full XIST and the two groups were nearly identical (normalized Δ RQ = 1.04, sd = 

0.45, figure 4.4). Despite the variability in XIST levels between replicates, the Δ A, E and 3’ 

CRISPR cell lines each had unique profiles. While Δ A #12 showed slightly, but not 

significantly, lower expression than the Full XIST construct (RQ = 0.507, sd = 0.30, p = 0.02) the 

Δ A #3 cell line showed incredibly low levels of XIST RNA (RQ = 5.99x10-4, sd =4.5x10-4) 

indicating that effectively no XIST was present within a given cell (figure 4.3 and table 4.3). 

Both of the Δ 3’ cell lines had statistically lower levels of XIST transcripts compared to Full 

length XIST (average RQ =0.40, p = 2.0x10-5 by t-test). Finally, both Δ E cell lines contained a 

greater average number of XIST transcripts (average RQ = 1.76 and 1.83) than was observed in 

either the Full XIST cell line or any of the other deletion cell lines, however, the high variance in 

the transcript levels between replicates meant that this observation was not statistically 

significant (p = 0.081 and 0.035). The Exon 1 cell lines, lacking the 3.6kb region encompassing 

Δ 3’ and Δ E, had very similar transcript levels to Full XIST (RQ= 1.07 and 1.57, figure 4.4) that 

did not approach statistical significance (p =0.85 and 0.24). Previous work had implicated Repeat 

D [92] and Repeat F [272] as being critical for XIST expression, though the latter study was done 

using XIST in mouse ESCs. However, in the HT1080 context both cell lines had nearly identical 

levels of XIST RNA relative to the Full XIST construct following induction (Combined Δ FBh 

RQ = 0.98, combined Δ D RQ = 1.08, figure 4.3 and 4.4).  
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The purpose of this first screen by qPCR was to identify potential effects on transcript levels 

resulting from the various deletion events, and those that were of interest either for their unique 

transcript levels or due to implications in the literature were selected for a secondary set of 

testing in a more controlled manner. To further investigate the XIST levels of the cell lines of 

interest, several biological replicates of each cell line were all treated by 5ddox simultaneously. 

These cell lines that were all treated with the same solution of Dox supplemented media were 

Full XIST, Δ A #3, Δ A #12, Δ FBh #21, Δ FBh #22, Δ E #6, Δ E#10, Δ 3’ #1 and Δ 3’ #7. The 

cells were harvested at the same time and were processed and tested all at once. Two endogenous 

control genes, PGK1 and UBC were used to better ensure an accurate measurement of the 

relative levels of XIST transcripts. The RQ of XIST for each of the biological replicates tested for 

each cell line using each endogenous control were shown in figure 4.5. A comparison of the 

relative XIST levels normalized to each control gene respectively was performed to test whether 

variability in RQ values was most likely due to the XIST gene itself or variability in the control 

genes (figure 4.5 A).  In most of the cell lines the relative expression of XIST was consistent 

between the endogenous controls, though Δ FBh #22 had a relatively large variation (average RQ 

PGK1 = 0.59, average RQ UBC = 1.48) but did not differ statistically significantly (figure 4.5 

A). The relative expression of the various cell lines was then calculated by combining the two 

reference genes into a normalized control, as described in the methods section 2.3 (figure 4.5 B). 

The Δ 3’ cell lines had statistically lower levels of XIST transcript relative to Full XIST, whether 

the Δ 3’ cell lines were tested individually or together (Δ 3’ #1 RQ = 0.31, p = 0.013; Δ 3’ #7 RQ 

= 0.36, p = 0.013, Δ 3’ construct RQ = 0.34, p = 6x10-4, figure 4.5 B & C). The Δ E cell lines 

had a higher average expression than Full XIST or any other cell line tested here (Δ E #6 RQ = 

1.69 sd = 1.00, Δ E #10 RQ = 1.26 sd = 0.45) however this was not statistically significant from 
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Full XIST (figure 4.5 B & C). Neither Δ FBh constructs reached statistical significance though Δ 

FBh #21 did have on average half the XIST transcripts of either Full XIST or Δ FBh #22 (Δ FBh 

#21 RQ=0.46, p = 0.06; Δ FBh #22 RQ=0.96, p=0.91, figure 4.5 B). As Δ FBh #21 lacks an 

additional 300nt compared to #22, that region could be of interest in subsequent analysis of 

expression and transcript stability (table 4.2). 

Δ A #12 was not significantly different from Full XIST in its XIST transcript levels (RQ = 0.78, 

sd = 0.43, p=0.46) however Δ A#3 showed virtually no XIST expression whatsoever (RQ = 

3.4x10-5). It remained to be determined whether this low level of expression resulted from the 

XIST PCDNA5 primers not being able to amplify properly, or whether XIST was not being 

induced. qPCR was performed on Full XIST and Δ A#3 biological replicates using three different 

XIST specific primers: qPFlMI which binds near Repeat B, qXIST5 which binds shortly after 

Repeat D and qXIST9 which binds upstream of Repeat E (listed appendix primer table A.2). 

Relative XIST levels were normalized to the combined endogenous control genes UBC and 

PGK1 and the results were shown in figure 4.6 and all three demonstrated that Δ A#3 was not 

being induced normalized to Full XIST (average RQ of 0.037) and was comparable to the 

uninduced levels of Full XIST discussed in chapter 3 (RQ = 0.053, sd 0.016). As Δ A#3 could not 

be induced effectively, no subsequent analysis was performed with it.  
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Figure 4.3 Induced XIST transcript levels in Δ cell lines relative to Full XIST  

The relative expression of XIST RNA in the various deletion cell lines following 5ddox 

induction. XIST transcript levels were measured by qPCR and RNA levels were calculated 

relative to the endogenous control gene PGK1. Orange dots represent individual biological 

replicates of each cell line that were normalized to Full XIST treatments that were tested in 

parallel. The black lines denote the average (mean) relative XIST transcript levels and the 

standard deviation for each cell line. Statistical deviation from the Full XIST transcript levels was 

calculated using a two-tailed t-test with an adjusted threshold of significance accounting for the 

26 different tests being performed (* p-value = 0.05/26 = 1.9x10-3). The data presented here is 

shown on a linear scale and was normalized to a Full XIST biological replicate treated in parallel 

with each replicate shown here. 
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Figure 4.4 Transcript levels of Δ constructs relative to Full XIST 

The relative expression (RQ) of XIST RNA in the various deletion constructs following 5ddox 

induction. XIST transcript levels were measured by qPCR and RNA levels were calculated 

relative to the endogenous control gene PGK1. The orange bars represent the average levels of 

XIST transcript relative to Full XIST, based on each cell lines average transcript levels. The black 

error bars indicate the standard deviation combined from the cell lines of each type of construct. 

Statistical deviation from the Full XIST transcript levels was calculated using a two-tailed t-test 

with an adjusted threshold of significance accounting for the 13 different tests being performed 

(* p-value = 0.05/13 = 3.8x10-3).  



142 

 

Construct Clone Mean RQ SD p-value Mean SD p-value 

Δ XB  1.933 1.140 4.1E-02 1.933 1.140 4.06E-02 

Δ A 

3 5.99E-04 4.50E-04 8.7E-07 
0.254 0.295 2.95E-06 

12 0.508 0.300 1.9E-02 

Δ FBh 

21 0.678 0.425 9.6E-02 
1.044 0.686 5.71E-01 

22 1.410 0.764 4.2E-01 

Δ Bh 

5 0.971 0.319 5.3E-01 

0.813 0.315 1.01E-01 7 0.527 0.232 4.8E-02 

11 0.942 0.184 4.3E-01 

Δ PflMI 3 0.630 0.171 9.0E-02 0.630 0.171 8.96E-02 

Δ BC 

2 0.653 0.235 3.1E-02 

0.773 0.272 1.71E-02 8 0.905 0.328 3.7E-01 

17 0.762 0.166 1.2E-01 

Δ 3'PflMI 

3 1.147 0.460 9.1E-01 
1.150 0.489 8.88E-01 

6 1.154 0.526 9.1E-01 

Δ D 

2 1.258 0.919 6.8E-01 
1.061 0.759 9.02E-01 

10 0.864 0.360 3.0E-01 

Δ 3D5E 

13 1.249 0.919 7.0E-01 

1.075 0.857 8.31E-01 14 1.367 1.059 5.6E-01 

15 0.610 0.128 3.3E-02 

Exon 1 

3 1.072 0.043 8.5E-01 
1.321 0.655 4.66E-01 

7 1.571 0.855 2.4E-01 

Δ E 

6 1.762 1.085 8.1E-02 
1.797 1.017 4.02E-02 

10 1.833 0.930 3.5E-02 

Δ 3' 

1 0.365 0.115 1.1E-03 
0.395 0.169 2.04E-05 

7 0.425 0.199 1.0E-03 

ΔΔ 12 0.986 0.739 6.4E-01 0.986 0.739 4.06E-02 

Table 4.3 Relative expression of XIST cell lines and constructs 

Summary of the relative expression of all the deletion cell lines and constructs. Relative 

expression of XIST in each cell line was determined by qPCR using the endogenous control gene 

PGK1 and all values were normalized to Full XIST. Cell lines are grouped by construct and listed 

by clone number. The mean, standard deviation (SD) and statistical significance of deviation 

from Full XIST are listed for each clone and construct. Significance was calculated using two 

tailed t-test and values that reached the threshold of significance are underlined.  
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Figure 4.5 Transcript levels of Δ XIST constructs and cell lines of interest 
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The relative expression (RQ) of XIST RNA in deletion constructs of interest following 5ddox 

induction. All biological replicates were grown, treated and tested in parallel. Biological 

replicates are shown as orange dots and the black bars represent the mean XIST transcript level 

normalized to the average Full XIST level, with error bars indicating standard deviation. To help 

discern cells by type across panels Full XIST is labelled orange, Δ A in red, Δ FBh in purple, Δ E 

in light blue and Δ 3’in dark green. Four biological replicates were tested for each cell lines 

except the Δ FBh cell lines, where only two biological replicates each were tested. Statistical 

significance comparing the deletion cell lines to Full XIST was performed using a two-tailed t-

test with an adjusted threshold of significance based on the four Δ cell lines being tested (* p-

value < 0.05, ** p-value < 0.01, *** p-value < 0.001). A) XIST transcript levels calculated using 

two separate endogenous control genes, PGK1 and UBC to compare for signs of discord in the 

relative levels of XIST when different endogenous control genes were used. B) Relative XIST 

transcript levels for each individual cell line were calculated using both endogenous control 

genes and normalized to Full XIST. C) Relative XIST transcript levels calculated for each of the 

deletion constructs. Δ A #3 was not included in the Δ A construct, which was ostensibly just Δ A 

#12. 
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Figure 4.6 ΔA #3 transcript levels relative to Full XIST   

The relative expression (RQ) of XIST RNA in the ΔA #3 cell line relative to Full XIST following 

5ddox induction. XIST RNA levels were referenced to the endogenous control genes PGK1 and 

UBC and normalized to Full XIST. Primers targeting the length of XIST were used to determine 

whether the unusually low levels of XIST identified using the qPCDNA5 primers was a primer 

specific effect or whether XIST was failing to become induced. The qPFLMI primer amplifies a 

sequence near Repeat B, qXIST5 amplifies a sequence after Repeat D and qXIST9 amplifies a 

sequence 5’ of Repeat E. The average XIST transcript level prior to induction in the Full XIST 

cell line is shown as a dotted line. 
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4.2.3 Visualizing XIST RNA localization in the deletion cell lines 

In order to ultimately determine what effect the various deletions in the XIST inducible cell lines 

had on the recruitment of chromatin marks and the chromatin environment, it was necessary to 

confirm that XIST RNA could be visualized comparably to the Full XIST control. To do this 

FISH was performed as described in the methods section 2.12 on the various deletion cell lines. 

The cell lines were hybridized with fluorescent green probes for XIST RNA. Induced Full XIST 

was hybridized with the same probe mixture as was used for each deletion construct as a control 

for all of these tests. A sample photo for each type of deletion construct is shown in Figure 4.7. 

Only Δ XB failed to produce an XIST RNA signal that could be observed, despite having 

relatively high levels of XIST expression (figure 4.4). This suggested that Δ XB alone completely 

failed to localize and likely became diffuse and unobservable within the nucleus. With two 

exceptions the remaining induced (5ddox) deletion constructs were indistinguishable from Full 

XIST. The ΔΔ construct had a diffuse and punctate appearance immediately distinguishable from 

the mostly unified Full XIST RNA signal. The Δ 3D5E also had a more punctate XIST signal than 

Full XIST, however this signal was not as frequently or obviously diffuse as ΔΔ (figure 4.7). The 

proportion of ΔΔ and Δ 3D5E cells with unified XIST RNA clouds that had no gaps between 

strongly fluorescing regions was compared to Full XIST to determine whether this initial 

perception of decreased RNA unification was valid. 67% of Full XIST cells (n= 330) had a single 

unified XIST RNA signal, while only 21% of Δ 3D5E cells (n = 380) had unified XIST RNA 

signals and 2% of ΔΔ cells (n = 271) had unified signals. This suggested that both ΔΔ and Δ 

3D5E retained some ability localize into clusters, even if their ability to form a single unified 

XIST RNA domain was attenuated.   
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Figure 4.7 Δ 3D5E and ΔΔ XIST forms a less unified RNA domain and Δ XB RNA 

completely failed to localize 
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Examples of typical cells from each of the types of induced (5ddox) deletion constructs FISH for 

XIST RNA (green) and staining of DNA with DAPI (blue). Brightness and contrast of these 

images was adjusted in these photos using ImageJ and as a result the perceived size and intensity 

of the XIST RNA cloud should not be used to try to estimate the amount of XIST RNA. No XIST 

RNA cloud could be visualized in any Δ XB cell examined across numerous tests despite all 

other samples tested in parallel showing clear XIST RNA signals. Cells lines had nuclei of equal 

size (~15-20µm at their longest point), and differences presented here come from the way images 

were cropped to ensure that each one would have only a single whole cell centered in each field 

image. 
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4.3 Discussion 

The generation of these XIST deletion constructs allowed for only transient selection to be used 

to enrich for potential deletion constructs. The concept of transient Cas9-mediated selection was 

proposed early by members of the Zhang lab in 2013, however relatively few studies have made 

use of purely transient selection in mammalian systems in the subsequent years [225], [273]. The 

troubleshooting and creation of the range of deletion XIST cell lines described here offered 

several novel insights into this type of gene editing in mammalian cells. Transfection of these 

three plasmids into a population of HT1080 cell lines to induce a desired excision was found to 

be most effective using the higher recommended concentrations of lipofectamine 3000 (1.5µl in 

25µl Opti-MEM), as 16 of the 21 cell lines deletion cell lines were generated using this 

concentration. It was also observed that homozygous deletions of both the endogenous and 

transgenic XIST sequences were common among the deletions when testing both genes was 

possible, with the exceptions being Δ A #9 and Δ BC #4. This supported other contemporary 

findings that CRISPR-mediated DNA cleavage occurred with high frequency at all target sites, 

with the successful introduction of the Cas9 and gRNA representing the main limitation of 

efficiency [274]–[276]. Therefore, it is assumed that transfection and repair efficiency were 

limiting factors.  

The unpredicted loss of Repeat Bh based on the location of the 3’ gRNA (1.9) in both copies of 

XIST in the independently generated Δ FBh cell lines suggested that homology directed repair 

between the endogenous and transgenic XIST was occurring following CRISPR-mediated 

excision of a region. There was evidence from CRISPR studies in mammalian cells that brief 

intense puromycin selection led to a greater rate of homology directed repair, that may have 
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affected the frequency of sequence conversion between the endogenous and transgenic XIST 

[273], [277]. Recent studies of homology 

 directed repair efficiencies have suggested that increased repair efficiencies following Cas9-

mediated DNA cleavage were not only associated with puromycin but also other sources of 

stress, including Zeocin selection and cold shock [277], [278]. This association between 

puromycin induced stress even in resistant cells may therefore have contributed to the 

homozygosity observed in the deletion constructs due to the puromycin induced stress evident in 

surviving cells following selection. While stress and concentration of lipofectamine were 

implicated in affecting the efficiency of generating deletions, no obvious connection between the 

predicted efficiency of gRNAs and their observed efficiency was found [254]. With the 

exception of gRNA 8.6 and 13.8 every XIST gRNA successfully produced at least one XIST 

deletion cell line (table 4.2). This was surprising in the case of gRNA 13.8 because its predicted 

efficiency (E-score: 66.35) was the second highest of all the gRNAs designed (table 4.1). Over 

the course of the multiple rounds of transfections no connection was observed between the 

predicted efficiency of the gRNAs and the frequency with which deletion constructs were 

generated. 

The extent of degradation following Cas9-mediated cleavage between the various deletion cell 

lines was highly variable and no clear or obvious explanation can be presented here. Degradation 

did not correlate with either size of the deletion, the region removed or gRNA efficiency scores 

as exemplified by the high-fidelity repair in the large 3D5E deletions and the extensive 

degradation in the smaller adjacent Δ E deletions. Numerous factors were predicted to affect 

repair efficiency following Cas9-mediated cleavage including the combination of gRNAs used 
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together, Cas9 lingering on the DNA after cleavage and the chromatin environment [279]. 

Further work examining which side of the cleavage the Cas9 enzyme lingers on or treating cells 

with inhibitors for certain histone modifying enzymes may yield novel insights into how to 

improve repair fidelity and efficiency.  

Having generated these various XIST deletion constructs it was essential to ensure their utility as 

models to test the various aspects of XIST activity, as it might be expected that removing multi-

kilobase sections of the gene would catastrophically disrupt its ability to function. Though XIST 

transcript levels were highly variable, even between replicates of a given cell line, generally most 

of the Δ constructs produced comparable levels of XIST RNA to the Full XIST construct.  

Analysis of the amount of XIST transcript induced by the deletion constructs and their 

localization into the typical XIST RNA cloud revealed that in most instances any individual 

region across the length of XIST can be removed without disrupting transcript levels or 

unification. The Δ A#12 was the sole testable Δ A deletion, as it could be effectively induced to a 

comparable level as the Full XIST construct and form a clearly observable XIST RNA signal 

unlike the Δ A #3 and Δ XB cell lines respectively. The lack of transcripts in the ΔA #3 cell line 

are most likely a result of some disruption to the inducible system, as treatment with doxycycline 

did not result in XIST upregulation to any degree. The Δ XB construct not forming a localized 

XIST RNA signal may indicate that the 5’ region of the XIST construct that was deleted only in 

the ΔXB construct may be crucial to XIST localization. Previous studies had shown that Repeat 

F and D were essential for normal XIST transcript levels [92], [272]. The observations of the 

relatively comparable expression of the Δ FBh and Δ D constructs to Full XIST suggested that 

the effect of these regions was likely specific to their endogenous context, affecting XIST 
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expression rather than XIST RNA stability. This context dependent role might be especially true 

for the role of Repeat F as crucial for XIST expression, as it was tested in mouse ESCs [272]. 

Repeat D had been previously implicated in being critical for maintaining XIST expression from 

the Xi, and it would be fascinating to do a comparative analysis to determine what factors or 

processes are facilitated by Repeat D in its endogenous context [92]. The significantly lower 

levels of transcripts in the Δ 3’ cell lines indicated that this 3’ region of XIST may be involved in 

stabilizing the XIST transcript. It may be that this region acts analogously to the 3’UTR region of 

protein coding mRNAs, being bound by factors involved in regulating and stabilizing the 

transcript [280]. Recent studies have discovered strong enrichment of m6A RNA modifications 

along the 5’ and 3’ region of XIST, though the functional significance of the 3’ region has yet to 

be examined further [116]. As m6A was associated with modulating RNA stability in a highly 

context dependent manner, further work examining the methylation of this 3’ region may yield 

novel insights into how XIST RNA is regulated within the nucleus [281], [282].  

The pathways(s) responsible for XIST RNA localization proved to be highly resilient even when 

large regions greater than 3kb were deleted, as was exemplified in the Δ D, Exon 1, Δ PflMI 

constructs. The punctate RNA signals observed in the Δ 3D5E and ΔΔ constructs indicated that 

numerous domains of XIST were involved in its coalescence into a single localized structure. The 

normal localization observed in the Δ PflMI and Exon 1 constructs, which contained the 

individual deletions of the ΔΔ construct respectively, indicated that distal and redundant domains 

of XIST were contributing to its localization. The PflMI region and the 3’ end of XIST were 

suggested to bind HNRNPU contributing to XIST localization, though this being the mechanism 

responsible for the delocalization observed here remains to be validated [105]. By validating of 
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the expression and localization of the various Δ XIST constructs it was finally possible to begin 

to test the function of each region of XIST individually and ultimately start to identify the 

pathways that mediate its activity. 
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Chapter 5: Testing of Deletion Constructs 

 

5.1 Introduction 

The lncRNA XIST was demonstrated to be the essential element mediating XCI [66], [73]. The 

general consensus was that XIST functions as a large scaffold for numerous factors involved in 

silencing transcription and ensuring that the X remained a silent, dense, heterochromatin 

enriched Barr body within the nucleus [50], [270], [271], [283]. The XIST RNA coats its X 

chromosome of origin and the various factors bound and/or activated by it modify the 

encompassed chromatin. XIST has been extensively studied, primarily in mouse models, and 

these studies have demonstrated that numerous distinct pathways are initiated by XIST activity 

and that XIST exhibits a prolific binding to a wide range of proteins [103], [157]. Understanding 

the mechanisms of how XIST functions is of great interest as it provides novel insights into how 

lncRNAs function, how XCI itself works and even how XIST could be implemented as a future 

therapeutic tool [71], [83], [211]. The unusually large size of the XIST transcript, its poor 

sequence conservation across eutherian species coupled with its prolific binding had barriers to 

identifying its mechanisms of action [80], [89], [157], [284]. Those studies that have examined 

partial XIST sequences in mouse models and recently in a human model had traditionally limited 

their analysis to either a single facet of XIST activity or a small subset of domains [82], [92], 

[108], [127], [210]. The creation of the XIST deletion constructs described in chapter 4 offers a 

unique opportunity to circumvent these obstacles, by investigating the importance of small 

segments of XIST individually in the broader context of the whole construct. The tests performed 

using these new constructs identified the regions of XIST that were essential and dispensable for 

numerous aspects of XIST function. 
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Previous research had associated various functions of Xist with specific regions, primarily the 

repeat sequences predicted to most likely be functionally significant [82], [92]. The most 

extensively studied function of XIST is its ability to silence other genes. Early work in mouse 

models demonstrated that Repeat A at the 5’ end of Xist is essential for establishing gene 

silencing [82]. There were extensive studies investigating the structure of the Xist Repeat A 

region as well as the factors that bind to this region [84], [85], [284], [285]. Comparatively little 

analysis has been performed on the human XIST Repeat A, though it has been demonstrated that 

XIST Repeat A is necessary and sufficient to silence a reporter gene proximal to XIST [111], 

[112]. One of my primary objectives therefore was to determine whether Repeat A was 

responsible for the ability of XIST to silence genes distal to its integration site on its chromosome 

of origin. The four distal SNP coding genes CTSB, DLC1, SLC27A37 and STC1 that had been 

shown to undergo XIST-mediated allele repression described in chapter 3.2.5.2 were used again 

here. Those deletion constructs which affected the silencing of all four of these genes across 

multiple biological replicates would be classified as important for distal gene silencing, to 

identify regions responsible for gene silencing as a whole, rather than factors affecting individual 

genes. The threshold of a statistically significant difference between the Full XIST and deletion 

constructs was adjusted by the number of deletion constructs being tested to avoid false positive 

results [250]. 

In addition to analyzing gene silencing, it is important to determine which regions of XIST are 

essential for restructuring of the XIST RNA coated chromatin environment. The most studied Xi 

associated heterochromatin marks are H3K27me3 and ubH2A. As nearly all the research on 

these marks has been performed in mouse models, examining their role in human cells represents 

a fruitful avenue to better understand both how XIST works as well as to draw conclusions about 
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the functional conservation of XIST regulation of the PRC complexes. At time of writing the 

current model suggests that the B and C repeat of mouse Xist are essential for Xist to recruit 

PRC1, which in turn recruits PRC2 and SMCHD1 independently of each other [127], [132], 

[140]. This model also suggests that SMCHD1 does not bind to Xist, even indirectly, but 

interacts with ubiquitinated H2AK119 [167]. The exact mechanisms controlling how Xist 

recruitment of PRC1 leads to PRC2 recruitment are not known, though it was proposed that 

PRC2 recruitment depends upon the cofactor Jarid2 binding to ubH2A [131]. Both H3K27me3 

and ubH2A enrichment were therefore anticipated to depend upon overlapping regions of XIST if 

this dependency was conserved between humans and mice. The other early Xi associated 

heterochromatin mark H4K20me1 was robustly observed to be enriched in female cell lines and 

in the inducible XIST systems as described in chapter 3. Little research has been done in humans 

or mice examining the role of H4K20me1 in XCI or how it is recruited, with most research 

merely noting its enrichment on the Xi [39]. Knock-down of Eed in mouse ES cells disrupted 

H4K20me1 colocalization at the Xist RNA cloud, implying a link between  H3K27me3 and 

H4K20me1 [128]. 

The late chromatin marks MacroH2A and SMCHD1 have been reported to be involved in the 

maintenance of XCI, rather than its initial establishment [40], [161]. As discussed in the 

introduction, little is known about the role of MacroH2A in maintaining XCI or how XIST-

mediated its recruitment [162], [286]. There is evidence, however, that MacroH2A enrichment 

on the mouse Xi required the continued presence of Xist RNA to be maintained [126]. SMCHD1 

was suggested to establish boundary elements around the inactivated regions of XIST and 

maintain the conformation of the inactivated chromatin. Loss of SMCHD1 was associated with 

signs of partial Xi reactivation [166], [167], [287]. Studies of mouse models have indicated that 
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SMCHD1 enrichment by Xist RNA depends upon PRC1 activity, and it is therefore of interest 

whether the same pathway exists for human XIST [167].  

These five heterochromatin-associated factors and histone marks were analyzed by IF-FISH in 

all the deletion constructs to identify the regions of XIST responsible for each and any potential 

interconnectedness between them. The method of quantifying the enrichment described in 

section 2.13.2 proved effective at analyzing various time points of the Full XIST construct in 

chapter 3. The 5-day period of induction was selected as the period for testing all the deletion 

constructs for their enrichment, as both early and late Xi associated chromatin factors had 

accumulated by this point. Statistical comparisons between Full XIST and the deletion constructs 

were all performed using the Mann Whitney U test to compare the population distribution of 60-

61 cells from each construct with the Full XIST control [249]. As 61 comparisons of enrichment 

of these various chromatin marks were performed, the threshold of statistical significance was 

adjusted accordingly [250].  

The proposed Xist binding factor, CIZ1, was identified as associated with the Xi in both mice 

and humans [107], [108]. CIZ1 has being associated with mouse Repeat E of Xist, but its 

enrichment is unaffected by the loss of the 5’ region of Xist spanning from Repeat A to C [107]. 

While little is known about the exact role CIZ1 plays in XCI in either mice or humans, there is 

evidence that it plays a role in Xist RNA localization and a partial reactivation of inactivated 

genes on the Xi. The enrichment of CIZ1 was not quantified in the same way as the other 5 

factors listed but was inspected visually. Its enrichment at the Full XIST induced XIST RNA 

cloud was clear and universal, and it was expected that any deletion unable to recruit it would 

therefore be obviously distinguishable. 
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Up until this point the primary question has been which regions of XIST were responsible for 

adding elements to its chromatin domain. Recent work in mouse models has suggested that the 

removal of histone acetylation mediated by XIST was an essential step in XIST establishing a 

gene repressed compartment and for the full establishment of H3K27me3 and ubH2A 

heterochromatin domains [114]. It seemed potentially fruitful to therefore investigate whether a 

functional link existed between the early heterochromatin marks H3K27me3 and ubH2A and the 

hypoacetylation of histones by XIST in this inducible system. Comparing the deacetylation of 

H3K27 in the XIST RNA clouds of deletion constructs unable to recruit either ubH2A and/or 

H3K27me3 was performed to identify any potential relationship between these histone marks. 

The depletion of H3K27ac in the 8p model had been previously characterized in chapter 3, and 

the same method of analyzing the depletion of those marks was performed here. 

The final aspect of XIST function to be examined though the use of these deletion constructs was 

the positioning of the XIST RNA cloud at the nucleolar periphery, a process identified as critical 

in the ultimate maintenance of XCI [171]. Studies of both mouse and human XIST had 

established that induction of XIST RNA even from autosomes would cause XIST to associate 

with the nucleolar compartment with greater frequency [171], [268]. It had been of particular 

interest to members of the Brown lab that the 8p inducible XIST had shown the strongest increase 

in perinucleolar localization following its induction compared to any of the other autosomal XIST 

constructs. It was therefore decided to quantify the proportion of cells for each deletion construct 

in which XIST localized to the perinucleolar compartment to determine the relevant essential 

regions. This analysis was performed to try to provide novel insights into how local changes in 

the histone code at the XIST domain cause its entire position within the nucleus to shift.  

 



159 

 

5.2 Results 

5.2.1 The regions of XIST responsible for the silencing of distal genes 

RNA from the deletion cell lines was procured as described in section 2.2 of the methods 

chapter. The RNA was reverse transcribed, and the four genes’ products were PCR amplified and 

measured for their relative allelic contribution as described in sections 2.3, 2.4 and 2.6 

respectively. An initial set of pyrosequencing tests were performed across the uninduced deletion 

constructs to determine if any of them differed noticeably from each other or their Full XIST 

progenitor. No difference was observed between constructs or cell lines, and across all cell lines 

there was balanced biallelic contribution of the silenced allele for CTSB (mean contribution = 

0.509, sd = 0.096) SLC25A37 (mean contribution = 0.500, sd = 0.047) and STC1 (mean 

contribution = 0.532, sd = 0.084). The allelic contribution of DLC1 was also consistent across 

the uninduced deletion constructs, though its allelic contribution was slightly skewed in all cases 

(mean contribution = 0.299, sd = 0.050). The consistency of the uninduced allelic contribution 

for all four of these genes allowed for an unambiguous comparison of the strength of silencing 

for the deletion constructs.  

The normalized strength of silencing for the deletion constructs is shown in figure 5.1. The 

mean, standard deviation and calculated significance of each deletion constructs difference from 

Full XIST is listed in table 5.1. The threshold of significance was adjusted for the 52 (13x4) tests 

from 0.05 and 0.01 to 9.62x10-4 and 1.92x10-4. The strength of silencing of all of the induced 

(5ddox) deletion constructs was normalized to Full XIST. As anticipated, Δ A completely failed 

to silence any of the four alleles and differed significantly from Full XIST (silencing strength 

from -0.132 to -0.027, p < 3.8x10-7, figure 5.1). The encompassing deletion of Δ XB also failed 
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to silence any of the alleles, though this may be a result of its failure to form a localized XIST 

RNA cloud. Unexpectedly, Δ FBh also failed to silence any of the four distal genes (silencing 

strength from -0.025 to 0.102, p < p< 1.7x10-4, figure 5.1). The deletion construct Δ Bh showed 

comparable silencing to Full XIST at all four genes (silencing strength from 1.01 to 1.09, p > 

0.15, figure 5.1), indicating that the overlap in the Δ FBh and Bh deletion is not critical for 

silencing.  

The loss of the small 3’ non-repeat region of XIST also disrupted gene silencing significantly at 

all four genes (silencing strength from 0.103 to 0.410, p< 3.7x10-7, figure 5.1). The role of this 

region was supported by the encompassing deletion constructs Exon 1 and ΔΔ also failing to 

silence all four genes (p< 1.9x10-6, figure 5.1). No other deletion construct differed significantly 

in its ability to silence all four distal genes compared to the Full XIST construct (p >1.92x10-4, 

figure 5.1). 
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Figure 5.1 XIST silencing of distal genes depends upon its 5’ and 3’ regions of XIST.  

The strength of the inducible XIST Δ constructs ability to induce silencing of four genes distal to 

the site of XIST induction on chromosome 8p was determined by measuring the change in allelic 

contribution of the XIST repressed allele for each gene. The change in allelic contribution was 

calculated based on the difference between the proportion of total gene expression coming from 

that allele before and after an XIST construct’s induction. Silencing strength was normalized to 

the change in allelic contribution produced by Full XIST induction, with a value of 1 indicating 

equal silencing strength to Full XIST and a value of 0 indicating no change in allelic contribution 

following induction. Statistical significance of each of the 13 Δ constructs relative to Full XIST 

was calculated using the Mann Whitney U test to compare the multiple replicates of each 

deletion construct and the threshold of statistical significance was adjusted based on the 13 tests 
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across 4 the four genes (* p-value < 0.05/(13x4) = 9.2 x 10-4, ** p-value < 0.01/(13x4) = 1.9 x 

10-4). 
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Construct CTSB DLC1 SLC25A37 STC1 

 silencing sd p-value silencing sd p-value silencing sd p-value silencing sd p-value 

Full XIST  1.000 0.157 -- 1.000 0.193 -- 1.000 0.132 -- 1.000 0.093 -- 

Δ XB 0.097 0.057 4.13E-04 0.027 0.261 8.40E-04 -0.037 0.118 4.13E-04 -0.190 0.036 2.06E-04 

Δ A -0.055 0.240 3.63E-09 -0.132 0.226 3.85E-07 -0.027 0.185 3.33E-09 -0.028 0.102 3.18E-11 

Δ FBh 0.024 0.081 6.57E-08 -0.025 0.346 1.67E-04 0.004 0.085 3.33E-09 0.113 0.090 3.33E-09 

Δ Bh 1.008 0.229 8.10E-01 1.094 0.275 1.50E-01 1.049 0.248 1.69E-01 1.043 0.185 2.50E-01 

Δ PflMI 0.726 0.139 3.05E-04 0.850 0.102 4.11E-02 0.682 0.175 1.02E-04 0.679 0.115 1.81E-09 

Δ BC 0.972 0.252 9.71E-01 0.603 0.171 2.10E-04 0.619 0.243 4.91E-05 0.854 0.079 2.97E-02 

Δ 3' PflMI 0.852 0.112 1.30E-02 1.021 0.225 7.54E-01 0.669 0.144 4.40E-06 0.892 0.086 1.01E-02 

Δ D 0.590 0.262 4.78E-02 0.727 0.300 1.82E-02 0.612 0.264 2.88E-05 0.756 0.139 1.88E-04 

Exon 1 0.031 0.163 1.34E-08 0.174 0.343 1.90E-06 0.131 0.271 2.58E-08 0.255 0.096 1.17E-09 

Δ 3D5E 0.686 0.270 6.43E-03 0.771 0.171 1.46E-2 0.767 0.127 2.76E-05 0.897 0.066 3.80E-03 

Δ E 0.296 0.319 9.21E-07 0.959 0.162 3.77E-01 0.653 0.201 3.19E-06 0.776 0.237 1.09E-02 

Δ 3' 0.129 0.181 6.57E-08 0.103 0.212 2.06E-07 0.359 0.067 6.57E-08 0.410 0.050 3.77E-07 

ΔΔ 0.047 0.126 3.77E-07 0.279 0.393 1.99E-07 0.267 0.101 6.57E-08 0.292 0.087 6.57E-08 

Table 5.1 Summary of strength of silencing of distal genes by induced XIST deletion constructs.  

The change in allelic contribution for each type of deletion construct was normalized to the Full XIST as described in section 2.10. 

Four SNP coding genes were tested for the strength of each XIST construct to induced silencing across multiple biological replicates 

(>3 per cell line). The average silencing strength (silencing) and standard deviation (sd) are shown for each construct type across each 

gene. The statistical significance that the strength of silencing of a deletion construct differed from the Full XIST control was 

calculated using Mann Whitney U test and the resulting p-values at each allele are shown.
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5.2.2 H3K27me3 enrichment by XIST was facilitated by Repeats F, Bh and E 

I investigated the enrichment of H3K27me3 in the inducible XIST deletion constructs created in 

Chapter 4 to identify which region(s) of XIST were essential for its recruitment and activation of 

the PRC2 complex at the chromatin surrounded by its RNA. To measure each of the deletion 

constructs’ ability to enrich the chromatin surrounded by XIST RNA clouds with H3K27me3, IF-

FISH was performed as described in section 2.10 on cells with the XIST constructs induced for 

five days with doxycycline (5ddox). The IF intensity of H3K27me3 at the XIST RNA cloud for a 

deletion construct would be compared to the induced Full XIST construct. Those deletion 

constructs with levels of H3K27me3 comparable to Full XIST demonstrated that their deleted 

regions were dispensable while those constructs that differed significantly from Full XIST were 

important to this process. As a point of comparison for this first Xi mark examined in the 

deletion constructs a female IMR90 cells was included to determine whether the more intense 

qualitative enrichment of the female line would be reflected in this quantitative analysis.  

The z-scores of the XIST inducible constructs’ H3K27me3 enrichment at the XIST RNA cloud is 

presented in figure 5.2. The mean, median, standard deviation and statistical comparison (Mann 

Whitney U test) to Full XIST for each of the deletion construct is listed in Table 5.2. On average 

H3K27me3 fluorescence at the Full XIST RNA cloud was noticeably enriched (median z-score = 

2.59, sd = 1.70) with the average H3K27me3 intensity there being equal to the 99th percentile of 

H3K27me3 fluorescent intensity measured in the nucleus. As expected, the female control IMR-

90 had stronger enrichment than Full XIST (median z-score = 3.83, sd = 2.39, p = 3.6x10-4, figure 

5.2). The Δ FBh construct failed to enrich its XIST RNA cloud with H3K27me3 and differed 

significantly from Full XIST, with H3K27me3 being effectively equivalent between the XIST 
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RNA cloud and nuclear level in an average cell (Δ FBh median z-score = -0.147, sd = 1.57, p = 

1.11x10-13, figure 5.2). The Δ Bh construct also failed to recruit H3K27me3, differing 

significantly from Full XIST though with a much broader variation between cells than was seen 

in any other construct (median z-score = 0.0787, sd = 4.869, p = 8.47x10-07, figure 5.2). The Δ A 

construct technically met a low criteria for significantly differing from Full XIST (Δ A median z-

score = 1.59, p = 1.16x10-4) however there was clearly still a strong average enrichment of 

H3K27me3 (figure 5.2). The enrichment of H3K27me3 by Δ A was significantly stronger than 

the Δ FBh construct (1.49x10-9) indicating that Repeat A contributed to H3K27me3 enrichment, 

but was likely not essential. Taken together these results demonstrate the region extending from 

Repeat F to Bh is critical for XIST to enrich its loci with H3K27me3.  

The other region of XIST that was found to affect H3K27me3 enrichment at the XIST RNA cloud 

was Repeat E, identified by the Δ E construct failing to become enriched for H3K27me3 (median 

= -0.010, sd = 0860, p = 2.97x10-17, figure 5.2). The importance of Repeat E was supported by 

evidence from the larger encompassing deletions Exon 1 (p= 1.23x10-14) and ΔΔ (p=2.42x10-15) 

constructs (figure 5.2). The average enrichment for Δ E and Δ FBh did not differ significantly 

from each other (p = 0.84) further suggesting that both were equally essential. All of the other 

deletion constructs showed a strong XIST-mediated enrichment of H3K27me3 that did not differ 

significantly from Full XIST (median > 1.9, figure 5.2). These results suggest that there are two 

regions of XIST that are essential for H3K27me3 enrichment, but that these two regions are 

separated by ~10kb of demonstrably dispensable sequence.  
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Figure 5.2 H3K27me3 enrichment by XIST was disrupted primarily by two regions of XIST 

centered around repeat F and Repeat E  

The enrichment of H3K27me3 at the XIST RNA cloud of cells for each type of deletion construct 

was measured to determine which regions of XIST were essential. The fluorescence intensity of 

H3K27me3 and XIST RNA was determined by IF-FISH. The relative difference in H3K27me3 at 

the XIST RNA vs the nuclear background was calculated as a z-score for each cell, and the 

population of 60-61 cells counted for each control and Δ construct are graphed as small circles. 

A z-score of 0 indicates that H3K27me3 at the XIST RNA cloud was equal to the nuclear 

background. A z-score of 1 indicates that the average intensity at the XIST RNA cloud was 1 

standard deviation above the nuclear average. The colour of each box plot denotes the cell line 

being tested. All the inducible XIST constructs had undergone induction for 5 days with dox. The 

central line of the boxplot indicates the median z-score for each condition, the notch the 

confidence interval, the box itself the interquartile range and the whiskers 1.5x the interquartile 

range. The statistical significance of the difference between each cell line from the Full XIST 

control was calculated using Mann Whitney U test with the p-values adjusted for multiple testing 

(* p-value < 8.24x10-4, ** p-value < 1.47x10-4, *** p-value < 1.47x10-5). 
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H3K27me3 mean z-score median z-score sd MW p-value 

Full XIST 2.901 2.590 1.704 -- 

Δ A 1.781 1.590 1.196 1.16E-04 

Δ FBh 0.114 -0.147 1.568 1.11E-13 

Δ Bh 0.367 0.787 4.869 8.47E-07 

Δ PflMI 2.113 1.990 1.181 1.11E-02 

Δ BC 1.892 1.910 1.127 1.17E-03 

Δ 3'PflMI 2.191 2.040 1.248 1.54E-02 

Δ D 2.156 1.900 1.519 1.55E-02 

Δ 3D5E 2.357 2.110 1.912 1.01E-01 

Exon 1 0.084 0.110 1.407 1.23E-14 

Δ E 0.043 -0.010 0.860 2.97E-17 

Δ 3' 2.150 2.140 1.266 1.99E-02 

ΔΔ 0.085 0.338 1.252 2.42E-15 

IMR90 4.500 3.830 2.392 3.60E-04 

Table 5.2 Average H3K27me3 enrichment and XIST RNA cloud 

The level of H3K27me3 enrichment at the XIST RNA cloud seen across each population of cells 

was summarized as well as the p-value indicating the statistical significance of the difference 

between the Full XIST control and the other cell lines. With the exception of the IMR90 cell line, 

XIST was expressed from chromosome 8p in all the cell lines following 5 days of induction. The 

mean and median z-scores for each population of cells are listed as well as the standard deviation 

(sd). The statistical significance of the difference between each cell line and the Full XIST 

population of cells was calculated using the Mann Whitney U test. 
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5.2.3 UbH2A enrichment by XIST was facilitated by numerous distinct and essential 

domains of XIST 

Extensive research in recent years in mice has linked the Xist-mediated activity of PRC1 and 

PRC2 together, with their recruitment depending upon the Repeat B and C spanning region.  

The prevailing view was that this mouse pathway would be conserved in human XIST.  However, 

my own analysis of H3K27me3 suggests that Repeat B and C are dispensable from PRC2 

recruitment, suggesting an alternate pathway exists in human XIST. To identify the regions of 

XIST involved in ubH2A enrichment, IF-FISH was performed as described in section 2.12 using 

ubH2A specific antibodies and XIST RNA probes, then the images analyzed as described in 

2.13.2 on the various 5ddox treated deletion constructs and Full XIST. The results of these tests 

are shown in figure 5.3 and the average, standard deviation and statistical significance of the 

results were listed in table 5.3 

Inducing the Full XIST construct resulted in a strong ubH2A enrichment at the site of XIST RNA, 

though with a large variance between cells (median z-score = 4.18, sd = 3.18). Absence of 

Repeats B and C in the Δ BC construct resulted in a failure of XIST to become enriched for 

ubH2A (median z-score = 0.719, sd = 0.712), a significant difference from Full XIST (p = 

4.35x10-21, figure 5.3). The importance of the region around Repeat B and C of XIST is 

supported by the encompassing deletion Δ PflMI also failing to become enriched with ubH2A 

(median z-score = -0.180, sd = 1.776, p = 1.83x10-16). The results of this analysis demonstrated 

that the region of human XIST encompassing Repeats B and C are essential for the enrichment of 

ubH2A by PRC1.  
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Testing the other regions of XIST for their role in ubH2A enrichment produced the entirely novel 

discovery of three wholly separate and essential regions (figure 5.3). The Δ A RNA cloud was 

completely un-enriched for ubH2A in the average cell following induction and differed 

significantly from Full XIST (median z-score = 0.223, sd = 1.628, p = 2.84x10-17) The Δ D 

construct that lacks Repeat D was also incapable of enriching its RNA cloud with ubH2A 

(median z-score = -0.425, sd = 0.694, p = 4.35x10-21). The non-repeat 3’ 600bp most section of 

XIST proved critical for ubH2A enrichment, (median z-score = -0.635, sd = 0.714, p = 4.80x10-

21, figure 5.3). The essential nature of the 3’ region of XIST is supported further by the failure of 

Exon 1 to become enriched for ubH2A (median z-score = -0.352, sd = 2.896, p = 1.20x10-16), 

which did not differ significantly from Δ 3' (p = 0.29). The association between ubH2A 

enrichment and these three regions, Repeat A, D and the non-repeat 3’ region is entirely novel to 

this work. The double deletion construct ΔΔ failed to become enriched for ubHA (median z-

score = 0.039, sd = 1.696, p = 7.71x10-17) likely from lacking both the 3’ region of XIST or the Δ 

BC region.  

Despite H3K27me3 enrichment being dependent upon the region surrounding Repeat F, Δ FBh 

showed a strong enrichment of ubH2A (median z-score = 3.328, sd = 2.937) that did not differ 

from Full XIST (p = 0.148) but did differ significantly from its adjacent construct, Δ A (p = 

6.09x10-15). The Δ E construct also shows a noticeable enrichment for ubH2A that does not 

differ significantly from Full XIST (median z-score = 2.523, sd = 3.184, p = 5.91x10-3) but does 

differ significantly from the larger encompassing deletion in the construct Exon 1 (p = 2.89x10-

14). The comparison of the regions responsible and dispensable for H3K27me3 and ubH2A 
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indicates clearly that human XIST recruits these marks through separate domains with no clear 

evidence of the recruitment/activation of one complex affecting the other.  
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Figure 5.3 XIST enrichment of ubH2A was facilitated by four distinct interdependent 

domains of XIST 

The enrichment of ubH2A at the XIST RNA cloud of cells for each type of deletion construct as 

well as Full XIST was measured to determine which regions of XIST were essential. The 

fluorescence intensity of ubH2A and XIST RNA was determined by IF-FISH. The relative 

difference in ubH2A at the XIST RNA cloud vs the nuclear background was calculated as a z-

score for each cell, and the population of 60-61 cells counted for Full XIST and the Δ constructs 

are graphed as small circles. A z-score of 0 indicates that ubH2A at the XIST RNA cloud was 

equal to the nuclear background. A z-score of 1 indicates that the average intensity of ubH2A at 

the XIST RNA cloud is 1 standard deviation above the nuclear average. The colour of each box 

plot denotes the inducible construct being tested. All the inducible XIST constructs underwent 

induction for 5 days with dox. The central line of the boxplot indicates the median z-score for 

each condition, the notch the confidence interval, the box itself the interquartile range and the 

whiskers 1.5x the interquartile range. The statistical significance of the difference between each 

cell line from the Full XIST control was calculated using Mann Whitney U test with the p-values 

adjusted for multiple testing (* p-value < 8.24x10-4, ** p-value < 1.47x10-4, *** p-value < 

1.47x10-5). 
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UbH2A mean z-score median z-score sd MW p-value 

Full XIST 4.745 4.178 3.179 -- 

Δ A 0.051 0.223 1.628 2.84E-17 

Δ FBh 3.924 3.328 2.937 1.48E-01 

Δ Bh 6.993 5.972 4.801 6.30E-03 

Δ PflMI 0.400 -0.180 1.776 1.83E-16 

Δ BC -0.719 -0.653 0.712 4.35E-21 

Δ 3'PflMI 3.761 2.848 3.237 3.65E-02 

Δ D -0.402 -0.425 0.694 8.30E-21 

Δ 3D5E 3.785 3.052 2.987 8.95E-02 

Exon 1 -0.112 -0.352 2.896 1.20E-16 

Δ E 3.447 2.523 3.184 5.91E-03 

Δ 3' -0.526 -0.635 0.714 4.80E-21 

ΔΔ 0.081 0.039 1.696 7.71E-17 

Table 5.3 Average ubH2A enrichment and XIST RNA cloud 

The level of ubH2A enrichment at the XIST RNA cloud seen across each population of cells is 

summarized as well as the p-value indicating the statistical significance of the difference 

between the Full XIST control and the other cell lines. In all cell lines XIST was being expressed 

from chromosome 8p following 5 days of induction with doxycyline. The mean and median z-

scores for each population of cells are listed as well as the standard deviation (sd). The statistical 

significance of the difference between each construct and the Full XIST population of cells was 

calculated using the Mann Whitney U test. 
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5.2.4 Two distinct regions of XIST were both essential for H4K20me1 enrichment 

Unlike for the previous two marks, there were no previous studies indicating which regions are 

potentially critical for H4K20me1 enrichment. Therefore testing its enrichment using the various 

deletion constructs promised to provide purely novel insights into how XIST mediates PRSET-7 

activity. IF-FISH was performed and images analyzed as described in section 2.12 and 2.13.2 of 

the methods sections. The results for these analyses are shown in the boxplot in figure 5.4 and 

the results summarized in table 5.4.  

H4K20me1 was enriched at the Full XIST RNA cloud of most cells following the standard five 

days of induction (median z-score being 2.489, sd 1.594, figure 5.4). Most of the deletion 

constructs showed comparable H4K20me1 enrichment with the Full XIST construct, however 

two separate regions of XIST were both identified as essential. The Δ 3’PflMI, that lacked the 

non-repeat region between Repeats C and D, failed to enrich its chromatin domain for 

H4K20me1 (median z-score = 0.027, sd = 1.686) and differed significantly from Full XIST (p = 

1.19x10-10, figure 5.4). The specific importance of this non-repeat region was supported by the 

larger encompassing deletion of the Δ PflMI construct also disrupting H4K20me1 enrichment 

(median z-score = -0.061, sd = 1.211, p = 1.13x10-15) but the adjacent deletion in Δ BC 

becoming strongly enriched like Full XIST (median z-score = 2.038, sd = 0.779, p =0.079, figure 

5.4).  

The Δ E showed no signs of H4K20me1 enrichment, indicating Repeat E is also a critical 

element in that pathway (median z-score = 0.432, sd = 0.845, p = 3.44x10-13, figure 5.4). The 

importance of Repeat E is supported by the lack of enrichment in the larger deletion construct 

Exon 1 (median z-score = -0.026, sd = 1.357, p = 2.68x10-14). The observation that the two 
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adjacent deletion constructs, Δ 3’ and Δ 3D5E both had very similar enrichment profiles to Full 

XIST (median z-scores 2.311 and 2.080 respectively) suggests that Repeat E specifically is 

essential for H4K20me1 enrichment (figure 5.4). This is the first evidence indicating the regions 

of XIST responsible for H4K20me1 enrichment. As with the previous two marks, H4K20me1 

enrichment was facilitated by multiple essential and unique domains of XIST. 
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Figure 5.4 XIST-mediated enrichment of H4K20me1 depends upon the non-repeat 3’PflMI 

region as well as Repeat E. 

The enrichment of H4K20me1 at the XIST RNA cloud of cells for each type of deletion construct 

as well as Full XIST was measured to determine which regions of XIST were essential. The 

fluorescence intensity of H4K20me1 and XIST RNA was determined by IF-FISH. The relative 

difference in H4K20me1 at the XIST RNA cloud vs the nuclear background was calculated as a 

z-score for each cell, and the population of 60-61 cells counted for Full XIST and the Δ 

constructs were graphed as small circles. A z-score of 0 indicates that H4K20me1 at the XIST 

RNA cloud was equal to the nuclear background. A z-score of 1 indicates that the average 

intensity of H4K20me1 at the XIST RNA cloud is 1 standard deviation above the nuclear 

average. The colour of each box plot denotes the inducible construct being tested. All the 

inducible XIST constructs underwent induction for 5 days with dox. The central line of the 

boxplot indicates the median z-score for each condition, the notch the confidence interval, the 

box itself the interquartile range and the whiskers 1.5x the interquartile range. The statistical 

significance of the difference between each cell line from the Full XIST control was calculated 

using Mann Whitney U test with the p-values adjusted for multiple testing (* p-value < 8.24x10-

4, ** p-value < 1.47x10-4, *** p-value < 1.47x10-5). 
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H4K20me1 mean z-score median z-score sd MW p-value 

Full XIST 2.432 2.489 1.594 -- 

Δ A 2.187 2.052 1.327 2.57E-01 

Δ FBh 2.290 2.191 1.187 5.84E-01 

Δ Bh 2.018 1.827 1.097 1.07E-01 

Δ PflMI -0.173 -0.061 1.211 1.13E-15 

Δ BC 1.999 2.038 0.779 7.93E-02 

Δ 3'PflMI 0.251 0.027 1.686 1.19E-10 

Δ D 2.106 1.965 1.240 2.11E-01 

Δ 3D5E 2.158 2.080 1.143 2.89E-01 

Exon 1 -0.108 -0.026 1.357 2.68E-14 

Δ E 0.404 0.432 0.845 3.44E-13 

Δ 3' 2.316 2.311 1.387 8.21E-01 

ΔΔ -0.328 0.042 1.221 3.27E-16 

Table 5.4 Average H4K20me1 enrichment and XIST RNA cloud 

The level of H4K20me1 enrichment at the XIST RNA cloud seen across each population of cells 

is summarized as well as the p-value indicating the statistical significance of the difference 

between the Full XIST control and the other cell lines. In all cell lines XIST was expressed from 

chromosome 8p following 5 days of induction with doxycyline. The mean and median z-scores 

for each population of cells are listed as well as the standard deviation (sd). The statistical 

significance of the difference between each construct and the Full XIST population of cells was 

calculated using the Mann Whitney U test. 
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5.2.5 MacroH2A enrichment requires large segments along the length of XIST 

To begin to understand better what regions of XIST are responsible for MacroH2A recruitment, 

IF-FISH was performed as described in section 2.12 and the images analyzed as described in 

section 2.13.2. The results of this analysis are shown in graphical form in figure 5.5 and 

summarized in the accompanying table 5.5.  

Following 5ddox induction the Full XIST RNA domain becomes enriched for MacroH2A, 

though the magnitude of the effect was less than the other marks described (median z-score = 

1.958, sd = 1.469, figure 5.5). Little work has investigated how XIST recruits MacroH2A so no 

initial predictions were made about which region(s) would prove essential for its recruitment.  

When the deletion constructs were compared to Full XIST, it was observed that several unique 

regions of XIST are all required for MacroH2A enrichment. Δ FBh failed to become enriched for 

MacroH2A and differed significantly from Full XIST (median z-score = -0.434, sd = 1.189, p = 

5.34x10-17, figure 5.5). Δ 3’PflMI was also significantly weaker at enriching its XIST RNA cloud 

with MacroH2A (median z-score = 0.313, sd = 2.197, p = 3.06x10-9, figure 5.5). The importance 

of this non-repeat region was supported by the lack of enrichment by larger encompassing 

deletion in the Δ PflMI (median z-score = -0.348, sd = 1.124, p = 1.89x10-17). The Δ D construct, 

lacking Repeat D also showed noticeably reduced MacroH2A compared to Full XIST (median z-

score = -1.042, sd = 2.338, p = 4.25x10-17, figure 5.5). The large adjacent deletions, Δ 3’PflMI 

and Δ D, shared a ~400bp overlapping deleted region, and future research into how XIST 

mediates MacroH2A enrichment could benefit by initially focusing on this overlapping region.  
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Δ E failed to become enriched for MacroH2A (median z-score = -1.173, sd = 1.784, p = 6.08x10-

17) as did the encompassing deletion in construct Exon 1 (median z-score = -0.096, sd = 1.380, p 

= 9.44x10-15, figure 5.5). The ΔΔ construct lacking both the PflMI region and the region after 

exon 1 failed to become enriched for MacroH2A (median z-score = -0.737, sd = 1.731, p = 

3.76x10-18). The remaining constructs not mentioned here became enriched for MacroH2A and 

did not significantly differ from Full XIST (figure 5.5). The results of this analysis revealed that 

MacroH2A requires the presence of at least three entirely distinct regions of XIST.  
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Figure 5.5 MarcoH2A enrichment by XIST RNA depends on Repeat F, Repeat E and a 

broad internal region of XIST 

The enrichment of MacroH2A at the XIST RNA cloud of cells for each type of deletion construct 

as well as Full XIST was measured to determine which regions of XIST were essential. The 

fluorescence intensity of MacroH2A and XIST RNA was determined by IF-FISH. The relative 

difference in MacroH2A at the XIST RNA cloud vs the nuclear background was calculated as a 

z-score for each cell, and the population of 60-61 cells counted for Full XIST and the Δ 

constructs are graphed as small circles. A z-score of 0 indicates that MacroH2A at the XIST RNA 

cloud was equal to the nuclear background. A z-score of 1 indicates that the average intensity of 

MacroH2A at the XIST RNA cloud is 1 standard deviation above the nuclear average. The colour 

of each box plot denotes the inducible construct being tested. All the inducible XIST constructs 

underwent induction for 5 days with dox. The central line of the boxplot indicates the median z-

score for each condition, the notch the confidence interval, the box itself the interquartile range 

and the whiskers 1.5x the interquartile range. The statistical significance of the difference 

between each cell line from the Full XIST control was calculated using Mann Whitney U test 

with the p-values adjusted for multiple testing (* p-value < 8.24x10-4, ** p-value < 1.47x10-4, 

*** p-value < 1.47x10-5). 
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MacroH2A mean z-score median z-score sd MW p-value 

Full XIST 2.249 1.958 1.469 -- 

Δ A 2.425 2.213 2.227 6.26E-01 

Δ FBh -0.410 -0.434 1.189 5.34E-17 

Δ Bh 2.257 1.709 2.639 2.90E-01 

Δ PflMI -0.439 -0.348 1.124 1.89E-17 

Δ BC 1.528 1.562 2.247 8.62E-03 

Δ 3'PflMI 0.412 0.313 2.197 3.06E-09 

Δ D -1.484 -1.042 2.338 4.25E-17 

Δ 3D5E 1.787 1.541 1.444 1.09E-01 

Exon 1 -0.196 -0.096 1.380 9.44E-15 

Δ E -1.101 -1.173 1.784 6.08E-17 

Δ 3' 2.946 2.609 2.288 7.58E-02 

ΔΔ -1.002 -0.737 1.731 3.76E-18 

Table 5.5 Average MacroH2A enrichment and XIST RNA cloud 

The level of MacroH2A enrichment at the XIST RNA cloud seen across each population of cells 

is summarized as well as the p-value indicating the statistical significance of the difference 

between the Full XIST control and the other cell lines. In all cell lines XIST was being expressed 

from chromosome 8p following 5 days of induction with doxycyline. The mean and median z-

scores for each population of cells are listed as well as the standard deviation (sd). The statistical 

significance of the difference between each construct and the Full XIST population of cells was 

calculated using the Mann Whitney U test. 
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5.2.6 SMCHD1 enrichment depends upon a unique series of segments of XIST 

The regions of XIST needed for enrichment of late heterochromatin Xi associated factor 

SMCHD1 were identified using the XIST deletion constructs and this information was used to 

infer whether there might be a connection to PRC1. SMCHD1 enrichment was observed by IF-

FISH and analyzed as described in section 2.12 and 2.13.2. The results are presented as a graph 

in figure 5.6 with the average, standard deviation and statistical significance relative to XIST 

summarized in table 5.6. 

Full XIST strongly enriched its XIST RNA cloud with SMCHD1 following 5ddox induction 

(median z-score 2.704, sd = 2.167, figure 5.6). The observation that SMCHD1 recruitment by 

XIST was not associated with PRC2 activity [46] was supported in testing these deletion 

constructs. The Δ constructs that had failed to enrich H3K27me3, Δ FBh, Bh and E, all showed 

strong average enrichment of SMCHD1 that did not differ significantly from Full XIST (figure 

5.6). The Δ FBh, Δ Bh and Δ E constructs all had average levels of SMCHD1 enrichment z-

scores greater than 2 (figure 5.6).  

 The most 5’ region that was essential for SMCHD1 enrichment is the region encompassing 

Repeat B and Repeat C, as Δ BC showed no discernable enrichment for SMCHD1 and differed 

significantly from Full XIST (median z-score= -0.516, sd = 1.073, p = 1.54x10-16, figure 5.6). The 

encompassing deletion of the Δ PflMI construct showed a similar inability to become enriched 

for SMCHD1 supporting the role of the Repeat B and C region being critical for SMCHD1 

enrichment (mean z-score = 0.022, median z-score= -0.109, sd = 1.179, p = 1.04x10-14, figure 

5.6). The evidence from these two deletion constructs suggests that the mechanism itself used by 
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XIST to recruit SMCHD1 may be conserved at Repeat B and C repeats between mice and 

humans, despite the very different size of these repeats between the species.  

Through analysis of the other deletion cell lines the novel discovery was made that several 

additional regions of XIST are also essential for SMCHD1 enrichment. The Δ D construct, 

lacking Repeat D, did not enrich SMCHD1 at the RNA cloud, and differed significantly from 

Full XIST (median z-score= -0.350, sd = 1.629, p = 2.47x10-14, figure 5.6). The absence of the 3’ 

adjacent non-repeat region spanning between Repeats D and E in the Δ 3D5E construct was also 

identified as being essential for SMCHD1 enrichment (median z-score= -0.386, sd = 1.011, p = 

6.35x10-17).  

The 600nt in the 3’ non-repeat region of XIST construct is unusual as it had a significantly 

weakened but not completely absent enrichment of SMCHD1 compared to Full XIST (median z-

score= 1.291, sd = 1.582, p = 2.07x10-7, figure 5.6). The encompassing deletion of the Exon 1 

construct completely fails to enrich SMCHD1 (median z-score= -0.407, sd = 1.003, p = 1.05x10-

17) and the adjacent deletion of Δ E was comparable to Full XIST (p = 0.19, figure 5.6). The 

similar z-scores for the Exon 1 and Δ 3D5E constructs suggest that the shared deletion of the 

small introns 2-5 as well as part of the 5’ region of exon 6 may be of particular importance for 

SMCHD1. The 3’ non-coding region of XIST is clearly important for its enrichment but does not 

seem to represent as essential an element as the other SMCHD1 critical region of XIST. The 

remaining deletion constructs not discussed here had comparable enrichment of SMCHD1 to 

Full XIST, which demonstrates that those regions are dispensable to this pathway (figure 5.6). 

This evidence also supports the potential role of PRC1 being involved in SMCHD1 enrichment, 

as Repeats B, C and D as well as that 3’ most non-repeat region are all essential for both 
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functions. Δ D was also implicated in PRC1 enrichment however Δ 3D5E was not, suggesting 

that while a connection may exist between these Xi factors, there are clearly additional elements 

required for SMCHD1 enrichment.  
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Figure 5.6 SMCHD1 enrichment by XIST depends upon three distinct domains of XIST 

The enrichment of SMCHD1 at the XIST RNA cloud of cells for each type of deletion construct 

as well as Full XIST was measured to determine which regions of XIST were essential. The 

fluorescence intensity of SMCHD1 and XIST RNA was determined by IF-FISH. The relative 

difference in SMCHD1 at the XIST RNA cloud vs the nuclear background was calculated as a z-

score for each cell, and the population of 60-61 cells counted for Full XIST and the Δ constructs 

are graphed as small circles. A z-score of 0 indicated that SMCHD1 at the XIST RNA cloud is 

equal to the nuclear background. A z-score of 1 indicated that the average intensity of SMCHD1 

at the XIST RNA cloud was 1 standard deviation above the nuclear average. The colour of each 

box plot denoted the inducible construct being tested. All the inducible XIST constructs 

underwent induction for 5 days with Dox. The central line of the boxplot indicated the median z-

score for each condition, the notch the confidence interval, the box itself the interquartile range 

and the whiskers 1.5x the interquartile range. The statistical significance of the difference 

between each cell line from the Full XIST control is calculated using Mann Whitney U test with 

the p-values adjusted for multiple testing (* p-value < 8.24x10-4, ** p-value < 1.47x10-4, *** p-

value < 1.47x10-5). 
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SMCHD1 mean z-score median z-score sd MW p-value 

Full XIST 3.137 2.704 2.167 -- 

Δ A 2.848 2.601 2.307 4.36E-01 

Δ FBh 2.334 2.161 1.521 5.00E-02 

Δ Bh 2.431 2.249 1.576 6.13E-02 

Δ PflMI 0.022 -0.109 1.179 1.04E-14 

Δ BC -0.390 -0.516 1.073 1.54E-16 

Δ 3'PflMI 3.098 2.902 1.951 9.98E-01 

Δ D -0.078 -0.350 1.629 2.47E-14 

Δ 3D5E -0.326 -0.386 1.011 6.35E-17 

Exon 1 -0.505 -0.407 1.003 1.05E-17 

Δ E 3.842 3.301 2.814 1.89E-01 

Δ 3' 1.405 1.291 1.582 2.01E-07 

ΔΔ -0.051 -0.283 1.989 2.64E-15 

Table 5.6 Average SMCHD1 enrichment and XIST RNA cloud 

The level of SMCHD1 enrichment at the XIST RNA cloud seen across each population of cells 

was summarized as well as the p-value indicating the statistical significance of the difference 

between the Full XIST control and the other cell lines. In all cell lines XIST was being expressed 

from chromosome 8p following 5 days of induction with doxycyline. The mean and median z-

scores for each population of cells are listed as well as the standard deviation (sd). The statistical 

significance of the difference between each construct and the Full XIST population of cells was 

calculated using the Mann Whitney U test. 
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5.2.7 CIZ1 enrichment depends upon Repeat E and a novel non-repeat region 

CIZ1 is unique among all the Xi associated factors investigated using fluorescent microscopy, as 

every single Full XIST RNA cloud was obviously and clearly enriched for the factor, without 

exception. For this reason, when investigating the regions of human XIST responsible for CIZ1 

enrichment, it was decided to forgo the quantification described in section 2.13.2 of the methods 

chapter and instead simply report the proportion of cells with clear enrichment. CIZ1 and XIST 

were fluorescently labelled by IF-FISH respectively as described in section 2.12 of the methods 

chapter. An example image for each of the deletion constructs is shown in figure 5.7 to illustrate 

the clear enrichment of CIZ1 at the XIST RNA cloud for each of the deletion constructs and the 

proportion of cells with clear enrichment is listed beside each deletion construct.  

The majority of the deletion constructs show a clear enrichment for CIZ1 at every single XIST 

RNA cloud. The Δ E construct however showed no enrichment for CIZ1 at a single one of its 

XIST RNA clouds (figure 5.7). This observation was validated by the encompassing deletions in 

the constructs Exon 1 and ΔΔ constructs that also had no CIZ1 enriched at any of the XIST RNA 

clouds. This finding suggests that the role of Repeat E as essential for CIZ1 enrichment is 

conserved between mice and humans.  

The non-repeat region of XIST directly 3’ of Repeat Bh was also identified as essential for CIZ1 

enrichment. The Δ Bh construct completely failed to exhibit the typical bright CIZ1 signal at any 

of the cells analyzed. The Δ FBh showed a slightly attenuated but still very strong enrichment of 

CIZ1 at 89% of its XIST RNA clouds. Taken together, the evidence from these two deletion 

constructs suggests that the non-repeat region directly 3’ of Δ Bh is essential for CIZ1 
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enrichment, and the loss of the adjacent Repeat Bh may impact the mechanisms and/or 

secondary structure responsible for CIZ1 binding.   
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Figure 5.7 CIZ1 enrichment by XIST RNA depended on both Repeat E and a small non-

repeat region of exon 1 
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Enrichment of CIZ1 (red) at the XIST RNA (green) is compared across the various deletion 

constructs of XIST in the nuclei of cells labelled with DAPI. In almost all constructs there was an 

all or none enrichment of CIZ1 at the XIST RNA cloud, with the proportion of cells enriched for 

each construct included in brackets next to the constructs name. scale bars indicate 10µm. To 

fully illustrate the absence of enrichment in ΔBh and ΔE the example images chosen were ones 

with adjacent nuclei, so the complete lack of enrichment could be observed in both. The XIST 

RNA in all constructs was induced for five days prior to IF-FISH being performed.  
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5.2.8 XIST-mediated histone deacetylation associated with regions critical for PRC2 but 

not PRC1 recruitment 

The ability of the various constructs to deplete the area within their XIST RNA cloud of 

H3K27ac was quantified by IF-FISH (section 2.12 and 2.13.2). Cells were analyzed for the 

relative depletion of H3K27ac using the method of quantification described in section 2.13.2. 

The deletion constructs Δ FBh, Δ Bh and Δ E were selected as they had completely failed to 

become enriched for H3K27me3 (figure 5.2). The Δ 3’ construct was also included as it 

completely failed to enrich its RNA cloud with ubH2A (figure 5.3), but showed normal 

enrichment of H3K27me3. A female control cell line (hTERT-RPE1) was also included as an 

additional control for this analysis.  

The results of the quantification of H3K27ac depletion are presented in figure 5.8 and 

summarized in the accompanying table 5.8. The primary observation of testing these deletion 

constructs is that all of them still show clear depletion of H3K27ac following 5 days of induction 

(average z-score < -1.5, figure 5.8) The site of the Full XIST RNA cloud is hypoacetylated 

(median z-score= -2.302, sd = 1.286) to a technically greater magnitude than the female control 

cell hTERT RPE-1 (median z-score= -1.661, sd = 0.68232, p = 5.815x10-4, figure 5.8). It was 

supposed that this apparent weakness of deacetylation may have been offset by the greater 

overall density of chromatin in the female cell lines compared to the inducible system (figure 3.5 

B). A slightly attenuated hypoacetylation at the XIST RNA clouds of the two Δ FBh test 

coverslips reached the threshold of significance (p = 1.056x10-4 and p=6.44x10-3, figure 5.8). 

The Δ Bh coverslip also showed attenuated hypoacetylation at the XIST RNA cloud (median z-

score= -1.645, sd = 0.817, p = 6792x10-5) as did Δ E (median z-score = -1.80, sd = 0.815, p = 
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4.046x10-3, figure 5.8). All of these constructs were unable to recruit H3K27me3 (figure 5.2) 

suggesting a connection between XIST-mediated histone hypoacetylation of H3K27ac and 

PRC2-mediated enrichment of H3K27me3. The depletion of H3K27ac at the Δ 3’ XIST RNA 

cloud was nearly identical to Full XIST (median z-score= -2.321, sd = 1.810, p = 0.93) indicating 

that loss of the 3’ region of XIST and by extension ubH2A enrichment did not impact 

deacetylation in any measurable way. 
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Figure 5.8 XIST-mediated histone deacetylation weakly associated with PRC2 but not 

ubH2A essential domains.  

The depletion of histone H3K27ac at the XIST RNA cloud was tested for a potential connection 

or link to the PRC complexes. Deletion constructs previously identified as being unable to enrich 

their RNA with either H3K27me3 or ubH2A were tested to see if their depletion of H3K27ac 

was different from control Full XIST construct. The fluorescence intensity of H3K27ac and XIST 

RNA was determined by IF-FISH. The relative difference in H3K27ac at the XIST RNA cloud vs 

the nuclear background was calculated as a z-score for each cell, and the population of 60-61 
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cells counted for Full XIST and the Δ constructs were graphed as a small circle. The colour of 

each box plot denotes the inducible construct being tested. The inducible XIST constructs 

underwent induction for 5 days with dox. The central line of the boxplot indicates the median z-

score for each condition, the notch the confidence interval, the box itself the interquartile range 

and the whiskers 1.5x the interquartile range. The statistical significance of the difference 

between each cell line from the Full XIST control was calculated using Mann Whitney U test 

with the p-values adjusted for multiple testing (* p-value < 8.33x10-4). Two replicates (rep 1 & 

2) of ΔFBh were included to provide insight into how consistent the testing of H3K27ac was 

between biological replicates in Δ constructs. 
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H3K27ac mean z-score median z-score sd MW p-value 

Full XIST -2.371 -2.302 1.286 -- 

Δ FBh rep. 1 -1.764 1.807 1.194 6.45E-03 

Δ FBh rep 2 -1.520 -1.573 1.136 1.06E-04 

Δ Bh -1.557 -1.645 0.817 6.79E-05 

Δ E -1.803 -1.798 0.815 4.05E-03 

Δ 3’ -2.294 -2.321 1.810 9.25E-01 

HTERT-RPE1 -1.759 -1.661 0.682 5.81E-04 

Table 5.7 Average H3K27ac enrichment and XIST RNA cloud 

The depletion of H3K27ac at the XIST RNA cloud seen across each population of cells is 

summarized as well as the p-value indicating the statistical significance of the difference 

between the Full XIST control and the other cell lines. In all cell lines XIST was being expressed 

from chromosome 8p following 5 days of induction with doxycyline. The mean and median z-

scores for each population of cells are listed as well as the standard deviation (sd). The statistical 

significance of the difference between each construct and the Full XIST population of cells was 

calculated using the Mann Whitney U test. Two replicates (rep 1 & 2) of ΔFBh were included to 

provide insight into how consistent the testing of H3K27ac was between biological replicates in 

Δ constructs.  
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5.2.9 Perinucleolar localization of XIST is highly stable and resilient 

Given how little is known in both mice and humans about how XIST localizes to the perinuclear 

compartment it was decided to investigate the proportion of cells carrying each of the deletion 

constructs that associated with the perinucleolar compartment. Of all Full XIST RNA clouds 

examined in the 8p cell line during different immunofluorescence experiments, 54.55% 

(180/330) were observed to be clearly associated with the perinucleolar compartment. This 

represents a 21% increase compared to the 33% (33/100) observed in uninduced Full XIST cells, 

which statistically differed from the induced state using a Fisher exact t-test (p = 9.0x10-6). 

Nearly all of the deletion constructs showed almost identical perinucleolar localization (51%-

55% perinucleolar) to Full XIST (figure 5.9). Only Δ 3D5E (46% perinucleolar, n=300, p = 

3.1x10-2) and ΔΔ (48% perinucleolar, n=200, p = 0.15) were observed to have less than 50% of 

their XIST RNA clouds at the XIST RNA cloud but this effect did not reach the threshold of 

statistical significance when the threshold was adjusted for multiple testing (p= 0.05/12 = 

4.17x10-3, figure 5.9). The striking result of this analysis was how consistent the rate of 

perinucleolar localization was across deletion constructs, clearly demonstrating that any region 

of XIST can be lost without completely or even significantly disrupting its ability to relocate 

itself and large chromatin territories to the perinucleolar compartment.  
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Figure 5.9 XIST RNA localization to the perinucleolar compartment is highly stable, not 

depending upon any single region of XIST 

The localization of XIST RNA (green) to the perinucleolar compartment of the HT1080 cells was 

analyzed using the numerous IF-FISH images from the various enrichment tests. The 

combination of heterochromatin labelling (H3K27me3, SMCHD1, H4K20me1 or ubH2A) IF 

(red) and DAPI staining (blue) made the nucleolar compartment easily identifiable and cells 

were classified as either having XIST directly adjacent to the nucleoli or not as shown in the 

bottom example images. The proportion of cells (>100) for each type of construct with 
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perinucleolar XIST (blue) and non-perinucleolar (grey) were compared to induced Full XIST 

using the Fisher exact test. Uninduced Full XIST associated with the perinucleolar compartment 

less than induced Full XIST however none of the induced deletion constructs significantly 

differed from the induced Full XIST (* p-value < 4.17x10-3). The white scale bars in each photo 

indicate 10µm. 
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5.3 Discussion  

The regions essential for the various XIST initiated pathways examined throughout this chapter 

are highlighted in figure 5.10. This work provides the first analysis of the specific regions of 

XIST responsible for its various pathways and makes novel findings regarding each function 

analyzed. The 5’ and 3’ most extreme ends of XIST were shown to be critical for XIST to silence 

distal genes. Repeat A had previously been identified as essential for proximal silencing and was 

found to also be essential for distal gene silencing [82], [111], [288]. It was an entirely novel 

discovery however that the adjacent region including Repeat F was also essential for distal gene 

silencing. It had been proposed that in mouse models Repeat F was critical for tethering Xist to 

chromatin by LBR, however no observation of defective XIST RNA localization was observed 

here suggesting that these functions are not conserved between species [56]. The 600bp region at 

the 3’ edge of the XIST transcript was also found to be essential for XIST to silence distal genes. 

The importance of the 3’ region was supported by the larger deletion constructs Exon 1 and ΔΔ. 

It was intriguing to note that no other sequence in the more then 10kb intervening sequence was 

essential for gene silencing (section 5.2.1), especially when those intervening sequences were 

found to be essential for every other aspect of Xi associated chromatin remodeling. It is therefore 

evident that most of XIST is dispensable for it to induce gene silencing and that there was little 

connection between this establishment of gene silencing and any of the observed changes to the 

chromatin environment analyzed here. 

The lack of H3K27me3 enrichment at the XIST RNA cloud of the Δ FBh and Δ Bh constructs 

indicates that the region surrounding Repeat F and Bh are likely critical to XIST-mediated 

activation and/or recruitment of PRC2 (section 5.2.2). Loss of Repeat A in the Δ A construct 
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resulted in a small weakening of H3K27me3 enrichment compared to Full XIST, though Δ A 

differed more significantly from Δ FBh then Full XIST. The intermediate nature of this effect on 

H3K27me3 enrichment suggests that Repeat A influences PRC2 activity through contributory or 

additive effects. There were studies that suggested Xist repeat A is important for H3K27me3, and 

it may be that some element in the same region of human XIST may also contribute to this 

process through some partial conservation of function [86]. The region of human XIST 

responsible for H3K27me3 enrichment had not been previously known, and opposing views 

have been circulating for years. There was evidence in mice that the PRC2 cofactor Jarid2 bound 

to the region extending between mouse Xist Repeats F and B [131], though the role and 

importance of Jarid2 and this region has generally fallen out of favor in recent years [129]. In 

contrast to findings in mice which indicated that Repeat B to C were essential for mediating 

PRC1/2 activity, Repeat B and C in human XIST are completely dispensable to H3K27me3 

enrichment [127], [129], [133], [140]. This demonstrates that functional divergence in the role of 

the Repeat B and C region of XIST has occurred between species. Another original finding of 

this work is that the Repeat E region of XIST is essential for H3K27me3 enrichment. This 

contrasts work in mice demonstrating that Xist Repeat F and E is dispensable for H327me3 

enrichment [144], [289]. The two regions essential for H3K27me3 enrichment are separated by 

~8kb of dispensable sequence, the removal of which did not obviously impact the enrichment of 

H3K27me3.  

Based on mouse studies it was anticipated that ubH2A enrichment would depend upon similar 

regions of XIST as H3K27me3, however this was entirely the opposite to what was observed. 

The enrichment of ubH2A at the XIST RNA cloud depends upon the region surrounding Repeat 



205 

 

B and C of XIST, suggesting that the role of this region was somewhat conserved between mice 

and humans, despite the difference in the size of the repeats [81], [127]. The identification of the 

previously unassociated Repeat A, Repeat D and 3’ non-repeat domain of XIST indicates that 

PRC1 utilization by XIST relies on numerous distinct interdependent regions. It may be of 

interest to examine these same regions of mouse Xist to determine whether they also contribute 

to ubH2A enrichment. No overlap at all was observed between the regions of XIST essential for 

H3K27me3 or ubH2A, suggesting that these two processes are part of independent pathways in 

humans, unlike in mice [127], [133], [140]. Taken together these results suggest significant 

functional divergence in how XIST mediates the activity of the PRC1 across mammalian species 

and that ubH2A enrichment in humans requires at least four distinct domains of XIST.  

The role of H4K20me1 in Xi still remains to be elucidated, though for the first time in any 

mammalian species there is now evidence of the regions of XIST that are responsible for its 

accumulation. Enrichment of H4K20me1 requires Repeat E of XIST which was also identified as 

important H3K27me3 enrichment, however its reliance on the non-repeat region spanning 

Repeat C and D was completely unique to this mark. A link was once proposed between 

H4K20me1 enrichment and the PRC2 complex recruitment by XIST, and work outside of field of 

XCI has noticed links between the PRC activity and H4K20me1 [128], [290], [291]. It may have 

been that some common factor or element at Repeat E was common to both pathways, but 

further work would be needed to identify this element in Repeat E. As no overlap between the 

domains of XIST essential for ubH2A and H4K20me1 was identified, it was concluded that the 

pathways leading to the enrichment of these marks are entirely independent of each other. 
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As so little was known of MacroH2A recruitment by XIST in any species, the findings presented 

here represent the first and only insights to date into the regions and domains of XIST that 

mediate its recruitment [162]. MacroH2A localization relied on regions surrounding both Repeat 

F and E as well as the large internal region of exon 1 extending from the non-repeat region 3’ of 

Repeat C to the 3’ edge of Repeat D. This was interesting as it indicates both a potential link to 

H3K27me3 and also indicates for the first time that Repeat D is associated with any aspect of 

chromatin remodeling in any species [92]. The large middle essential region was completely 

dispensable for normal H3K27me3 enrichment which suggests that additional unique elements 

are required for Macro2HA enrichment. Further work is still required to determine whether a 

potential connection between PRC2 and MacroH2A exists. The observation that MacroH2A 

enrichment relies on the same domains identified as essential for H3K27me3 enrichment 

suggests a potential link between these factors that was investigated in subsequent studies in 

Chapter 6.  

The regions of XIST essential for the other late Xi factor, SMCHD1, were also identified in this 

work for the first time. A significant overlap of the domains required for its enrichment with 

ubH2A was observed, with both regions requiring Repeat B, C and D as well as the 3’ region of 

XIST. Enrichment of SMCHD1 also requires the large non-repeat regions spanning between 

Repeat D and E, suggesting that additional factors are involved in its recruitment. The overlap in 

the regions responsible for SMCHD1 enrichment and ubH2A suggests a potential link between 

the two in keeping with evidence of PRC1 recruitment being essential for SMCHD1 enrichment 

in mice [132]. This connection however is not perfectly clear, as the Δ A construct failed to 

become enriched for ubH2A but recruited SMCHD1 strongly. Further analysis to better ascertain 
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what link existed between ubH2A and SMCHD1 is therefore seen as a potentially fruitful avenue 

of research and also explored further in Chapter 6. 

The recruitment of CIZ1 is believed to occur through the direct binding of XIST, so it was 

therefore surprising to observe that CIZ1 also requires distinct regions of XIST to become 

enriched [107], [108]. The Repeat E region had been previously suggested to be important based 

on studies in mice, however the fact that the non-repeat region directly 3’ of Repeat Bh is also 

essential is entirely novel. The region 5’ of Bh was not identified as essential to any other feature 

tested, suggesting that CIZ1 enrichment is not directly linked to any of these other pathways 

[108]. All the marks and factors described so far have relied on numerous regions of XIST, 

however CIZ1 requiring multiple distinct domains is perhaps the most surprising as it is believed 

to directly bind to XIST without intermediates or additional factors via its C-terminal [107]. This 

suggests that long-range interactions between these regions of XIST are necessary to create the 

secondary structures necessary for CIZ1 binding.  

There has been growing evidence for mouse Xist that the majority of gene silencing events are 

mediated by histone deacetylation, and that this may contribute to H3K27me3 and ubH2A 

spreading [114]. The tests of histone deacetylation performed in this chapter provide an initial 

insight of where fruitful avenues of research into the pathways initiated by human XIST might 

lie. Loss of both Repeat F and Bh completely prevents H3K27me3 enrichment and was observed 

to result in a mild effect on histone hypoacetylation of H3K27. Loss of the 3’ region of XIST 

completely disrupted gene silencing and ubHA enrichment but had no effect on H3K27 

hypoacetylation. This brief analysis suggests that some connection might exist between 

hypoacetylation and trimethylation of H3K27 by XIST, and that hypoacetylation does not show 
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an obvious connection to XIST-mediated distal gene silencing or ubH2A enrichment. Further 

research is necessary to ultimately identify how XIST utilizes PRC1, PRC2 and histone 

deacetylases when establishing chromosome inactivation, but this work provides an initial 

framework to direct the next stage of research into XIST activity.  

An overarching observation from this work is that numerous distinct domains of XIST are critical 

for the various processes examined. The various essential domains identified for each process are 

separated often by kilobases of dispensable sequences that could be removed without affecting 

the given pathway. The evidence that multiple sections of XIST are essential for each pathway it 

initiated offers a potential reconciliation of studies that disagreed about which regions of XIST  

were essential for certain functions, best exemplified by the various regions associated with 

PRC2 recruitment [86], [127], [131]. It may be that these reports have also identified numerous 

interdependent sequences within Xist. In addition, it was shown that despite the initial 

expectation that the Repeats of XIST would be of primary importance, most of the pathways 

examined rely on at least one non-repeat region of XIST [82]. These results also demonstrate that 

while the functional importance of certain regions is conserved between mice and humans, 

significant divergence has occurred as well.  
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Figure 5.10 Summary of the functional importance of the regions of XIST 

The regions of XIST identified as important for each of the processes examined in this chapter 

are highlighted in each row. Darker orange highlighting indicated regions essential for a process 

while lighter yellow highlighting indicated regions that affected a function but were not essential. 

The regions tested but found to be dispensable are not highlighted and are represented by the 

faint outline of XIST in each row. The XIST transcript is coloured to delineate the regions 

typically referred to as Repeat (blue) or non-repeat (grey) domains. Regions left entirely blank in 

this figure have not been tested.  
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Chapter 6: Chemical Inhibition of Key XIST Binding Factors 

 

6.1 Introduction 

The result of investigating the XIST deletion constructs in chapter 5 suggested several potential 

connections between Xi associated factors. The next objective was to investigate potential 

connections and interdependencies to identify pathways of XIST-mediated chromosome 

inactivation. Based on the results of chapter 5 as well as the contemporary knowledge of the 

field, three XIST-mediated chromatin modifications were examined: HDAC histone 

deacetylation, PRC2 trimethylation of H3K27 and PRC1 ubiquitination of H2AK119. These 

pathways were examined for their role in XIST-mediated silencing of distal genes and other 

chromatin remodeling events of interest.  

Of all the complex aspects of XIST activity, its establishment of gene silencing was the most 

studied and yet also perhaps the least known. The essential nature of Repeat A for silencing was 

established early, with more recent studies showing that SPEN binding to Xist was also critical 

for silencing, but it remains still uncertain how the initial down-regulation and silencing of genes 

occurs [57], [59], [82]. Studies of mouse Xist had suggested that the mediation of histone 

hypoacetylation through HDAC3 activation by SPEN was critical for the silencing of most genes 

on the Xi and contributed to H3K27me3 enrichment [103], [114]. To validate whether a similar 

process occurred in humans and to establish importance of HDAC activity in general to XCI it 

was necessary to test both HDAC3 specifically as well as HDACs in general. It was 

hypothesized that hypoacetylation was not critical for XIST to establish silencing, based on the 
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analysis of the Δ FBh and Δ 3’ XIST constructs, which failed to repress genes despite 

demonstrating clear hypoacetylation at the XIST RNA cloud (figure 5.1 and figure 5.8).  

 

At time of writing the most recent analysis of mouse Xist regulation of HDAC3 and PRC 1 & 2 

suggested a hierarchical system where histone deacetylation preceded and cleared the way for 

PRC1 to spread its repressive mark, ubH2A, which in turn recruited PRC2 [114], [131]. There 

was little reason to suspect a link between PRC1 and HDAC3 activity in the human model based 

on the results of the deletion constructs in chapter 5 (figure 5.3 and 5.8) The tests of the deletion 

constructs in chapter 5 had suggested a potential link might exist however between histone 

deacetylation and PRC2-mediated enrichment of H3K27me3 at the XIST RNA cloud (figure 5.8). 

This potential link was intriguing as it suggested that an analysis comparing the histone 

deacetylation and H3K27me3 enrichment by XIST would reveal the first clear insight into how 

the XCI pathways were ordered in humans.  

While studying the importance of deacetylation was of great interest, another primary focus was 

to determine the significance and interplay of the highly studied PRCs 1 and 2 by XIST during 

the establishment of inhibited chromatin. Studies of mouse models had suggested that Xist 

binding to hnRNPK mediated the initial recruitment of non-canonical PRC1, ultimately leading 

to the chromatin bound by Xist to be enriched for ubH2A histone marks [127], [140]. The 

evidence from mouse models suggested that Xist-mediated H3K27me3 enrichment depended 

upon preceding PRC1 activity, however the results of chapter 5 strongly suggested that PRC1 

and PRC2 recruitment was independent in humans (figure 5.2 and figure 5.3)[129], [133]. 

Research using mouse Xist had also suggested a potential connection between PRC1 activity and 
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SMCHD1 enrichment, and noticeable overlaps in the regions essential for both ubH2A and 

SMCHD1 enrichment had been observed in chapter 5 (figure 5.3 and figure 5.6)[167]. The 

studies of the deletion constructs suggested a connection exists between PRC1 and SMCHD1 

and determining whether this connection existed one way or another would open the door to 

further understanding of the XIST-mediated pathways as well as the possibility of cross-species 

comparative analysis. For all these listed reasons it was concluded that analyzing the importance 

of the catalytic activity of PRC1 to the various XIST-mediated pathways would provide 

numerous benefits and insights. 

The results of chapter 5 suggested that the mechanisms by which PRC2 was recruited by XIST 

have diverged significantly between mice and humans, and it was therefore of great interest to 

determine how our own species’ XIST utilizes this complex. The enrichment of H3K27me3 at 

the XIST RNA chromatin had been associated with MacroH2A enrichment in chapter 5 based on 

the reliance on overlapping regions of the XIST transcript. No evidence from the literature 

suggested a connection between these factors so investigation of a connection represented 

completely uncharted territory. Analysis of the deletion constructs revealed the regions of XIST 

responsible for H3K27me3 enrichment seemed to contribute to histone hypoacetylation. This 

suggested that testing whether the HDAC and PRC2 processes were reciprocally interacting was 

a potentially fruitful avenue to discover novel aspects of the XIST-mediated pathways. Both 

mouse studies and the results of chapter 5 suggested that PRC2 activity was not essential for the 

enrichment of ubH2A, however there was evidence of collaborative heterochromatin spreading 

of ubH2A and H3K27me3 marks through feed-forward mechanisms [139], [144]. It was 
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therefore tested whether PRC2 activity contributes even additively to the spreading and 

accumulation of ubH2A. 

As described in chapter 3, the accumulation of heterochromatin marks and the depletion of 

H3K27ac by XIST induction from 8p developed over several days and required 5 days to reach 

its greatest extent. It was believed that a sufficient impediment to catalytic activity would allow 

the pathways to be tested without the need for completely blocking all catalytic activity. A 

modular system of inhibiting catalytic activity was seen as preferable to attempting to knock-out 

or knock-down factors, as the focus of these experiments was to directly examine the effect of 

alterations to the histone code on downstream processes. Small molecule inhibitors specific to 

PRC1, PRC2, HDAC3 as well as a broad inhibitor of HDACs were all used to temporarily block 

catalytic activity in the Full XIST 8p HT1080 cells while XIST was being induced. The chemical 

inhibitors selected for this research, a review of the relevant literature and dosage information is 

described in sections 6.1.1-6.1.4. 

The inhibitor treated cells were compared to the uninhibited control HT1080 cells to determine 

what effect, if any, a given factor has on XIST silencing, expression and chromatin remodeling. 

To determine whether XIST would be induced at normal levels in the presence of a given 

inhibitor, the XIST transcript levels were tested using qPCRs according to the protocol in section 

2.2 and 2.3, with XIST vector primers (PCDNA5) used to measure induced XIST levels relative 

to the endogenous control genes PGK1 and UBC (see appendix primer table A.2). The 

normalized silencing strength of XIST in the presence of each inhibitor was tested by PCR 

amplification of cDNA for the SNP encoding segment of the four distal genes CTSB, DLC1, 

SLC25A37 and STC1 and then performing Pyrosequencing as described in section 2.10. The 
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distribution of chromatin factors at the XIST RNA cloud was measured by comparing the z-score 

of a population of IF-FISH labelled cells following 5 days of treatment as described in the 

methods sections 2.12 and 2.13.2. 60-61 cells were tested for each condition and the population 

distributions were all compared to the control (uninhibited) population of cells using the Mann 

Whitney U test [249]. As 13 tests for statistical significance were made throughout this work the 

thresholds of significance were adjusted from 0.05, 0.01 and 0.001 to 3.85x10-3, 7.7x10-4 and 

7.7x10-5 respectively. 

 

6.1.1 General HDAC inhibition with Trichostatin A (TSA) 

Trichostatin A (TSA) was described in 1976 as an antifungal antibiotic produced by the bacteria 

S. hygroscopicus [292]. TSA is a broad spectrum inhibitor of histone deacetylase activity known 

for decades to cause hyperacetylation of histone tails at doses as low as 10nM to 20nM [293], 

[294]. TSA is a reversible inhibitor of class I/II HDACs, including HDAC3, and one of the most 

common tests of its activity is through measuring the hyperacetylation of H4 by western blotting 

or ChIP [294], [295]. Identifying the appropriate dose of TSA however proved challenging, as 

despite its endemic use in research the doses used by researchers ranged from 6.25nM to >1µM 

depending on the cell type and the length of treatment [296], [297]. One research group however 

demonstrated convincingly by western blotting that 30nM and 50nM of TSA in HeLa cells was 

sufficient to produce hyperacetylation on histone H3 and H4 after 48 and 72 hours of treatment 

[298]. As all of the other investigations of the inducible HT1080 XIST system had been 

performed following five days of induction, the initial objective was to determine the upper 

doses of TSA that the cells could withstand throughout that period of time.  
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6.1.2 HDAC3 specific inhibition with RGFP966 

For the past few years evidence in mouse models has indicated that HDAC3 is essential for Xist-

mediated silencing [57], [59], [103].  This was further supported by knockout experiments as 

well as the chemical inhibition of HDAC3 catalytic activity using the small molecule inhibitor, 

RGFP966 [114]. RGFP966 has been used in both in vivo and in vitro models to inhibit HDAC3 

activity specifically. It is reported that RGFP966 can specifically inhibit HDAC3 with no 

inhibitory effect of other HDACs [299]. While RGFP966 has not been studied as extensively as a 

HDAC inhibitor as TSA, researchers have observed a broad range of effective concentrations in 

vitro. Indirect evidence has shown that as little as 100nM of RGFP966 can imitate aspects of 

Hdac3 knockout in mouse Eµ-Myc lymphoma and APL cells and additionally recommended not 

exceeding 1µM in vitro due to significant apoptosis [300]. Other work has suggested that short 

(1 hour) exposure to up to 10µM may be optimal for HDAC3 inhibition [301]. Given this broad 

range of potential doses an initial analysis of cell survival at various doses of RGFP966 was 

performed. The treatment concentration that did not cause significant stress or mortality to the 

cells and caused a measurable increase in histone acetylation at known targets of HDAC3 would 

be used to investigate the role of HDAC3 in human XIST-mediated XCI.  

 

6.1.3 PRC1 inhibition with PRT4165 

To investigate the importance of PRC1 monoubiquitinating the histone tails of H2A at the site of 

the XIST RNA cloud it was necessary to find a chemical that would effectively and specifically 
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block BMI1/RING1A and RNF2 activity in the PRC1 complex. In 2009 a research group 

investigating ubiquitination and antitumor molecular targets identified a compound PRT4165 (2-

Pyridin-3-yl methylene-indan-1,3-dione) that specifically inhibited the ubiquitination in a 

Bmi1/Ring1a dependent manner in a cell free setting. They observed a significant decrease in 

ubiquitination by western blotting and homogenous time resolved FRET (fluorescence recovery 

after photobleaching) using PRT4165, with high doses resulting in less ubiquitination [302]. The 

researchers also observed that treatment of HeLa cells and A375 cells with 50µM PRT4165 

resulted in a significant in vitro inhibition of ubiquitination after 5 hours both by IF imaging and 

western blotting, suggesting that 50µM may be an effective treatment concentration [302]. In 

2013 independent researchers published further results confirming the activity of PRT4165 as a 

potent and specific inhibitor of PRC1 ubiquitination [303]. Researchers demonstrated through 

western blotting that treatments of 25µM and 50µM and 100µM PRT4165 in cell media resulted 

in a significant and rapid depletion of ubiquitination at H2AK119 in the U-2 OS osteocarcinoma 

human cell line [303]. These researchers tested one-hour treatments with PRT4165 and observed 

significant loss of ubH2A, though the short duration of these two tests left uncertainty about the 

effect incubating cells for long durations might have to their viability. 

 

6.1.4 PRC2 inhibition with GSK343 

To investigate the role of PRC2 activity at the site of the XIST RNA cloud the small molecule 

inhibitor GSK343 was selected for its specificity and potency. A research group investigating 

small inhibitors of EZH2 activity discovered GSK343 and published their results in 2012 [304]. 

They identified GSK343 to be a highly potent and specific in vitro inhibitor of EZH2 activity. 
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GSK343 was designed to be competitive with SAM binding by EZH2, effectively blocking its 

enzymatic activity. The researchers confirmed that this competitiveness with SAM was specific 

to EZH2 and to a much lesser extent EZH1. All other methyltransferases tested were at least 

15,000 times less sensitive to GSK343 then EZH2. The researchers observed that treating 

HCC1806 human acantholytic squamous cell carcinoma cells with 4.2µM resulted in a 

significant decrease of H3K27me3 in the nuclei of cells after 72 hours [304]. Subsequent work 

looking at GSK343 concentrations in HeLa cells and SiHa cells observed that 5µM and 10µM 

consistently resulted in a significant and specific loss of H3K27me3 in a dose dependent manner 

after 24 hours when measured using western blotting [305]. When this research group measured 

cell viability, they observed above 50% viability of both Hela and SiHa cells after 3 days at 

doses of GSK343 of 10µM or lower. The higher dose they tested, 20µM, resulted in most cells 

being dead after 3 days of treatment. The dose information obtained from this research became 

the basis for my own experiments using 5µM and 10µM concentrations of GSK343 to inhibit the 

enrichment of H3K27me3 at the XIST RNA cloud.  

 

 

6.2 Results 

6.2.1 Validating Chemical Inhibitors in HT1080 inducible XIST model 

6.2.1.1 Survival and stress during chemical inhibition treatments 

The upper concentration of HDAC inhibitors TSA and RGFP966 that the HT1080 cells could 

endure was determined as a first step to identify the suitable concentrations for testing the XIST 



218 

 

initiated chromatin inactivation pathways. Treatment of cells with the HDAC inhibitors was 

assessed using a hemocytometer with Trypan blue treatment over the course of several days. The 

cells were all grown in the wells of a 6 well plate according to the cell culture protocol described 

in section 2.1 of the methods chapter. A control population of HT1080s was grown along with 

the TSA treated and RGFP966 treated cells during the course of treatment. The quantified 

survival is presented in figure 6.1 and the qualitative assessments of cells stress based on the 

shape of the HT1080 cells is recorded in the following paragraphs. 

Concentrations of 200nM and 300nM TSA were initially tested based on the observations of Dr. 

Jakub Minks however these concentrations resulted in complete HT1080 cell death after 3 days. 

It was decided to test a range of lower concentrations that would go up to 150nM of TSA 

treatment. The lowest concentration of TSA tested was 20nM, as this fell between the 

concentrations of 20nM to 30nM identified as optimal in other cell lines [296], [298]. 20nM 

increments of TSA were tested up to a 100nM concentration, as well as a 150nM concentration, 

which were all used to treat HT1080 cells over 6 days of treatment. The initial plan was to begin 

treating cells with the chemical inhibitors 1 day before starting XIST induction with doxycycline, 

so 6 days chemical inhibition would correspond to the established 5ddox treatment condition. 

After 1 day of treatment all the cells in the different concentrations of TSA, with the exception of 

the 150nM concentration, showed no obvious signs of stress and the majority of cells measured 

on the hemocytometer being alive (figure 6.1 A). The cells in the 150nM TSA treatment 

appeared highly stressed and only 64% were still alive. By day 2 of TSA treatment the 80nM, 

100nM and 150nM TSA conditions all appeared noticeably unhealthy, with both significant 

signs of cells stress and cell death evident. As TSA was known to be a potent inhibitor of cell 
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growth, it was not surprising that even the 20nM treatments had visibly lower cell confluency 

after 2 days of TSA treatment compared to the control population of HT1080 cells [306].  By 4 

days of treatment there were hardly any cells alive in the concentrations TSA greater than 80nM, 

though most cells in 60nM were not showing major signs of stress or death (figure 6.1 A). By 6 

days of TSA treatment all the concentrations of TSA with the exception of the 20nM 

concentration had at least 50% cell death (figure 6.1 A). Complete cell death occurred after 6 

days of treatment in concentrations at or above 80nM of TSA suggesting that the HT1080 cells 

were sensitive to the long-term effects of HDAC inhibition. 

The results of testing the TSA treatments suggested that fewer time points would be sufficient to 

observe the effects of RGFP966 on cell survival and stress and so tests of survival following 2 

days of treatment and 6 days of treatment were performed. A range of concentrations of 

RGFP966 from 100nM to 10µM were tested based on the literature results described in section 

6.1.2. By two days of treatment a general negative relationship between HT1080 survival and 

RGFP966 concentration was observed (figure 6.1 B). All the concentrations less than or equal to 

1µM RGFP966 did not differ qualitatively from the control HT1080s grown in parallel. 

Treatments of 2µM and higher of RGFP966 produced obvious signs of stress on the cells within 

2 days. By 6 days most of the cells in concentrations greater than 2uM were dead and the 

remaining cells looked consistently stressed. Concentrations of 1µM RGFP966 were comparable 

with the lower concentrations and the untreated control (figure 6.1 B). 

Based on the results of these two HDAC inhibitors survival rates, the timetable for treating cells 

was revised to minimize the time the cells would spend in the inhibitors as this unusually long 

term treatment had proven unexpectedly stressful to cells. The Full XIST HT1080 cells to be 
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treated with a chemical inhibitor would only be treated for five days, with doxycycline added at 

the same time as the inhibitor where appropriate. As TSA treatment produced the greatest stress 

response in HT1080s, three concentrations of 20nM, 40nM and 60nM were used when assessing 

whether broad spectrum HDAC inhibition impacted XIST activity. The concentration of 

RGFP966 selected was 1µM as it was the highest concentration that did not dramatically impact 

survival. 

In addition to testing the lethality of the HDAC inhibitors, it was necessary to identify viable 

upper concentrations of the PRC2 inhibitor GSK343 and PRC1 inhibitor PRT4165. A 5 day 

analysis of cell survival on the HT1080 cells using GSK343 or PRT4165 was performed using  

concentrations found to be effective in similar contexts [303], [305]. The higher concentrations 

used for each inhibitor were 10µM for GSK343 and 50µM for PRT4165 and both resulted in 

moderate signs of stress in a minor proportion of HT1080s. The second highest concentrations 

tested were 5µM GSK343 and 25µM PRT4165, and these two concentrations were functionally 

indistinguishable from the control untreated HT1080 cells grown in parallel. Lower 

concentrations of GSK343 and PRT4165 were tested but as they were not differentiable from the 

5µM and 25µM concentrations respectively they were not used in subsequent analysis. The 

treatment plan that became standard practice when testing the effects of the chemical inhibitors 

on the Full XIST 8p HT1080s was summarized figure 6.2. A summary of the inhibitors used, 

their targets and the doses selected for testing the Full XIST 8p inducible cell lines is listed in 

table 6.1. 
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Figure 6.1 Survival of cells over the course of HDAC inhibition treatments 

The proportion of cells alive in different concentrations of the HDAC inhibitors TSA and 

RGFP966 over different treatment time points shown in the graphs with increasing colour 

intensity reflecting increasing doses. HT1080 survival rates were calculated using a 

hemocytometer with Trypan blue. A) The average proportion of cells alive in in various 

concentrations of broad HDAC inhibitor TSA (blue shading) as well as the uninhibited control 
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(white) were tested following 1, 2, 4 and 6 days of treatment. B) The average proportion of cells 

alive in various concentrations of HDAC3 inhibitor RGFP966 as well as the uninhibited control 

were tested following 2 days of inhibition and 6 days of inhibition. 
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Figure 6.2 Treatment plan for HT1080 cells with chemical inhibitors 

An outline of how HT1080 cells with 8p inducible Full XIST were tested for the effect of an 

inhibitor. Doxycycline (blue) and the inhibitor to be tested (green) would be added to the DMEM 

(pink) of cells, with at least two different concentrations tested for each inhibitor. Inhibitor free 

media with doxycycline was also prepared to be a control that each inhibitor would be compared 

to. At least 3 biological replicates were tested for each combination of inhibitor concentrations as 

well as the control condition. All the treatments of biological replicates and controls were 

performed in parallel. The inhibitor treatments and induction of XIST lasted for 5 days before the 

cells were harvested and tested.  
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Inhibitor Target of inhibitor Effect on histone code Dose for HT1080 

Trichostatin A 

(TSA) 

HDAC ↑ H3K27ac & H4K8ac (in 

addition to others) 

20, 40 & 60 nM 

RGFP966 HDAC3 ↑ H3K27ac & H4K8ac 1µM 

PRT4165 PRC1 (RING1A/RNF) ↓ H2AK119ub (ubH2A) 25 & 50 µM 

GSK343 PRC2 (EZH2) ↓ H3K27me3 5 & 10 µM 

Table 6.1 Inhibitors and concentrations effective for HT1080s 

Summary of the inhibitors used throughout this chapter. The target of each inhibitor and the 

direct effect of inhibition on the global histone code are shown as well as the concentrations of 

each inhibitor found to be effective in the HT1080 cell line. 
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6.2.1.2 Western blotting to determine effectiveness of chemical inhibitors 

To quantify the effect of the various chemical inhibitors on HT1080 cells protein extraction, 

western blotting and quantification were performed as described in section 2.7 of the methods. 

Cells were incubated for 5 days in DMEM containing the appropriate concentration of chemical 

inhibitor and media was replaced daily. H4 and βactin control antibodies were used to as 

references to compare the relative amount of the proteins of interest in each condition. The 

results of these western blot tests are shown in figure 6.3. Treatment of HT1080 cells with three 

concentrations of PRT4165 for five days resulted in a dose dependent decrease in ubH2A levels 

within cells (figure 6.3 A). The 25µM treatment resulted in only 0.68 times as much ubH2A in 

the nucleus, while 50µM resulting in only 0.55 as much ubH2A compared to the two control 

lanes on either side of the gel (figure 6.3 A). It was expected therefore that this reduced PRC1 

activity would delay the accumulation of ubH2A at the XIST RNA cloud. 

To assess histone acetylation, antibodies targeting H4K8ac were used, which had been validated 

and previously found to work well during western blotting by the Howe lab at UBC. H4K8ac 

was a target of HDAC3, and previous research groups had observed increased levels upon both 

general and HDAC3 specific inhibition with RGFP966 [306]. The TSA treatments resulted in a 

consistent and dose dependent increase in acetylation of H4K8, with 60nM resulting in a 4.16-

fold increase in acetylation (figure 6.3 B). Five days of treatment with 1µM RGFP966 resulted in 

a 2.88-fold increase in H4K8ac. In chapter 5 a potential link was suggested between XIST-

mediated histone deacetylation and H3K27me3 enrichment which was to be explored further in 

this analysis. Therefore, the effect of PRC2 inhibition on histone acetylation levels was also 

tested. Both 5µM and 10µM concentrations of GSK343 were very similar to the average level of 
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H4K8ac observed in the untreated replicates (normalized H4K8ac = 1.09 and 0.99, figure 6.3 B). 

This indicated that while TSA and RGFP966 treatments dramatically affected H3K8 acetylation 

levels, GSK343 treatment did not. 

As anticipated GSK343 treatment resulted in a dose-dependent decrease in H3K27me3. 

Treatment with 5µM reduced H3K27me3 levels to 0.25 relative to the untreated controls and the 

10µM treatment had 0.12 the level of H3K27me3 compared to controls (figure 6.3 C). The 

highest TSA concentration, 60nM, reduced H3K27me3 levels to 0.41 of control levels, though 

40nM and 20nM were similar to the controls (figure 6.3). RGFP966 treatment decreased 

H3K27me3 levels to 0.43 the average level of the controls, a similar effect strength to that 

observed by the 60nM TSA treatment (figure 6.3 C). Finally, since PRC1 and PRC2 activity was 

regularly described as linked in mouse models, H3K27me3 levels were additionally tested 

following treatment with PRT4165, as an effect would confound further investigations [307]. 

PRT4165 at 50µM had levels of H3K27me3 consistent with the control treatments (normalized 

H3K27me3 = 1.09), suggesting that PRC2 activity was not broadly affected by PRC1 inhibition 

(figure 6.3 C).  
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Figure 6.3 Chemical inhibitors produced expected effects on global histone mark levels in 

HT1080 cells 
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Western blotting of global histone modification levels following chemical inhibition treatment 

for 5 days in the HT1080 cell line. The relative level of the histone marks of interest (ubH2A, 

H4K8ac and H3K27me3) in the inhibited cell lines relative to the uninhibited control (ctrl) are 

listed underneath each relevant band. The label next to each row of bands denotes the antibody 

used (see appendix table A.3). The relative levels of histone mark within a cell line were 

calculated based on an endogenous control gene (histone H4 or βactin). Inhibited samples are 

labelled according to the inhibitor and concentration they were treated with. Imaging of the 

western blots as well as calculations of relative amounts of the histone marks was performed 

using a LI-COR Odyssey machine from BioAgilytix with the associated software. A) control 

(ctrl) and PRT4165 treated samples were tested for global ubH2A levels. B) The effect of both 

HDAC inhibitors as well as PRC2 inhibitor GSK343 were tested on global H4K8ac levels. C) 

The effect of all inhibitors was tested on global H3K27me3 levels.  
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6.2.2 Chemical inhibitor effects on XIST induced transcript levels 

Prior to testing the effects of inhibiting HDACs, PRC1 and PRC2 on XIST induced from 

chromosome 8p, it was important to check that XIST was still being induced properly in the 

presence of these chemical inhibitors. This was particularly important in the higher 

concentrations of TSA, GSK343 and PRT4165 where signs of cell stress had been clearly 

observed. In addition to the induced control, an uninduced (no dox) Full XIST cell line was also 

included as a negative control to indicate the uninduced levels of XIST. Three independent 

biological replicates of Full XIST cells were tested for each inhibition condition as well as the no 

dox negative control. Four independent biological replicates of the 5ddox Full XIST controls 

were used as references and the RQ values for each replicate were normalized to the average of 

these 4 controls. The relative expression for each set of treatments was presented in figure 6.4. 

There was a broad variability among the Full XIST constructs, with the standard deviation for 

XIST being 0.382. The PRT4165 and TSA treatments did not seem to dramatically affect XIST 

expression (p > 0.05). The two GSK treatments both resulted in dose dependent decreases in 

XIST expression average (5µM Rq = 0.366, 10µM Rq = 0.195) that were significantly different 

from the control induced Full XIST using a two-tailed t-test (5µM p = 3.9x10-2, 10µM p = 

1.6x10-2, figure 6.4). These results suggest that while XIST could be normally induced even when 

HDACs and PRC1 were being inhibited, the inhibition of PRC2 catalytic activity affected XIST 

induction through some unknown process. The level of XIST transcripts in the 5µM treatment 

group were comparable to the levels observed in the Δ 3’ constructs from chapter 5, which still 

effectively reorganized the chromatin domain, depleted active histone marks led to enrichment 

with numerous heterochromatin marks. This indicated that the lower XIST levels in the 5µM 
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treatments of GSK343 were not necessarily expected to confound this analysis of the role of 

PRC2 in XIST mediated chromatin inactivation.  
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Figure 6.4 Induced XIST transcript levels effected by PRC2 inhibition 

The relative expression (RQ) of XIST RNA in inhibitor treated Full XIST cells is shown and 

colour coded based on the inhibitor used. All replicates with the exception of the uninduced 

control (no dox) were grown, treated and tested in parallel following five days of inhibitor 

treatment and XIST induction (5ddox). The average level of XIST relative to the endogenous 

control genes (PGK1 and UBC) for each biological replicate is denoted by the dots in each 

category. HDAC inhibitor TSA (blue), PRC2 inhibitor (red) and PRC1 inhibitor (green) were all 

compared to the uninhibited (ctrl) population of cells. The black bars represent the mean XIST 

transcript level normalized to the average Full XIST level, with error bars indicating standard 

deviation. Statistical significance was calculated using a unpaired t-test (* p-value < 0.05).  
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Inhibitor Δ CT RQ Normalized Average RQ sd p-value 

Control 

1.89797 0.268321 0.728826 

1 0.382349 -- 
1.333063 0.396925 1.078146 

0.86379 0.549507 1.492599 

1.955305 0.257866 0.700429 

TSA 40nM 

0.774977 0.584398 1.587371    

0.862982 0.549815 1.493435 1.365769 0.306099 0.225 

1.418003 0.37423 1.016502    

TSA 60nM 

1.768236 0.293568 0.797403    

1.79459 0.288254 0.782969 0.813571 0.041142 0.436 

1.658635 0.316739 0.860341    

GSK 5uM 

3.065144 0.119481 0.324541    

2.975536 0.127138 0.345338 0.36591 0.054641 0.0387 

2.666436 0.157515 0.427851    

GSK 10uM 

3.863301 0.068712 0.186638    

3.592845 0.082879 0.225121 0.195298 0.026573 0.0164 

3.963342 0.064108 0.174135    

PRT 25uM 

1.984661 0.252672 0.686321    

1.805585 0.286065 0.777024 0.75902 0.065578 0.326 

1.739019 0.299573 0.813716    

PRT 50uM 

2.260056 0.208764 0.567055    

2.500722 0.176688 0.479929 0.592801 0.127707 0.134 

1.892844 0.269276 0.73142    

Table 6.2 Expression of induced Full XIST is affected by GSK343 

The XIST transcript levels in each of the biological replicates as well as the combined average 

level XIST levels for each inhibitor treatment. The Δ CT values and calculated RQ (2-ΔCT) values 

between XIST and the combined endogenous control genes (PGK1 and UBC) for each biological 

replicate of the inhibition treatments are shown in the second and third columns. The level of 

XIST RNA in each replicate was normalized to the average RQ of the control replicates in the 
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‘Normalized’ column. The average XIST expression (RQ), standard deviation across replicates 

(sd) was listed for each condition. The statistical difference between the uninhibited (Control) 

XIST levels and inhibited treatments was calculated using an unpaired t-test and the statistical 

significance for each condition is listed in the final column. All cells tested here had undergone 

XIST induction for 5 days.  

 

  



234 

 

6.2.3 Chemical inhibitors effects on XIST-mediated distal gene silencing 

One of the primary purposes of examining the XIST inducible model described throughout this 

thesis was to identify which pathways interacted with or were essential for XIST establishing 

silencing of distal genes. The work with the deletion constructs had implicated the 5’ and 3’ 

regions of XIST as important for gene silencing, though no obvious link was apparent to any of 

the aspects of chromatin remodeling examined. All the chemical inhibitors described so far 

(TSA, RGFP966, PRT4165, GSK343) were tested at the doses described in section 6.2 for their 

effect on XIST-mediated gene silencing on 8p in the inducible Full XIST HT1080 cell line. Three 

biological independent replicates were performed for each condition as well as the control 5ddox 

Full XIST cells and uninduced (no dox) Full XIST. The results of the various treatments are 

shown in figure 6.5 where each panel shows the normalized strength of silencing for each SNP 

coding allele.  

The normalized silencing of each biological replicate and the combined treatment levels with 

statistical significance are listed in table 6.3.  Both GSK343 concentrations produced nearly 

identical effects, completely preventing XIST from silencing any of the four genes. The qPCR of 

Full XIST in section 6.3 suggested that GSK343 treatment inhibits XIST induced expression (p ≤ 

1.0x10-6, figure 6.5). However, despite the nearly two-fold difference in XIST levels between the 

two GSK treatments, there was no sign of a dose dependent effect of GSK343. The two 

concentrations of GSK343 had nearly identical effects on silencing, with the strength of silencing 

for each of the four genes examined being either identical or differing by less than 0.02.  

PRC1 inhibition by PRT4165 had no discernable effect on the ability of Full XIST to silence 

CTSB, DLC1 or SLC25A37. Both concentrations of PRT4165 had 0.92 the strength of silencing 
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of Full XIST at STC1 (25µM p = 2.7x10-4, 50µM p = 2.3x10-4) but this difference was unlikely 

functional. Treatments of TSA at 40nM and 60nM had no effect on silencing across any of the 

genes tested, with none of the conditions meeting the lower threshold of significance (figure 6.5). 

The lower concentration treatments of 20nM TSA and 1µM RGFP966 were observed to have 

statistically stronger XIST-mediated silencing at three of the genes (p < 2.78x10-4, figure 6.5).  

The consistency of this increased silencing strength between the two treatments at the same three 

genes may have resulted from elevated levels of XIST transcripts, though it was surprising as 

HDAC3 was found to be crucial for XIST induced gene silencing [114]. The increased silencing 

raises the question of whether the uninduced allelic ratio of the genes was being affected.  

Treatments with 20nM TSA or 1µM RGFP966 were performed in parallel with either induction 

(5ddox) or uninduced (no dox) Full XIST and the allelic ratios were compared (figure 6.6). The 

allelic contribution for each set of conditions as well as the statistical significance for this work is 

shown in table 6.3. Five days of 1µM RGFP966 or 20nM TSA treatments did not cause a 

noticeable difference in the uninduced allelic contribution (figure 6.6). However, the allelic 

contribution following five days of XIST induction was significantly decreased at CTSB, 

SLC25A37 and STC1 between the control and both HDAC inhibition treatments (p < 3.3x10-3, 

figure 6.6). Taken together these results suggests that the treatment of 20nM TSA or 1µM 

RGFP966 did not have a noticeable effect on the allelic ratio of these genes generally and clearly 

did not weaken the ability of XIST to repress these genes. 
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Figure 6.5 PRC2 activity associated with XIST induced distal gene repression 

Normalized strength of silencing for each of these four SNP containing genes was determined by 

measuring change in allelic contribution of the XIST repressed allele for each gene by 



237 

 

pyrosequencing. Broad HDAC inhibitor (TSA), HDAC3 specific inhibitor (RGFP966), PRC2 

inhibitor (GSK343) and PRC1 inhibitor (PRT4165) were all tested for their effect on silencing. 

Silencing strength was normalized to the change in allelic contribution produced by Full XIST 

induction, with a value of 1 indicating equal silencing strength to Full XIST and a value of 0 

indicating no change in allelic contribution following induction. Biological replicates of for each 

treatment condition are shown as coloured dots with the average silencing strength and standard 

deviation for each condition shown by the central line and error bars. The colour of the dots 

indicates the strength of silencing for the genes CTSB (yellow), DLC1 (red), SLC25A37 (blue) 

and STC1 (green). Statistical differences in strength of silencing for each of the inhibition 

treatments were compared to the uninhibited (Ctrl) replicates using an unpaired t-test and the 

thresholds were adjusted due to the numerous (36) tests being performed (* p-value < 1.39x10-3, 

** p-value < 2.78x10-4, *** p-value < 2.78x10-5). 
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Construct CTSB DLC1 SLC25A37 STC1 

 average sd p-value average sd p-value average sd p-value average sd p-value 

Control  1.000 0.049  1.000 0.052  1.000 0.009  1.000 0.007  

Control 1.000 0.017  1.000 0.027  1.000 0.050  1.000 0.022  

TSA 

20nM 1.274 0.030 6.11E-06 0.948 0.088 2.37E-01 1.242 0.006 4.87E-06 1.260 0.010 1.93E-08 

TSA 

40nM 1.081 0.035 1.14E-02 0.997 0.042 9.11E-01 1.073 0.022 1.05E-02 1.032 0.003 7.18E-03 

TSA 

60nM 1.098 0.042 6.21E-03 1.014 0.075 7.05E-01 1.066 0.031 2.23E-02 1.027 0.016 3.49E-02 

RGFP966 

1uM 1.381 0.025 4.87E-07 1.063 0.105 2.11E-01 1.228 0.046 4.82E-05 1.218 0.008 5.41E-08 

GSK343 

5uM 0.160 0.058 1.71E-08 0.217 0.063 5.45E-08 0.138 0.135 9.94E-07 0.037 0.050 5.81E-10 

GSK343 

10uM 0.149 0.092 1.28E-07 0.209 0.107 5.71E-07 0.137 0.136 1.02E-06 0.037 0.073 5.47E-09 

PRT4165 

25uM 0.915 0.088 6.45E-02 0.927 0.048 3.78E-02 0.852 0.059 1.51E-03 0.915 0.025 2.78E-04 

PRT4165 

50uM 0.939 0.113 2.34E-01 0.864 0.060 3.62E-03 0.855 0.073 3.56E-03 0.924 0.019 2.34E-04 

No Dox 0.000 0.006 3.12E-10 0.000 0.014 8.15E-10 0.000 0.014 3.26E-10 0.000 0.024 1.18E-11 

Table 6.3 Silencing strength of XIST in HT1080 cells treated with chemical inhibitors 

The average strength of silencing of each inhibitor relative to the control induced replicates was summarized. Average strength of 

silencing (average), standard deviation (sd) for each group of induced replicates at each gene are listed along with an uninduced 

control. Statistical differences in strength of silencing for each of the inhibition treatments were compared to the uninhibited (Ctrl) 

replicates using an unpaired t-test. The first ‘control’ were the cells described in figure 6.5 and the second those from figure 6.6. 
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Figure 6.6 Stronger XIST induced silencing observed following HDAC(3) inhibition 

treatment in three of four genes 

The effect of TSA and RGFP966 treatments on allelic ratios with and without XIST induction 

was measured using pyrosequencing. An allelic expression of 0.5 indicates that the allele 

contributes to exactly half of the expression of that gene. The allelic ratio of the four genes CTSB 

(yellow), DLC1 (red), SLC25A37 (blue) and STC1 (green) were compared between cells treated 

with inhibitors but without XIST induction and the uninhibited cells. The allelic contribution of 
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the four genes following XIST induction and treatment were also compared to the allelic 

contribution following XIST induction without inhibitors. Chemical inhibitors did not 

significantly affect the allelic ratio when XIST was not induced but significantly affected the final 

allelic ratios following 5 days of XIST induction for CTSB, SLC25A37 and STC1. Statistical 

significance was calculated using unpaired t-test with the threshold of significance adjusted for 

the 16 tests being performed (* p-value < 3.13x10-3). 
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Construct CTSB DLC1 SLC25A37 STC1 

 allele % Δ p-value allele % Δ p-value allele % Δ p-value allele % Δ p-value 

Control 

no dox 51.15 -- -- 37.35 -- -- 50.30 -- -- 49.58 -- -- 

TSA 

20nM 

no dox 47.75 -3.40 9.3E-02 29.52 -7.83 8.8E-03 49.87 -0.43 5.3E-01 52.02 2.43 1.2E-02 

RGFP966 

1uM  

No dox 51.45 0.30 3.9E-01 36.40 -0.95 4.0E-01 49.10 -1.20 1.3E-01 50.87 1.28 1.1E-01 

Control 

5ddox 25.28 -- -- 15.03 -- -- 30.78 -- -- 18.30 -- -- 

TSA 

20nM 

5ddox 14.78 -10.50 1.5E-11 8.35 -6.68 4.8E-03 25.63 -5.15 8.2E-04 12.60 -5.70 7.8E-06 

RGFP966 

1uM  

5ddox 14.83 -10.45 2.7E-05 12.68 -2.35 1.7E-01 25.13 -5.65 1.8E-03 12.75 -5.55 1.8E-04 

Table 6.4 Comparison of how allelic contributions were affected by HDAC inhibition 
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The HDAC inhibitors that produced statistically significant stronger silencing of XIST were 

examined for confounding effects on the allelic ratio of genes of interest. The allelic ratio of four 

genes 8p repressed by XIST induction were examined among uninduced (no dox) control and 

inhibitor conditions (top), as well as the XIST induced conditions (5ddox, bottom). Both TSA 

and RGFP966 treatments lasted 5 days. The allele contribution to total gene expression (allele 

%) for each condition was compared to the control and the difference of treatment conditions to 

the control (Δ) was tested for statistical significance using an unpaired t-test (p-value). Four 

biological replicates of each condition were tested by pyrosequencing. 
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6.2.4 HDAC3 inhibition specifically linked to XIST-mediated H3K27me3 enrichment 

The broad HDAC inhibitor TSA and the HDAC3 specific inhibitor RGFP996 were examined to 

provide insights into how the distribution of acetylation at the XIST RNA cloud was impacted, 

while also testing whether there is a link to the accumulation of H3K27me3. The link between 

these marks was based on the results of section 5.8, which suggested that the regions of XIST 

necessary for H3K27me3 enrichment produced a less complete hypoacetylation of the region 

(figure 5.8). The quantification of IF-FISH labelled cells was performed using two doses of TSA, 

40nM and 60nM, as well as 1µM dose of RGFP966. The effect of these treatments is shown in 

figure 6.7 and summarized in table 6.5. All three HDAC inhibition treatment conditions still 

produced clear signs of hypoacetylation (median z-scores between -1.71 to -1.95) however the 

effect of this hypoacetylation differed statistically from the control treatment (median z-score -

3.14, p < 6x10-6, figure 6.7, significance for each condition listed in table 6.5). These results 

suggest that all three HDAC inhibition treatments significantly attenuated the deacetylation of 

H3K27 at the site of the XIST RNA cloud following 5 days of treatment, but did not prevent it.  

The effect of 1µM RGFP966 and 60nM TSA HDAC inhibition treatments were also tested on 

the enrichment of H3K27me3 by XIST RNA (figure 6.7 and summary table 6.5). Treatment with 

the HDAC3 specific inhibitor RGFP966 resulted in a significantly weakened enrichment of 

H3K27me3 (median z-score = 0.634, s.d. = 1.24, p = 1.7x10-11, figure 6.7). 61% of RGFP966 

treated cells had z-scores of relative H3K27me3 enrichment under 1 which differed noticeably 

from the 81% of control cells that had a z-score greater than 1. The broad-spectrum TSA 

treatment however did not significantly affect H3K27me3 enrichment at the XIST RNA cloud 

compared to the control (median z-score = 3.73, s.d. = 1.35, p = 3.2x10-3, figure 6.7). This 
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indicates that HDAC3 activity is important for the enrichment of H3K27me3 but that broad 

inhibition of HDACs throughout the cell does not produce this same effect, potentially due to the 

non-specific TSA not sufficiently inhibiting HDAC3 activity specifically at these concentrations.  
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Figure 6.7 HDAC3 inhibition affected H3K27me3 enrichment by XIST 

The relative difference of H3K27ac and H3K27me3 at the XIST RNA was determined by IF-

FISH as a z-score for each cell, and the population of 60-61 cells analyzed for each treatment 

condition. The colour of each box plot denotes the treatment condition: control (grey), HDAC3 

inhibitor RGFP966 (purple) and TSA (shades of blue for concentration). The left panel shows 

the distribution of H3K27ac and the right H3K27me3 in each condition. The central line of the 

boxplot indicates the median z-score, the notch the confidence interval, the box the interquartile 

range and the whiskers 1.5x the interquartile range. The statistical significance of the difference 

from the control was calculated using Mann Whitney U test and with the threshold adjusted for 

multiple testing (* p-value < 3.85x10-3, ** p-value 7.69x10-4, *** p-value 7.69x10-5). 
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Treatment Mark mean z-score median z-score sd MW p-value 

Control H3K27ac -3.066 -3.136 1.347  -- 

TSA 40nM H3K27ac -1.741 -1.707 0.999 7.41E-09 

TSA 60nM H3K27ac -1.968 -1.945 0.951 6.07E-07 

RGFP966 1uM H3K27ac -2.178 -1.870 1.407 6.35E-05 

Control H3K27me3 2.901 2.593 1.704  -- 

TSA 60nM H3K27me3 3.725 3.744 1.354 3.21E-03 

RGFP966 1uM H3K27me3 0.749 0.634 1.245 1.74E-11 

Table 6.5 Summary of effects of HDAC inhibition on chromatin remodeling by XIST 

The average distribution of the histone marks H3K27ac (top) and H3K27me3 (bottom) at the 

XIST RNA cloud following HDAC inhibition treatments with TSA and RGFP966. The average 

(mean and median) z-score for each population of 60 cells analyzed per condition as well as the 

standard deviation (sd) are listed for each mark. The population of cells for each inhibitor was 

compared to the relevant control treatment using the Mann-Whitney U test, with the p-value 

listed in the final column. All tests were performed in the 8p Full XIST HT1080 cell line 

following five days of dox induction and relevant inhibitor treatment.   
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6.2.5 PRC2 activity necessary for MacroH2A enrichment and histone hypoacetylation 

To determine what aspects of XIST chromatin restructuring were affected by the catalytic activity 

of PRC2, the XIST surrounded chromatin environment was examined by IF-FISH following 

PRC2 inhibition with GSK343 for 5 days during XIST induction. The XIST RNA of the 10µM 

GSKS343 treatment appeared as only a point source a few pixels in diameter in the nuclei of 

cells due to its low level of expression, and it was feared that this would result in an unsuitably 

small sample size of XIST +ve measurements (see section 2.13.2 of methods and figure 2.4). The 

5µM of GSK343 treatment however produced an XIST RNA signal functionally 

indistinguishable from the control Full XIST and suitably large to calculate z-scores for each cell. 

The 5µM concentration was used to test how disrupting PRC2 activity affected the enrichment of 

MacroH2A, ubH2A and H3K27me3 itself as well as depletion of H3K27ac. The effect of these 

treatments is shown in figure 6.8 and summarized in table 6.6. 

Visual inspection of the 5µM cells revealed attenuated but still visible H3K27me3 within the 

nucleus supporting the western blotting observations that the catalytic activity of PRC2 was 

disrupted rather than completely disabled. Treatment of 5µM GSK343 for 5 days prevented 

H3K27me3 enrichment at the XIST RNA cloud, differing clearly from the untreated induced 

XIST cell line (median z-score = -0.09, s.d. = 1.48, p = 7.2x10-16, figure 6.8). Of the GSK343 

inhibited cells analyzed for H3K27me3 enrichment, only 15% had z-scores greater than 1, 

compared to the more than 81% of control cells having z-scores greater than 1. This indicates 

that treatment with 5uM of GSK343 is sufficient to prevent H3K27me3 enrichment at the XIST 

RNA cloud. 
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Inhibition of PRC2 with GSK343 also significantly affected the depletion of H3K27ac at the 

XIST RNA cloud (median z-score = -1.87, s.d. = 0.84, p = 6.6x10-7, figure 6.8). This suggested 

that while GSK343 inhibition did not completely disrupt the depletion of H3K27ac from the 

XIST RNA cloud, the strength of the depletion was attenuated. An interesting observation was 

that the treatment of GSK343 resulted in a nearly identical average z-score for H3K27ac (-1.875) 

as the RGFP966 (-1.869) and was similar to TSA treated cell populations (-1.71, -1.94, figure 

6.7).  

The effect of PRC2 inhibition on MacroH2A enrichment by XIST was of great interest to 

determine whether PRC2 activity was a critical part of the pathway necessary for MacoH2A 

enrichment. This idea had been suggested as a possibility based on the overlap in essential XIST 

domains observed in chapter 5 (figures 5.2 and 5.5). Induced XIST had been observed to 

normally have an enrichment of MacroH2A ~1.96 standard deviations above the nuclear 

average, however GSK343 treatment completely disrupted that accumulation of MacroH2A at 

the XIST RNA cloud (median z-score = 0.22, s.d. = 1.23, p = 1.3x10-10, figure 6.8). This 

indicated that just as H3K27me3 failed to become enriched at the XIST RNA cloud following 

inhibition of PRC2 activity, so did the accumulation of the histone variant macroH2A. This 

supports the novel discovery of this work, that PRC2 activity mediated by XIST is essential for 

the enrichment of the late-recruited heterochromatin factor, macroH2A. 

Finally, though evidence from the deletion constructs suggested that PRC1 and PRC2 were not 

interdependent (figures 5.2 and 5.3) it was still of interest to determine whether PRC2 activity 

affected the enrichment of ubH2A at the XIST RNA cloud even through cooperative or additive 

mechanisms. PRC2 inhibition with GSK343 however produced no significant effect on the 



249 

 

enrichment of ubH2A mediated by XIST (median z-score = 3.05, s.d. = 5.75, p = 0.22, figure 

6.8). As the GSK343 treatment completely disrupted both H3K27me3 enrichment and 

MacroH2A enrichment, the continued and seemingly unaffected enrichment of ubH2A at the 

XIST RNA cloud further indicates that the recruitment of PRC1 and PRC2 by XIST occur 

completely independently of each other. 
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Figure 6.8 PRC2 activity necessary for XIST regulation of H3K27me3, MacroH2A and 

H3K27ac 

PRC2 inhibition with GSK343 (red) was analyzed relative to control (grey) cell lines 

by IF-FISH. The z-score for each cell in a population of 60-61 cells analyzed for the treatment 

condition and histone mark listed above each panel of the graph. The central line of the boxplot 

indicates the median z-score, the notch the confidence interval, the box the interquartile range 

and the whiskers 1.5x the interquartile range. The statistical significance of the difference from 

the control was calculated using Mann Whitney U test and with the threshold adjusted for 

multiple testing (* p-value < 3.85x10-3, ** p-value 7.69x10-4, *** p-value 7.69x10-5). 
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Treatment Mark mean z-score median z-score sd MW p-value 

Control H3K27me3 2.901 2.593 1.704  -- 

GSK343 5uM H3K27me3 0.162 -0.090 1.479 7.24E-16 

Control H3K27ac -3.066 -3.136 1.347  -- 

GSK343 5uM H3K27ac -2.031 -1.875 0.844 6.59E-07 

Control MacroH2A 2.249 1.958 1.469  -- 

GSK343 5uM MacroH2A 0.481 0.224 1.231 1.30E-10 

Control UbH2A 4.745 4.178 3.179  -- 

GSK343 5uM UbH2A 5.041 3.053 5.754 2.18E-01 

Table 6.6 Summary of effects of PRC2 inhibition on chromatin remodeling by XIST 

The effect of PRC2 inhibition with GSK343 on specific histone marks of interest (marks) at the 

XIST RNA cloud was compared to the control population. Both conditions were induced (5ddox) 

8p Full XIST HT1080 cells and the distribution of marks was visualized by IF-FISH. The average 

(mean and median) z-score for each population of 60 cells analyzed per condition as well as the 

standard deviation (sd) are listed for each mark. The population cells for each inhibitor was 

compared to the relevant control treatment using the Mann-Whitney U test, with the p-value 

listed in the final column.  
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6.2.6 PRC1 activity was necessary for XIST enrichment of SMCHD1 but not PRC2 

As part of the goal of determining the pathways mediating chromatin remodeling during XCI, 

the essential nature of PRC1 activity to various aspects of XIST-mediated chromatin remodeling 

was examined. Chromatin remodeling at the XIST RNA cloud was examined by IF-FISH as 

described in sections 2.12 and 2.13.2. Induced XIST RNA clouds were compared to cells that had 

undergone PRC1 inhibition using 50µM of PRT4165, to determine what effect PRC1 inhibition 

had on the accumulation of ubH2A itself, the enrichment of H3K27me3 and SMCHD1 as well as 

the depletion of the active histone marks H3K27ac. The effects of these tests are shown in figure 

6.9 and the results along with the p-values are summarized in table 6.7.  

The 50µM concentration of PRT4165 was sufficient to prevent ubH2A enrichment at the XIST 

RNA cloud over the course of 5 days of induction and treatment (median z-score = 0.469, s.d. = 

0.846, p= 5.3x10-18, figure 6.9). Nuclear levels of the IF labelled ubH2A in the nucleus of treated 

cells were noticeable fainter then control cells, though ubH2A was still clearly visible indicating 

an attenuation of activity rather than a complete loss of function. Disrupting PRC1 activity also 

completely disrupted the accumulation of SMCHD1 (median z-score = -0.196, s.d. = 1.22, p= 

5.3x10-18, figure 6.9) compared to the control Full XIST treatment (median z-score = 2.70, s.d. = 

2.17). This indicates that PRC1 activity is essential for XIST to ultimately enrich chromatin with 

the late heterochromatin mark SMCHD1. Enrichment of H3K27me3 however was completely 

unaffected by PRC1 inhibition further supporting the clear independence between the PRC1 and 

PRC2 pathways (median z-score = 2.48, s.d. = 1.65, p= 0.76, figure 6.9).  

The depletion of H3K27ac at the XIST RNA cloud proved to be slightly affected by the 

disruption of PRC1 activity, the effect of which was weakly statistically different from the 
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control treatment (median z-score = -2.15, s.d. = 0.966, p= 1.7x10-4, figure 6.9). This small 

weakening of H3K27 hypoacetylation at the XIST RNA cloud following PRC1 inhibition 

suggests that accumulation and spreading of ubH2A into a chromatin domain may act additively 

to the overall removal of acetylation marks at the XIST RNA cloud.  
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Figure 6.9 PRC1 inhibition affects SMCHD1 and ubH2A enrichment by XIST RNA 

PRC1 inhibition with PRT4165 (green) was analyzed relative to control (grey) cell lines 

by IF-FISH. The z-score for each cell in a population of 60-61 cells analyzed for the treatment 

condition and histone mark listed above each panel of the graph. The central line of the boxplot 

indicates the median z-score, the notch the confidence interval, the box the interquartile range 

and the whiskers 1.5x the interquartile range. The statistical significance of the difference from 

the control was calculated using Mann Whitney U test and with the threshold adjusted for 

multiple testing (* p-value < 3.85x10-3, ** p-value 7.69x10-4, *** p-value 7.69x10-5). 
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Treatment Mark mean z-score median z-score sd MW p-value 

Control H3K27me3 2.901 2.593 1.704  -- 

PRT4165 50uM H3K27me3 2.832 2.483 1.648 7.59E-01 

Control H3K27ac -3.066 -3.136 1.347  -- 

PRT4165 50uM H3K27ac -2.370 -2.151 0.966 1.73E-04 

Control SMCHD1 3.137 2.704 2.167  -- 

PRT4165 50uM SMCHD1 -0.086 -0.196 1.215 5.28E-18 

Control UbH2A 4.745 4.178 3.179  -- 

PRT4165 50uM UbH2A 0.571 0.469 0.846 5.28E-18 

Table 6.7 Summary of effects of PRC1 inhibition on chromatin remodeling by XIST 

The effect of PRC1 inhibition with PRT4165 on specific histone marks of interest (marks) at the 

XIST RNA cloud was compared to the control population. In all cases the cells analyzed were 

induced (5ddox) 8p Full XIST HT1080 cells labelled by IF-FISH. The average (mean and 

median) z-score for each population of 60 cells analyzed per condition as well as the standard 

deviation (sd) are listed for each mark. The population of cells for each inhibitor was compared 

to the relevant control treatment using the Mann-Whitney U test, with the p-value listed in the 

final column.  
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6.3 Discussion 

The analysis of the PRCs and HDACs on XIST-mediated chromatin inactivation revealed several 

novel insights into how histone deacetylation and the polycomb complexes fit within the larger 

context of the XIST-mediated inactivation pathway. Several technical observations of note were 

made regarding the use of the chemical inhibitors TSA, RGFP966, GSK343 and PRT4165, 

which here were all tested for longer time periods in vitro than in any other known set of tests to 

date. Extended exposure to TSA was found to be particularly stressful in the HT1080 cell line, as 

even doses considered relatively low according to the literature produced significant cell death 

over the course of 6 days [297], [298]. The 1µM concentration of RGFP966 observed to be 

sufficient to affect HDAC3 in mouse cells also proved effective in the human HT1080 cells, and 

led to an effective increase of global histone acetylation without causing significant apoptosis or 

stress. Both GSK343 and PRT4165 were found to influence global levels of H3K27me3 and 

ubH2A respectively at the concentrations described in the literature (table 6.1)[303], [305]. 

GSK343 and PRT4165 both produced noticeable signs of stress on the cells after the five days of 

treatment, despite not completely abrogating the respective histone marks. The stress associated 

with PRC2 inhibition fits within the current literature of PRC2 being an important factor in cell 

proliferation and preventing apoptosis, particularly in cancer cells [308]–[310]. PRC1 inhibition 

has also been linked to increased rates of DNA damage, stress and cell death, particularly in 

cancer cells, and so the higher rates of stress associated with its disruption may have been 

affected by that [303], [311]. The potential risks associated with cell stress in all these instances 

prompted at least two concentrations for TSA, GSK343 and PRT4165 to be used in the 
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experiments examining relative levels of XIST and gene silencing which helped distinguish the 

direct effects of the inhibitor on XIST activity from general effects associated with cell stress.  

The effect of the inhibitors on various histone marks was as anticipated for the most part. Both 

HDAC inhibitors decreased global levels of H3K27me3 likely due to the general spreading of 

histone acetylation as had been reported by numerous other sources [312]–[314]. It was 

interesting to note however that inhibition of PRC2 did not produce a reciprocal increase in 

histone acetylation suggesting that H3K27me3 levels are not globally responsible for limiting the 

spread of acetylation. The similar histone hyperacetylation and H3K27me3 depletion observed 

between the TSA and RGFP966 treatments suggested that RGFP966 inhibited HDAC3 far more 

completely than TSA did. The effect of TSA on histone acetylation was a result of the non-

specific inhibition of the HDAC family in general, including the other class one HDACs, 

HDAC1, HDAC2 and HDAC8, which had all been well documented powerful regulators of 

histone deacetylation [315]–[319].    

Both HDAC inhibition and PRC1 inhibition did not produce a significant effect on the levels of 

XIST transcript present in the HT1080 cells following 5 days of induction. The decrease in XIST 

transcript levels following GSK343 treatment to inhibit PRC2 was unexpected but evident across 

both the concentrations tested. The 5µM concentration of GSK343 still allowed for clear and 

visible enrichment of XIST RNA as a cloud by FISH. No one immediate or obvious mechanistic 

explanation has yet been reported for the reduced transcript levels observed when PRC2 was 

inhibited.  

HDAC inhibition on the activity of XIST in the H1080 cell lines revealed several novel insights 

into XIST initiated pathways. The first was the evident dispensability of deacetylation to XIST-
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mediated silencing. This was made particularly clear by the technically stronger silencing of 

three of the four distal genes tested when HDAC3 specifically was inhibited. As HDAC3 was 

shown to be important for mouse Xist silencing activity, the results presented here suggest a 

functional divergence has occurred between the different species [114]. Analysis of the HDAC 

inhibitors clearly support the evidence of a connection between histone deacetylation and 

H3K27me3 enrichment which had been suggested from chapter 5. The inhibition of HDAC3 

specifically dramatically weakened the enrichment of H3K27me3, while the general inhibition of 

HDACs did not. As discussed previously, the weaker repression of HDAC3 by TSA compared to 

RGFP966 indicate that a certain threshold for HDAC3 inhibition is required before this will 

translate into an effect on H3K27me3 enrichment.  

PRC2 was found to surprisingly be linked to both XIST silencing and various novel aspects of 

chromatin remodeling. The observation that even the lower concentration of PRC2 inhibitor 

resulted in a complete disruption of silencing at all four genes suggests that PRC2 activity may 

be important for the establishment of silencing though it will be important to examine whether 

the lower XIST levels impacted these results. This is generally not a common theory and requires 

numerous caveats that would need to be examined. To reconcile this observation with the finding 

in chapter 5 that loss of Repeat E disrupted H3K27me3 enrichment but not silencing would 

suggest that PRC2 activity at Repeat F was necessary for establishing silencing but that 

additional factors at Repeat E were necessary for PRC2 to broadly enrich the chromatin with 

H3K27me3. Such a model would effectively distinguish between the activation of PRC2 at 

specific regions and its spreading across broad chromatin domains. While a few studies have 

suggested a compartmentalization of roles for PRC2 [50], [95], the findings presented in this 
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work are contrary to the observations and general consensus that mouse Xist-mediated silencing 

is independent of PRC2 activity [114], [128], [129], [142]. It also must be noted that this 

connection between PRC2 and silencing may be specific to the model system used here and will 

need to be tested further in other models. A far less ambiguous finding of this work was 

validation of a clear hierarchical pathway between PRC2 activity and XIST-mediated enrichment 

of MacroH2A. At time of writing this represented the first mechanism identified of how 

MacroH2A becomes enriched during XCI. The further observation that PRC2 activity was 

completely dispensable for XIST to recruit ubH2A was anticipated based on the results of chapter 

5, but illustrated that some aspects of XIST function were unaffected by PRC2 inhibition. 

The inhibition of PRC1 in the human model revealed it to play a relatively narrow role in XIST-

mediated chromatin inactivation. PRC1 activity was not substantially associated with gene 

silencing or to contributing to H3K27me3 enrichment at the XIST RNA cloud. The aspect of the 

XIST chromatin remodeling that PRC1 activity was essential for, besides ubH2A, was the 

enrichment of SMCHD1. This is in keeping with observations of SMCHD1 dependency on 

PRC1 in mouse models of XCI [167], [320]. The mild connection between PRC1 activity and 

histone deacetylation may be a result of the reorganization of the XIST bound region into a 

transcriptionally inactivated territory, contributing to histone deacetylation and loss of active 

marks. There was some evidence, not directly related to XCI, linking PRC1 and histone 

deacetylation to overall chromatin compaction through feedforward processes, though it is 

unclear if that is responsible in this instance [321]. The perhaps most striking observation of 

PRC1 inhibition was the clear demonstration of independence between XIST-mediated 

recruitment of the two polycomb group complexes as it demonstrates the intense functional 
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divergence which has occurred between mouse and human XIST [127], [140]. Inhibition of 

PRC2 did not affect ubH2A enrichment either, which indicated that there was little evidence to 

even suppose that the feed forward mechanisms proposed to operate in mouse models were 

conserved between these complexes [139], [144]. 

This work revealed several novel findings and some of the first insights into the order and 

hierarchy of the mechanism and pathways initiated by XIST. It was demonstrated that silencing 

by human XIST was independent of histone deacetylation or ubH2A enrichment, but seemed to 

be linked to the activity of PRC2. It was observed that deacetylation of the XIST RNA 

surrounded chromatin by HDAC3 specifically was an essential element for H3K27me3 

enrichment which in turn was essential for MacroH2A enrichment. It was also demonstrated that 

ubH2A facilitates the enrichment of SMCHD1 by XIST. The next stage of research will need to 

examine how these pathways interact on a mechanistic level. Additionally, a potentially fruitful 

avenue for future research would be an examination of the local changes in these chromatin 

marks specifically at the genes being repressed, to identify how the spreading of silencing and 

chromatin remodeling are interlinked. Finally, the mechanisms responsible for the initial 

establishment of gene silencing by XIST still remain elusive, and further research examining how 

individual genes become silenced will potentially revolutionize the understanding of XIST, long 

non-coding RNAs and the field of epigenetics as a whole.    
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Chapter 7: Conclusion 

 

7.1 XIST homologues have retained some functional compatibility but were affected by 

their context  

In this thesis, XIST was examined as it inactivated an autosome in a male somatic cell for the 

ultimate goal of understanding how the domains of XIST function in a context free of the XIC 

and the natural process of XCI occurring during differentiation. This was done for two reasons, 

to advance the current understand how XIST and lncRNA genes in general function on a 

mechanistic level and to ensure that these results would be most easily applied to developing 

XIST based therapies for chromosomal abnormalities [211], [212]. As stated throughout this 

thesis, most of the understanding of how XIST functions prior to this study came from studies in 

mice, with the assumption being that mechanisms were likely conserved. The results of this 

thesis reveal entirely novel layers of complexity driving the various aspects of XIST activity and 

also for the first time present an initial stepwise outline of several of the most prominent XCI 

pathways; the results of which have been summarized in figure 7.1.  

An important consideration is that this work deliberately focused on analyzing XIST at the 

expense of investigating the broader context in which XCI occurs. Throughout this work 

however it was regularly demonstrated that the chromatin context in which XIST was being 

expressed from and the cell line themselves impacted various aspects of XIST function. In 

chapter 3 it was observed that even within closely related HT1080 cell lines the ability of XIST to 

enrich its chromatin with H3K27me3 or H4K20me1 was highly variable and dependent upon the 

XIST integration loci. It was particularly interesting to note that while recruitment of both of 
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these chromatin marks relied on a common region of XIST (Repeat E), they differed dramatically 

in which XIST loci were capable of recruiting these marks. Traditionally, elements on the X-

chromosome such as LINE-1 elements [192], [193] or CTCF binding sites [201], [202] were 

examined in the context of XIST itself to spread along chromatin. However, the observed effect 

of the variable functionality of the XIST loci in the HT1080 cells suggested a more complex 

system existed. Recent evidence of histone deacetylation in mice indicated that HDAC3 was pre-

bound to domains on the X chromosome, and that XIST spreading activated those enzymes rather 

than recruiting them [114]. While numerous studies have suggested that the Xi becomes enriched 

for PRC2 components and was therefore being recruited reconciling these two observations 

would suggest that some pre-existing element(s) are crucial for H3K27me3 enrichment (e.g 

[131]). For this reason, future studies examining the occupancy of PRC2 components at different 

loci prior to and during the early stages of XIST induction in various HT1080 cell lines would be 

expected to reveal novel insights into what these elements might be.  

In addition to the role of the chromatin context, it was observed that human XIST localized in 

mouse ES cells and mouse Xist localized in somatic cells to create transcriptionally inert 

compartments within the nucleus as visualized by depletion of CoT-1 hybridization (Appendix 

figure C.1) [322]. Mouse Xist was only capable of inducing gene silencing in a narrow 

developmental window  [206]–[208].  Therefore, it was interesting to observe that the 

dependence on a particular state of development was not a result of unique divergence between 

the Xist construct but a divergence between the biology of the species. An exploratory study of 

the factors bound by mouse Xist in the HT1080 cells (similar to those protein pull-down studies 
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in 2015) might therefore be interesting to determine which factors were found to be capable of 

binding Xist across these different contexts [57], [59], [103]. 

 

7.2 XIST localization and regulation of chromatin architecture were highly stable and 

likely facilitated by several partially redundant processes 

Throughout this thesis the localization of XIST RNA and position relative to the perinucleolar 

compartment was analyzed by FISH in order to gain novel insights into how these pathways are 

initiated and whether any connection could be drawn to other aspects of XIST activity. CIZ1 was 

described as a crucial factor for maintaining Xist RNA localization to the Xi in mouse somatic 

cells through exclusively interacting with Repeat E [105], [107]. The work in this thesis 

demonstrated that CIZ1 recruitment in humans depended upon two distinct regions of XIST, 

Repeat Bh and E, but that the disruption of XIST-mediated CIZ1 enrichment did not affect XIST 

localization. Knockdown of CIZ1 in human somatic cells did not affect XIST localization either, 

suggesting that CIZ1 plays a non-essential role in XIST RNA localization in somatic cells of 

humans compared to mice. This could explain part of differences observed in the importance of 

differentiation to mouse but not human XIST activity [107], [108]. Xist functioned effectively in 

a narrow developmental window in mouse cells, but human XIST appears to function more 

broadly across stages of differentiation in humans [110], [206]. The presumption was that certain 

binding factors were only present or able to bind Xist during that developmental window [206]. It 

may be that the factors binding to human XIST and contributing to its localization and spreading 

are not affected by the state of differentiation and function cooperatively/redundantly with CIZ1 

to maintain XIST localization in humans though as these tests were done in a cancer cell line they 
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may have more embryonic like characteristics than a typical somatic cell. The argument for 

redundancy in the XIST localization factors is supported by the observation that the removal of 

the regions identified as key sites for hnRNPU (3’PflMI to Repeat D region) binding and CIZ1 

(Repeat E) had no effect on XIST localization individually but that the loss of both regions (ΔΔ) 

resulted in a visible delocalization of XIST [105]. The reduced localization of XIST in constructs 

lacking the 3’ region of exon 1 (Δ3D5E) suggests that as yet unidentified factors involved in 

XIST localization or coalescence will likely be identified by focused screens of that region.  

The recruitment of SMCHD1 also depends upon the 3’ region of exon 1 also associated with an 

attenuated XIST localization, and SMCHD1 was associated with the restructuring of chromatin 

territories and the creation of the megadomains associated with the Xi in mice [166]. In humans 

knockdown of SMCHD1 was associated with a less compact Xi [46]. The dependency on the 3’ 

region of exon 1 for both RNA localization and SMCHD1 enrichment suggests that in humans 

SMCHD1 enrichment may be another factor which contributes to the formation of a unified XIST 

RNA cloud. Critically however, the deletions which disrupted SMCHD1 enrichment indirectly 

and presumably through disrupting PRC1 enrichment did not obviously affect the distribution of 

the XIST RNA cloud. It remains unclear whether loss of SMCHD1 was a cause or a result of the 

disruption to XIST unification as studies have suggested that SMCHD1 both affects and is 

affected by chromosome architecture [132], [323]. An exciting potential direction to build on 

these results would examine how the localization of XIST RNA into a unified cloud within the 

nucleus affects TAD formation and chromatin structure at a sequence specific level. In addition, 

it would be interesting to perform knockout experiments on SMCHD1 and directly analyze the 

distribution of the XIST RNA itself as well as any positional changes to an Xi within the nucleus. 
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Increased perinucleolar localization was observed following 5 days of XIST induction despite the 

lack of the DXZ4 locus from chromosome 8p where XIST was being expressed [171]. It is 

impossible to rule out at this stage that the lncRNA FIRRE may have contributed to this process, 

as it was shown to act in trans [174]. The increased perinucleolar localization of the XIST RNA 

locus following induction in all the deletion cell lines indicated that this pathway was perhaps the 

most resilient pathway examined and implied that numerous redundant processes were involved. 

It is intriguing that the region identified with causing the greatest perturbation to this 

perinucleolar localization is the same one described previously as being essential for XIST 

recruitment of SMCHD1 XIST RNA unification and SMCHD1 enrichment. Future research 

performing chromatin isolation through RNA purification (ChIRP) to compare the factors 

binding to this non-repeat 3’ region of exon 1 may therefore provide invaluable new insights into 

what pathways mediate the structure and positions of the XIST RNA cloud within the nucleus. 

 

7.3 Silencing mediated by XIST occurs through a unique pathway preceding chromatin 

remodeling 

The results presented here suggest that one of the first effects of XIST transcription is the 

establishment of gene silencing even across large distances. While the growing evidence from 

mouse models suggested that HDAC3-mediated deacetylation was a likely crucial element to 

XIST silencing this was not supported by the studies performed here [103], [114]. Silencing was 

found to precede the establishment of histone deacetylation across the chromatin territory, 

proceeding nearly as fast as XIST RNA accumulated. The 3’ non-repeat region of XIST was 

found to be completely dispensable for deacetylation of H3K27 but XIST lacking this region 
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failed to silence any of the genes examined. Finally, the catalytic inhibition of both HDAC3 

specifically and broader HDACs clearly did not disrupt distal gene silencing in any way. This all 

suggests that histone deacetylation and gene silencing are distinct pathways initiated by XIST 

RNA in humans. An exciting future step will be to determine what role, if any, SPEN plays in 

XIST activity, as this essential factor for Xist-mediated silencing has yet to be studied in humans 

[113]. Further work will be needed to determine the factors essential for silencing that associate 

with XIST 5’ and 3’ regions, as well as to determine how these various factors interact. It may be 

that the binding of RNA methylation dependent factors at these two regions of XIST is crucial to 

its silencing, as the role of RBM15 mediated methylation was discounted as essential in mouse 

Xist but has not been similarly tested in human XIST [116], [117]. It was interesting to observe 

that the region of XIST encompassing Repeat F and the surrounding non-repeat region was 

essential for both silencing and H3K27me3 enrichment, but that this was the only region of XIST 

where these two processes were associated. As was discussed in chapter 6, it remains to be 

determined why the catalytic inhibition of PRC2 led to a clear defect in silencing of all four 

genes examined but loss of H3K27me3 enrichment by removing Repeat E did not affect XIST-

mediated silencing. The analysis of the dynamics of XIST mediated activity in chapter 3 

suggested that even levels of XIST below 68% of the maximal level of XIST resulted in 

effectively complete silencing of distal genes within two days. In addition, the Δ3’ constructs 

had similar levels of XIST following induction as those seen in the 5µM PRC2 inhibition 

treatments, but were capable of still initiating chromatin remodeling. In mice it was recently 

proposed that PRC1 & 2 are both needed for Xist to spread properly during XCI, and further 

work will be required to validate these findings. One potential explanation may be that the 

activity of PRC2 itself is necessary for XIST to associate with the domains of the four genes 
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tested here [144]. A study likely to rapidly yield numerous insights into the role of XIST-

mediated silencing would be to perform ChIRP to identify what factors specifically bind to the 

Full length XIST RNA in the HT1080 model that cannot bind to the Δ A, Δ FBh and Δ 3’ 

constructs. 

 

7.4 Insights into chromatin remodeling by XIST 

Testing how XIST modified the chromatin coated with its RNA revealed that multiple regions 

were crucial for each process in defiance of the expectation that a single region would initiate a 

single pathway. The accumulation of heterochromatin as well as loss of histone acetylation 

observed in the 8p inducible XIST model systems were less extensive than on the endogenous 

female Xi and occurred more slowly than in mouse ESCs undergoing induced XCI as expected 

based on the evidence of cis acting factors on the X chromosome contributing to chromatin 

remodeling [114], [193]. The most extensively analyzed Xi associated chromatin marks, PRC2-

mediated H3K27me3 and PRC1-mediated ubH2A, had been anticipated to be recruited by a 

region of XIST encompassing the B and C repeats and for PRC2 to be reliant on PRC1 based on 

mouse models [129]. Throughout this work it was demonstrated that PRC2 and PRC1 act 

through entirely independent XIST initiated pathways that in turn are crucial for other changes to 

the chromatin. A stronger relative accumulation of ubH2A than H3K27me3 was observed at the 

XIST RNA cloud induced from chromosome 8p in HT1080, though both marks seemed to reach 

their maximal level within 5 days of XIST induction. The accumulation of ubH2A was observed 

to depend upon the same general Repeat B and C containing region of XIST that was also crucial 

in mice, though in direct contrast with recent mouse studies Repeat A was also observed to be 
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important for ubH2A enrichment [127], [129]. The Xist 3’ non-repeat region and Repeat D were 

also found to be important for ubH2A enrichment and it was tempting to wonder if some 

functional components might not have shuffled between the expanded human Repeat D and the 

unusually expanded mouse Repeat C [67]. These ubH2A essential domains of XIST did not 

overlap with the regions essential for H3K27me3, which depended upon Repeat F, Bh and E.  

The tests using chemical inhibitors of PRC1 and PRC2 further confirmed that the two types of 

polycomb group complexes operate independently, with no evidence of even cooperative 

heterochromatin mark accumulation as was proposed in mice [139], [144]. Repeat F and B in 

mice had been proposed once as a potential site where the Jarid2 cofactor of PRC2 bound, and 

while this interaction has not been tested further it did suggest that future research might benefit 

from examining JARID2 binding on human XIST [131]. While PRC2 and PRC1 activity have 

both been associated with mouse Xist Repeat B, it was curious that the activity of these two 

complexes during human XCI depended on the two separate human B repeats (Bh and B) [65], 

[67]. Inhibition of PRC1 activity disrupted SMCHD1 enrichment, and both of these Xi 

associated factors depended upon Repeat B, C and D as well as the non-repeat 3’ region of XIST. 

This suggests that the dependence of SMCHD1 on ubH2A/PRC1 during XCI was conserved 

between humans and mice [167]. However, Repeat A was crucial for normal levels of ubH2A 

enrichment but did not affect SMCHD1, suggesting that the pathway connecting these processes 

was not directly linearly dependent. Studies of mouse cells had suggested that the mark ubH2A 

rather than PRC1 itself was crucial for SMCHD1 enrichment, and it may be that during XCI the 

ubiquitination of specific ‘seed’ loci is crucial for SMCHD1 to be recruited and enriched during 

XCI, but that the broader accumulation of ubH2A is not essential [132]. This model revolves 

around the role of Repeat A being crucial for the larger spread of ubH2A which will need to be 
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studied more extensively through ChIP or similar protocols to determine whether this hypothesis 

has any merit. The association of the non-repeat region of XIST between Repeat D and E with 

SMCHD1 enrichment but not ubH2A indicates that ubH2A is not sufficient for SMCHD1 

enrichment. Crosslinking experiments in mice have suggested that SMCHD1 may bind Xist 

directly, and future studies may benefit from examining the non-repeat region at the end of exon 

1 for potential SMCHD1 binding activity in humans [46]. 

This work presented one of the first insights into how the histone variant MacroH2A is recruited 

to the Xi by demonstrating a dependency on PRC2 catalytic activity as well as the region of XIST 

spanning both a large non-repeat region of exon 1 as well as Repeat D. This multifactorial 

system of MacroH2A recruitment reconciled the observation that MacroH2A enrichment is lost 

from the Xi if Xist is depleted despite H3K27me3 being maintained [324].  As an interesting note 

this non-repeat region identified as essential for MacroH2A enrichment was proposed to form 

long range interactions with regions of Repeat D [89]. MacroH2A was identified as interacting 

with mouse Xist in one of the 2015 screens, and it may be that the secondary structures formed 

between this internal region of XIST exon 1 facilitates an interaction between human XIST and 

MacroH2A. Future tests of that region will be needed to examine this hypothesis, but such an 

investigation could likely provide novel insights about how and if MacroH2A can interact with 

RNA as well as potentially finally revealing what role MacroH2A plays during XCI. It was 

interesting that while ubH2A enrichment was essential for both H3K27me3 and MacroH2A 

enrichment on the mouse Xi, MacroH2A enrichment by human XIST only depended upon 

H3K27me3 enrichment. The moderate decrease in H3K27me3 that resulted from loss of the 

region surrounding the Bh repeat did not noticeably affect MacroH2A enrichment, suggesting 
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that only a certain threshold of H3K27me3 is needed at the XIST RNA cloud for MacroH2A to in 

turn be enriched. 

Finally, the results of this work provided new insights into the regions of XIST crucial for the 

enrichment of chromatin with H4K20me1, however the importance of this modification remains 

poorly understood. H4K20me1 enrichment was found to depend upon Repeat E, like H3K27me3 

and CIZ1, however it remained normally enriched in the deletion constructs that failed to recruit 

these other Repeat E associated marks, and therefore likely represented a unique pathway 

initiated by XIST. This was further supported by the observed difference between the various 

XIST integration sites that recruited H3K27me3 or H4K20me1, suggesting that additional 

context dependent factors were involved in regulating these two pathways. This contrasted 

evidence in mice supporting a potential link between PRC2 and KMT5A activity, and future 

research into the role of KMT5A during XCI will be critical to determine why the Xi is enriched 

with H4K20me1 marks across species [128]. One potential direction for such research would be 

by treating cells with SPS8I1-3, a chemical inhibitor of KMT5A, while inducing XIST 

expression and observing any effects on XIST localization or other aspects of XCI [149], [325]. 

 

7.5 Final conclusions about the mechanisms governing XIST activity 

Analysis of all the deletion constructs revealed that every Xi associated function of XIST relies 

on multiple distal regions of its gene. Potential explanations include that multiple independent 

binding proteins are needed to mediate each process, that long range interactions between 

regions of XIST are common to XIST activity or a combination of these two models. The 
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presence of long range interactions has been observed in both human and mouse models, though 

the significance has not been determined for a given set of interactions [89]. If long range 

interactions between regions of XIST prove to be critical for forming the secondary structures 

and binding domains that facilitate XCI it adds a new layer of complexity as identifying the 

structures formed by relatively small self-associating regions such as Repeat A have proven 

difficult to analyze [88]–[90]. A feature of studying XIST in both humans and mice has typically 

been to identify a single region responsible for a single process, much like early studies of 

genetics attempted to connect a single gene with a phenotype. It may be that the conflicting 

models of how various complexes are recruited, such as PRC2 in mice being either recruited by 

PRC1 or XIST directly, may be a result of multiple factors and structures within XIST 

coordinating the recruitment and activity of these processes [127], [131], [307].  An exciting 

avenue for future research will be to examine how disruption of specific regions of XIST 

influences protein binding profiles at distal region of XIST, as these results demonstrated that 

interdependence between domains is a common feature of XIST. It will be interesting also to 

examine whether these connections between regions of XIST are occurring within single 

molecules or are facilitating cross-talk between different molecules. The differences observed 

between the human somatic model used here and the mouse models that these results have been 

compared to illustrate the need for further investigation into how the context that XIST is 

expressed in affects its activity, particularly in humans.  

An understated finding of this work was how durable XIST was discovered to be. Throughout 

chapter 4 large sections (>3kb) were frequently excised with minimal observable effect on the 

overall ability of XIST to still silence distal genes, localize to the perinucleolar compartment and 



272 

 

recruit a wide array of heterochromatin marks. One of the early objectives of the work described 

here was to identify a minimal region of XIST that was capable of silencing broad chromosome 

regions. While every region examined was important for at least one of the myriad of functions 

of XIST, the conclusions of this work (summary 7.1) demonstrate that a potentially small region 

of XIST lacking Repeat D and 3’ region of exon 1 might be able to be removed (~7kb in total) 

with minimal effect on the establishment of gene silencing, perinucleolar localization and 

enrichment of the XIST RNA with H3K27me3 as well as H4K20me1. It is also worth mentioning 

that despite the prevailing view of the repeats being the crucial elements of XIST activity, 

throughout this work it was regularly demonstrated that the non-repeat regions were all crucial 

for numerous aspects of XIST activity. Further research using the map presented here along with 

predicted long-range interactions between regions of XIST[87], [89] will likely be able to identify 

even smaller functional XIST constructs, which will be of critical for advancing research into 

XIST based therapeutics [212]. Further work will also be required to test the results described 

here in an endogenous context, so that this new information on XIST can be integrated into the 

broader context in which the process of XCI occurs. 
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Figure 7.1 Summary of the identified functional domains pathways of XIST 
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A stylized representation of the results presented throughout this thesis. The XIST transcript 

sequence (light grey with repeats in darker grey) was analyzed using deletion constructs to 

identify the regions essential for its various functions. The examined processes included XIST-

mediated gene repression (black), depletion of H3K27ac (green) and the enrichment of 

H3K27me3 (red), MacroH2A (blue), ubH2A (purple), SMCHD1 (brown), H4K20me1 (yellow) 

and CIZ1 (orange). The regions essential for each function are highlighted in the relevant solid 

colour while the regions dispensable for a process are left unhighlighted on a grey background of 

the XIST transcript. Crosshatching is used for H3K27ac as the regions identified only 

contributed to depletion rather than being essential. PRC2 lines are superimposed on the 

MacroH2A regions to illustrate that MacroH2A dependency on these regions may be a 

downstream effect of PRC2. PRC1 lines are similarly superimposed on SMCHD1 to illustrate 

the potential connection of the pathways in these regions. The arrows underneath XIST illustrate 

the pathways proposed throughout this research and the arrows were colour coded accordingly. 

Silencing was observed to precede the chromatin remodeling in general though a potential need 

for PRC2 catalytic activity was suggested (dashed line). HDAC3-mediated removal of 

acetylation was linked to PRC2 trimethylation of H3K27me3. PRC2 activity was in turn 

essential for MacroH2A to become enriched. PRC1-mediated ubiquitination of H2A was 

independent of PRC2 and was essential for SMCHD1 to become enriched on the chromatin. 

H4K20me1 and CIZ1 seemed to occupy independent pathways.  
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Appendices 

Appendix A  Tables of primers and antibodies used throughout this thesis  

A.1 Table of primer combinations used to identify CRISPR deletions in XIST 

Δ primers Forward (5’-3’) Reverse (5’-3’) 

Δ A GCTCGTTTAGTGAACCGTCAGA ACGCAAAGCTCCTAACAAGC 

Δ FBh AAGCTAAGGGCGTGTTCAGA AAAATCCGACCCCAGCATTAG 

Δ Bh GGGAGAAAAGGTGGGATGGA CAGCATCAAGGATGGGAACA 

Δ BC CTGCTTGGTGTGGACATGGT GCAAGGGCGACTGGTAGTCT 

Δ 3’PflMI CCATCCTTGATGCTGCACTA ATGTGGAGAGGACCCTCCTT 

Δ D ACCATGGCAACTGATCACAA GGAAAGGTGATGGGGTATGA 

Δ 3D5E TTCTCATGGACTCCCTTTGC GAAGGGGAAGGGGTAACAAA 

Δ E CCTTCCCACCTGAAGATCAA TCAAAACCAATTGTGGCTCA 

Δ 3’ ACTTCCCTCAGGAGCAGACA TTTATTTTACAATAGCAACCAACTCC 

The sequences of the primer pairs used to amplify the sequence spanning the cut sites of the Δ 

cell lines (Appendix B) were listed in this table. The name of each pair of deletion primers 

corresponded to the type of deletion construct that they were used to identify. The PCR products 

of these primers were used to obtain the sequences in Appendix B.  
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A.2 Additional primers used throughout this thesis 

Primer name Sequence (5’ to 3’) notes 

qPCDNA5 F GCTCGTTTAGTGAACCGTCAGA 
efficiency 2.080 

qPCDNA5 R GGTCCCGGTGTCTTCTATGGA 

PGK1 F GCAGTCGGCTCCCTCGTT 
efficiency 2.170 

PGK1 R AACGACCCGCTTCCCTTTA 

UBC F TGTCAAGGCAAAGATCCAAGATAA 
efficiency 2.140 

UBC R TCCAGCTGTTTTCCAGCAAA 

qPFlMI F GTCCCGCCCAGCTTCTCT  

qPFlMI R GGACAACTTATTTTGAGCACTGAATC  

qXIST5 F TCAGCCCATCAGTCCAAGATC  

qXIST5 R CCTAGTTCAGGCCTGCTTTTCAT  

qXIST9 F TTTGCATATGTGGGCAAGTGTAC  

qXIST9 R GCCGACGTTCTGCACCTATC  

CTSB F TCGTGCACTCTGCTAATCATG  

CTSB R CAGTGGGTCAGAAACAACTCC biotinylated 

CTSB SNP TTTACAGATTGCCTCCT  

DLC1 F TTGATGGCTTCCAGATTTGTAA  

DLC1 R-M13 CGCCAGGGTTTTCCCAGTCACGACAGCACAGTGGA

CATGTTTCTTAAT 

 

DLC1 SNP GCTTCCAGATTTGTAAGATT  

SLC25A37 F GATTTTCTTGAGGGCTCCGTAG  

SLC25A37 R-M13 CGCCAGGGTTTTCCCAGTCACGACCAGATCCCAAA

GCCCAGTACAC 

 

SLC25A37 SNP TTGAGGGCTCCGTAG  

STC1 F TTCATTTTAGGGGTGTTGACACA  

STC1 R AAAAAAATCAAACCAGGCACAGT biotinylated 

STC1 SNP TAGGGGTGTTGACACACCA  

M13 F CGCCAGGGTTTTCCCAGTCACGAC  

M13 R CAGGAAACAGCTATGAC * 
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The names of the various primers used throughout the experiments described. Primers were 

labeled either F (forward) or R (reverse) to denote their orientation during amplification. All 

sequences are orientated 5’ to 3’. * both a biotinylated and non-biotinylated version of the M13 

R primers were used respectively for amplifying sequences in preparation of pyrosequencing or 

for PCR amplifying targeted gRNA sequences. 
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A.3 Table of primary antibodies used for IF and western blotting 

Name Company Catalog # Host species 

Acetyl Histone H4 

(K8) antibody 

Abcam Ab45166 rabbit 

Anti-ubiquitin-

Histone H2A 

Antibody 

Sigma-Aldrich 05-678 mouse 

Anti-H4 Antibody Upstate 25296 rabbit 

β-actin loading 

control antibody 

Invitrogen MA5-15739 mouse 

H3K27me3 Antibody Diagenode C15410069 rabbit 

Anti-Histone Macro 

H2A.1 Antibody 

Upstate 07-219 rabbit 

Anti-Histone H3 

antibody 

Abcam ab10799 mouse 

Anti-SMCHD1 

antibody 

Abcam ab31865 rabbit 

CIZ1 Antibody (A-6) Santa Cruz 

Biotechnology 

sc-393021 mouse 

Anti-monomethyl-

Histone H4 (Lys20) 

Antibody 

Upstate 07-440 rabbit 

Anti-trimethyl-

Histone H3 (Lys9) 

Antibody 

Sigma-Aldrich 07-442 rabbit 

Histone H3K27ac 

antibody 

Active Motif 39133 rabbit 

Anti-HP1γ Antibody Upstate 05-690 mouse 

ASH2 IHC Antibody Bethyl A300-107a rabbit 

Table A.1 Primary antibody list 

List of primary antibodies used throughout this thesis according to their product name, 

manufacturer, catalog number and host species. 
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A.4 Table of secondary antibodies used for IF and western blotting 

Name Company Catalog # Host species 

Goat anti-Rabbit IgG 

(H+L) Cross-

Adsorbed Secondary 

Antibody, Alexa 

Fluor 594 

Invitrogen A11012 goat 

Goat anti-Mouse IgG 

(H+L) Cross-

Adsorbed Secondary 

Antibody, Alexa 

Fluor 594 

Invitrogen A11005 goat 

Goat anti-Mouse IgG 

(H+L) Cross-

Adsorbed Secondary 

Antibody, Alexa 

Fluor 350 

Invitrogen A11012 goat 

IRDye 680RD Goat 

anti-Rabbit IgG 

Licor 925-68071 goat 

IRDye 800CW Goat 

anti-Mouse IgG 

Licor 925-32210 goat 

Table A.2 Secondary antibody list 

List of secondary antibodies used throughout this thesis according to their product name, 

manufacturer, catalog number and host species. 
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Appendix B  List of sequences across the cut sites of CRISPR deletion constructs 

The sequencing results across the cut size of each of the deletion constructs created in chapter 4 

were listed below arranged from 5’ to 3’ along the sense sequence of the XIST construct. Bolded 

letters indicated the gRNA target sequences still remaining within the final transcript. The cut 

site was denoted by vertical bars ( | ) which encapsulated the summary of the deletion size and 

any other characteristics of note. The sequences of the repeats were underlined to provide 

landmarks when referring to the location of the deletions in each instance.  

 

B.1 Δ A #3 Sequencing Results 

(start  of XIST cDNA) 

TAGAACATTTTCTAGTCCCCCAACACCCTTTATGGCGTATTTCTTTAAAAA

AATCACCTAAATTCCATAAAATATTTTTTTAAATTCTATACTTTCTCCTAGT 

|779 nucleotides removed from full  length sequence|  

CTAGGGAGGCAAGATGGATGATAGCAGGTCAGGCAGAGGAAGTCATGTG

CATTGCATGAGCTAAACCTAT  

 

B.2 Δ A #12 Sequencing Results 

(start  of XIST  cDNA) 

TCTAGAACATTTTCTAGTCCCCCAACACCCTTTATGGCGTATTTCTTTAAAA

AAATCACCTAAATTCCATAAAATATTTTTTTAAATTCTATACTTTCTCCTAG

TG 

|777 nucleotides removed from full  length sequence|  
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ACTAGGGAGGCAAGATGGATGATAGCAGGTCAGGCAGAGGAAGTCATGT

GCATTGCATGAGCTAAACCTAT 

 

B.3 Δ FBh #21 

TTGGTTTTGTGGGTTGTTGCACTCTCTGGAATATCTACACTTTTTTTTGCTG

CTGATCATTTGGTGGTGTGTGAGTGTACCTACCGCTTTGGCAGAGAATGAC

TCTGCAGTTAAGCTAAGGGCGTGTTCAGATTGTGGAGGAAAAGTGGCCGC

CATTTTAGACTTGCCGCATAACTCGGCTTAGGGCTAGTC GTTTGTGCTAA

GT  

|1127 nucleotides removed from full  length sequence|  

TCCAGGCCTGCTTGGTGTGGACATGGTGGTGAGCCGTGGCAAGGACCAGAATGGAT

CACAGATGATCGTTGGCCAACAGGTGGCAGAAGAGGAATTCCTGCCTTCCTCAAGA

GGAACACCTACCCCTTGGCTAATGCTGGGGTCGGATTTTGATTTATATTTATCTTTTG

GATGTCAGTCATACAGTCTGATTTTGTG 

 

B.4 Δ FBh #22 

AAGAATCATCTTTTATCAGTACAAGGGACTAGTTAAAAATGGAAGGTTAG

GAAAGACTAAGGTGCAGGGCTTAAAATGGCGATTTTGACATTGCGGCATT

GCTCAGCATGGCGGGCTGTGCTTTGTTAGGTTGTCCAAAATGGCGGATCCA

GTTCTGTCGCAGTGTTCAAGTGGCGGGAAGGCC  

|811 nucleotides removed from full  length sequence|  

AGGCCTGCTTGGTGTGGACATGGTGGTGAGCCGTGGCAAGGACCAGAATG

GATCACAGATGATCGTTGGCCAACAGGTGGCAGAAGAGGAATTCCTGCCT
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TCCTCAAGAGGAACACCTACCCCTTGGCTAATGCTGGGGTCGGATTTTGAT

TTATATTTATCTTTTGGATGTCAGTCATACAGTCTGATTTTGTG  

 

B.5 Δ Bh #5 

GCTTGCCGCATTGTTAAAGATGGCGGGTTTTGCCGCCTAGTGCCACGCAGA

GCGGGAGAAAAGGTGGGATGGACAGTGCTGGATTGCTGCATAACCCAACC

AATTAGAAATGGGGGTGGAATTGATCACAGCCAATTAGAGCAGAAGATGG

AATTAGACTGATGACACACTGTCCAGCTACTCAGCGAAGACCTGGGTGAA

TTAGCATGGCACTTCGCAGCTGTCTTTAGCCA  

|833 nucleotides removed from full  length s equence|  

CACAGGTCCAGGCCTTGCTTTGTTCCCATCCTTGATGCTGCACTAATTGAC

TAATCACCTACTTATCAGACAGGAAACTTGAATTGCTGTGGTCTGGTGTCC

TCTATTCAGACTTATTATATTGGAGTATTTCAATTTTTCGTTGTATCCTGCC

TGCCTAGCATCCAGTTCCTCCCCAGCCCTGCTCCCAGCAAACCCCTAGTCT

AGCCCCAGCCCTACTCCCACCCCGCCCCAGCCCTGCCCCAGC C 

 

B.6 Δ Bh #7 

GCTTGCCGCATTGTTAAAGATGGCGGGTTTTGCCGCCTAGTGCCACGCAGA

GCGGGAGAAAAGGTGGGATGGACAGTGCTGGATTGCTGCATAACCCAACC

AATTAGAAATGGGGGTGGAATTGATCACAGCCAATTAGAGCAGAAGATGG

AATTAGACTGATGACACACTGTCCAGCTACTCAGCGAAGACCTGGGTGAA

TTAGCATGGCACTTCGCAGCTGTCTTTAGCCA  

|833 nucleotides removed from full  length s equence| 
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CACAGGTCCAGGCCTTGCTTTGTTCCCATCCTTGATGCTGCACTAATTGAC

TAATCACCTACTTATCAGACAGGAAACTTGAATTGCTGTGGTCTGGTGTCC

TCTATTCAGACTTATTATATTGGAGTATTTCAATTTTTCGTTGTATCCTGCC

TGCCTAGCATCCAGTTCCTCCCCAGCCCTGCTCCCAGCAAACCCCTAGTCT

AGCCCCAGCCCTACTCCCACCCCGCCCCAGCCCTGCCCCAGCC 

 

B.7 Δ Bh #11 

GCTTGCCGCATTGTTAAAGATGGCGGGTTTTGCCGCCTAGTGCCACGCAGA

GCGGGAGAAAAGGTGGGATGGACAGTGCTGGATTGCTGCATAACCCAACC

AATTAGAAATGGGGGTGGAATTGATCACAGCCAATTAGAGCAGAAGATGG

AATTAGACTGATGACACACTGTCCAGCTACTCAGCGAAGACCTGGGTGAA

TTAGCATGGCACTTCGCAG  

|857 nucleotides removed from full  length sequence|  

GCCTTGCTTTGTTCCCATCCTTGATGCTGCACTAATTGACTAATCACCTACT

TATCAGACAGGAAACTTGAATTGCTGTGGTCTGGTGTCCTCTATTCAGACT

TATTATATTGGAGTATTTCAATTTTTCGTTGTATCCTGCCTGCCTAGCATCC

AGTTCCTCCCCAGCCCTGCTCCCAGCAAACCCCTAGTCTAGCCCCAGCCCT

ACTCCCACCCCGCCCCAGCCCTGCCCCAGCC 

 

B.8 Δ BC #2 

TTGGTGCCTCACCTAAGGCTAAGTATACCTCCCCCCCCACCCCCCAACCCC

CCCAACTCCCCACCCCCACCCCCCACCCCCCACCTCCCCACCCCCCTACCC

CCCTACCCCCCTACCCCCCTCTGGTCTGCCCTGCACTGCACTGTTGCCATG
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GGCAGTGCTCCAGGCCTGCTTGGTGTGGACATGGTGGTGAGCCGTGGCAA

GGACCAGAATGGATCACAGATGATCGTTG  

|1195 nucleotides removed from full  length sequence plus novel 141 nucleotide 

novel sequence integrated during repair |  

TTGGATTAGACAGCACTCTGAACCCCATTTGCATTCAGCAGGGGGTCGCA

GACAACCCGTCTTTTGTTGGACAGTTAAAATGCTCAGTCCCAATTGTCATA

GCTTTGCCTATTAAACAAAGGCACCCTACTGCGCTTTTT GCTGTGCTTCTG

GAGAATCCTGCTGTTCTTGGACAATTAAAGAACAAAGTAGTAATTGCTAA

TTGTCTCACCCATTAATCATGAAGACTA 

 

B.9 Δ BC #8 

TTGGTGCCTCACCTAAGGCTAAGTATACCTCCCCCCCCACCCCCCAACCCC

CCCAACTCCCCACCCCCACCCCCCACCCCCCACCTCCCCACCCCCCTACCC

CCCTACCCCCCTACCCCCCTCTGGTCTGCCCTGCACTGCACTGTTGCCATG

GGCAGTGCTCCAGGCCTGCTTGGTGTGGACATGGTGGTGAGCCGTGGCAA

GGACCAGAATGGATCACAGATGATCGTTGGCCA 

|1189 nucleotides removed from full  length sequence|  

GGATTAGACAGCACTCTGAACCCCATTTGCATTCAGCAGGGGGTCGCAG

ACAACCCGTCTTTTGTTGGACAGTTAAAATGCTCAGTCCCAATTGTCATAG

CTTTGCCTATTAAACAAAGGCACCCTACTGCGCTTTTTGCTGTGCTTCTGG

AGAATCCTGCTGTTCTTGGACAATTAAAGAACAAAGTAGTAATTGCTAATT

GTCTCACCCATTAATCATGAAGACTA 
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B.10 Δ BC #17 

TTGGTGCCTCACCTAAGGCTAAGTATACCTCCCCCCCCACCCCCCAACCCC

CCCAACTCCCCACCCCCACCCCCCACCCCCCACCTCCCCACCCCCCTACCC

CCCTACCCCCCTACCCCCCTCTGGTCTGCCCTGCACTGCACTGTTGCCATG

GGCAGTGCTCCAGGCCTGCTTGGTGTGGACATGGTGGTGAGCCGTGGCAA

GGACCAGAATGGATCACAGATGATCGTTG  

|1195 nucleotides removed from full  length sequence plus novel 145nucleotide 

novel sequence integrated during repair |  

TTGGATTAGACAGCACTCTGAACCCCATTTGCATTCAGCAGGGGGTCGCA

GACAACCCGTCTTTTGTTGGACAGTTAAAATGCTCAGTCCCAATTGTCATA

GCTTTGCCTATTAAACAAAGGCACCCTACTGCGCTTTTTGCTGTGCTTCTG

GAGAATCCTGCTGTTCTTGGACAATTAAAGAACAAAGTAGTAATTGCTAA

TTGTCTCACCCATTAATCATGAAGACTA 

 

B.11 Δ 3’PflMI #3 

CCCAGTCCCCTAACCCCCCAGCCCTAGCCCCAGTCCCAGTCCTAGTTCCTC

AGTCCCGCCCAGCTTCTCTCGAAAGTCACTCTAATTTTCATTGATTCAGTG

CTCAAAATAAGTTGTCCATTGCTTATCCTATTATACTGGGATATTCCGTTTA

CCCTTGGCATTGCTGATCTTCAGTACTGACTCCTTGACCATTTTCAGTTA AT

GCATACAATCCCATTTGTCTGTGATCTCAGGACAAAGAATTTCCTT  

|2859 nucleotides removed from full  length sequence|  

GCCCCATTTCTTGGCCTCCCAATATGTGTGATTGTATTTGTCGAGGTTGC

TATGCACTAGAGAAGGAAAGTGCTCCCCTCATCCCCACT TTTCCCTTCCAG
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CAGGAAGTGCCCACCCCATAAGACCCTTTTATTTGGAGAGTCTAGGTGCAC

AATTGTAAGTGACCACAAGCATGCATCTTGGACATTTATGT GCGTAATCGC

ACACTGCTCATTCCATGTGAATAAGGTCCTACTCTCCGACCCCTT  

 

B.12 Δ 3’PflMI #6 

CCCAGTCCCCTAACCCCCCAGCCCTAGCCCCAGTCCCAGTCCTAGTTCCTC

AGTCCCGCCCAGCTTCTCTCGAAAGTCACTCTAATTTTCATTGATTCAGTG

CTCAAAATAAGTTGTCCATTGCTTATCCTATTATACTGGGATATTCCGTTTA

CCCTTGGCATTGCTGATCTTCAGTACTGACTCCTTGACCATTTTCAG TTAAT

GCATACAATCCCATTTGTCTGTGATCTCAGGACAAAGAATTTCCTT  

|2859 nucleotides removed from full  length sequence|  

GCCCCATTTCTTGGCCTCCCAATATGTGTGATTGTATTTGTCGAGGTTGC

TATGCACTAGAGAAGGAAAGTGCTCCCCTCATCCCCACT TTTCCCTTCCAG

CAGGAAGTGCCCACCCCATAAGACCCTTTTATTTGGAGAGTCTAGGTGCAC

AATTGTAAGTGACCACAAGCATGCATCTTGGACATTTATGT GCGTAATCGC

ACACTGCTCATTCCATGTGAATAAGGTCCTACTCTCCGACCCCTT  

 

B.13 Δ D #3 

GCCTGGCCAACATTAAAAAAAAAAAAAAGTAAGACAATTGCCCTGGAATCCCATCC

CCCTCACACCTCCTTGGCAAAGCAGCAGGAGTGCTAACTAGCTAGTGCTTCTTCTCT

TATACTGCTTAAATGCGCATAATTAGCAGTAGTTGATGTGCCCCTATGTTAGAGTAG

AATCCCGCTTCCT 

|3084 nucleotides including D repeat removed from full length seq uence|  
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TTGTTGACATGCATAATTGCATTTATGTTGGTTCTTGTGCCCTAGACAAGGATGCCCC

ACCTCTTTTCAATAGTGGGTGCCCACTCCTTATGATCTTTACATTTGAACAGTTAATG

TGAATAATTGCAGTTGTCCACAACCCTATCACTTCTAGGACCATTATACCTCTTTTGC

ATTACTGTGGGGTATACTGTTTCCCTCCAAGGCCCCTTCTGGTGGACTATCAACATAT 

 

B.14 Δ D #10 

GCCTGGCCAACATTAAAAAAAAAAAAAAGTAAGACAATTGCCCTGGAATCCCATCC

CCCTCACACCTCCTTGGCAAAGCAGCAGGAGTGCTAACTAGCTAGTGCTTCTTCTCT

TATACTGCTTAAATGCGCATAATTAGCAGTAGTTGATGTGCCCCTATGTTAGAGTAG

AATCC 

|3092 nucleotides including D repeat removed fro m full length sequence|  

CCTTTTCTTGGCTTGTTGACATGCATAATTGCATTTATGTTGGTTCTTGTGCCCTAGA

CAAGGATGCCCCACCTCTTTTCAATAGTGGGTGCCCACTCCTTATGATCTTTACATTT

GAACAGTTAATGTGAATAATTGCAGTTGTCCACAACCCTATCACTTCTAGGACCATT

ATACCTCTTTTGCATTACTGTGGGGTATACTGTTTCCCTCCAAGGCCCCTTCTGGTGG 

 

B.15 Δ 3D5E #13 

TTTTAAGATTCTTATATTTGTCCAAAGTACATGGTTTTAATTGACCACAACAATGTCC

CTTGGACATTAATGTATGTAATCACCACATGGTTCATCCTAATTAAACAAAGTTCTA

CCTTCTCACCCTCCATTTGCAGTATACCAGGGTTGCTGACCCCCTA  

|3584 nucleotides removed from full  length sequence|  

TGTGGCTCTTCTTTCACGCTTTATTTCATGTCTCCTTTTTGGGTCACATGCTGTGTGC

TTTTTGTCCTTTTCTTGTTCTGTCTACCTCTCCTTTCTCTGCCTACCTCTC 
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B.16 Δ 3D5E #14 

TTTTAAGATTCTTATATTTGTCCAAAGTACATGGTTTTAATTGACCACAACAATGTCC

CTTGGACATTAATGTATGTAATCACCACATGGTTCATCCTAATTAAACAAAGTTCTA

CCTTCTCACCCTCCATTTGCAGTATACCAGGGTTGCTGACCCCCTAAG  

|3583 nucleotides removed from full  length sequence|  

GTGGCTCTTCTTTCACGCTTTATTTCATGTCTCCTTTTTGGGTCACATGCTGTGTGCT

TTTTGTCCTTTTCTTGTTCTGTCTACCTCTCCTTTCTCTGCCTACCTCTC 

 

 

B.17 Δ 3D5E #15 

TTTTAAGATTCTTATATTTGTCCAAAGTACATGGTTTTAATTGACCACAACAATGTCC

CTTGGACATTAATGTATGTAATCACCACATGGTTCATCCTAATTAAACAAAGTTCTA

CCTTCTCACCCTCCATTTGCAGTATACCAGGGTTGCTGACCCCCTAA  

|3588 nucleotides removed from full  length sequence|  

CTCTTCTTTCACGCTTTATTTCATGTCTCCTTTTTGGGTCACATGCTGTGTGCTTTTT

GTCCTTTTCTTGTTCTGTCTACCTCTCCTTTCTCTGCCTACCTCTC 

 

B.18 Δ E #6 

CTGGGCAACAACCCTAGGTCAGGAGGTTCTGTCAAGATACTTTCCTGGTCC

CAGATAGGAAGATAAAGTCTCAAAAACAACCACCACACGTCAAGCTCTTC

ATTGTTCCTATCTGCCAAATCATTATACTTCCTACAAGCAGTGCAGAGAGC

TGAGTCTTCAGCAGGTCCAAGAAATT 
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|1844 nucleotides removed from full  length sequence plus novel GACC sequence 

integrated into sequence|  

TGTGAAGAGATGCTCCAGGCCAATGAGAAGAATTAGACAAGAAATACACAGATGTG

CCAGACTTCTGAGAAGCACCTGCCAGCAACAGCTTCCTTCTTTGA GCTTAGGTGAG 

 

B.19 Δ E #10 

CTGGGCAACAACCCTAGGTCAGGAGGTTCTGTCAAGATACTTTCCTGGTCC

CAGATAGGAAGATAAAGTCTCAAAAACAACCACCACACGTCAAGCTCTTC

ATTGTTCCTATCTGCCAAATCATTATACTTCCTACAAGCAGTGCAGAGAGC

TGAGTCTTCAGCAGGTCCAAGAAATTTGAACACACTGAAGGAAGTCAGCC

TTCCCACCTGAAGATCAACA 

|1778 nucleotides removed from full  length sequence|  

TGCCAGGCTCTCTAGAGAAAAATGTGAAGAGATGCTCCAGGCCAATGAGAAGAATT

AGACAAGAAATACACAGATGTGCCAGACTTCTGAGAAGCACCTGCCAGCAACAGCT

TCCTTCTTTGA GCTTAGGTGAGC 

 

B.20 Δ 3’ #1 

TGTTAACTTCCCTCAGGAGCAGACATTCATATAGGTGATACTGTATTTCAGTCCTTTC

TTTTGACCCCAGAAGCCCTAGACTGAGAAGATAAAATGGTCAGGTTGTTGGGGAAA

AAAAAGT 

|630 nucleotides removed from full  length sequence|  

ACTGGGGAGTTGGTTGCTATTGTAAAATAAAATATACTGTTTTGAAA (end of XIST 

cDNA) 
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B.21 Δ 3’ #7 

TGTTAACTTCCCTCAGGAGCAGACATTCATATAGGTGATACTGTATTTCAGTCCTTTC

TTTTGACCCCAGAAGCCCTAGACTGAGAAGATAAAATGGTCAGGTTGTTGGGGAAA

AAAAAGT 

|630 nucleotides removed from full  length sequence|  

ACTGGGGAGTTGGTTGCTATTGTAAAATAAAATATACTGTTTTGAAA (end of XIST 

cDNA) 
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Appendix C  Cross species compatibility of human XIST and mouse Xist 

 

C.1 Cot-1 holes mediated by human and mouse XIST in their native and reciprocal 

species.  

A) RNA FISH was performed for XIST RNA (green) and Cot-1 (red) to observe what proportion 

of XIST RNA clouds would become clearly depleted for Cot-1 compared to the nuclear 
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background levels. The panel exemplifies a Cot (red) depleted ‘hole’ (arrow) in a human F55 

HT1080 fibrosarcoma cell line at the site of mouse Xist. B) The proportion of cells with Cot 

depletion at the XIST RNA cloud for each cell type were shown. BMSL2 is a mouse somatic cell 

expressing Xist, F55 mXist short is a human somatic cell expressing mouse Xist, ES10 human 

XIST is a mouse stem cell line expressing human XIST autosomally, IMR-90 is a female human 

somatic cell expressing human endogenous XIST. 


