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Abstract

Decisions made on water quality have high implications for diverse industries and general population. In a 2020 study, Guo et al. report that the current literature on modeling spatiotemporal variabilities in surface water quality at large scales across multiple catchments is very poor. In this thesis, we introduce a simple, explainable, and transparent machine learning model that is derived from linear regression with hierarchical features for efficient prediction and for anomaly detection on large scale spatiotemporal datasets. Our model learns offsets for various features in the dataset while utilizing a hierarchy among the features. These offsets can enable generalization and be used in anomaly detection. We show some interesting theoretical results on such hierarchical models. We built a water pollution platform for exploratory data analysis of water quality data in large scales. We evaluate the predictions of our model on the Waterbase - Water Quality dataset by the European Environmental Agency. We also investigate the explainability of our model. Finally, we investigate the performance of our model in classification tasks while analyzing its ability to do regularization and smoothing as the number of observations grows in the dataset.
Lay Summary

Predicting water pollution in large catchment areas is a difficult task. Some versions of recent artificial intelligence models used to do prediction in water pollution are black box models in that the scientists provide some data to the model and the model outputs some predictions without any explanation provided. We introduce an explainable model to make predictions about, and detect anomalies in water pollution data. Our model is built on linear regression, one of the simplest prediction methods studied since 19th century; however we exploit hierarchical structures among the features. We built a water pollution platform for exploratory data analysis on large scale water pollution data. We evaluate the performance of our model compared to other models which can be used in such prediction tasks.
Preface

This thesis is based on a project done with Wan Shing Martin Wang under supervision of Dr. David Poole. The ideas for the parameter sharing model and its variants were developed by Dr. David Poole. The initial tests on the model were done by the author and Martin Wang. Theorem 2.1 was developed in collaboration by Dr. David Poole, Wan Shing Martin Wang, and the author. Theorem 2.2 was developed by the author. The implementation of the models on Waterbase - Water Quality dataset were done by the author. Water pollution platform was designed with the help of Minerva Intelligence Inc., especially Clinton Smyth and Jake McGregor, and it was implemented by the author. Anomaly detection using the hierarchical parameter sharing model was conjectured by Dr. David Poole, improved by Dr. David Poole with the help of the author, and implemented by the author. Chapter 4 was conducted by the author. Wan Shing Martin Wang evaluated variants of hierarchical parameter sharing model on movie recommendation task, especially cold start problem on Movielens dataset and on fashion datasets, specifically the ModCloth and Renttherunway datasets. Writing of the material, creation of the figures, and all code implementations in this thesis were conducted by the author.
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Chapter 1

Introduction

Despite the outstanding momentum that machine learning has seen in the recent years, the entire community stands in front of the barrier of explainability[1]. With the increasing use of AI in diverse fields, the implications of decisions made based on its AI are increasingly growing. This has led to more concerns regarding potential bias in machine learning. Such concerns regarding AI stretch to ethical domains as well. Model explainability and interpretability can improve public trust in AI[9].

Water quality in lakes and the rivers can be an important issue in economy, public health, and biological variability of key natural resources[25]. Rivers are shared among diverse industries including tourism, fishing, farming, steelworks, and maritime transport. Such a diversity causes decisions regarding water quality to have huge impacts. Note that decisions regarding water quality are mainly made in government levels with multiple stakeholders and are sometimes entangled with politics. Therefore, transparency and explainibility are important factors for an AI model that wants to be trusted in water quality tasks.

When a water contamination event occurs, it is important to detect and warn of such events. Extrapolation of water quality datasets into the future can potentially help early warning systems for water quality. Although the use of automatic sensors for water quality is increasing, water quality monitoring in major parts of the world is still done through manual sampling of water[6] which is analyzed in laboratories. The resulting data of such monitoring is usually sparse in space and time[16] sampled irregularly in time with high correlations in space. This means that many recent machine learning models which need temporally regular data or make stationarity assumption in space cannot be directly applied on surface water quality datasets.

There is currently a lack of capacity to model spatiotemporal variabilities in surface water quality at large scales across multiple catchments[10]. The objective of this research is to find a machine learning model for prediction and anomaly detection tasks in such large scale surface water quality datasets. A model that is able to learn the spatiotemporal variability of surface water pollution in large regions and in long periods of time can potentially be informative in large scale catchment management and policy making[10]. Our model is designed to be simple and explainable while also eliminating the need for preprocessing of noisy data. The model can also deal with missing feature values in observations.

Our model works based on commonalities and deviations in the dataset. It first extracts the com-
monality among all the data points. Then it identifies how groups of related observations deviate from
the extracted commonality in a hierarchical manner. This method can help us explain the data in terms
of commonalities plus deviations. Anomalies can be extracted as the deviations with high values or
observations with high deviation from the model’s prediction. We develop some theorems about how
the deviations interact with each other. We analyze the performance of the proposed model in a regres-
sion task using a water quality dataset and in classification tasks using multiple real-world and synthetic
datasets.

1.1 Problem Definition and Scope

We are mainly interested in supervised prediction tasks or unsupervised anomaly detection tasks on
a dependant random variable \( y \) with \( n \) measurements which depends on multiple feature variables \( X \).
Examples of such tasks include prediction and anomaly detection on water pollution datasets where
concentrations \( y \) of multiple chemicals are dependent on the time and location of the measurements, \( X \).
The dataset can have missing feature values in \( X \).

For our model to have explainable results, we also exploit any hierarchy structure among the fea-
tures. An example of a hierarchical structure among features is the parent-child relationship one can
imagine between the set of the instances measured in January 2019 and the set of instances measured in
2019. In this example, the set of instances measured in January 2019 is a subset of the set of instances
measured in 2019.

Our model can only work with discrete feature variables, \( X \). In case of datasets with continuous
features, we can discretize the features either using expert knowledge, e.g. discretizing time by month,
or we can use existing discretization methods, e.g. methods introduced by Liu et al. [18] such as binning
with equal frequency.

1.2 Literature review

There are two groups of methods that closely relate to our method: the multiple linear regression model,
and matrix multiplication. The baseline form of our model is a special case of a multiple linear re-
gression model [14]: A multiple linear regression model can be constructed with discrete features that
makes the same predictions as our model. From another point of view, our model is similar to matrix
factorization models. Koren et al. [13] motivate the matrix factorization model in terms of an average
and learned offsets. A matrix factorization model with some fixed features can be designed to have the
same predictions as our model.

The closest body of work to our model in water pollution task is the work done by Guo et al.
[10]. Guo et al. [10] report that most of existing studies on surface water pollution either study the
spacial variations of time-aggregated water quality data, e.g. Tramblay et al. [24], or use regression for
prediction of water pollution from some other features in a single location, e.g. Kisi and Parmar [12].
In a survey done by Tiyasha et al. [23], the authors reviewed more than 200 research articles which
have addressed the river water quality modelling using machine learning models to predict some water
quality feature directly from other water quality features or contaminants.

There are diverse models that are applied in spatiotemporal tasks. Jin et al. [11] apply Bayesian spatiotemporal models on air pollution datasets. Blangiardo and Cameletti [4] train Generalized Linear Models (GLM) on spatiotemporal datasets. For predicting particulate matter ($PM_{10}$) or rain fall, they use stochastic partial differential equation (SPDE) approach [17] to model spatial effects and random walk to model time effects. They also model different types of interactions between the spatial and temporal effects. When using SPDE for spatial effects, it is assumed that the covariance between every two points in space is only dependant on the distance between the points. This type of stationarity is not applicable for surface water pollution because the covariance is high along a water stream while it is low between streams that have not joined. Blangiardo and Cameletti [4] also use conditional autoregressive (CAR) models to account for spatial effects in disease mapping. A similar approach might be suitable for surface water datasets because of its ability to model spatial dependencies using a graph. Yet, the method they use only models bidirectional spacial dependencies whereas in rivers water flows only in one direction. We compare the performance of our model with this approach.

Ruybal et al. [22] use spatiotemporal regression kriging for groundwater-level predictions, which they recommend for datasets that do not contain consistent spatially located data over all relevant temporal periods. Note that kriging is not really applicable to surface water datasets where the water flows in streams.

Our model utilizes a hierarchy of features to learn explainable offsets. Taxonomies and Ontologies can be used in structuring of such hierarchy among features.

1.3 Thesis Organization

In Chapter 2, we introduce our model and develop some theory for it. In Chapter 3, we introduce a platform we built for exploratory data analysis on a large-scale water pollution dataset and evaluate our model on that dataset. In Chapter 4, we investigate our model in binary classification tasks.
Chapter 2

Parameter Sharing Model

We assume we have a number of discrete features, e.g. month, year, location. An instance is an assignment to some of the features. An observation is an instance whose value is known. Suppose we have a dataset of \( n \) observations \( y_1, \ldots, y_i, \ldots, y_n \), for example, measurements of Phosphate in river waters. A class is a set of instances. There are two types of classes: One type is described by a boolean combination of features (the set of instances for which the formula is true) and the other type is a singleton class that contains a single observation. For example, all instances measured in 2017, all instances measured in May, all instances measured in May 2017, and all instances measured in station \( s_1 \) in May are four classes in each of which we might have multiple observations. We assume we have \( m + n + 1 \) classes in total (\( C_0, \ldots, C_{m+n} \)): a universal class that includes all instances (\( C_0 \)), \( m \) classes defined as boolean combination of features (\( C_1, \ldots, C_m \)), and \( n \) singleton classes for each observation (\( C_{m+1}, \ldots, C_{m+n} \)). A parameter sharing model assumes the following:

- **Offsets for classes**: There exists one parameter for each of the \( m + n + 1 \) classes. \( \sigma_j \) is the offset for class \( C_j \). Note that we use the words parameter and offset interchangeably in this context.

- **Model constraint**: The value of each observation is equal to the sum of offsets of classes to which the observation belongs: \( y_i = \sum_{j \in C_j} \sigma_j \), where \( \sigma_j \) are the classes which \( y_i \) belongs to.

The offsets for singleton classes are called singleton offsets or noise parameters. In the next section, we motivate this naming.

2.1 Hierarchical Parameter Sharing Model

A hierarchical representation of classes can be used to demonstrate how learning happens in a parameter sharing model. It also allows for a structured learning of offsets based on the hierarchies among their respective classes. In the hierarchy of classes, if class \( A \) is a subset of class \( B \), meaning that all instances in class \( A \) exist in class \( B \), class \( A \) is considered to be under class \( B \) in the hierarchy. This subset hierarchy is a subset lattice that can be represented as a directed acyclic graph (DAG) in which class \( A \) is a child, descendent, or subclass of class \( B \) if \( A \subset B \). The DAG is constructed using only the classes for which we have assigned an offset.
Table 2.1: A summary of symbols and expressions in parameter sharing models

<table>
<thead>
<tr>
<th>Symbol or Expression</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>Number of observations</td>
</tr>
<tr>
<td>( {y_1,\ldots,y_i,\ldots,y_n} )</td>
<td>Set of all observations</td>
</tr>
<tr>
<td>( i )</td>
<td>Index for observations: ( 1 \leq i \leq n )</td>
</tr>
<tr>
<td>( {C_0,\ldots,C_j,\ldots,C_m+n} )</td>
<td>Set of all classes</td>
</tr>
<tr>
<td>( {C_{m+1},\ldots,C_j,\ldots,C_m+n} )</td>
<td>Set of all singleton classes (classes with a single observation)</td>
</tr>
<tr>
<td>( m + n + 1 )</td>
<td>Number of all classes: one universal class, ( m ) classes defined as boolean combination of features, and ( n ) singleton classes for each observation</td>
</tr>
<tr>
<td>( j )</td>
<td>Index for classes: ( 0 \leq j \leq m + n )</td>
</tr>
<tr>
<td>( {\sigma_0,\ldots,\sigma_j,\ldots,\sigma_{m+n}} )</td>
<td>Set of all offsets (or parameters) in a parameter sharing model</td>
</tr>
<tr>
<td>( \sigma_0 )</td>
<td>Parameter for the universal class (universal parameter)</td>
</tr>
<tr>
<td>( {\sigma_{m+1},\ldots,\sigma_{m+i},\ldots,\sigma_{m+n}} )</td>
<td>Set of singleton offsets (noise parameters)</td>
</tr>
<tr>
<td>( y_i = \sum_{j \in C_j} \sigma_j )</td>
<td>Model constraint equation for observation: ( i \in {1,\ldots,n} )</td>
</tr>
</tbody>
</table>

Every node in the DAG hierarchy is representative of a class and its associated offset. The singleton classes, which are leaves in the DAG, are representative of the noise parameters \( \sigma_{m+i} \) for each observation. Explainability is a main focus in parameter sharing model; therefore, the goal is to set \( \sigma_j \) such that they have meaningful values. In this thesis, the goal is to set the value of \( \sigma_j \) to be the deviation that best fits all of the observations.

**Example 2.1.** Suppose we have a dataset of \( n \) phosphate measurements. Measurement \( i \) is done in a specific year \( Y_i \), month \( M_i \), and location \( L_i \). A parameter sharing model will define offsets \( \{\sigma_0,\ldots,\sigma_{m+n}\} \) based on the different classes the observations can fall into. An example of a parameter sharing model for this dataset is as follows:

\[
y_i = \sigma_0 + \sigma_{Y_i} + \sigma_{M_i} + \sigma_{L_i} + \sigma_{Y_iM_i} + \sigma_{Y_iL_i} + \sigma_{Y_iM_iL_i} + \sigma_{m+i},
\]

(2.1)

where \( y_i \) is the measurement of phosphate. \( \sigma_0 \) is the parameter for the class of all observations (universal class). We will see that the model will predict \( \sigma_0 \) for an instance for which we do not have any features. Since the most reasonable prediction for such an instance is the the mean of all the observations, \( \sigma_0 \) can represent universal mean. Note that parameter \( \sigma_0 \) is shared among all observations. \( \sigma_{Y_i} \) is the offset for year \( Y_i \). Note that offset \( \sigma_{Y_i} \) is shared between all observations done in year \( Y_i \). Figure (2.1) shows these classes and their hierarchy in a DAG. \( \sigma_{Y_iM_i} \) is the offset for the class of observations done in year \( Y_i \) and month \( M_i \). \( \sigma_{m+i} \) is the offset for the singleton class of observation \( i \) and is unique to observation \( i \), meaning it is not shared with any other observation. \( \sigma_{m+i} \) represents the noise in observation \( i \) which could not be explained using the classes that the observation is in. For example, \( \sigma_{m+i} \) might be a high positive value for a sample taken in a day when there was a spill of phosphate close by that caused a one-day increase in phosphate in that location. The existing classes which are based on year, month, and location of the measurement cannot model the one-day increase, so the one-day increase will be
Figure 2.1: The hierarchical relationship between classes in example 2.1 is shown in a DAG. This figure assumes that all observations are done in 2016 or 2017, in January or February, and in 3 locations \{L1, L2, L3\}. 7 observations can be seen in this figure. The structure of the DAG allows us to see what classes every observation belongs to. Observations \(y_3\) and \(y_4\) were measured in January 2016 in location L1. Observations \(y_1\) and \(y_2\) are only connected to the 2017, Jan class, which means the location of these measurements is missing in the dataset.

Note that in this example, we did not define any classes for observations done in month \(M^i\) and location \(L^i\), which resulted in not having \(\sigma_{M^iL^i}\) in Equation (2.1). This is allowed in parameter sharing model. Such decisions can be made using expert knowledge.
A parameter sharing model is realized in a DAG if the constraint for the parameter sharing model holds for all observations: \( y_i = \sum_{j \in C_i} \sigma_j \) where \( \sigma_j \) are all the offsets reachable from the node for observation \( y_i \) in the reverse DAG.

There are infinitely many models that can explain the data in this fashion. For instance, in example 2.1, if we have high observations in July 2017, it is not trivial what part of the high values should be explained through \( \sigma_{July} \), \( \sigma_{2017} \), or \( \sigma_{2017, July} \). Therefore, we need bias and regularization that goes beyond the data to be able to learn the parameters. For instance, in the previous example, a naive models is to set \( \sigma_{m+i} = y_i \) and set all other offsets to zero. This would mean that every observation is simply some unexplained noise.

Learning in a hierarchical parameter sharing model happens when we explain the noise \( \sigma_{m+i} \) using other offsets. This can happen through regularization. The following is an example of how learning can happen.

![Diagram](image-url)

**Figure 2.2:** A simple DAG model on a small dataset with four observations: 6, 6, 5, and 2. In (a) all the observations are explained as noise using the singleton offsets. Based on (a) we can see that three of the observations are in class A and two of the observations are in class B. Classes A and B share an observation. In (b) a value of 5 is pushed up to A and a value of 0.5 is pushed up to B.

**Example 2.2.** In Figure 2.2, we can see an example of a DAG with 6, 6, 5, and 2. The first three observations are in class A, and the last two observations are in class B. Classes A and B share an observation. In Figure 2.2a all the observations are explained as noise using the singleton offsets. In Figure 2.2b a value of 5 is pushed up to A and a value of 0.5 is pushed up to B.

### 2.2 Prediction and Anomaly Detection in Parameter Sharing Models

As seen above, the model is over-parameterized and its prediction for an observation is equal to the value of that observation. In case of an unobserved instance, the singleton offset (noise parameter) for that instance is assumed to be zero. With this assumption, the prediction of model for instance \( i, \hat{y}_i \),
is defined to be the sum of offsets for all classes that the instance belongs to: \( \hat{y}_i = \sum_{j \in C} \sigma_j \). Table 2.1 shows a summary of different symbols and expressions in a parameter sharing model.

Using a trained hierarchical parameter sharing model, we can do unsupervised anomaly detection in the following three fashions:

- **Class parameters with large absolute values:** If a class offset has a large absolute value relative to other class offsets, it means that knowing that a observation belongs to this class raises the alarm that this sample will have an anomalously large or small value. As an example, if we have a class of observations done in summer for Phosphate, we might observe that the offset for summer is high. This type of anomaly does not necessarily suggest an alarming event. For example, the high offset for summer could be due to the fact that farming activity in summer causes an increase in Phosphate level.

- **Noise parameters with large absolute values:** If the noise parameter for an observation has a large absolute value, it can mean that an anomalous event led to a high or low value for that observation, but this event was not explained or captured by the classes we derived from the dataset. For instance, the noise parameter could be high for an observation of phosphate done close to a spill that resulted a daily increase in phosphate levels, but we did not have a class capturing this and the high value for the observation remained unexplained in the noise parameter.

- **Group of observations with similar noise parameters:** If a group of observations have similar values for their noise parameters, we might be able to define a new class which includes those observations. To learn a new class which includes such observations, we need extra information about the observations than the current classes derived from the dataset. For example, if some observations of Phosphate that were measured in locations close to each other have a similar noise parameter, we can make a new class for these observations spatially close to each other. Making a new class for these observations will cause the noise parameter in all these observations to decrease. Note that creation of this class would not be possible if we did not have information about spatial closeness of observation. This spatial closeness may not be previously captured through the existing classes.

The above three methods of anomaly detection look for anomalously large absolute values in the list of class or noise parameters. Since largeness is relative, we can sort the parameters based on absolute value and look for anomalies among the first parameters in the sorted list.

**Example 2.3.** Figure 2.3 shows hierarchical parameter sharing model represented using a DAG. The leaves of the DAG model correspond to five singleton offsets for five observations (at various times and locations) of Phosphate: 1.5mg/L, 3mg/L, 2.5mg/L, 2mg/L, and 0.5mg/L. Sample 5 is from March 2018 in region B, and therefore it is under these two classes. At every node, the value of the offset for that class is written. For example, the offset for region B (which includes samples 4 and 5) is \(-0.62mg/L\). The prediction for any unobserved instance is the sum of the offsets of the classes that the instance belongs to. For example, the observed value for observation 5 is the sum of all offsets
Figure 2.3: An example of a hierarchical parameter sharing model modeling a chemical observations dataset. The observations for observations 1 to 5 are: 1.5mg/L, 3mg/L, 2.5mg/L, 2mg/L, and 0.5mg/L. The vertices are offsets and all values are in mg/L. The observations and the edges touching them are colored.

for sample 5: noise parameter for sample 5, 2018-March, 2018, March, region B, and the universal parameter: $-0.76 - 0.15 - 0.15 - 0.01 - 0.62 + 2.19 = 0.5mg/L$.

The model can also predict values for unobserved instances. As an example, although the model in Figure 2.3, has not seen any observation from region B in February 2017, it can give a prediction for such instance as $-0.21 - 0.21 + 0.15 - 0.62 + 2.19 = 1.3mg/L$.

2.3 Tree DAGs as a Simple Structure of DAG Hierarchy

In general, the DAG representing the subset relationship among classes can be any subset lattice, but this thesis considers tree DAGs as a special case of subset lattices and builds up the analysis of the properties of hierarchical parameter sharing models by first studying their workings on tree DAGs. A DAG is considered to be a tree when each except the top node has one parent. A tree DAG is simpler than a general DAG because in a tree DAG moving the information up to the parents is simpler; every node has a single parent, so all the commonality between the siblings has to be explained by a single parent. A general DAG is more complex in that it is not trivial how much of the commonality among siblings has to be explained by each of theirs parents.
For instance, one of the properties of a tree DAG is that starting from any initial state, for the model constraints to hold, all the siblings have to change by the same value.

2.4 Learning Hierarchical Parameter Sharing Models

In the following sections, different methods for learning the $\sigma_j$ parameters will be explored.

2.4.1 L2-Regularized Baseline Parameter Sharing Model

To the learn offsets in an $L_2$-Regularized baseline parameter sharing model, we minimize the $L_2$ norm of all the offsets except the parameter for the universal class (universal parameter). In this context, $L_2$ norm of some elements is defined to be the square root of the sum of the squares of the values. Note that the model constraints ($y_i = \sum_{i \in C_j} \sigma_j$) have to hold while we minimize the $L_2$-norm of offsets. In other words, to learn an $L_2$-regularized baseline parameter sharing model, we minimize the following loss function with the condition that the model constraints are not violated. In the following, as mentioned in table 2.1, $\sigma_0$ is the universal parameter, which is not regularized because the universal average can be any value and there is no reason to believe it is close to zero:

$$\text{Loss} = \sum_{j \in \{1, \ldots, m+n\}} (\sigma_j)^2 \tag{2.2}$$

One way of looking at this is that we start with all non-singleton offsets to be zero, and singleton parameters to be the observed value. In every layer of the hierarchy, if sum squared of children is greater than that of their parents, then the model will push the signal from children to the parent by subtracting a value from children and adding some value to the parents. In the end, the mean squared of the children will be closer to zero while they are pushed to their parents because this is a state with smaller $L_2$-norm. It is possible to add an informed prior by regularizing the offsets towards a default value instead of zero, especially if the dataset has very few number of observations.

We do not regularize the universal parameter because the universal parameter is supposed to capture the universal mean in the dataset, which can be any value. All other offsets are regularized. In Equation (2.2), we can separate the sum between $\sigma_k^2$ and observation parameters. Then, we can use the model constraint to reach a different formula for the loss:

$$\text{Loss} = \sum_{j \in \{1, \ldots, m+n\}} (\sigma_j)^2 \tag{2.3}$$

$$= \left( \sum_{i \in \{1, \ldots, n\}} (\sigma_{m+i})^2 \right) + \left( \sum_{j \in \{1, \ldots, m\}} (\sigma_j)^2 \right) \tag{2.4}$$

$$= \left( \sum_{i \in \{1, \ldots, n\}} (y_i - \sum_{i \in C_k, k \neq m+i} \sigma_k)^2 \right) + \left( \sum_{j \in \{1, \ldots, m\}} (\sigma_j)^2 \right) \tag{2.5}$$

In Equation (2.5), the first term is the error term denoting the difference between predictions of parameter sharing model (excluding the noise parameter) and the observed value while the second term
is the sum of the class offsets squared - except the universal parameter and noise parameters. This equation can be used to learn an $L_2$-regularized baseline parameter sharing model on a dataset. This shows that this model is equivalent to an $L_2$-regularized linear regression model $y_i = \sigma_0 + X B$, where the universal parameter $\sigma_0$ is the intercept and doesn't get regularized. The class offsets $\{\sigma_1, \ldots, \sigma_m\}$ are the offsets $B$ in the linear regression model which are regularized, and the independent variables $X$ are 0 or 1 denoting the classes that the observation belongs to.

**Model Properties**

To get more insight on how this model learns the class offsets in a tree, we can assume that we initialize all class offsets to zero except the noise parameters $\sigma_{m+i}$ which will be set to $\sigma_{m+i} = y_i$. Starting from this initial state and using some iterative method that converges to the global minimum in Equation (2.5), we can get insight on how parents are learned from the values of their children in a tree. The following example, illustrates this.

![Figure 2.4](image)

**Figure 2.4:** A simple tree DAG model on a simple dataset with five observations. Based on (a) we can see that three of the observations have a value of 6, and the other two observations have values of 3 and 2.

**Example 2.4.** Figure 2.4a demonstrates the initial state of a hierarchical parameter sharing model as described above, and Figure 2.4b shows the $L_2$-regularized version of the model where the loss is minimized. The prediction of model for an instance in class A is $4.4 + 1.1 = 5.5$ while all the observations in A are 6. This is due to the effects of regularization which causes the predictions of siblings A and B to be closer to each other. The prediction of model for an instance in class B is $4.4 - 1.1 = 3.3$ while there were two observations of 3 and 2 in class B.

In the following two theorems, we analyze some properties of an $L_2$-regularized baseline parameter sharing model in trees and DAGs:

**Theorem 2.1.** In a trained $L_2$-regularized baseline parameter sharing model on a tree hierarchy, at every layer except the top layer (with universal parameter), the sum of the children is equal to the parent.
Proof. Consider a parameter sharing model with the minimum loss defined in Equation (2.2) in which there is a parent with value $p$ with $c$ children with values $v_1, \ldots, v_c$, where $S = \sum_{t=1}^{c} v_t$. Assume $\sum_{t=1}^{c} v_t \neq p$. This means:

$$\varepsilon = p - \frac{\sum_{t=1}^{c} v_t}{c+1} \neq 0 \quad (2.6)$$

The argument is that if we add $\varepsilon$ to all the children and subtract $\varepsilon$ from the parent, we will arrive at a lower loss while the model constraints are still held. Since through this activity only the values of $p$ and $v_t$ will change, we will only look at the part of loss function that is composed of these offsets:

$$\text{loss}_{old} = (p)^2 + \sum_{t=1}^{c} (v_t)^2 \quad (2.7)$$

$$\text{loss}_{new} = (p - \varepsilon)^2 + \sum_{t=1}^{c} (v_t + \varepsilon)^2 \quad (2.8)$$

$$= (p - \varepsilon)^2 + \sum_{t=1}^{c} ((v_t)^2 + (\varepsilon)^2 + 2v_t\varepsilon) \quad (2.9)$$

$$= (p)^2 + (\varepsilon)^2 - 2p\varepsilon + c(\varepsilon)^2 + 2\varepsilon(\sum_{t=1}^{c} v_t) + \sum_{t=1}^{c} (v_t)^2 \quad (2.10)$$

$$= (p)^2 + \sum_{t=1}^{c} (v_t)^2 + (c+1)(\varepsilon)^2 - 2\varepsilon(p - \sum_{t=1}^{c} v_t) \quad (2.11)$$

$$= (p)^2 + \sum_{t=1}^{c} (v_t)^2 + (c+1)(\varepsilon)^2 - 2\varepsilon(c+1)\varepsilon \quad (2.12)$$

$$= (p)^2 + \sum_{t=1}^{c} (v_t)^2 - (c+1)(\varepsilon)^2 < \text{loss}_{old} \quad (2.13)$$

Notice in Figure 2.4b offset B is equal to the sum of its children; this holds in general.

Theorem 2.2. In an arbitrary DAG, if there exists a set of disjoint classes $\{C_1, \ldots, C_l\}$ with offsets $\{\sigma_1, \ldots, \sigma_l\}$ whose union is all the observations (i.e., the classes are a partition of all of the data), then in the $L_2$-regularized baseline parameter sharing model, the following holds: $\sum_{t=1}^{l} \sigma_t = 0$

Proof. Assume we have a solution with minimum loss, but $\sum_{t=1}^{l} \sigma_t \neq 0$. This means that $\zeta$, the average of $\sigma_t$, is not zero. We show that if we subtract $\zeta$ from each $\sigma_t$ and add $\zeta$ to the universal parameter, the loss defined in Equation (2.2) will decrease. The model constraints will still hold because for every observation the increase in universal parameter has been compensated for by the decrease in $\sigma_t$. Note that universal parameter does not appear in loss expression. We will only look at the part of the loss function that includes $\sigma_t$ offsets

$$\text{loss}_{old} = \sum_{t=1}^{l} (\sigma_t)^2 \quad (2.14)$$
\[ loss_{new} = \sum_{t=1}^{l} (\sigma_t - \zeta)^2 \]  
(2.15)

\[ = \sum_{t=1}^{l} (\sigma_t)^2 - 2\zeta \sum_{t=1}^{l} \sigma_t + l\zeta^2 \]  
(2.16)

\[ = \sum_{t=1}^{l} (\sigma_t)^2 - 2\zeta l\zeta + l\zeta^2 = \sum_{t=1}^{l} (\sigma_t)^2 - l\zeta^2 < loss_{old} \]  
(2.17)

Note that the above case happens frequently in real datasets. For example, in Figure 2.3, which is already \(L_2\) minimized (and rounded to 2 decimal places) you can see that the sum of the offsets for January, February, and March; the sum of offsets for years 2017 and 2018; and the sum of offsets for 2017-January, 2017-February, 2017-March, and 2018-January are 0 because all of them partition the observations. Even the sum of 2017 and 2018-March or the sum of 2017-March, 2018-March, Sample 1, and sample 2 are zero.

### 2.4.2 Top-Down Parameter Sharing Model

An extension to \(L_2\)-regularized baseline parameter sharing model would be to learn the \(L_2\)-regularized baseline model layer by layer from top to bottom until the noise parameters are learned. This allows training of each class offset to have direct access to observation residuals under that class. In addition, this allows explicit use of a hierarchy during training. For example, the parents, siblings, and children of a node can explicitly be used to learn it.

To learn a top-down parameter sharing model, first we initialize all offsets to be zero. Then, we go down from top of the hierarchy (universal parameter) to the leaves, layer by layer. At every layer, we will learn the offsets in that layer while keeping offsets on other layers fixed. At every layer, we minimize the \(L_2\)-regularized mean squared error of prediction of observation. In other words, assuming offsets \(\sigma_{l,t}\) are the offsets in layer \(l\) of the hierarchy \((1 \leq t \leq c_l)\), at layer \(l\) we minimize the following loss function:

\[ \min_{\sigma_{l,1}, \ldots, \sigma_{l,c_l}} \left( \sum_{i \in \{1, \ldots, n\}} (y_i - \sum_{i \in C_k, k \neq m+l} \sigma_k)^2 \right) + \lambda \sum_{t=1}^{c_l} (\sigma_{l,t})^2 \]  
(2.18)

where \(\lambda\) is the regularization rate. Note that only the parameters in layer \(l\) are minimized in above. When layers 1 to \(l\) are learned, parameters in layers > \(l\) are zero.

### Model Properties

In a tree hierarchy, assume the observations under class \(C\) are \(o_1, \ldots, o_c\) and the parent of \(C\) is \(P\) and the sum of all the ancestors of \(C\) (i.e. prediction for the class of \(P\)) is \(\hat{P}\). Since the hierarchy is a tree, the
parameter for $C$, $\sigma_C$, will be calculated by minimizing the part of loss function relevant to $\sigma_C$:

$$\sigma_C = \arg\min_{\sigma_C} \sum_{t=1}^{c} (\hat{P} + \sigma_C - o_t)^2 + \lambda (\sigma_C)^2 \quad (2.19)$$

$$\implies \frac{d}{d\sigma_C} \left( \sum_{t=1}^{c} (\hat{P} + \sigma_C - o_t)^2 + \lambda (\sigma_C)^2 \right) = 0 \quad (2.20)$$

$$\implies \sigma_C = \frac{\left( \sum_{t=1}^{c} (o_t - \hat{p}) \right)}{c + \lambda} = \frac{\left( \sum_{t=1}^{c} o_t \right) - c\hat{p}}{c + \lambda} = \frac{\left( \sum_{t=1}^{c} o_t \right) + \lambda \hat{p}}{c + \lambda} - \hat{p} \quad (2.21)$$

This means that the prediction for the class of $C$ (i.e. $\hat{C}$) is:

$$\hat{C} = \hat{P} + \sigma_C = \frac{\left( \sum_{t=1}^{c} o_t \right) + \lambda \hat{p}}{c + \lambda} \quad (2.22)$$

This means that in a tree, the prediction for class of $C$, $\hat{C}$, is a weighted average of $\hat{P}$ (with weight $\lambda$) and the observations in $C$ (with weight $c$).

### 2.5 Explainibility in parameter sharing models

Barredo Arrieta et al. [1] consider a model to be transparent if it is understandable by itself. They also give three levels of transparency for models, namely simulatability, decomposability and algorithmic transparency. Both versions of our model explained above are transparent: They are simulatable because the interactions between offsets are through summation and each offset corresponds to a well-defined class, e.g. offset for month; they are decomposable because all of the offsets have the same unit of measure as the observations; and they are algorithmically transparent because they use the sum of the relevant (shared) offsets to make predictions. This transparency can be utilized for explainability in the following fashions:

- **Observation explainability**: We can explain every observation and every prediction in terms of a linear sum of weights, all of which have a semantic meaning. For example, we can use the model to answer the question of whether an extraordinarily high Phosphate observation can be explained through the month it was sampled in or not.

- **Gestalt explainability**: We can explain the whole model in terms of anomalies, which are offsets with a high (positive or negative) value.
Chapter 3

Testing on Water-Quality Dataset

3.1 Water Quality Dataset

Waterbase - Water Quality is an open dataset [8] by the European environmental agency (EEA) which includes over 33 million pollutant readings all over Europe from 1985 to 2018. Each reading is measuring a chemical element, at a specific time, and at a specific water pollution monitoring station. Some stations monitor pollutants in ground water and some monitor surface water, e.g. rivers, lakes and etc. We are interested in surface water pollution. The dataset does not include how surface water monitoring stations are connected to each other by rivers. To determine this, we downloaded the river data from OpenStreetMap[19] and matched stations with rivers. A station is matched to a river if the station is less than 50 meters away from the thalweg of the river extracted from OpenStreetMap. With this data, we can determine which surface monitoring stations are upstream and downstream of each other. We filtered out stations that were not matched with any river (further than 50 meters from any river center line), assuming that they were ground water monitoring stations.

3.2 Water Pollution Platform

In order to analyze the water-quality dataset and get insight about the data, we built an exploratory data analysis platform for the dataset. This platform allows the user to visualize different aspects of data. The user can also use it to visualize the models trained on the dataset as well as to visualize anomalies detected on the dataset. The preprocessing of data for the platform is done using Python while a web-based front-end built with HTML and JavaScript accesses the processed data and generates the visualizations. The main page of the platforms allows the user to visualize the dataset along with some extra information extracted from dataset. Figure [3.1] shows an annotated image of this page. The main component of this page is the map pointed at by marker #1. The user can see surface water pollution stations as yellow dots in the map. Every measurement is done in a water pollution station. The rivers are also shown in blue lines. In the following, different functionalities available to the user in this page are introduced.
3.2.1 Stations with Measurements

Since not all stations have measurements of all chemicals, the first step for a user interested in certain chemicals is for them to identify the stations that have measurements of those chemicals. The user can select a number of chemicals using check boxes in marker #6. They also need to select a number of years in check boxes in marker #11. Selecting chemicals will change the color of the stations that have measurements of those chemicals in the selected years into black. Figure 3.2 shows the map on the main page when check boxes for chemicals “Nitrate” and “Lead and its components” were selected in marker #6, and year 2017 was selected in marker #11. In that figure, the black stations are the stations that have measurements of ”Nitrate” or ”Lead and its components” in 2017.

Marker #8 shows a slider for selecting either "union" or "intersect." The choice will be used in
Figure 3.2: The map on the main page when check boxes for chemicals "Nitrate" and "Lead and its components" where selected in marker #6. The black stations are the stations that have measurements of "Nitrate" or "Lead and its components" in 2017. Note that "union" was selected in marker #8 and 2017 was selected in marker #11. The yellow stations do not have any measurements of "Nitrate" or "Lead and its components" in 2017. If union is selected, the stations that have measurements of any of the selected chemicals will turn to black. If intersect is selected, only the stations that have measurements of all the selected chemicals will turn black.

3.2.2 Pollutant Added to River Section

Figure 3.3: The map on the main page of water pollution platform, when Nitrate is selected in #5 and year 2015 is selected in #10. Red segments of the river show the segments where Nitrate was added substantially in 2015.

Radio buttons in marker #5 allow the user to select a single chemical element. Based on the chemical element selected in #5 and the year selected in #10, the river segments will be colored red to blue with red meaning that chemical was added to the water in that segment of the river more than the other segments of the rivers. Blue means that the selected chemical was not added substantially in that segment of the
river in that year. To do this, first we calculate the average concentration of every chemical for each year for each station. We do not have access to water discharge in rivers, and we only have access to chemical concentrations in water as amount per litre. In a segment of river with no confluence, the difference between downstream and upstream concentrations is a measure of how much chemical was added in that segment. For a river segment with confluences, to estimate amount of chemical added in a river segment with multiple upstream stations in different upstream branches and a single downstream station, we calculate downstream concentration minus maximum of upstream concentrations. If this value is above zero, it means that a nonzero amount of the chemical was added to the water in that segment. Figure 3.3 shows how the colors of segments of rivers change when Nitrate is selected in radios in #5 and the radio button for year 2015 is selected in #10. Note that it is not trivial to extract this information from the water-quality dataset since it does not have the data about which stations are connected with water. Only after matching the stations with their corresponding rivers could we extract this data.

The button in marker #9 allows the user to reset the colors of rivers to their original blue color.

3.2.3 Plots of Measurements in a Station

The user can select a water pollution station on the map by clicking on it. This causes the station to change color to red, and the closest stations upstream to the selected station get assigned different colors ranging from orange to green. In addition, at the bottom of the page, plots of measurements for all chemicals in the selected station appear. In Figure 3.4, we have selected the station pointed at by marker #2. The figure shows the map zoomed in on the selected station and the plots for two chemicals shown at the bottom of the page. The rest of the plots are drawn underneath the two plots.

If a set of chemicals are selected using check boxes in marker #6, those chemicals will appear at the top of the plots.

The plots will only show the measurements in years selected by marker #11. Marker #15 is allows selection of a number between zero and seven. This number is used to filter uninteresting plots that have less than some number of distinct values. For example, some chemicals, e.g. Carbendazim, are always measured to be 0 in some stations. Since such measurements are of no interest in visualization, using a large value in this selector will filter such plots with only few distinct measurements.

3.2.4 Saving and Restoring Favourite States

The section pointed at by marker #16 allows the user to store favourite selections, e.g. selection of station, chemicals, and year. The user can return to the stored selection in a later time.

3.2.5 Finding Peaks in the Plots

This section is used to find a peak in the chemical plots for each measurement. Analyzing peaks in the measurements is part of the exploratory data analysis process.
Figure 3.4: In this figure, the station pointed at by pointer #2 in Figure 3.1 is selected. The map is zoomed in on the selected station. The upstream stations (colored with different shades of orange) to the selected station (colored with red) can be seen. Two plots show the measurements for two chemicals done in the selected station in 2017. The rest of the plots are drawn underneath these two plots.

3.2.6 Visualizing Anomalies

Hyperlinks pointed at by markers #3 and #4 direct user to two other pages where the user can visualize the detected anomalies. The method used for learning anomaly classes and the content of these pages are explained in Section 3.3.3.
3.3 Hierarchical Parameter Sharing on Water Pollution

3.3.1 Dataset Generation

In order to prepare a dataset for training and testing different models, we only kept the readings from 2013 to 2017 for phosphate for the stations in the Loire basin in France shown in figures 3.1, 3.3, and 3.2. This basin was chosen because the dataset includes many samples in this basin. This basin includes 295 stations and 9051 phosphate readings. Note that the readings in the dataset are done irregularly and at intervals usually longer than a month. Some stations in the Loire basin do not have any phosphate readings in 2013 to 2017.

We do two sets of tests on this dataset to analyze the performance of different hierarchical parameter sharing model in interpolation and future extrapolation. For interpolation test, we split the dataset to 1000 test samples and 8051 training samples. For extrapolation test, we split the measurements from year 2015 and before as training set and the measurements for 2016 and later as test set.

3.3.2 Model Training

We train various models on the interpolation and future extrapolation datasets:

Mean Predictor

This is a very simple model which calculates the mean of the training measurements and predicts that value for all the test samples.

$L_2$-Regularized baseline parameter Sharing Model

To train this model on the dataset, we need to decide on some pre-defined classes. We chose seven sets of classes. We have classes for:

- each station: 295 classes
- each year: 5 classes
- each season: 4 classes
- each combination of every year and season: $5 \times 4 = 20$ classes
- each month: 12 classes
- each combination of every station and year: $295 \times 5 = 1475$ classes
- each combination of every station and season: $295 \times 4 = 1180$ classes
- each combination of every station, year, and season: $295 \times 5 \times 4 = 5900$ classes

In total we have 8891 possible classes, but some of these classes are empty, therefore we actually end up with 7291 nonempty classes. Note that many of these classes have non empty intersections and most of them have more than one sample.
Top-down Parameter Sharing Model

We use the same sets of classes chosen for the $L_2$-regularized baseline parameter sharing model. We set $\lambda = 1$. The results are not very sensitive to different values of $\lambda$.

Spatial BYM Model with a Temporal Random Walk

This model is an adaptation of the model introduced by Blangiardo and Cameletti [5], it is a generalized linear model from the Gaussian family with an identity link function and a linear predictor as follows:

$$y_{lt} \sim \text{Normal}(\mu = \eta_{lt}, \sigma^2 = \frac{1}{\tau}) \quad (3.1)$$

$$\eta_{lt} = b_0 + \gamma_t + \phi_t + v_l + u_l \quad (3.2)$$

with $y_{lt}$ being the measurements at location $l$ at time step $t$. The parameters in this model are explained in the following:

- $b_0$ quantifies the average measurements in all the data,
- $\gamma_t$ represents a random walk of order 2 defined as:
  $$\gamma_t|\gamma_{t-1}, \gamma_{t-2} \sim \text{Normal}(2\gamma_{t-1} + \gamma_{t-2}, s_{\gamma}^2) \quad (3.3)$$
- $\phi_t$ is represented by independent and identically distributed (iid) Gaussian variables for each time step as follows: $\phi_t \sim \text{Normal}(0, 1/\tau_\phi)$.
- $v_l$ is an unstructured residual modeled using independent and identically distributed (iid) Gaussian variables for the different locations as $v_l \sim \text{Normal}(0, s_v^2)$.
- $u_l$ is a specially structured residual modeled as the conditional autoregressive (CAR) model used to model spatial interactions [2] named Besag-York-Mollié (BYM) model introduced by Besag et al. [3]. This is a model that allows us to specify that variables $u_l$ for locations close to each other are correlated with each other. Assuming there are $L$ locations $\{u_1, \ldots, u_L\}$, the closeness is specified with a graph of these locations. Defining $N_l$ to be the number of neighbors of location $l$, $u_{-l}$ as the list of all locations except location $l$, the BYM model is specified as follows:
  $$u_l|u_{-l} \sim \text{Normal}(\mu_l + \frac{1}{N_l} \sum_{k=1}^L a_{lk} (u_k - \mu_k), s_t^2) \quad (3.4)$$

where $a_{lk}$ is 1 if locations $l$ and $k$ are neighbors. In this model, the constraints of $\sum_{k=1}^L = 0$ and $\mu_k = 0$ are typically set (for example, Lee [15] introduces this model as the simplest CAR prior) to form the following final distribution over $u_l$:

$$u_l|u_{-l} \sim \text{Normal}(\frac{1}{N_l} \sum_{k=1}^L a_{lk} u_k, s_t^2) \quad (3.5)$$
This model was trained using R-INLA[21]. The R-INLA default priors were used for parameters \( \tau, b_0, s^2_\gamma, \tau_\theta, s^2_\phi, \) and \( s^2_l \). The random walk in this model can only work on a dataset with temporally regular samples; therefore, we only test this model on future extrapolation task where we interpolate the training set and take weekly samples of the interpolated training set. In addition, R-INLA cannot handle the large number of samples generated from the weekly interpolated dataset, so we train this model only on the interpolated measurements from 2014/11/1 to 2016/1/1.

### 3.3.3 Anomaly Detection

We do unsupervised anomaly detection on the water-quality dataset using the hierarchical parameter sharing models. In Section 2.2, we discussed three types of anomalies that can be extracted using a parameter sharing model. In this section, we discuss how those anomalies can be applied to our phosphate dataset. To identify the three types of anomalies in the dataset, we first need to train a hierarchical parameter sharing model on the dataset. For this, we use the \( L^2 \)-regularized baseline parameter sharing model trained on the dataset (explained in Section 3.3.2) which we will call the initially trained \( L^2 \)-regularized model.

Anomalies from class parameters and noise parameters with large absolute values can be easily extracted from the initially trained \( L^2 \)-regularized model by sorting the class parameters and noise parameters and reporting the ones with the largest absolute value. For learning groups of observations with similar noise parameters, we learn such groups step by step by picking an observation with a large noise parameter and expanding the group in time and space to incorporate close samples until the group becomes as populated as possible. We can learn as many groups as possible in this fashion. In the following, we explain in detail how an anomaly group can be learned starting with one sample with a large noise parameter.

#### Learning groups of observations with similar noise parameters

To learn anomaly classes, we start with the sample that has the largest absolute noise. We want to expand this anomaly class greedily in space and time to make it as populated as possible while achieving the lowest possible training loss. In our implementation, every anomaly class includes a set of stations and has a time interval \([t_1, t_2]\) where \( t_1 \) is the first day of some month, e.g. Oct 1st, 2016 and \( t_2 \) is the last day of some month, e.g. April 30th, 2017; we assume the time interval of an anomaly cannot be shorter than a month.

Having picked the sample that has the largest absolute residual error \( e_j \), we create a new anomaly class \( A \) with the station that the sample is in and the month that the sample is in. As a result, one new offset parameter \( \sigma_A \) is introduced for this anomaly class. Note that this anomaly class might start with more than one sample if there is any other sample in the same month and station as the initially picked sample, but for now assume the anomaly starts with only one sample. We initialize \( \sigma_A \) using Theorem 2, so \( \sigma_A = \frac{\epsilon_j}{\sqrt{2}} \) and \( e_j \) changes to \( \frac{\epsilon_j}{\sqrt{2}} \). Having introduced this new anomaly class, we can observe that we have already decreased the training loss by \( e_j^2 - \left( \left( \frac{\epsilon_j}{\sqrt{2}} \right)^2 + \left( \frac{\epsilon_j}{\sqrt{2}} \right)^2 \right) = \left( \frac{\epsilon_j}{\sqrt{2}} \right)^2 \). Note that loss is computed using Equation (2.2). Now, we try to expand the anomaly class greedily step by step by either expanding...
it temporally or spatially. At each step, we accept the expansion that gives us the least final loss. There are 6 candidates for expanding the anomaly class temporally: Expanding the time interval 1 to 3 months forward and backward. The candidates for expanding the anomaly class spatially are as follows:

- Expand the set of stations by adding in one of the upstream stations of one of the existing stations in the anomaly class
- Expand the set of stations by adding in 1 to 3 closest stations to one of the existing stations in the anomaly class

When expanding the anomaly using the candidates mentioned above, we assume that Theorem 2.1 holds locally and we use it to compute the new value for $\sigma_A$ after expansion. We also approximate the new errors of the samples in the anomaly class as their original values minus the new $\sigma_A$. These approximations are refined by training the model for 150 gradient descent steps every time we learn 10 anomaly class. It turns out that simply having the sample with the maximum absolute residual error individually in one anomaly class yields a lot of decrease in loss. This is a trivial anomaly with only one sample which we do not want. Therefore, we filter out the candidates that cannot achieve a training loss lower than their maximum absolute residual error individually being in one anomaly class.

We stop learning anomaly classes after we have learned 300 of them. There is a special case not covered in the previous paragraph: If the sample that has the largest absolute residual error could not be expanded and ended up being the single sample in the new anomaly class, we destroy the anomaly class and we store the sample so that in the next iteration we can skip this sample and pick the next sample that has the largest absolute residual error. The set of stored samples is reinitialized every 100 anomaly classes learned. The following examples, illustrate in more detail how the anomaly classes were learned.

**Example 3.1.** In Figure 3.5a, we are showing training errors for each observation after initial training. The initial training loss is $10^2 + 8^2$ plus the sum squared of all existing class parameters and all errors for other observations (not shown in Figure 3.5a). From now on, we will not mention the existence of “sum squared all existing class parameters and all errors for other observations” when we are computing training loss; therefore, for the purpose of this example, the initial training loss is $10^2 + 8^2 = 164$. Observation 1 has the largest absolute training error, which is 10. We create a new class including only this observation. This will cause the addition of a new class parameter, and as we said, we assume its value can be computed using theorem 2.1, therefore, the new class parameter will be $\frac{10}{2} = 5$ and having this class will result in the error of observation 1 to be 5. Simply adding this class will result in the training loss to change to $5^2 + 8^2 + 5^2 = 114$. Now, we see if we can expand this anomaly to new samples, to reduce training loss as much as possible. Expanding the anomaly to one month forward is one of our search spaces, so we will see what will be the new training loss if we expand the anomaly to next month. This will result in observation 2 being added to our anomaly. The parameter for this anomaly will become $\frac{10+8}{3} = 6$. The new error values for observations 1 and 2 will be 4 and -2 respectively. The new training loss will be $4^2 + (-2)^2 + 6^2 = 56$. This is less than 114, so this expansion will be greedily accepted if there is no other expansion that will result in a lower training loss than 56.
Figure 3.5: Residual errors for four training observations after initial training. The residual errors for observations 1, 2, 11, and 12 are 10, 8, 10, and -4 respectively.

Now, consider the example in Figure 3.5b. In this example, the initial training loss is $10^2 + (-4)^2 = 116$. Assume we construct a new anomaly with observation 11. The new class parameter will be $\frac{10-4}{2} = 5$ and the new training loss will be $5^2 + (-4)^2 + 5^2 = 66$. Now we compute training loss if we expanded the anomaly to one month forward. The new class parameter for the anomaly will be $\frac{10-4}{3} = 2$. The error values for observations 11 and 12 will be 7 and -7 respectively. The new training loss will be $7^2 + (-7)^2 + 3^2 = 104$. This is greater than 66, so this expansion candidate will never be accepted. If the other candidates for expanding this anomaly class lead to training losses greater than 66, observation 11 will be put in a set so that in the next iteration the next observation with the largest absolute training error will be picked to start a new anomaly class.

Continuing the example for Figure 3.5b, assume that after a few iterations, we see that observation 12 is the observation with the largest absolute training error. The initial training loss is $10^2 + (-4)^2 = 116$. Now, we create a new anomaly class with observation 12. The class parameter will be $\frac{-4}{2} = -2$ and the new error for observation 12 will be -2. The new training loss will be $(-2)^2 + 10^2 + (-2)^2 = 108$. Now, let us examine what the new training loss will be if we expand this anomaly to one month backward. As seen in the previous paragraph, having observations 11 and 12 in an anomaly class leads to the training loss of $7^2 + (-7)^2 + 3^2 = 104$. This is smaller than 108, so this growth is about to be accepted! But we do not want to accept this expansion because we want the expansion to be symmetrical: Starting from observation 11 and starting from observation 12 should lead to the same result. We will add a new constraint for when expansion candidates are accepted greedily. In addition to the requirement of reduction in training loss, an expansion candidate is only accepted if its training loss is less than the loss we could have achieved by putting the worst predicted observation in the anomaly into one class by its own. For example, we saw that having observation 11 in its own class results in a loss of 66. We do not accept having observations 11 and 12 in a class because that yields a loss of 104 which is greater than 66.

In Figure 3.6, the first 400 steps are for initial training of an $L_2$-regularized baseline parameter.
Figure 3.6: An example of train and test root mean squared errors (RMSE) during initial training (first 400 steps) and learning constructed anomalies for an $L_2$-regularized baseline parameter sharing model.

The training and test loss reduce dramatically as we train for 150 steps when we learn 10 newly constructed anomalies.

Visualizing Process of Learning Anomaly Groups

In our water pollution platform, it is possible to visualize the anomaly groups while they are being learned. On this page of the platform, every step of learning anomalies is listed. When the user selects a step, the group that is being processes will be visualized alongside information about current loss value and how the group will be expanded in the next step.

Visualizing Learned Anomaly Groups

In our water pollution platform, it is also possible to visualize the final learned anomaly groups. A list of all anomaly groups learned ordered based on parameter value is shown to the user. The user can select an anomaly group in which case the time period of the anomaly and the stations where the anomaly is located is highlighted.

3.3.4 Model Evaluation

Interpolation

In Figure 3.7, we compare four different models as explained in Section 3.3.2:

- the baseline model, which predicts training mean for the test set,
Figure 3.7: Test mean squared errors (MSE) for the four compared models.

- $L_2$-regularized baseline parameter sharing model after initial training
- $L_2$-regularized baseline parameter sharing model after learning constructed anomalies, as explained in Section 3.3.3
- top-down hierarchical parameter sharing model.

We do this comparison for 100 different random train-test splits with 8051 and 1000 samples, respectively. We can see that the initial training model on average has a 28% lower test error than the baseline model. Anomalies learned model has a 30.5% lower test error compared to baseline and a 3.3% lower test error compared to the initially trained model. The comparison between anomalies learned and initially trained model shows that the anomalies learned model is learning meaningful signals via learning constructed anomalies. The top-down model has a 12% higher test error compared to the initially trained model.

Future Extrapolation

Figure 3.8 compares the performance of five different models in interpolation and future extrapolation (predicting future observations). The mean predictor model, the $L_2$-regularized baseline parameter sharing model after initial training and after learning anomalies, and the top-down model are the same models as previous section. In this section we are also comparing the Spacial BYM model with a temporal random walk explained in Section 3.3.2 referred to here as the BYM model. For $t > 2016/1/1$, train set is all observations in time range [2013/1/1, 2016/1/1] and the test set is observations in
Figure 3.8: Comparing the performance of five models in interpolation ($t < 2016/1/1$) and extrapolation setting ($t > 2016/1/1$).

[2016/1/1, $t$]; this is when our model is predicting samples in the future. For $t < 2016/1/1$, test set is 30% randomly selected observations in $[t, 2016/1/1]$ and the training set is observations in $[2013/1/1, 2016/1/1]$ excluding test samples. For $t > 2016/1/1$, we did the experiments only once because the train and test sets are deterministic. Our training is also deterministic with GD steps with parameter initialization of 0 except the global parameter initialized to train mean. For $t < 2016/1/1$, the average of 10 runs with different random samples are shown. We can see that learning constructed anomalies has caused overfitting for extrapolation. Comparing model for $t$ before and after 2016/1/1 shows that it outperforms the baseline by same margin in interpolation and future extrapolation. We can see that the BYM model performed poorly because the data was interpolated for the BYM model, which might have caused the data to become harder to learn.
Chapter 4

Parameter Sharing in Binary Classification

In the previous section, we applied the hierarchical parameter sharing models introduced in Chapter 2 on Waterbase-Water Pollution dataset[8], which was a regression task. In this section, we analyze the performance of the hierarchical parameter sharing models in classification tasks. In this chapter we try to use model confidence to get insight on how models work and to understand their differences. Model confidence in this context refers to the general ability of model to make smoothed predictions. A hierarchical parameter sharing model is considered to be overconfident when its prediction for a class is more intense than what is warranted by the observations in that class, e.g. only one negative example in a class should not make its probability very close to zero. A non-overconfident model will utilize samples in other classes and prior knowledge alongside the samples in the class to make a prediction about it. Overconfidence becomes an important issue in the context of datasets with small number of samples. In small datasets, the model should not be confident on solely the samples in a class to make a prediction for that class. In such cases, the samples in other classes can act as a guide to help smooth the model’s prediction for a class. Smoothing can also be towards a default value; for example, Laplace smoothing smooths binary predictions towards 50%.

4.1 Overconfidence in Hierarchical Parameter Sharing Models

The following example shows that the original hierarchical parameter sharing models introduced in section 2 can be overconfident in some classification tasks.

Example 4.1. Consider the case of a binary classification task where we have observed 3 samples in class A all of which were observed to be zero. Figure 4.1 shows the result of learning an $L_2$-regularized baseline parameter sharing model on this dataset. A top-down model learned on the same dataset would result in the same learned parameters. As shown in this figure, all parameters will be learned to be 0; therefore, the model’s prediction for an unobserved sample under class A is 0. We consider this prediction to be overconfident.

To improve both of the hierarchical parameter sharing models above, we can regularize the global
An $L_2$-regularized baseline parameter sharing model or a top-down hierarchical parameter sharing model learned on a binary task with 3 samples under class A all of which were observed to be zero.

Parameter towards 0.5 by adding the term $(\sigma - 0.5)^2$ to the loss functions in expressions (2.5) and (2.18), where $\sigma$ is the global parameter. Note that same effect could have been achieved by adding a dummy observation with value of 0.5 under global parameter[20]. This change is investigated in the following example:

Example 4.2. To improve the overconfidence issue shown in example 4.1, we add a regularization term in the loss function of that model for the global parameter regularizing it towards 0.5. This can be achieved by adding the term $(\sigma - 0.5)^2$ to its loss function or alternatively by adding a dummy observation under the global parameter with a value of 0.5. The second method has been used in drawing the hierarchy shown in Figure 4.2. This figure shows that the prediction of the $L_2$-regularized model for class A is now $0.29 - 0.21 = 0.08$ while the prediction of the top-down model for class A is now 0.08.
Figure 4.3: a) Initial state of a hierarchy with three binary observations all of which are observed to be 0. Two dummy observations with values 0 and 1 are added under global parameter to facilitate regularization of the global parameter towards 0.5 b) An $L_2$-regularized model learned on the hierarchy shown in (a). c) A top-down model learned on the hierarchy shown in (a).

\[
0.1 - 0.075 = 0.025.
\]

Instead of adding only a single dummy observation under the global parameter, we could have added one positive dummy and one negative dummy observation under the global parameter. This is analyzed in the following example:

**Example 4.3.** In this example, to improve the overconfidence issue shown in example 4.1, we add two dummy observations under the global parameter: one positive and one negative observation. The resulting models are shown in Figure 4.3. Note that the universal parameter in Figure 4.3c is exactly what would be produced by Laplace smoothing.

In the next example, we see that in the top-down model the smoothing vanishes as the hierarchy becomes deeper.

**Example 4.4.** In Figure 4.4, we have altered the hierarchy in the previous example by simply adding a new class B under class A. This figure shows the result of learning the two parameter sharing models on this new hierarchy. In the $L_2$-regularized baseline model the universal parameter has increased compared to the previous example. For both of the models, predictions for class B are more confident (closer to zero) compared to the previous example. This shows that the effects of the smoothing introduced in previous example diminishes as the hierarchy becomes deeper. This vanishing is stronger in the top-down model compared to the $L_2$-regularized baseline model. With just three examples, predictions for instances in class B are 0.06 and 0.01 for the two models. This is arguably more confident than one should be with just three observations.
Figure 4.4: a) A dataset with similar hierarchy to the one in Figure 4.3 except that a new class B is added under class A b) An $L_2$-regularized model learned on the hierarchy shown in (a). c) A top-down model learned on the hierarchy shown in (a).

4.2 Experiment Setup

In this section we introduce multiple real-world and synthetic datasets with a focus on small datasets because smoothing and regularization are most important in small datasets. We also introduce multiple models that we train on the datasets. The models will be trained on 1000 random train-test splits for different number of train samples. The goal is to compare performances of the models as the number of training samples increases.

4.2.1 Preparing Datasets

The following datasets are the datasets that we use to evaluate our models on. For each dataset, we also introduce the set of classes we use to train a hierarchical parameter sharing model on the dataset.

Promoters

The promoters dataset from UCI machine learning repository[7].

- Title of Database: E. coli promoter gene sequences (DNA) with associated imperfect domain theory
- Number of Instances: 106
- Used Attributes:
  - Label: positive or negative
  - 57 sequential nucleotide ("base-pair") positions: These 57 features are used to predict the label. Each feature has one of the values A, T, C, or G.
• Classes Defined for Training Hierarchical Parameter Sharing Model:
  
  – $57 \times 4 = 228$ classes for each feature in the dataset.
  
  – $\binom{57}{2} \times 4 \times 4 = 25536$ classes for each pair of features in the dataset.

**Wisconsin Prognostic Breast Cancer (WPBC)**

Wisconsin prognostic breast cancer (WPBC) dataset from UCI machine learning repository[7].

• Title of Database: Wisconsin Prognostic Breast Cancer (WPBC)

• Number of Instances: 198

• Used Attributes:
  
  – Label: R = recur, N = nonrecur
  
  – 30 real-valued features used to predict the label.

• Classes Defined for Training Hierarchical Parameter Sharing Model:
  
  – $30 \times 10 = 300$ classes derived by descretizing each feature in the dataset. We descretize each of the real-valued features into 10 discrete levels: First level includes all the values smaller than the 10th percentile; second level includes all the values between 10th and 20th percentiles; and so on.
  
  – $\binom{30}{2} \times 10 \times 10 = 43500$ classes for each pair of the 30 descretized features.

**Wisconsin Diagnostic Breast Cancer (WDBC)**

Wisconsin diagnostic breast cancer (WDBC) dataset from UCI machine learning repository[7].

• Title of Database: Wisconsin Prognostic Breast Cancer (WPBC)

• Number of Instances: 569

• Used Attributes:
  
  – Label: M = malignant, B = benign
  
  – 30 real-valued features used to predict the label.

• Classes Defined for Training Hierarchical Parameter Sharing Model:
  
  – $30 \times 10 = 300$ classes derived by descretizing each feature in the dataset. This was done similar to WPDC dataset.
  
  – $\binom{30}{2} \times 10 \times 10 = 43500$ classes for each pair of the 30 descretized features.
**Breast Cancer**

Breast Cancer dataset from UCI machine learning repository[7].

- Title of Database: Breast cancer data
- Number of Instances: 286
- Used Attributes:
  - Label: no-recurrence-events, or recurrence-events
  - 9 discrete features used to predict the label.
- Classes Defined for Training Hierarchical Parameter Sharing Model:
  - Each level of the discrete features at first layer of the hierarchy
  - Combinations of pairs of the discrete features at second layer of hierarchy

**Synthetic Dataset**

This dataset was created using the Bayesian network shown in Figure 4.5 as ground truth. All the nodes have binomial distribution. Nodes $X_1, \ldots, X_5$ are five boolean features which determine the value of $y$. Nodes $\text{Obs}X_1, \ldots, \text{Obs}X_5$ model the missingness in the measurements. They determine if their respective feature was observed or is unknown. For example, if $\text{Obs}X_1$ is true, it means that the value of $X_1$ is known in measurement, but if $\text{Obs}X_1$ is false, the value of $X_1$ is unknown in that measurement. 25000 measurements were sampled from this ground truth. The prior probabilities for $X_i$ and the conditional probabilities of $p(y|X_1, \ldots, X_5)$ were chosen uniformly from $[0.1, 0.9]$ and fixed among 25000 measurements. The conditional probabilities of $p(\text{Obs}X_i = T|X_i = T)$ and $p(\text{Obs}X_i = T|X_i = F)$ were chosen uniformly from $[0.6, 0.9]$ and fixed among 25000 measurements.

![Bayesian network](image)

**Figure 4.5:** Bayesian network used as ground truth to create the **Synthetic Dataset**.
4.2.2 Model Training

In this section, we introduce the models we train on the datasets of section 4.2.1.

Naive Bayes

Naive Bayes model for datasets with continuous and discrete features. $L_k$ are the $K$ different outcomes (classes or labels). For continuous features $C_1, \ldots, C_T$, and discrete features $D_1, \ldots, D_R$:

\begin{align*}
p(C_t | L_k) &\sim \text{Normal}(\mu_{t,k}, s_{t,k}) \quad (4.1) \\
p(D_r | L_k) &\sim \text{Multinomial}(p_{r,k}) \quad (4.2)
\end{align*}

$p(L_k | c_1, \ldots, c_T, d_1, \ldots, d_R) \propto \left( \prod_{t=1}^{T} p(c_t | L_k) \right) \left( \prod_{r=1}^{R} p(d_r | L_k) \right) \quad (4.3)$

where parameters $\mu_{t,k}$, $s_{t,k}$, and $p_{r,k}$ are estimated using maximum likelihood.

Logistic Regression

$L_2$-regularized logistic regression model minimizing the following cost function:

$$
\min_{w,c} \frac{1}{2} w^T w + C \sum_{i=1}^{n} \log(\exp(-y_i(X_i^T w + c)) + 1) \quad (4.4)
$$

where $y_i$ are the observations, $w$ is a one-dimensional array of all the weights and $X$ is a two-dimensional array of all the features for each observation.

L2-Regularized Baseline Parameter Sharing Model

The $L_2$-regularized baseline parameter sharing model as explained in section 2.4.1. The classes chosen for each dataset is explained for each dataset in section 4.2.1.

Top-Down Hierarchical Parameter Sharing Model

The Top-Down hierarchical parameter sharing model as explained in section 2.4.2. The same set of classes as the $L_2$-regularized baseline parameter sharing model are used for each dataset.

L2-Regularized Baseline Parameter Sharing Model - T/F smoothed

The $L_2$-regularized baseline parameter sharing model smoothed with two dummy samples of 0 and 1 under the global parameter, as explained in Example 4.3. To train this model, the same set of classes as the $L_2$-regularized baseline parameter sharing model are used.

Top-Down Hierarchical Parameter Sharing Model - T/F smoothed

The Top-Down hierarchical parameter sharing model smoothed with two dummy samples of 0 and 1 under the global parameter, as explained in Example 4.3. To train this model, the same set of classes as
the $L_2$-regularized baseline parameter sharing model are used.

### 4.3 Experiment Results

The models were trained on 1000 random train-test splits for different number of train samples, $k$. We use logloss for classification datasets and root mean squared error for regression datasets. In figures 4.6, 4.7, 4.8, 4.9, and 4.10 the test errors for each model were averaged over 1000 random train-test splits.

![Figure 4.6](image1.png)

**Figure 4.6:** Test loss for multiple models compared on promoters dataset with different number of training samples, $k$. For each $k$, we average test loss over 1000 random train-test splits. Smaller is better.

![Figure 4.7](image2.png)

**Figure 4.7:** Test loss for multiple models compared on WPBC dataset with different number of training samples, $k$. For each $k$, we average test loss over 1000 random train-test splits. Smaller is better.

According to these figures, it is not possible to draw a conclusion about the performance of $L_2$-regularized baseline model compared to the top-down model. More studies are needed to improve these model in binary classification task. The plots also show that the smoothed version of the models work better than the nonsmoothed versions when the size of the training set is small.
Figure 4.8: Test loss for multiple models compared on WDBC dataset with different number of training samples, $k$. For each $k$, we average test loss over 1000 random train-test splits. Smaller is better.

Figure 4.9: Test loss for multiple models compared on breast cancer dataset with different number of training samples, $k$. For each $k$, we average test loss over 1000 random train-test splits. Smaller is better.

Figure 4.10: Test loss for multiple models compared on synthetic dataset with different number of training samples, $k$. For each $k$, we average test loss over 1000 random train-test splits. Smaller is better.
Chapter 5

Conclusion and future work

5.1 Future directions

Based on the examples given in Chapter 4, it seems like both the top-down and baseline parameter sharing models suffer from overconfidence and the suggested method does not completely solve this issue. In addition, both models suffer from other issues that render the offsets difficult to explain. For instance, in figure 4.4b the learned offsets for class A and B are equal while it is more reasonable that the offset for class B be zero because class A has already learned all the information about the samples underneath. Knowing that a sample is under class B rather than class A should not change the prediction of the model. We have tried improving the top-down model by trying to bound the amount of information that is passed down to the child from the parent. We have also tried to modify the top-down model in a fashion that learning the offset for a class is dependent on the ratio of number children underneath versus under the siblings. Our engineered designs did not improve the test loss, but future studies might be able to solve these issue using similar perspectives on the workings of the models.

Future studies can investigate the relationship between our models and hierarchical Bayesian models. Our method can make predictions about a sample under one class or multiple classes. For example, our model can make different predictions about a sample in 2017, a sample in location \( l \), or a sample in 2017 and \( l \). Note that in this case class \( l \) and class of 2017 are disjoint, but neither of them is a subset of the other. It is not clear how this type of setting can be modeled through hierarchical Bayesian models. For example, in the famous example of patient mortality in different hospitals modeled through a hierarchical Bayesian model, it is not clear how one is supposed to model a patient that was hospitalized in two hospitals. In a tree DAG, where classes are either disjoint or subset of each other, a hierarchical Bayesian model with a network similar to the DAG hierarchy can be fit to the data. Future studies can investigate the difference between the predictions of our model and the predictions of the hierarchical Bayesian model for the data.

In a general DAG, classes can have multiple parents. In such cases, it is not trivial how the signal should be split between the parents. Future studies can investigate the workings of how the proposed hierarchical models split the signal between multiple parents.
Future studies can investigate the relationship between our models and a feedforward artificial neural network. One can imagine that an extension to our models is to set the values of each layer of the hierarchy as a function of the values of offsets in previous layers. This will result in a model similar to neural networks.

5.2 Conclusion

To summarize, we propose and investigate hierarchical parameter sharing models as an explainable model. The explainibility in the proposed model is achieved by the fact that the parameters or offsets in the model are all of the same unit of measure and they correspond to well-defined classes. The model can be utilized to provide two different types of explainability: Observation explainability and gestalt explainability. We train the model on the water-quality dataset and we are able to show that the model has a better performance than a baseline model and the BYM model, which is a type of generalized linear model. In this process, we also created a water pollution platform for exploratory data analysis on the water-quality dataset and anomaly detection using the proposed model. We learned that our model can learn explainable offsets for classes that can improve extrapolation of data in the near future. Finally, we investigated the performance of the parameter sharing model on the boolean classification where smoothing and regularization were deemed important specially in small datasets. The suggested smoothing method on both variants of our model was able to improve its predictions in small dataset setting.
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