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## Abstract

In this work, we introduce and study a class of convex functionals on pairs of probability measures, the linear transfers, which have a structure that commonly arises in the dual formulations of many well-studied variational problems. We show that examples of linear transfers include a large number of well-known transport problems, including the weak, stochastic, martingale, and cost-minimising transports. Further examples include the balayage of measures, and ergodic optimisation of expanding dynamical systems, among others. We also introduce an extension of the linear transfers, the convex transfers, and show that they include the relative entropy functional and $p$-powers $(p \geq 1)$ of linear transfers.

We study the properties of linear and convex transfers and show that the inf-convolution operation preserves their structure. This allows dual formulations of transport-entropy and other related inequalities, to be computed in a systematic fashion.

Motivated by connections of optimal transport to the theory of AubryMather and weak KAM for Hamiltonian systems, we develop an analog in the setting of linear transfers. We prove the existence of an idempotent operator which maps into the set of weak KAM solutions, an idempotent linear transfer that plays the role of the Peierls barrier, and we identify analogous objects in this setting such as the Mather measures and the Aubry set. We apply this to the framework of ergodic optimisation in the holonomic case.

## Lay Summary

A probability measure specifies the chance of a particular event occurring. Many mathematical problems are concerned with computing similarities/differences between two probability measures. Among such problems, a large number of them have a common structure; we isolate and define this common formalism as a "linear transfer", and more generally, a "convex transfer". We demonstrate linear and convex transfers encompass a wide range of well-known mathematical problems and study their properties.

A Hamiltonian system is a system whose state over time is determined by a function describing its total energy. In trying to investigate the longtime dynamics of this system, one is led to the search for functions which solve certain equations involving certain constants; this is collectively known as Aubry-Mather/weak KAM theory. We generalise aspects of this theory to the setting of linear transfers.

## Preface

This thesis is based on [10], which is currently in preparation to be submitted for publication.

The material presented in Chapters 2 and 3 is based on initial ideas of Nassif Ghoussoub, which we subsequently developed and expanded jointly. The material in Chapter 4 is an overview of classical Aubry-Mather theory, which motivated the present work, and was written by myself. The material presented in Chapter 5 is work developed in collaboration with Nassif Ghoussoub. Section 5.6.1 is based on a key contribution by Dorian Martino, which I modified and extended.
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## Chapter 1

## Introduction

This work is devoted to an axiomatic study of certain convex functionals on pairs of probability measures, whose structure commonly arises in the dual formulations of many well-studied variational problems. Typical examples include, the weak, stochastic, martingale, and cost-minimising transport problems, the relative entropy, the balayage of measures, and ergodic optimisation of expanding dynamical systems, among others.

The overall broad aim is to unify the settings of these various problems together, with the goal to add clarity and understanding, and to derive nontrivial extensions, including in this work, an analog of the Aubry-Mather and weak KAM theory for Lagrangian systems. We begin by introducing in Chapter 2 the notions of backward/forward linear couplings, as those convex functionals on pairs of probability measures $(\mu, \nu)$ which arise as the supremum of linear functionals $(\mu, \nu) \mapsto \int_{Y} g d \nu-\int_{X} f d \mu$ where the supremum is taken over pairs of continuous functions $(g, f)$ which lie on the graph of an operator; either $\left(g, T^{-} g\right)$, or $\left(T^{+} f, f\right)$ for operators $T^{-}, T^{+}$. Among these backward/forward linear couplings, there exists a distinguished subset that we call linear transfers. These possess an additional structure that arises as a consequence of being defined on pairs of measures $(\mu, \nu)$ and therefore allow us to consider one-variable convex maps by fixing $\mu$, or fixing $\nu$. A backward/forward linear transfer is a backward/forward linear coupling for which, when fixing $\mu$ or $\nu$, and considering the resulting convex func-
tion in $\nu$ or $\mu$, its Legendre transform precisely coincides with the function $g \mapsto \int_{X} T^{-} g d \mu$ or $f \mapsto \int_{Y}-T^{+}(-f) d \nu$. In other words, the operator $T^{-}$or $T^{+}$completely characterises the Legendre duality. This leads to the study of such operators $T^{-}, T^{+}$, which we call backward/forward Kantorovich operators who, conversely, define a linear transfer. The Kantorovich operators are the main focus for an "Aubry-Mather and weak KAM theory for linear transfers" later in Chapter 5.

We proceed by exhibiting a number of examples in Section 2.5 which can be realised as backward/forward linear transfers. These include all convex energies $\nu \mapsto I(\nu)$ of one variable, and any transfer whose Kantorovich operator is given by a point transformation $\sigma: X \rightarrow X$ on the underlying space $X$, or more generally, by a positive bounded linear operator $T$ on continuous functions; this is connected to ergodic theory for expanding dynamical systems which we discuss later in Chapter 5. Interesting examples also include the balayage of measures, which is concerned with pairs of measures $(\mu, \nu)$ that are in partial order with respect to convex cones $\mathcal{A}$ of continuous functions, of which lies the work of Strassen, the important theory developed by Choquet for convex functions when $\mathcal{A}$ is the cone of convex functions, and the work of Skorokhod for Brownian motion when the cone is subharmonic functions. In Section 2.6, we show that cost-minimising transport is a linear transfer. This is especially important for us as a connection made by Bernard-Buffoni between cost-minimising transport, and Aubry-Mather and weak KAM theory, provides an inspiration for an analog in the setting of linear transfers in Chapter 5. In Section 2.7, we show that, under certain assumptions, linear transfers actually coincide with weak transports studied by Gozlan et. al. and permits us to introduce the notion of a "linear transfer envelope" in an analogy to classical convex envelopes. In Section 2.8, we introduce further examples of linear transfers, including martingale transport, the Schrödinger bridge, stochastic transport, and related problems.

We next introduce a natural extension of linear transfers in Section 2.9, the convex transfers. As with linear couplings and linear transfers, we define convex couplings as those functionals $\mathcal{T}(\mu, \nu)$ which are supremums of linear couplings, and convex transfers as the distinguished subset of convex
couplings for which, when restricting to the one variable convex function $\nu \mapsto \mathcal{T}(\mu, \nu)$ (similarly for $\mu \mapsto \mathcal{T}(\mu, \nu)$ ), their Legendre transform is given by $g \mapsto \inf _{i \in I} \int_{X} T_{i}^{-} g d \mu$, an infimum over a family of operators $T_{i}^{-}$. An important example of a convex, but not linear, transfer is the relative entropy. We then introduce operations that preserve linear and convex transfers in Section 2.10, the most important of which is the notion of inf-convolution which we shall extensively use in Chapter 5. Finally, considered as one variable convex functions $\nu \mapsto \mathcal{T}(\mu, \nu)$ or $\mu \mapsto \mathcal{T}(\mu, \nu)$, we discuss their subdifferentials in Section 2.11,

In Chapter 3, we use the structure of linear and convex transfers to write equivalent statements for "transport-entropy" type inequalities and various generalisations. A typical transport-entropy inequality is of the form $\mathcal{T}_{c}(\nu, \mu) \leq \mathcal{H}(\mu, \nu)$ where $\mathcal{T}_{c}(\mu, \nu)$ is an optimal transport for some chosen cost function $c$ between $\nu$ and $\mu$, and $\mathcal{H}(\mu, \nu)$ is the relative entropy of $\nu$ with respect to $\mu$. Here $\mu$ is a fixed reference measure, and the inequality should hold for all $\nu$. The inequality is equivalent to the positivity of $\inf _{\nu \in \mathcal{P}(Y)}\left\{\mathcal{H}(\mu, \nu)-\mathcal{T}_{c}(\nu, \mu)\right\}$. By using the structure of linear and convex transfers, we can write in a systematic way a dual formula for $\inf _{\nu \in \mathcal{P}(Y)}\left\{\mathcal{H}(\mu, \nu)-\mathcal{T}_{c}(\nu, \mu)\right\}$, as well as various other types of inequalities, for which the positivity could be obtained.

Chapter 4 is a preliminary to Chapter 5, which consists of an overview of the theory of weak KAM developed by Fathi. In Section 4.2, we begin by introducing integrable Hamiltonian systems and the role the Hamilton-Jacobi equation plays in the search for a change of coordinates that transform a non-integrable Hamiltonian to an integrable one. We then proceed in Section 4.3 to introduce the Peierls barrier from which we may construct the important Aubry set where viscosity subsolutions of Hamilton-Jacobi are differentiable, and on which the Mather measures are supported. The LaxOleinik semi-group of operators and weak KAM solutions of Fathi are discussed in Section 4.4 which connects solutions of Hamilton-Jacobi with the Aubry set and Mather measures. An important characterisation established by Bernard-Buffoni is then presented in Section 4.5, where they characterise the Peierls barrier, Mather measures, Aubry set, and weak KAM solutions,
via optimal transport.
In Chapter 5, which consists of the main application in this work, we are interested in developing an analog of the weak KAM and Aubry-Mather theory of Chapter 4, for linear transfers. Here the Kantorovich operators $T^{-}, T^{+}$, introduced in Chapter 2, play the role of the Lax-Oleinik semigroup of the Chapter 4 in defining weak KAM solutions for linear transfers. These are the functions $f$ that satisfy $T^{+} f-c=f$, or those $g$ satisfying $T^{-} g+c=g$ for a specific (critical) constant $c$. Through Theorems 5.4.3, 5.5.3, and 5.6.3, in Sections 5.4, 5.5, and 5.6, we show that for most linear transfers, there exists an idempotent Kantorovich operator $T_{\infty}$ which maps into the set of weak KAM solutions.

Theorem 1.0.1 (Theorem 5.4.3). Let $\mathcal{T}$ be a weak* continuous backward linear transfer on $\mathcal{M}(X) \times \mathcal{M}(X)$ with modulus of continuity $\delta$, and with backward Kantorovich operator $T^{-}: C(X) \rightarrow C(X)$. Then $c(\mathcal{T}):=\inf _{\mu} \mathcal{T}(\mu, \mu)$ is the unique constant for which there exists a backward Kantorovich operator $T_{\infty}^{-}: C(X) \rightarrow C(X)$, together with its induced backward linear transfer $\mathcal{T}_{\infty}$, satisfying:

1. $T_{\infty}^{-}$maps every $g \in C(X)$ to a backward weak $K A M$ solution for $T^{-}$, i.e.,

$$
T_{n}^{-} \circ T_{\infty}^{-} g+n c(\mathcal{T})=T_{\infty}^{-} g \quad \text { for all } g \in C(X) \text { and all } n \in \mathbb{N} .
$$

2. $T_{\infty}^{-}$is idempotent, i.e. $T_{\infty}^{-} \circ T_{\infty}^{-} g=T_{\infty}^{-} g$ for all $g \in C(X)$.
3. $\mathcal{T}_{\infty}$ satisfies,

$$
\left(\mathcal{T}_{n}-n c(\mathcal{T})\right) \star \mathcal{T}_{\infty}(\mu, \nu)=\mathcal{T}_{\infty}(\mu, \nu)=\mathcal{T}_{\infty} \star\left(\mathcal{T}_{n}-n c(\mathcal{T})\right)(\mu, \nu) \quad \text { for every } n \in \mathbb{N}
$$

4. $\mathcal{T}_{\infty}$ is idempotent and therefore $\mathcal{A}$-factorisable, i.e. the set $\mathcal{A}:=\{\sigma \in$ $\left.\mathcal{P}(X) ; \mathcal{T}_{\infty}(\sigma, \sigma)=0\right\}$ is non-empty, and for every $\mu, \nu \in \mathcal{P}(X)$, we have

$$
\mathcal{T}_{\infty}(\mu, \nu)=\inf \left\{\mathcal{T}_{\infty}(\mu, \sigma)+\mathcal{T}_{\infty}(\sigma, \nu), \sigma \in \mathcal{A}\right\}
$$

and the infimum on $\mathcal{A}$ is attained.
5. For every $\mu, \nu \in \mathcal{P}(X)$, we have

$$
\sup \left\{\int T_{\infty}^{-} g d(\nu-\mu) ; g \in C(X)\right\} \leq \mathcal{T}_{\infty}(\mu, \nu) \leq \liminf _{n \rightarrow \infty}\left(\mathcal{T}_{n}(\mu, \nu)-n c(\mathcal{T})\right)
$$

6. If $\mathcal{T}(\mu, \mu)=c(\mathcal{T})$, then $\mu \in \mathcal{A}$. Additionally, $(\mu, \mu) \in \mathcal{D}$ if and only if $\mu \in \mathcal{A}$ and $\mathcal{T}(\mu, \mu)=c(\mathcal{T})$, where

$$
\mathcal{D}:=\left\{(\mu, \nu) \in \mathcal{P}(X) \times \mathcal{P}(X): \mathcal{T}(\mu, \nu)+\mathcal{T}_{\infty}(\nu, \mu)=c(\mathcal{T})\right\} .
$$

Inspired by the optimal transport analysis provided by Bernard-Buffoni in the previous chapter, we can identify analogs of the objects from AubryMather and weak KAM. The Peierls barrier in this setting is the idempotent linear transfer associated to the Kantorovich operator $T_{\infty}^{-}$. The Mather measures consist of those minimising transport plans for the weak transport associated to the linear transfer $\mathcal{T}$, and the Aubry set is the set $\mathcal{D}$.

Moving from weak* continuity to weak* lower semi-continuity, which is the natural setting for linear transfers, yields the following.

Theorem 1.0.2 (Theorem 5.5.3). Let $\mathcal{T}$ be a backward linear transfer such that $\mathcal{D}_{1}(\mathcal{T})$ contains the Dirac measures. Assume $c(\mathcal{T}):=\inf _{\mu} \mathcal{T}(\mu, \mu)<$ $+\infty$, and that $\inf _{(\mu, \nu)} \mathcal{T}(\mu, \nu)=\inf _{\mu} \mathcal{T}(\mu, \mu)$.

Then $c(\mathcal{T})$ is the unique constant for which there exists an idempotent Kantorovich operator $T_{\infty}^{-}: C(X) \rightarrow U S C(X)$ mapping into the set of backward weak KAM solutions, i.e.

$$
T_{n}^{-} \circ T_{\infty}^{-} g+n c(\mathcal{T})=T_{\infty}^{-} g \quad \text { for all } g \in C(X) \text { and all } n \in \mathbb{N} \text {. }
$$

The corresponding backward linear transfer $\mathcal{T}_{\infty}$ is idempotent, the set $\mathcal{A}:=$ $\left\{\sigma \in \mathcal{P}(X) ; \mathcal{T}_{\infty}(\sigma, \sigma)=0\right\}$ is non-empty, and for every $(\mu, \nu)$, satisfies

$$
\mathcal{T}_{\infty}(\mu, \nu)=\inf \left\{\mathcal{T}_{\infty}(\mu, \sigma)+\mathcal{T}_{\infty}(\sigma, \nu), \sigma \in \mathcal{A}\right\},
$$

and the infimum on $\mathcal{A}$ is attained.
Finally, the existence of an idempotent Kantorovich operator mapping
into the set of backward weak KAM solutions breaks down when we weaken the hypotheses on the linear transfer.

Theorem 1.0.3 (Theorem 5.6.3). Suppose $\mathcal{T}$ is a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$ such that $\mathcal{D}_{1}(\mathcal{T})$ contains all Dirac measures. Assume:

1. $c(\mathcal{T}):=\inf _{\mu} \mathcal{T}(\mu, \mu)<+\infty$,
2. $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$,
3. there exists $K>0$ such that

$$
\limsup _{n \rightarrow \infty}\left\{n c(\mathcal{T})-\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{n}(\mu, \nu)\right\} \leq K
$$

4. there exists $g \in C(X)$, such that the function

$$
x \mapsto \liminf _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right)
$$

belongs to $U S C_{b}(X)$.
Then there exists $h \in U S C(X)$ such that $T^{-} h+c(\mathcal{T})=h$ on $X$.
In the last Section 5.6.1, we apply our results to ergodic optimization, in particular, to the setting of symbolic dynamics.

## Chapter 2

## Linear and convex transfers

### 2.1 Introduction

Throughout this chapter and entire thesis, $X$ shall denote a compact metric space, equipped with its Borel $\sigma$-algebra. Where necessary, we will write the metric on $X$ by $d_{X}$. The collection of Borel signed measures will be denoted by $\mathcal{M}(X)$, which is equipped with the weak* topology in duality with the real-valued continuous functions $C(X)$; the subset of Borel probability measures on $X$ will be written as $\mathcal{P}(X)$. The set of functions $f: X \rightarrow \mathbb{R} \cup\{-\infty\}$ which are upper semi-continuous shall be denoted $\operatorname{USC}(X)$; the subset of bounded functions in $\operatorname{USC}(X)$ shall be denoted by $U S C_{b}(X)$. The notation $\operatorname{LSC}(X)$ is the set of lower semi-continuous functions, i.e. those functions $f$ for which $-f \in U S C(X)$; similarly for $L S C_{b}(X)$. The set of functions $f: X \rightarrow \mathbb{R} \cup\{ \pm \infty\}$ which are Borel-measurable will be denoted by $\mathcal{B}(X)$; the subset of $\mathcal{B}(X)$ which are bounded above is $\mathcal{B}^{b}(X)$; those which are bounded below is $\mathcal{B}_{b}(X)$. The same conventions above hold for a second space $Y$ in place of $X$.

Throughout, $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ will denote a proper (i.e. not identically $+\infty$ ), bounded below, convex, and weak ${ }^{*}$ lower semi-continuous functional. By convex, we will always intend to mean joint convexity:

If $\mu_{0}, \mu_{1} \in \mathcal{P}(X)$, and $\nu_{0}, \nu_{1} \in \mathcal{P}(Y)$, then

$$
\mathcal{T}\left(\mu_{\lambda}, \nu_{\lambda}\right) \leq(1-\lambda) \mathcal{T}\left(\mu_{0}, \nu_{0}\right)+\lambda \mathcal{T}\left(\mu_{1}, \nu_{1}\right), \quad \text { for all } \lambda \in[0,1],
$$

where $\mu_{\lambda}:=(1-\lambda) \mu_{0}+\lambda \mu_{1}$ and $\nu_{\lambda}:=(1-\lambda) \nu_{0}+\lambda \nu_{1}$.
To make precise the weak ${ }^{*}$ lower semi-continuity of $\mathcal{T}$, we note that the weak* topology on $\mathcal{P}(X)$ is metrizable when $X$ is compact, and the metric can be taken to be the Wasserstein distance of optimal transport with distance cost given by the metric $d_{X}$ on $X$ (see e.g. [60, Chapter 7, and also Section 2.6 of this thesis for more on optimal transport). Therefore, weak* lower semi-continuity is equivalent in this case to sequential weak* lower semi-continuity, which we recall is the following property:

If $\left(\mu_{n}\right) \subset \mathcal{P}(X), \mu_{\infty} \in \mathcal{P}(X)$, such that $\mu_{n} \rightarrow \mu_{\infty}$ as $n \rightarrow \infty$ in the weak* sense (and similarly for a sequence $\left(\nu_{n}\right) \subset \mathcal{P}(Y)$, and $\nu_{\infty} \in \mathcal{P}(Y)$ ), then

$$
\mathcal{T}\left(\mu_{\infty}, \nu_{\infty}\right) \leq \liminf _{n \rightarrow \infty} \mathcal{T}\left(\mu_{n}, \nu_{n}\right)
$$

Throughout, $\mathcal{T}$ shall also be viewed implicitly as a function on $\mathcal{M}(X) \times$ $\mathcal{M}(Y)$ by defining $\mathcal{T} \equiv+\infty$ on $\mathcal{M}(X) \times \mathcal{M}(Y) \backslash \mathcal{P}(X) \times \mathcal{P}(Y)$. Its first partial domain $D_{1}(\mathcal{T})$ is the set of all $\mu \in \mathcal{P}(X)$ such that $\mathcal{T}(\mu, \nu)<+\infty$ for some $\nu \in \mathcal{P}(Y)$; similarly its second partial domain is $D_{2}(\mathcal{T})$ the set of all $\nu \in \mathcal{P}(Y)$ such that $\mathcal{T}(\mu, \nu)<+\infty$ for some $\mu \in \mathcal{P}(X)$.

### 2.2 The Legendre-Fenchel transform and duality for convex functions

We briefly recall the Legendre-Fenchel transform and the Fenchel-MoreauRockafellar theorem for convex functions (see e.g. [2], Section 9.3).
Definition 2.2.1. Let $V$ be a normed linear space and $f: V \rightarrow \mathbb{R} \cup\{+\infty\}$ a proper function. The Legendre-Fenchel transform (or conjugate) of $f$ is the function $f^{*}: V^{*} \rightarrow \mathbb{R} \cup\{+\infty\}$ defined on the topological dual space $V^{*}$ via

$$
f^{*}\left(v^{*}\right):=\sup \left\{\left\langle v^{*}, v\right\rangle-f(v) ; v \in V\right\}
$$

The collection of convex functions $f$ on $V$ which are proper and lower
semi-continuous are distinguished by the fact that $f$ can be recovered from $f^{*}$; this is the following Fenchel-Moreau theorem.

Theorem 2.2.2. Let $V$ be a normed linear space and $V^{*}$ its topological dual space, equipped with the weak* topology. Then the following hold:

1. If $f: V \rightarrow \mathbb{R} \cup\{+\infty\}$ is a proper, convex, and lower semi-continuous function, then

$$
f(v)=\sup \left\{\left\langle v^{*}, v\right\rangle-f^{*}\left(v^{*}\right) ; v^{*} \in V^{*}\right\}
$$

where $f^{*}\left(v^{*}\right):=\sup \left\{\left\langle v^{*}, v\right\rangle-f(v) ; v \in V\right\}$.
2. If $g: V^{*} \rightarrow \mathbb{R} \cup\{+\infty\}$ is a proper, convex, and weak ${ }^{*}$ lower semicontinuous function, then

$$
g\left(v^{*}\right)=\sup \left\{\left\langle v^{*}, v\right\rangle-g^{*}(v) ; v \in V\right\} .
$$

where $g^{*}(v):=\sup \left\{\left\langle v^{*}, v\right\rangle-g\left(v^{*}\right) ; v^{*} \in V^{*}\right\}$ for $v \in V$.

### 2.3 Linear transfers

When the normed linear space $V$ of the last section is the space of continuous functions $C(Y)$ equipped with the supremum norm, then Riesz' theorem says that $V^{*}$ can be identified with $\mathcal{M}(Y)$. Therefore according to FenchelMoreau, any functional $F: \mathcal{M}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ which is proper, convex, and weak* lower semi-continuous, satisfies

$$
\begin{equation*}
F(\nu)=\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-F^{*}(g)\right\} \tag{2.1}
\end{equation*}
$$

where $F^{*}(g)=\sup _{\nu \in \mathcal{M}(Y)}\left\{\int_{Y} g d \nu-F(\nu)\right\}$.
For a proper, convex, bounded below, and weak* lower semi-continuous functional $\mathcal{T}$ on $\mathcal{P}(X) \times \mathcal{P}(Y)$, viewed as a function on $\mathcal{M}(X) \times \mathcal{M}(Y)$ (recall the notation in Section 2.1), we may then consider the partial map,

$$
\mathcal{T}_{\mu}: \nu \mapsto \mathcal{T}(\mu, \nu)
$$

for $\mu \in D_{1}(\mathcal{T})$. This is a proper, convex, bounded below, and weak* lower semi-continuous function on $\mathcal{M}(Y)$, hence identifying $F=\mathcal{T}_{\mu}$ in (2.1)

$$
\begin{equation*}
\mathcal{T}(\mu, \nu)=\mathcal{T}_{\mu}(\nu)=\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}_{\mu}^{*}(g)\right\}, \quad \mu \in D_{1}(\mathcal{T}), \nu \in \mathcal{P}(Y) \tag{2.2}
\end{equation*}
$$

In exactly the same way, the other partial map $\mathcal{T}_{\nu}: \mu \mapsto \mathcal{T}(\mu, \nu)$ on $\mathcal{M}(X)$ satisfies

$$
\begin{equation*}
\mathcal{T}(\mu, \nu)=\mathcal{T}_{\nu}(\mu)=\sup _{f \in C(X)}\left\{\int_{X} f d \mu-\mathcal{T}_{\nu}^{*}(f)\right\}, \quad \mu \in \mathcal{P}(X), \nu \in D_{2}(\mathcal{T}) . \tag{2.3}
\end{equation*}
$$

The linear transfers are then those $\mathcal{T}$ whose partial maps $\mathcal{T}_{\mu}, \mathcal{T}_{\nu}$ have Legendre-Fenchel transforms which are linear with respect to $\mu$ and $\nu$, respectively.

Definition 2.3.1 (Linear transfers). Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper, convex, bounded below, and weak ${ }^{*}$ lower semi-continuous function.

1. We say that $\mathcal{T}$ is a backward linear transfer, if there exists an operator $T^{-}: C(Y) \rightarrow F^{b}(X)$ such that for all $\mu \in D_{1}(\mathcal{T})$ and all $g \in C(Y)$,

$$
\begin{equation*}
\mathcal{T}_{\mu}^{*}(g)=\int_{X} T^{-} g d \mu \tag{2.4}
\end{equation*}
$$

2. We say $\mathcal{T}$ is a forward linear transfer, if there exists an operator $T^{+}: C(X) \rightarrow F_{b}(Y)$, such that for all $\nu \in D_{2}(\mathcal{T})$ and all $f \in C(X)$,

$$
\mathcal{T}_{\nu}^{*}(f)=\int_{Y}-T^{+}(-f) d \nu
$$

Remark 2.3.2. It is important to stress that the operator $T^{-}$(resp., $T^{+}$) is non-linear in general, and not the usual operators from linear functional analysis; the term 'linear' refers to the linearity of the Legendre transform $\mathcal{T}_{\mu}^{*}$ with respect to $\mu$.

A consequence of the above definition, is that the expression (2.2) for a
backward linear transfer then becomes

$$
\mathcal{T}(\mu, \nu)=\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu\right\}, \quad \mu \in \mathcal{D}_{1}(\mathcal{T}), \nu \in \mathcal{P}(Y),
$$

and (2.3) for a forward linear transfer,

$$
\mathcal{T}(\mu, \nu)=\sup _{f \in C(X)}\left\{\int_{Y} T^{+} f d \nu-\int_{X} f d \mu\right\}, \quad \mu \in \mathcal{P}(X), \nu \in D_{2}(\mathcal{T}) .
$$

An important observation is that if $\mathcal{T}$ is a forward linear transfer, then $\tilde{\mathcal{T}}(\nu, \mu):=\mathcal{T}(\mu, \nu)$ is a backward linear transfer on $\mathcal{P}(Y) \times \mathcal{P}(X)$, and vice versa. Indeed, if $\mathcal{T}$ is a forward linear transfer, then

$$
\tilde{\mathcal{T}}_{\nu}^{*}(f)=\int_{X}-T^{+}(-f) d \nu
$$

so if we define $\tilde{T}^{-} f:=-T^{+}(-f)$, then we conclude $\tilde{\mathcal{T}}$ is a backward linear transfer on $\mathcal{P}(Y) \times \mathcal{P}(X)$.

It therefore suffices to focus either on those $\mathcal{T}$ which are backward linear transfers, or on those $\mathcal{T}$ which are forward linear transfers; it will be convenient to focus and state results for the backward linear transfers. However, occasionally, we shall see that it is sometimes useful to consider $\mathcal{T}$ which is both a forward, and a backward, linear transfer, hence why we introduce both notions.

We shall often say " $\mathcal{T}$ is a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(Y)$ (or $\mathcal{P}(X) \times \mathcal{P}(X), \mathcal{P}(Y) \times \mathcal{P}(X)$, etc.)" for which we mean that $\mathcal{T}$ is a backward linear transfer with domain $\mathcal{P}(X) \times \mathcal{P}(Y)($ or $\mathcal{P}(X) \times \mathcal{P}(X), \mathcal{P}(Y) \times \mathcal{P}(X)$, etc.).

Remark 2.3.3. If $\mathcal{T}$ happens to be both a forward, and backward, linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$, and is symmetric (i.e. $\mathcal{T}(\mu, \nu)=\mathcal{T}(\nu, \mu)$ ), then $T^{+} f=-T^{-}(-f)$. This in particular, the case for optimal transport (see Section 2.6).

Remark 2.3.4. If $\mathcal{T}$ is a backward linear transfer, the definition implies the existence of an operator $T^{-}$satisfying $\mathcal{T}_{\mu}^{*}(g)=\int_{X} T^{-} g d \mu$. Regarding
uniqueness, if there are two such operators $T_{1}^{-}$, then $\int_{X} T_{1}^{-} g d \mu=\int_{X} T_{2}^{-} g d \mu$ for all $g \in C(Y)$ and all $\mu \in D_{1}(\mathcal{T})$. In particular if $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$ (i.e. the first partial domain of $\mathcal{T}$ contains all the Dirac measures), then in fact $T_{1}^{-} g(x)=T_{2}^{-} g(x)$ for all $g$ and all $x$. We therefore by abuse of language shall call in all cases $T^{-}$the operator associated to $\mathcal{T}$.

### 2.4 Kantorovich operators

We now focus our attention on the non-linear operators $T^{-}$. If $\mathcal{T}$ is a backward linear transfer such that $D_{1}(\mathcal{T})$ contains the Dirac measures, then its operator $T^{-}$satisfies $\left(T^{-} g\right)(x)=\mathcal{T}_{\delta_{x}}^{*}(g)$. Consequently, it inherits certain properties from the Legendre transform. To this end, we find it convenient to make the following definition. In the following, $\operatorname{USC}(X)$ is the collection of upper semi-continuous functions $f: X \rightarrow \mathbb{R} \cup\{-\infty\}$; similarly $\operatorname{LSC}(X)$ the collection of $g: X \rightarrow \mathbb{R} \cup\{+\infty\}$ such that $-g \in U S C(X)$ (the same notation holds for $Y$ in place of $X$ ).

Definition 2.4.1. A backward Kantorovich operator is a map $T^{-}$: $C(Y) \rightarrow U S C(X)$ which is proper (i.e. $T^{-} g \not \equiv-\infty$ for every $g \in C(Y)$ ) and verifies the following properties:

1. $T^{-}$is monotone, i.e., if $g_{1} \leq g_{2}$ in $C(Y)$, then $T^{-} g_{1} \leq T^{-} g_{2}$.
2. $T^{-}$is affine on the constants, i.e., for any $c \in \mathbb{R}$ and $g \in C(Y)$,

$$
T^{-}(g+c)=T^{-} g+c .
$$

3. $T^{-}$is a convex operator, that is for any $\lambda \in[0,1], g_{1}, g_{2}$ in $C(Y)$, we have

$$
T^{-}\left(\lambda g_{1}+(1-\lambda) g_{2}\right) \leq \lambda T^{-} g_{1}+(1-\lambda) T^{-} g_{2}
$$

4. $T^{-}$is lower semi-continuous in the sense that if $g_{n} \rightarrow g$ in $C(Y)$ for the sup norm, then $\liminf _{n \rightarrow \infty} T^{-} g_{n} \geq T^{-} g$.

For completeness we also define the forward counterpart, although it can be derived from the backward definition (see the earlier remark on for-
ward linear transfers). In the following, $\operatorname{LSC}(Y)$ denotes the lower semicontinuous functions on $Y$, i.e. $g \in \operatorname{LSC}(Y)$ if and only if $-g \in \operatorname{USC}(Y)$.

Definition 2.4.2. A forward Kantorovich operator is a map $T^{+}$: $C(X) \rightarrow L S C(Y)$ which is proper and verifies

1. $T^{+}$is monotone, i.e., $f_{1} \leq f_{2}$ in $C(X)$, then $T^{+} f_{1} \leq T^{+} f_{2}$.
2. $T^{+}$is affine on the constants, i.e., for any $c \in \mathbb{R}$ and $f \in C(X)$,

$$
T^{+}(f+c)=T^{+} f+c
$$

3. $T^{+}$is a concave operator, that is for any $\lambda \in[0,1], f_{1}, f_{2}$ in $C(X)$, we have

$$
T^{+}\left(\lambda f_{1}+(1-\lambda) f_{2}\right) \geq \lambda T^{+} f_{1}+(1-\lambda) T^{+} f_{2}
$$

4. $T^{+}$is upper semi-continuous, in the sense that if $f_{n} \rightarrow f$ in $C(X)$ for the sup norm, then $\lim \sup _{n \rightarrow \infty} T^{+} f_{n} \leq T^{+} f$.

Remark 2.4.3. We call these operators 'Kantorovich' due to their connection with optimal transport (see Section 2.6). The notion of 'backward' is the interpretation that the operator $T^{-}$maps a function on $Y$ 'backward' to a function on $X$ (similarly for the notion of 'forward' and $T^{+}$). The forward/backward terminology coincides with Hamilton-Jacobi equations that are solved forward/backward in time (see Example 2.6.6)

We shall see in Section 2.7 that under certain assumptions, backward linear transfers turn out to be the dual problems of the weak transports studied by Gozlan et al. [36]; for a precise statement, see Theorem 2.7.2. We also mention the recent paper by Alibert, Bouchitte, and Champion [1] which we learned of while preparing [10], in which they study Gozlan's weak transport costs and their Legendre transform, that we will see correspond to Kantorovich operators mapping into the set of bounded upper semi-continuous functions. We also mention the work of Roos [47] where they introduce the notion of viscosity operators as an axiomatic characterisation for viscosity solutions to the evolutive Hamilton-Jacobi equation.

We have the following which makes the connection between the backward linear transfers and backward Kantorovich operators.

Proposition 2.4.4. 1. Suppose $T^{-}$is a backward Kantorovich operator.
Then the function defined by
$\mathcal{T}(\mu, \nu):= \begin{cases}\sup \left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu ; g \in C(Y)\right\} & \text { if }(\mu, \nu) \in \mathcal{P}(X) \times \mathcal{P}(Y) \\ +\infty & \text { otherwise, }\end{cases}$
is a backward linear transfer provided the expression on the right-hand side is finite for at least one $(\mu, \nu) \in \mathcal{P}(X) \times \mathcal{P}(Y)$. Note that the Dirac measures may not be in $D_{1}(\mathcal{T})$.
2. Conversely, suppose $\mathcal{T}$ is a backward linear transfer such that the Dirac measures $\left\{\delta_{x} ; x \in X\right\}$ belong to $D_{1}(\mathcal{T})$. Then its associated operator $T^{-}$in Definition 2.3.1 is a backward Kantorovich operator.

In particular $T^{-} g(x)$ is given by

$$
T^{-} g(x)=\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right)\right\}
$$

and if $g_{1}, g_{2}$ are such that $T^{-} g_{1}, T^{-} g_{2}$ are bounded, then

$$
\left\|T^{-} g_{2}-T^{-} g_{2}\right\|_{\infty} \leq\left\|g_{1}-g_{2}\right\|_{\infty}
$$

where $\|h\|_{\infty}:=\sup _{x \in X}|h(x)|$.
Proof. 1. Define for $\mu \in \mathcal{D}_{1}(\mathcal{T}), F_{\mu}(g):=\int_{X} T^{-} g d \mu$, which is necessarily finite for all $g$ by choice of $\mu$. Since $g \mapsto T^{-} g$ is convex and lower semi-continuous on $C(Y)$, it is convex and weakly lower semi-continuous; in particular, this implies $F_{\mu}$ is convex and lower semi-continuous on $C(Y)$. Therefore, by Fenchel-Moreau, $F_{\mu}(g)=\sup _{\nu \in \mathcal{M}(Y)}\left\{\int_{Y} g d \nu-F_{\mu}^{*}(\nu)\right\}$, where

$$
F_{\mu}^{*}(\nu)=\sup \left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu ; g \in C(Y)\right\}, \quad \nu \in \mathcal{M}(Y) .
$$

We will be done if we can show that $F_{\mu}^{*}(\nu)=\mathcal{T}(\mu, \nu)$ for all $\nu \in \mathcal{P}(Y)$. The
equality holds when $\nu \in \mathcal{P}(Y)$ by definition of $\mathcal{T}$, so suppose $\nu \in \mathcal{M}(Y)$ with $\nu(Y)=\lambda \neq 1$. Taking $g(x) \equiv n \in \mathbb{Z}$, we have $T^{-}(g)=T^{-}(0+n)=$ $n+T^{-}(0)$, and we obtain

$$
F_{\mu}^{*}(\nu) \geq n \lambda-\int_{X} T^{-}(n) d \mu=n(\lambda-1)-\int_{X} T^{-}(0) d \mu
$$

With $n \rightarrow \pm \infty$, depending on if $\lambda<1$ or $\lambda>1$, we deduce $F_{\mu}^{*}(\nu)=+\infty$. Hence $F_{\mu}^{*}(\nu)=\mathcal{T}(\mu, \nu)$ for all $\nu \in \mathcal{M}(Y)$, and it follows that

$$
F_{\mu}(g)=\sup _{\nu \in \mathcal{M}(Y)}\left\{\int_{Y} g d \nu-F_{\mu}^{*}(\nu)\right\}=\sup _{\nu \in \mathcal{M}(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}(\mu, \nu)\right\}=\mathcal{T}_{\mu}^{*}(g) .
$$

2. First we note that if $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$, then in fact $T^{-} g \in$ $\operatorname{USC}(X)$. Indeed, if $x_{n} \rightarrow x$ in $X$, extract a subsequence so that

$$
\limsup _{n \rightarrow \infty} T^{-} g\left(x_{n}\right)=\lim _{j \rightarrow \infty} T^{-} g\left(x_{n_{j}}\right)
$$

From the expression

$$
\begin{equation*}
T^{-} g(x)=\mathcal{T}_{\delta_{x}}^{*}(g)=\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right)\right\} \tag{2.5}
\end{equation*}
$$

let $\nu_{j}$ achieve the supremum above when $x=x_{n_{j}}$ (the supremum is achieved by upper semi-continuity of $\nu \mapsto \int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right)$ on the compact space $\mathcal{P}(Y))$. By weak ${ }^{*}$ compactness of $\mathcal{P}(Y)$, we may extract a further subsequence if necessary and assume $\nu_{j} \rightarrow \bar{\nu}$ for some $\bar{\nu} \in \mathcal{P}(Y)$. It then follows that by weak* lower semi-continuity of $\mathcal{T}$

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} T^{-} g\left(x_{n}\right)=\lim _{j \rightarrow \infty} T^{-} g\left(x_{n_{j}}\right) & \leq \int_{Y} g d \bar{\nu}-\mathcal{T}\left(\delta_{x}, \bar{\nu}\right) \\
& \leq \sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right)\right\}=T^{-} g(x) .
\end{aligned}
$$

The remaining properties of monotonicity, convexity, and affine on constants in Definition 2.3.1 follow immediately from the expression (2.5). For the lower semi-continuity property, suppose $g_{n} \rightarrow g \in C(Y)$ for the sup norm.

Then from (2.5), we have

$$
\begin{aligned}
T^{-} g(x) & =\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} \\
& \leq \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g_{n} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}+\left\|g-g_{n}\right\|_{\infty} \\
& =T^{-} g_{n}(x)+\left\|g-g_{n}\right\|_{\infty},
\end{aligned}
$$

hence

$$
T^{-} g \leq \liminf _{n \rightarrow \infty} T^{-} g_{n}(x)
$$

Finally, if $g_{1}, g_{2} \in C(Y)$ are such that $T^{-} g_{1}, T^{-} g_{2}$ are bounded, then we can repeat exactly the same estimate as above to have

$$
T^{-} g_{1}(x) \leq T^{-} g_{2}(x)+\left\|g_{1}-g_{2}\right\|_{\infty},
$$

which, with the assumption that $T^{-} g_{1}$ and $T^{-} g_{2}$ are bounded, means we may subtract and write

$$
T^{-} g_{1}(x)-T^{-} g_{2}(x) \leq\left\|g_{1}-g_{2}\right\|_{\infty} .
$$

Interchanging $g_{1}$ and $g_{2}$ yields the 1-Lipschitz estimate for $T^{-}$.
With a further assumption on $\mathcal{T}$, we can ensure that $T^{-}$maps into $U S C_{b}(X)$ rather than $U S C(X)$ (which in particular, implies $T^{-} g$ is bounded).

Proposition 2.4.5. Let $\mathcal{T}$ be a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(Y)$ such that $D_{1}(\mathcal{T})$ contains all the Dirac measures. If

$$
\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty
$$

then

1. The associated backward Kantorovich operator $T^{-}$maps $C(X)$ to $U S C_{b}(X)$.
2. $D_{1}(\mathcal{T})=\mathcal{P}(X)$.

Proof. 1. The only thing which we need to show is that $T^{-} g$ is bounded below, since we already know $T^{-} g$ belongs to $U S C(X)$ for all $g \in C(Y)$ by the above proposition. From Proposition 2.4.4, we have

$$
T^{-} g(x)=\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right)\right\}
$$

so that we immediately have

$$
\begin{aligned}
\inf _{x \in X} T^{-} g(x) & =\inf _{x \in X} \sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right)\right\} \\
& \geq \inf (g)-\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)>-\infty .
\end{aligned}
$$

2. If $D_{1}(\mathcal{T})$ contains the Dirac measures, then for each $x \in X$, there exists $\nu_{x} \in \mathcal{P}(Y)$, such that $\mathcal{T}\left(\delta_{x}, \nu_{x}\right)=\inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)$ by compactness of $Y$ and weak* lower semi-continuity of $\mathcal{T}$. Consequently, since $\mathcal{T}$ is jointly convex then any empirical measure of the form $\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$ is in $D_{1}(\mathcal{T})$ with

$$
\begin{aligned}
\mathcal{T}\left(\mu_{n}, \nu_{n}\right) \leq \frac{1}{n} \sum_{i=1}^{n} \mathcal{T}\left(\delta_{x_{i}}, \nu_{x_{i}}\right) & =\frac{1}{n} \sum_{i=1}^{n} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x_{i}}, \nu\right) \\
& \leq \sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty
\end{aligned}
$$

where $\nu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \nu_{x_{i}}$.
Now let $\mu \in \mathcal{P}(X)$. Since the Dirac measures are the extreme points of $\mathcal{P}(X)$, the measure $\mu$ is a weak* limit of empirical measures $\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$ as $n \rightarrow \infty$. The measures $\mu_{n}$ have associated $\nu_{n}$ such that $\mathcal{T}\left(\mu_{n}, \nu_{n}\right) \leq$ $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$ as above. Then by weak* compactness of $\mathcal{P}(Y)$, we may extract a subsequence so that $\nu_{n_{j}} \rightarrow \nu$ for some $\nu \in \mathcal{P}(Y)$. Consequently by weak* lower semi-continuity of $\mathcal{T}$, we conclude that

$$
\mathcal{T}(\mu, \nu) \leq \liminf _{j \rightarrow \infty} \mathcal{T}\left(\mu_{n_{j}}, \nu_{n_{j}}\right) \leq \sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty .
$$

Proposition 2.4.4 suggests that for an arbitrary map $T^{-}$from $C(Y)$ to Borel-measurable functions on $X$ that does not satisfy the conditions for a backward Kantorovich operator, the functional

$$
\mathcal{T}(\mu, \nu)=\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu\right\}
$$

may not define a backward linear transfer.
Indeed, consider $T^{-} g:=e^{g}$. Then $\mathcal{T}(\mu, \nu):=\sup _{g \in C(X)}\left\{\int_{X} g d \nu-\right.$ $\left.\int_{X} e^{g} d \mu\right\}$ can be checked to be proper, and fixing $\mu \in D_{1}(\mathcal{T})$, a property of the Legendre transform, is that $\mathcal{T}_{\mu}^{*}(g+c)=\mathcal{T}_{\mu}^{*}(g)+c$ for any constant $c \in \mathbb{R}$ and all $g \in C(Y)$. Therefore the equality $\mathcal{T}_{\mu}^{*}(g)=\int_{X} e^{g} d \mu$ cannot hold, since that would imply (taking $g \equiv 0$ and $c=1$ ), $1+\mathcal{T}_{\mu}^{*}(0)=\mathcal{T}_{\mu}^{*}(0+1)=e$ while at the same time ( taking $g \equiv 0$ and $c=2$ ), it must hold also that $2+\mathcal{T}_{\mu}^{*}(0)=e^{2}$, which is impossible. Therefore, we make the following definition.

Definition 2.4.6 (Backward linear coupling). $\mathcal{T}$ is a backward linear coupling if there exists a map $T^{-}: C(Y) \rightarrow \mathcal{B}^{b}(X)$, such that

$$
\mathcal{T}(\mu, \nu)=\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu\right\}, \quad \mu \in D_{1}(\mathcal{T}), \nu \in \mathcal{P}(Y) .
$$

Remark 2.4.7. Every backward linear transfer is a backward linear coupling. On the other hand, note that a backward linear coupling $\mathcal{T}$ has $\mathcal{T}_{\mu}^{*}(g) \leq \int_{X} T^{-} g d \mu$ for all $\mu \in D_{1}(\mathcal{T})$ and $g \in C(X)$.

### 2.5 First examples of linear transfers

So far we have defined the notions of backward (resp., forward) linear transfers, but have not provided any examples to suggest the large variety of functionals which belong to this class. The aim of this section is to highlight a few of the basic ones. As usual, we will present examples on $\mathcal{P}(X) \times \mathcal{P}(Y)$, with the implicit assumption that they should always be taken identically $+\infty$ outside $\mathcal{P}(X) \times \mathcal{P}(Y)$ when viewed as a function on $\mathcal{M}(X) \times \mathcal{M}(Y)$.

### 2.5.1 Convex energies

A class of examples of linear transfers is the convex energies - functionals whose dependence on the pair $(\mu, \nu)$ is trivially only through $\nu$.

Let $I: \mathcal{P}(Y) \rightarrow \mathbb{R}$ be a bounded below, convex, weak*-lower semicontinuous function on $\mathcal{P}(Y)$. Consider

$$
\begin{equation*}
\mathcal{T}(\mu, \nu):=I(\nu) \quad \text { for all }(\mu, \nu) \in \mathcal{P}(X) \times \mathcal{P}(Y) . \tag{2.6}
\end{equation*}
$$

Then $\mathcal{T}_{\mu}^{*}(g)=I^{*}(g)=\int_{Y} I^{*}(g) d \mu$, so $\mathcal{T}$ is a backward linear transfer with corresponding backward Kantorovich operator $T^{-} g \equiv I^{*}(g)$ (a constant function of $x$ ). Some choices of $I$ include the following.

Example 2.5.1 (The null transfer). This is simply the trivial mapping $\mathcal{N}(\mu, \nu)=0$ for all probability measures $\mu$ on $X$ and $\nu$ on $Y$, which achieved by taking $I \equiv 0$ in (2.6). One can then compute $I^{*}(g)=\sup _{y \in Y} g(y)$, and it is easy to see that it is both a backward and forward linear transfer with Kantorovich operators,

$$
T^{-} g \equiv \sup _{y \in Y} g(y) \quad \text { and } \quad T^{+} f \equiv \inf _{x \in X} f(x) .
$$

This is also a particular case of a result from optimal mass transport (which we discuss in Section 2.6) when the cost is identically zero.

Example 2.5.2 (Potential energy). If $I$ is the linear functional $I(\nu)=$ $\int_{Y} V(y) d \nu(y)$, where $V$ is a bounded below lower semi-continuous potential on $Y$, then for every $x \in X$,

$$
T^{-} g \equiv I^{*}(g)=\sup \left\{\int_{Y}(g-V) d \nu ; \nu \in \mathcal{P}(Y)\right\}=\sup _{y \in Y}\{g(y)-V(y)\} .
$$

Example 2.5.3 (Relative entropy). Fix any reference measure $\nu_{0} \in \mathcal{P}(Y)$, and define $I$ as the relative entropy with respect to $\nu_{0}$, that is
$I_{\nu_{0}}(\nu):= \begin{cases}\int_{Y} \frac{d \nu}{d \nu_{0}} \log \left(\frac{d \nu}{d \nu_{0}}\right) d \nu_{0} & \text { if } \nu \text { is absolutely continuous with respect to } \nu_{0} \\ +\infty & \text { otherwise },\end{cases}$
where $\frac{d \nu}{d \nu_{0}}$ is the Lebesgue-Radon-Nikodym derivative of $\nu$ with respect to $\nu_{0}$, i.e. $d \nu=\frac{d \nu}{d \nu_{0}} d \nu_{0}$. Then

$$
\begin{equation*}
T^{-} g \equiv I^{*}(g)=\sup \left\{\int_{Y}[g \lambda-\lambda \log (\lambda)] d \nu_{0} ; \lambda \geq 0, \int_{Y} \lambda d \nu_{0}=1\right\} . \tag{2.7}
\end{equation*}
$$

We can actually compute exactly the value of the supremum in (2.7), which we state in the following proposition (the following proof is provided in [35], Proposition 2.9 for a more general context).

## Proposition 2.5.4.

$$
T^{-} g \equiv \sup \left\{\int_{Y}[g \lambda-\lambda \log (\lambda)] d \nu_{0} ; \lambda \geq 0, \int_{Y} \lambda d \nu_{0}=1\right\}=\log \int_{Y} e^{g} d \nu_{0}
$$

Proof. Consider for fixed $s \in \mathbb{R}$, the function $t \mapsto s t-t \log (t)$ for $t \geq 0$. This achieves a maximum $\sup _{t \geq 0}\{s t-t \log (t)\}=e^{s-1}$. Identify $s=g(y)$ and $t=\lambda(y)$, we therefore have

$$
\begin{equation*}
\lambda g-\lambda \log \lambda \leq e^{g-1} . \tag{2.8}
\end{equation*}
$$

Hence using this inequality (2.8) in (2.7), we have $T^{-} g(x) \leq \int_{Y} e^{g-1} d \nu_{0}$. From the fact that $T^{-} g=T^{-}(g+t)-t$ for all $t \in \mathbb{R}$, it must be the case that

$$
T^{-} g \leq \inf _{t \in \mathbb{R}} \int_{Y}\left(e^{g-1+t}-t\right) d \nu_{0}
$$

We can now compute the infimum in the inequality: Let $F(t):=\int_{Y}\left(e^{g+t-1}-\right.$ $t) d \nu_{0}$ for $t \in \mathbb{R}$. Since $F$ is convex in $t$, the minimal value occurs exactly where $F^{\prime}\left(t_{0}\right)=0$, i.e. where $\int_{Y} e^{g+t_{0}-1} d \nu_{0}=1$, which implies that $t_{0}=$ $1-\log \int_{Y} e^{g} d \nu_{0}$. This means that

$$
T^{-} g \leq \inf _{t \in \mathbb{R}} F(t)=F\left(t_{0}\right)=\log \int_{Y} e^{g} d \nu_{0} .
$$

On the other hand, consider the measure $\nu$ with density $\lambda=\frac{e^{g}}{\int_{Y} e^{g} d \nu_{0}}$ with
respect to $\nu_{0}$. Then one can check for this $\lambda$

$$
\int_{Y}[g \lambda-\lambda \log (\lambda)] d \nu_{0}=\log \int_{Y} e^{g} d \nu_{0}
$$

giving the reverse inequality $T^{-} g \geq \log \int_{Y} e^{g} d \nu_{0}$.
Remark 2.5.5. The above shows that the relative entropy functional, defined on $\mathcal{P}(X) \times \mathcal{P}(X)$ via
$\mathcal{H}(\mu, \nu)= \begin{cases}\int_{Y} \frac{d \nu}{d \mu} \log \left(\frac{d \nu}{d \mu}\right) d \mu & \text { if } \nu \text { is absolutely continuous with respect to } \mu \\ +\infty & \text { otherwise }\end{cases}$
is not a backward linear transfer, since $\mathcal{H}_{\mu}^{*}(g)=\log \int_{X} e^{g} d \mu$. This motivates us to introduce a further extension of linear transfers, convex transfers, which we will discuss in Section 2.9.

Example 2.5.6 (Variance). For the (negative) of the variance,

$$
I(\nu):=-\operatorname{var}(\nu):=\left|\int_{Y} y d \nu(y)\right|^{2}-\int_{Y}|y|^{2} d \nu(y)
$$

the associated Kantorovich map is given by

$$
T^{-} g \equiv \sup _{y \in Y}\left\{\widehat{g+q}(y)-|y|^{2}\right\},
$$

where $q$ is the quadratic function $q(x)=\frac{1}{2}|x|^{2}$ and $\hat{h}$ is the concave envelope of the function $h$. The details for this example are given in Example 2.8.4 below.

### 2.5.2 Linear transfers induced from positively homogenous operators

Let $T: C(Y) \rightarrow C(X)$ be a bounded linear positive operator such that $T(1)=1$; we call such an operator a Markov operator. One can associate a
backward linear transfer in the following way:

$$
\mathcal{T}_{T}(\mu, \nu):= \begin{cases}0 & \text { if } \nu=T^{*}(\mu)  \tag{2.9}\\ +\infty & \text { otherwise }\end{cases}
$$

where $T^{*}: \mathcal{M}(X) \rightarrow \mathcal{M}(Y)$ is the adjoint operator. It is immediate to check that $\nu \mapsto \mathcal{T}_{T}(\mu, \nu)$ is convex and weak ${ }^{*}$ lower semi-continuous, and

$$
\left(\mathcal{T}_{T}\right)_{\mu}^{*}(g)=\int_{Y} g d T^{*}(\mu)=\int_{Y} T g d \mu .
$$

Therefore $T^{-} g:=T g$ is the corresponding backward Kantorovich operator.
Defining $\pi_{x}:=T^{*}\left(\delta_{x}\right)$, we have that $T^{-} f(x)=\int_{Y} f(y) d \pi_{x}(y)$ and that
$\mathcal{T}_{T}(\mu, \nu)=0 \quad$ if and only if $\quad \nu(B)=\int_{X} \pi_{x}(B) d \mu(x)$ for any Borel $B \subset Y$.
Example 2.5.7 (The prescribed push-forward transfer). Let $F$ be a continuous map from $X$ to $Y$. Given $\mu \in \mathcal{P}(X)$, define the push-forward measure

$$
\nu:=F_{\#} \mu \in \mathcal{P}(Y) \text { by } \nu(B)=\mu\left(F^{-1}(B)\right) \text { for all Borel sets } B \subset Y .
$$

The operator $T^{-} g:=g \circ F$ is readily seen to be a Markov operator and $T^{*}(\mu)=F_{\#} \mu$; hence $(2.9)$ becomes in this case

$$
\mathcal{T}_{F}(\mu, \nu):= \begin{cases}0 & \text { if } \nu=F_{\#} \mu,  \tag{2.10}\\ +\infty & \text { otherwise }\end{cases}
$$

and the backward Kantorovich operator is given by $T^{-} g=g \circ F$. In the case when $X=Y$ and $F(x)=x, \mathcal{T}_{F}$ is both a forward and backward linear transfer, with $T^{-} f=f=T^{+} f$, which we call the identity transfer.

As a natural extension of the previous example, let $A \in L S C(X), A \not \equiv$ $+\infty$, and consider the Kantorovich operator,

$$
T^{-} g(x):=g \circ F(x)-A(x) .
$$

Then the induced backward linear transfer is

$$
\mathcal{T}(\mu, \nu)= \begin{cases}\int_{X} A d \mu & \text { if } \nu=F_{\#} \mu, \int_{X} A d \mu<+\infty \\ +\infty & \text { otherwise }\end{cases}
$$

We shall see in Section 5.6.1 that this backward linear transfer is related to ergodic optimisation in the expanding case [25], where it is of interest to minimise the action $\mu \mapsto \int_{X} A d \mu$, for a given potential $A$, among all $F$-invariant measures $\mu$ (and other related generalisations).

Example 2.5.8 (The prescribed Skorokhod transfer). Let $X=Y$ be a smooth compact Riemannian manifold without boundary, and $\left(B_{t}\right)_{t \geq 0}$ denote Brownian motion on $X$, and $S$ the corresponding class of (possibly randomized) stopping times. For a fixed $\tau \in S$, define

$$
\mathcal{T}_{\tau}(\mu, \nu):= \begin{cases}0 & \text { if } B_{0} \sim \mu \text { and } B_{\tau} \sim \nu  \tag{2.11}\\ +\infty & \text { otherwise }\end{cases}
$$

where $Z \sim \rho$ if $Z$ is a random variable with distribution $\rho$. It is easy to verify $\nu \mapsto \mathcal{T}_{\tau}(\mu, \nu)$ is convex and weak ${ }^{*}$ lower semi-continuous, and we have

$$
\left(\mathcal{T}_{\tau}\right)_{\mu}^{*}(g)=\int_{Y} g d \nu=\mathbb{E}\left[g\left(B_{\tau}\right)\right]=\int_{Y} \mathbb{E}\left[g\left(B_{\tau}\right) \mid B_{0}=x\right] d \mu(x)
$$

so it is in fact a backward linear transfer with backward Kantorovich operator $T^{-} g(x):=\mathbb{E}\left[g\left(B_{\tau}\right) \mid B_{0}=x\right]$.

Example 2.5.9 (Prescribed marginals). Let $\pi$ be a probability measure on $X \times Y$, and denote $\pi_{1}:=\operatorname{proj}_{X \#} \pi$ and $\pi_{2}:=\operatorname{proj}_{Y \#} \pi$ as its marginal on $X$ (resp., on $Y$ ). Here we are using the push-forward measure notation of Example 2.5.7, which in this context, means $\pi_{1}(A):=\pi\left(\operatorname{proj}_{X}^{-1}(A)\right)=$ $\pi(A \times Y)$ (similarly for $\operatorname{proj}_{Y \#} \pi$ ). Define

$$
\mathcal{T}_{\pi}(\mu, \nu)= \begin{cases}0 & \text { if } \mu=\pi_{1} \text { and } \nu=\pi_{2}  \tag{2.12}\\ +\infty & \text { otherwise }\end{cases}
$$

In this case, $\pi_{1}$ is the only member of $D_{1}\left(\mathcal{T}_{\pi}\right)$, and

$$
\left(\mathcal{T}_{\pi}\right)_{\pi_{1}}^{*}(g)=\int_{Y} g d \pi_{2}=\int_{X \times Y} g d \pi=\int_{X}\left[\int_{Y} g(y) d \pi_{x}(y)\right] d \pi_{1}(x)
$$

where $\left(\pi_{x}\right)_{x}$ is the disintegration of $\pi$ with respect to $\pi_{1}$. A similar expression holds for $\left(\mathcal{T}_{\pi}\right)_{\pi_{2}}^{*}(f)$. Therefore

$$
T^{-} g(x):=\int_{Y} g(y) d \pi_{x}(y) \quad \text { and } \quad T^{+} f(y)=\int_{X} f(x) d \pi_{y}(x) .
$$

Note in this example that $T^{-} g$ is merely a (bounded above and below) Borel measurable function.

### 2.5.3 Balayage of measures

Given a closed convex cone $\mathcal{A} \subset C(X)$ that contains the non-negative constant functions and is closed under maxima, define a partial order relation between probability measures $\mu, \nu$, which we call an $\mathcal{A}$-order, via

$$
\mu \prec_{\mathcal{A}} \nu \quad \text { if and only if } \quad \int_{X} \varphi d \mu \leq \int_{X} \varphi d \nu \text { for all } \varphi \text { in } \mathcal{A} .
$$

Define the balayage of measures $\mathcal{B}$ on $\mathcal{P}(X) \times \mathcal{P}(X)$ via

$$
\mathcal{B}(\mu, \nu)= \begin{cases}0 & \text { if } \mu \prec_{\mathcal{A}} \nu  \tag{2.13}\\ +\infty & \text { otherwise }\end{cases}
$$

It is easy to see that $\nu \mapsto \mathcal{B}(\mu, \nu)$ is convex and weak* lower semi-continuous, and that

$$
\mathcal{B}_{\mu}^{*}(g)=\sup \left\{\int_{X} g d \nu ; \nu \in \mathcal{P}(X), \mu \prec_{\mathcal{A}} \nu\right\} .
$$

Proposition 2.5.10. We have

$$
\sup \left\{\int_{X} g d \nu ; \nu \in \mathcal{P}(X), \mu \prec_{\mathcal{A}} \nu\right\}=\int_{X}\left[\sup _{\delta_{x} \prec_{\mathcal{A} \sigma} \sigma} \int_{X} g(y) d \sigma(y)\right] d \mu(x)
$$

and hence $\mathcal{B}$ is a backward linear transfer.

For the proof, we state the following result that has previously been established in [17] and based on the classical results of Strassen [56]. We call a Markov kernel a real-valued function $P: \mathcal{P}(X) \times X \rightarrow \mathbb{R}$, such that $P(\cdot, x)$ belongs to $\mathcal{P}(X)$, and $x \mapsto P(A, x)$ is Borel-measurable for any Borel set $A \subset X$.

Theorem 2.5.11 ([17], Theorem 2). Let $\mathcal{A}$ be a closed convex cone in $C(X)$ which contains the non-negative constant functions and is closed under maxima. If $\mu \prec_{\mathcal{A}} \nu$, then there exists a Markov kernel $P$, such that $\nu(A)=\int_{X} P(A, x) d \mu(x)$ for all Borel $A \subset X$, and $\delta_{x} \prec_{\mathcal{A}} P(\cdot, x)$ for all $x \in X$.

In addition, the set of extreme points of $\left\{(\mu, \nu) ; \mu \prec_{\mathcal{A}} \nu\right\}$ is contained in the set of measures $\left(\delta_{x}, \sigma\right)$, where $\delta_{x} \prec_{\mathcal{A}} \sigma$.

We also state the following measurable selection theorem, which shall be of use here, and also in later sections.

Proposition 2.5.12 ([7], Proposition 7.3.3). Let $X$ be a metrizable space, $Y$ a compact metrizable space, $D \subset X \times Y$ a closed subset, and $f: D \rightarrow$ $\mathbb{R} \cup\{ \pm \infty\}$ lower semi-continuous. Let $f^{*}: \operatorname{proj}_{X}(D) \rightarrow \mathbb{R} \cup\{ \pm \infty\}$, where $\operatorname{proj}_{X}(D):=\{x \in X ;(x, y) \in D$ for some $y \in Y\}$, be defined by

$$
f^{*}(x)=\inf _{y \in D_{x}} f(x, y)
$$

where $D_{x}:=\{y \in Y ;(x, y) \in D\}$. The $f^{*}$ is lower semi-continuous, and there exists a Borel-measurable function $\varphi: \operatorname{Proj}_{X}(D) \rightarrow Y$ such that $\operatorname{Graph}(\varphi) \subset D$ and $f(x, \varphi(x))=f^{*}(x)$ for all $x \in \operatorname{Proj}_{X}(D)$.

The above results readily leads to the proof of Proposition 2.5.10.
Proof. Of Proposition 2.5.10. By Theorem 2.5.11, we conclude that whenever $\mu \prec_{\mathcal{A}} \nu$, we have a Markov kernel $P$ with the specified properties, so
that

$$
\begin{aligned}
\int_{X} g(y) d \nu(y) & =\int_{X}\left[\int_{X} g(y) P(d y, x)\right] d \mu(x) \\
& \leq \int_{X}\left(\sup _{\delta_{x} \prec \mathcal{A} \sigma} \int_{X} g(y) d \sigma(y)\right) d \mu(x) .
\end{aligned}
$$

On the other hand, let $\sigma_{x}$ achieve the supremum for each $x \in X$ (the supremum is achieved since the set of $\delta_{x} \prec_{\mathcal{A}} \sigma$ is weak* closed in $\mathcal{P}(X)$ and therefore weak* compact). Then by the measurable selection Proposition 2.5.12, $P(A, x):=\sigma_{x}(A)$ is a Markov kernel, and $\nu(A):=\int_{X} P(A, x) d \mu(x)$ satisfies $\mu \prec_{\mathcal{A}} \nu$.

Defining $T^{-} g(x):=\sup _{\delta_{x} \prec{ }_{\mathcal{A}} \sigma} \int_{X} g(y) d \sigma(y)$, we conclude that $\mathcal{B}$ is a backward linear transfer. We have the following representation for $T^{-}$:

## Proposition 2.5.13.

$$
T^{-} g(x)=\hat{g}(x):=\inf \{h(x) ; h \in-\mathcal{A}, h \geq g \text { on } X\} .
$$

Proof. For any admissible $h$, we have $\int_{X} g d \sigma \leq \int_{X} h d \sigma$, hence

$$
T^{-} g(x)=\sup _{\delta_{x} \prec_{\mathcal{A} \sigma} \sigma} \int_{X} g(y) d \sigma(y) \leq \sup _{\delta_{x} \prec{ }_{\mathcal{A}} \sigma} \int_{X} h(y) d \sigma(y) \leq h(x),
$$

the last inequality following since $h \in-\mathcal{A}$. Hence $T^{-} g(x) \leq \hat{g}(x)$.
Conversely, let $\epsilon>0$, and for each $x \in X$, choose $h_{\epsilon, x} \in-\mathcal{A}, h_{\epsilon, x} \geq g$, such that $h_{\epsilon, x}(x) \leq g(x)+\frac{\epsilon}{2}$. By continuity, there exists an open neighbourhood $B_{r_{x}}(x) \subset X$ such that $h_{\epsilon, x}\left(x^{\prime}\right) \leq g\left(x^{\prime}\right)+\epsilon$ for all $x^{\prime} \in B_{r_{x}}(x)$. The collection $\left\{B_{r_{x}}(x)\right\}_{x \in X}$ is an open cover of $X$, hence by compactness, there exists a finite subcover $\left\{B_{r_{x_{i}}}\left(x_{i}\right)\right\}_{i=1}^{n}$. Define

$$
h_{\epsilon}(x):=\min \left\{h_{\epsilon, x_{1}}(x), \ldots, h_{\epsilon, x_{n}}(x)\right\}
$$

since $\mathcal{A}$ is closed under maxima, it follows that $h_{\epsilon} \in-\mathcal{A}$. Moreover, each
$x \in X$ belongs to $B_{r_{x_{i}}}\left(x_{i}\right)$ for some $i \in\{1, \ldots, n\}$, hence

$$
g(x) \leq h_{\epsilon}(x) \leq g(x)+\epsilon \quad \text { for all } x \in X .
$$

Now for any $\sigma$ such that $\delta_{x} \prec_{\mathcal{A}} \sigma$, we have

$$
\epsilon+\int_{X} g d \sigma \geq \int_{X} h_{\epsilon} d \sigma \geq h_{\epsilon}(x) \quad \text { since } h_{\epsilon} \in-\mathcal{A},
$$

and since $h_{\epsilon}(x) \geq \hat{g}(x)$, we conclude,

$$
\epsilon+T^{-} g(x) \geq \epsilon+\int_{X} g(y) d \sigma(y) \geq \hat{g}(x) .
$$

As $\epsilon$ is arbitrary, we obtain the reverse inequality, which concludes the proof.

By a similar argument to that given above, one can show that $\mathcal{B}$ is also a forward linear transfer with a forward Kantorovich operator $T^{+} f:=\check{f}$, where

$$
\check{f}(x)=\inf \left\{\int_{X} f d \sigma ; \delta_{x} \prec_{\mathcal{A}} \sigma\right\}=\sup \{h(x) ; h \in \mathcal{A}, h \leq f \text { on } X\} .
$$

We now discuss particular choices of $\mathcal{A}$.
Example 2.5.14 (Convex order). If $X$ is a convex compact space in a locally convex topological vector space, then $\mathcal{A}$ can be taken to be the cone of continuous convex functions. In this case, $T^{-} g=\hat{g}$ is the concave envelope of $g$ (i.e. the smallest concave function above $g$ ), since an infimum of concave functions is concave. This is a classical result of Choquet (see e.g. [16] Proposition 26.13).

Example 2.5.15 (Subharmonic order). Consider now when $X \subset \mathbb{R}^{n}$ and $\mathcal{A}$ is the cone of Lipschitz subharmonic functions on some open set $O$ containing $X$. In this case, we can identify $\mathcal{B}$ in another way using the following characterisation of Skorokhod.

Proposition 2.5.16 (Skorokhod, e.g. [30]). Let $\mathcal{A}$ be the cone of Lips-
chitz subharmonic functions on a domain $X$ in $\mathbb{R}^{n}$. Then, the following are equivalent for two probability measures $\mu$ and $\nu$ on $X$.

1. $\mu \prec_{\mathcal{A}} \nu$.
2. There exists a stopping time $\tau \in S$ with $\mathbb{E}[\tau]<\infty$ such that $B_{0} \sim \mu$ and $B_{\tau} \sim \nu$, where $S$ denote the collection of (random) Brownian stopping times with finite expectation.

Therefore,

$$
\mathcal{B}(\mu, \nu)= \begin{cases}0 & \text { if } B_{0} \sim \mu \text { and } B_{\tau} \sim \nu \text { for some } \tau \in S, \\ +\infty & \text { otherwise } .\end{cases}
$$

This identification of $\mathcal{B}$ provides various ways to write $T^{-}$in this case:

1. $T^{-} g=\hat{g}$ is the smallest Lipschitz superharmonic function above $g$.
2. $T^{-} g=\sup _{\tau \in S} \mathbb{E}\left[g\left(B_{\tau}\right) \mid B_{0}=x\right]$.
3. $T^{-} g=J_{g}$, where $J_{g}(x)$ is a viscosity solution for the heat variational inequality $\max \{g(x)-J(x), \Delta J(x)\}=0$.

Note also that $\mathcal{B}(\mu, \nu)=\inf _{\tau \in S} \mathcal{T}_{\tau}(\mu, \nu)$ where $\mathcal{T}_{\tau}$ is the "prescribed Skorokhod transfer" of Example 2.5.8.

### 2.6 Linear transfers and optimal mass transportation

In the Monge-Kantorovich theory of optimal transport (see e.g. [59, 60], or [48]), given a lower semi-continuous cost function $c: X \times Y \rightarrow \mathbb{R} \cup\{+\infty\}$ one associates a map $\mathcal{T}_{c}$ on $\mathcal{P}(X) \times \mathcal{P}(Y)$ to be the optimal total transport cost between $\mu \in \mathcal{P}(X)$ and $\nu \in \mathcal{P}(Y)$, via

$$
\begin{equation*}
\mathcal{T}_{c}(\mu, \nu):=\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{X \times Y} c(x, y) d \pi(x, y), \tag{2.14}
\end{equation*}
$$

where $\mathcal{K}(\mu, \nu)$ is the set of probability measures $\pi$ on $X \times Y$ whose marginal $\operatorname{proj}_{X \sharp} \pi$ on $X$ is $\mu$, and marginal $\operatorname{proj}_{Y \sharp} \pi$ on $Y$ is $\nu$, (recall $\operatorname{proj}_{X}$ is the projection $(x, y) \mapsto x$ onto $X$; similarly for $Y)$. Also recall the push-forward of a measure by a map $\phi$ is the measure $\left(\phi_{\#}\right) \mu(A):=\mu\left(\phi^{-1}(A)\right)$.

The measures $\pi \in \mathcal{K}(\mu, \nu)$ are interpreted as transport plans, with $d \pi(x, y)$ representing the amount of mass which is sent from $x$ to $y$, and costing $c(x, y) d \pi(x, y)$ to do so.

The optimal transport problem (2.14) is an infinite dimensional linear programming problem; as in the classical finite dimensional theory, it has a dual formulation first studied by Kantorovich (see e.g. [59], Theorem 1.3, and references therein).

Theorem 2.6.1 (Kantorovich duality [59]). Let $c: X \times Y \rightarrow \mathbb{R} \cup\{+\infty\}$ be a lower semi-continuous function. Then

$$
\begin{aligned}
\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{X \times Y} c(x, y) d \pi(x, y) & =\sup \left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu ; g \in C(Y)\right\} \\
& =\sup \left\{\int_{Y} T^{+} f d \nu-\int_{X} f d \mu ; f \in C(X)\right\}
\end{aligned}
$$

where

$$
T^{-} g(x):=\sup _{y \in Y}\{g(y)-c(x, y)\} \quad \text { and } \quad T^{+} f(y):=\inf _{x \in X}\{c(x, y)+f(x)\} .
$$

Remark 2.6.2. If $X$ and $Y$ are not compact, then $c$ should also be assumed to be bounded below; this additional hypothesis is not necessary when $X$ and $Y$ are compact as $c$ is automatically bounded from below by the assumption of lower semi-continuity.

Proof. Note first that $\nu \mapsto \mathcal{T}_{c}(\mu, \nu)$ is convex and weak* lower semi-continuous. Indeed, for $\nu_{1}, \nu_{2} \in \mathcal{P}(Y)$, and fixed $\mu \in \mathcal{P}(X)$, the infimum is achieved for $\mathcal{T}_{c}\left(\mu, \nu_{i}\right)$ at some $\pi_{i} \in \mathcal{K}\left(\mu, \nu_{i}\right), i=1,2$. It immediately follows that $\pi_{\lambda}:=(1-\lambda) \pi_{1}+\lambda \pi_{2}$ is admissible for $\mathcal{T}_{c}\left(\mu,(1-\lambda) \nu_{1}+\lambda \nu_{2}\right)$. In addition, if $\nu_{n} \rightarrow \nu$, then for any $\pi_{n} \in \mathcal{K}\left(\mu, \nu_{n}\right)$, one may extract a subsequence converging to $\pi \in \mathcal{P}(X \times Y)$ by weak* compactness of $\mathcal{P}(X \times Y)$, and moreover,
$\pi \in \mathcal{K}(\mu, \nu)$. The lower semi-continuity then follows. Finally,

$$
\begin{aligned}
\left(\mathcal{T}_{c}\right)_{\mu}^{*}(g) & =\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{X \times Y} c(x, y) d \pi(x, y)\right\} \\
& =\sup _{\nu \in \mathcal{P}(Y)} \sup _{\pi \in \mathcal{K}(\mu, \nu)}\left\{\int_{X \times Y}(g(y)-c(x, y)) d \pi(x, y)\right\} \\
& =\sup _{\pi \in \mathcal{K}(\mu, \cdot)}\left\{\int_{X \times Y}(g(y)-c(x, y)) d \pi(x, y)\right\} .
\end{aligned}
$$

It is clear that the supremum is achieved by a $\pi$ whose disintegration with respect to $\mu$ is given by $d \pi(x, y)=d \mu(x) \delta_{y_{x}}(y)$ where $y_{x}$ is a value of $y$ achieving $\sup _{y \in Y}\{g(y)-c(x, y)\}$. A similar argument holds for showing $\mathcal{T}_{c}$ is a forward linear transfer.

Remark 2.6.3. In fact one can refine the duality further and show that

$$
\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{X \times Y} c(x, y) d \pi(x, y)=\sup \left\{\int_{Y} \phi_{1} d \nu-\int_{X} \phi_{0} d \mu\right\}
$$

where the supremum is over all pairs $\left(\phi_{0}, \phi_{1}\right)$ such that $\phi_{1}=T^{-} \phi_{0}$ and $\phi_{0}=$ $T^{+} \phi_{1}$. This will be relevant for Bernard-Buffoni's work [5, 6] discussed in Chapter 4 on optimal transport and Aubry-Mather and weak KAM theory.

In the following examples, we highlight the backward/forward Kantorovich operators for a few special cases for the cost function.

Example 2.6.4 (The trivial Kantorovich transfer). Let $c_{1} \in U S C_{b}(X)$, $c_{2} \in \operatorname{LSC}(Y)$, and define $c(x, y):=c_{2}(y)-c_{1}(x)$. Then $c$ is lower semicontinuous, and

$$
\mathcal{T}_{c}(\mu, \nu)=\int_{Y} c_{2} d \nu-\int_{X} c_{1} d \mu
$$

The Kantorovich operators are $T^{+} f=c_{2}+\inf _{x \in X}\left\{f(x)-c_{1}(x)\right\}$ and $T^{-} g=$ $c_{1}+\sup _{y \in Y}\left\{g(y)-c_{2}(y)\right\}$.

Example 2.6.5 (The Kantorovich-Rubinstein transport). For the $\operatorname{cost} c(x, y)=$ $d_{X}(x, y)$ (recall $d_{X}$ is the metric on $X$ ), the Kantorovich operators are given
by
$T^{+} f(y)=\inf _{x \in X}\left\{f(x)+d_{X}(x, y)\right\} \quad$ and $\quad T^{-} g(x)=\sup _{y \in X}\left\{g(y)-d_{X}(x, y) ; y \in X\right\}$.
A computation shows that $T^{-} \circ T^{+}=T^{+}$and $T^{+} \circ T^{-}=T^{-}$. Hence by taking $f=T^{-} h$ for $h \in C(X)$, we have

$$
\mathcal{T}_{c}(\mu, \nu)=\sup _{f \in C(X)}\left\{\int_{X} T^{+} f d \nu-\int_{X} f d \mu\right\} \geq \sup _{h \in C(X)}\left\{\int_{X} T^{-} h d(\nu-\mu)\right\}
$$

while at the same time, from $g \leq T^{-} g$ we have

$$
\mathcal{T}_{c}(\mu, \nu)=\sup _{g \in C(X)}\left\{\int_{X} g d \nu-\int_{X} T^{-} g d \mu\right\} \leq \sup _{g \in C(X)}\left\{\int_{X} T^{-} g d(\nu-\mu)\right\} .
$$

Hence, $\mathcal{T}_{c}(\mu, \nu)=\sup _{g \in C(X)}\left\{\int_{X} T^{-} g d(\nu-\mu)\right\}$. It is readily checked that $T^{-} g$ is 1-Lipschitz for any $g \in C(X)$, and moreover, every $g$ which is $\lambda$ Lipschitz, $\lambda \leq 1$, satisfies $T^{-} g=g$. Therefore,

$$
\mathcal{T}(\mu, \nu)=\sup \left\{\int_{X} g d(\nu-\mu) ; g \in C(X),\|g\|_{\text {Lip }} \leq 1\right\}
$$

where $\|g\|_{\text {Lip }}:=\sup _{x \neq y} \frac{|g(y)-g(x)|}{d_{X}(x, y)}$. (The above discussion holds also for any other lower semi-continuous metric $d$, not necessarily the one defining the topology.)

Example 2.6.6 (Lagrangian cost [5]). This example links the Kantorovich backward and forward operators with the respective backward and forward Hopf-Lax operators that solve first order Hamilton-Jacobi equations, which we will see is intimately connected to weak KAM theory (see Chapter 4).

On a given smooth compact Riemannian manifold $M$ without boundary (take e.g. $M=\mathbb{T}^{n}$ the flat torus), with tangent bundle $T M$, let $L: T M \rightarrow$ $\mathbb{R} \cup\{+\infty\}$ be a given Tonelli Lagrangian (see Chapter 4 for a definition), and consider the cost

$$
c_{L}(y, x):=\inf \left\{\int_{0}^{1} L(\gamma(t), \dot{\gamma}(t)) d t ; \gamma \in C^{1}([0,1], M) ; \gamma(0)=y, \gamma(1)=x\right\} .
$$

For $\mu$ and $\nu$ two probability measures on $M$, consider the optimal transport with cost $c_{L}$.

Then, $T^{+} f(x)=V_{f}(1, x)$, where $V_{f}(t, x)$ is the "value functional"
$V_{f}(t, x):=\inf \left\{f(\gamma(0))+\int_{0}^{t} L(\gamma(s), \dot{\gamma}(s)) d s ; \gamma \in C^{1}([0,1], M), \gamma(t)=x\right\}$.
$V_{f}$ is in fact a viscosity solution for the Hamilton-Jacobi equation

$$
\left\{\begin{aligned}
\partial_{t} V+H\left(x, \nabla_{x} V\right) & =0 \text { on }(0,+\infty) \times M \\
V(0, x) & =f(x)
\end{aligned}\right.
$$

(see e.g. [20], Theorem 7.2.8) where $H$ is the Hamiltonian (see Chapter 4). Similarly, the backward Kantorovich operator is given by $T^{-} g(y)=$ $W_{g}(0, y)$, where $W_{g}(t, y)$ is the value functional

$$
W_{g}(t, y):=\sup \left\{g(\gamma(1))-\int_{t}^{1} L(\gamma(s), \dot{\gamma}(s)) d s ; \gamma \in C^{1}([0,1), M) ; \gamma(t)=y\right\}
$$

which is a viscosity solution for the backward Hamilton-Jacobi equation

$$
\left\{\begin{aligned}
\partial_{t} W+H\left(x, \nabla_{x} W\right) & =0 \text { on }[0,1) \times M \\
W(1, y) & =g(y)
\end{aligned}\right.
$$

Example 2.6.7 (The Brenier-Wasserstein distance [12]). We mention this important example even though it is not in a compact setting. If $c(x, y)=$ $\langle x, y\rangle$ on $\mathbb{R}^{d} \times \mathbb{R}^{d}$, and $\mu, \nu$ are two probability measures of compact support on $\mathbb{R}^{d}$, then

$$
\mathcal{T}(\mu, \nu)=\inf \left\{\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\langle x, y\rangle d \pi ; \pi \in \mathcal{K}(\mu, \nu)\right\}
$$

Here, the Kantorovich operators are

$$
T^{+} f(x)=-f^{*}(-x) \quad \text { and } \quad T^{-} g(y)=(-g)^{*}(-y)
$$

where $f^{*}$ is the convex Legendre transform of $f$.

### 2.7 Representation and envelopes of linear transfers

### 2.7.1 Linear transfers and optimal weak transports

A natural generalisation of optimal transport is optimal weak transport, introduced by Gozlan et. al. [36]. Weak transport is concerned with cost functions $c(x, \sigma)$ between points $x$ and distributions $\sigma \in \mathcal{P}(Y)$, and thus is a generalisation of the cost-minimizing optimal transport of the last section which concerns cost functions between points $x$ and $y$.

Definition 2.7.1. Let $c: X \times \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a bounded below, lower semi-continuous function with $\sigma \mapsto c(x, \sigma)$ convex. The optimal weak transport problem with cost $c$ from $\mu \in \mathcal{P}(X)$ to $\nu \in \mathcal{P}(Y)$ is

$$
\begin{equation*}
V(\mu, \nu):=\inf _{\pi}\left\{\int_{X} c\left(x, \pi_{x}\right) d \mu(x) ; \pi \in \mathcal{K}(\mu, \nu)\right\} \tag{2.15}
\end{equation*}
$$

where $\left(\pi_{x}\right)_{x}$ is the disintegration of $\pi$ with respect to $\mu$.
This problem has been the study of several recent papers [1], [3], and [36], where existence, duality, and certain properties of optimisers of (2.15) have been established. In the next theorem we show that weak transports are backward linear transfers, and, conversely, appropriate backward linear transfers can be represented as weak transports. The implication of this is that, roughly speaking, backward linear transfers are the dual formulation of weak transports.

Theorem 2.7.2. 1. Any optimal weak transport cost $c(x, \sigma)$ satisfying the properties in Definition 2.7.1 defines a backward linear transfer via
$\mathcal{T}(\mu, \nu):= \begin{cases}\inf \left\{\int_{X} c\left(x, \pi_{x}\right) d \mu(x) ; \pi \in \mathcal{K}(\mu, \nu)\right\}, & \text { if }(\mu, \nu) \in \mathcal{P}(X) \times \mathcal{P}(Y), \\ +\infty & \text { otherwise },\end{cases}$
and $T^{-} g(x):=\sup \left\{\int_{Y} g d \sigma-c(x, \sigma) ; \sigma \in \mathcal{P}(Y)\right\}$.
2. Conversely, if $\mathcal{T}$ is a backward linear transfer such that $\left\{\delta_{x} ; x \in X\right\} \subset$ $D_{1}(\mathcal{T})$, then $\mathcal{T}$ is an optimal weak transport with cost function $c(x, \sigma):=$ $\mathcal{T}\left(\delta_{x}, \sigma\right)$.

In order to prove that a weak transport $V(\mu, \nu)$ is a backward linear transfer, we wish to show convexity and weak* lower semi-continuity for $\nu \mapsto$ $V(\mu, \nu)$. It turns out that the weak* lower semi-continuity is more delicate to establish than standard optimal transport due to the disintegration $\pi_{x}$ of $\pi$ with respect to its first marginal; two recent papers, [1] (see also [3]) have closed this gap.

Theorem 2.7.3 ([1], Theorem 2.9, Lemma 3.5). Let c satisfy the conditions given in Definition 2.7.1. Then the map $\pi \mapsto I(\pi):=\int_{X} c\left(x, \pi_{x}\right) d \mu(x)$ is weak* lower semi-continuous, where $\mu:=\operatorname{Proj}_{X \neq} \pi$ is the first marginal of $\pi$. Consequently, the problem (2.15) admits a minimiser.

With these properties, we give the rest of the details for the proof of Theorem 2.7.2.

Proof. (Of Theorem 2.7.2)

1. We show that $\nu \mapsto \mathcal{T}(\mu, \nu)$ is convex. This is essentially a consequence of the assumption that $\sigma \mapsto c(x, \sigma)$ is convex. Indeed, fix $\nu_{1}, \nu_{2} \in$ $\mathcal{P}(Y)$, and find for a fixed $\epsilon>0, \pi^{1} \in \mathcal{K}\left(\mu, \nu_{1}\right)$ and $\pi^{2} \in \mathcal{K}\left(\mu, \nu_{2}\right)$ such that

$$
\int_{X} c\left(x, \pi_{x}^{i}\right) d \mu(x) \leq \mathcal{T}_{c}\left(\mu, \nu_{i}\right)+\epsilon \quad \text { for } i=1,2 .
$$

Consider $\pi \in \mathcal{P}(X \times Y)$ which is defined via

$$
d \pi(x, y):=\left(\lambda d \pi_{x}^{1}(y)+(1-\lambda) d \pi_{x}^{2}(y)\right) d \mu(x) .
$$

With $\nu_{\lambda}:=\lambda \nu_{1}+(1-\lambda) \nu_{2}$, we have $\pi \in \mathcal{K}\left(\mu, \nu_{\lambda}\right)$, and therefore, by convexity of $c$ in the second variable, we have

$$
\begin{aligned}
\mathcal{T}_{c}\left(\mu, \nu_{\lambda}\right) & \leq \int_{X} c\left(x, \pi_{x}\right) d \mu(x) \leq \int_{X} \lambda c\left(x, \pi_{x}^{i}\right) d \mu(x)+\int_{X}(1-\lambda) c\left(x, \pi_{x}^{i}\right) d \mu(x) \\
& \leq \lambda \mathcal{T}_{c}\left(\mu, \nu_{1}\right)+(1-\lambda) \mathcal{T}_{c}\left(\mu, \nu_{2}\right)+\epsilon
\end{aligned}
$$

which implies convexity of $\nu \mapsto \mathcal{T}_{c}(\mu, \nu)$.
We now show that $\nu \mapsto \mathcal{T}(\mu, \nu)$ is weak* lower semi-continuous. This is almost immediate from Theorem 2.7.3. Indeed, let $\nu_{n} \rightarrow \nu$ and select a subsequence so that $\lim _{j \rightarrow \infty} \mathcal{T}\left(\mu, \nu_{n_{j}}\right)=\liminf n_{n \rightarrow \infty} \mathcal{T}\left(\mu, \nu_{n}\right)$. For notational ease, relabel the subsequence to $\nu_{n}$. For each $n$, let $\pi^{n} \in \mathcal{K}\left(\mu, \nu_{n}\right)$ be optimal for the weak transport $\mathcal{T}\left(\mu, \nu_{n}\right)$, which we know exists by Theorem 2.7.3. By compactness of $\mathcal{P}(X \times Y)$, there is a further subsequence (which we again relabel to $n$ ) so that $\pi^{n} \rightarrow \pi$ for some $\pi \in \mathcal{K}(\mu, \nu)$. This $\pi$ is admissible for $\mathcal{T}(\mu, \nu)$ so

$$
\mathcal{T}(\mu, \nu) \leq \int_{X} c\left(x, \pi_{x}\right) d \mu(x)
$$

while at the same time by Theorem 2.7.3, we have

$$
\int_{X} c\left(x, \pi_{x}\right) d \mu(x) \leq \liminf _{n \rightarrow \infty} \int_{X} c\left(x, \pi_{x}^{n}\right) d \mu(x)=\liminf _{n \rightarrow \infty} \mathcal{T}\left(\mu, \nu_{n}\right)
$$

which concludes the proof of lower semi-continuity. Finally, we compute the Legendre transform,

$$
\begin{align*}
\mathcal{T}_{\mu}^{*}(g) & =\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}(\mu, \nu)\right\} \\
& =\sup _{\nu \in \mathcal{P}(Y)} \sup _{\pi \in \mathcal{K}(\mu, \nu)}\left\{\int_{Y} g(y) d \nu(y)-\int_{X} c\left(x, \pi_{x}\right) d \mu(x)\right\} \\
& =\sup _{\pi \in \mathcal{K}(\mu, \cdot)}\left\{\int_{X}\left[\int_{Y} g(y) d \pi_{x}(y)-c\left(x, \pi_{x}\right)\right] d \mu(x)\right\}  \tag{2.16}\\
& \leq \int_{X} \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-c(x, \sigma)\right\} d \mu(x)  \tag{2.17}\\
& =\int_{X} T^{-} g d \mu
\end{align*}
$$

On the other hand, by compactness of $\mathcal{P}(Y)$ and lower semi-continuity of $c$, for each $x$ the supremum in (2.17) is achieved by some $\sigma_{x}$ in a measurable way (see the measurable selection proposition 2.5.12) so
that

$$
T^{-} g(x)=\int_{Y} g(y) d \sigma_{x}(y)-c\left(x, \sigma_{x}\right) \text { for every } x \in X
$$

Define $\pi \in \mathcal{P}(X \times Y)$ via $d \pi(x, y):=d \sigma_{x}(y) d \mu(x)$. Denoting $\nu:=$ $\operatorname{Proj}_{Y \#} \pi$, we have $\pi \in \mathcal{K}(\mu, \nu)$. Hence, this $\pi$ is admissible in the supremum (2.16), so that

$$
\begin{aligned}
\mathcal{T}_{\mu}^{*}(g) & \geq \int_{Y}\left[\int_{X} g(y) d \sigma_{x}(y) d \mu(x)-\int_{X} c\left(x, \sigma_{x}\right)\right] d \mu(x) \\
& =\int_{X} T^{-} g(x) d \mu(x)
\end{aligned}
$$

hence $\mathcal{T}_{\mu}^{*}(g)=\int_{X} T^{-} g(x) d \mu(x)$.
2. Let $\mathcal{T}$ be a backward linear transfer with backward Kantorovich operator $T^{-}$. Define $c(x, \sigma):=\mathcal{T}\left(\delta_{x}, \sigma\right)$. Then $c$ is bounded below, proper, lower semi-continuous, and $\sigma \mapsto c(x, \sigma)$ is convex, so we may define the weak transport

$$
\tilde{\mathcal{T}}(\mu, \nu):=\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{X} c\left(x, \pi_{x}\right) d \mu(x)
$$

for $\mu \in \mathcal{P}(X)$ and $\nu \in \mathcal{P}(Y)$ (and $+\infty$ otherwise on $\mathcal{M}(X) \times \mathcal{M}(Y))$. In an identical way to the proof of item 1 , we have for any $\mu$,

$$
\tilde{\mathcal{T}}_{\mu}^{*}(g)=\int_{X} \tilde{T}^{-} g d \mu
$$

where $\tilde{T}^{-} g(x):=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-c(x, \sigma)\right\}$. On the other hand, since $c(x, \sigma)=\mathcal{T}\left(\delta_{x}, \sigma\right)$ and $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$, we also have that $\tilde{T}^{-} g(x)=\mathcal{T}_{\delta_{x}}^{*}(g)=T^{-} g(x)$ for all $x \in X$. Hence $\tilde{\mathcal{T}}_{\mu}^{*}(g)=\int_{X} T^{-} g d \mu=$ $\mathcal{T}_{\mu}^{*}(g)$ for all $\mu \in \mathcal{P}(X)$ and consequently, $\mathcal{T}(\mu, \nu)=\tilde{\mathcal{T}}(\mu, \nu)$.

### 2.7.2 Linear transfer envelopes

Suppose $\mathcal{T}$ is merely a proper, convex, bounded below, weak* lower semicontinuous functional, but is not a backward linear transfer, or even a backward linear coupling. Is there a "canonical" backward linear transfer associated to $\mathcal{T}$ ? We therefore consider in the following linear transfer "envelopes", in an analogy to the convex/concave envelopes of functions.

Proposition 2.7.4. Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper, convex, bounded below, weak ${ }^{*}$ lower semi-continuous functional such that $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$. Denote $\overline{\mathcal{T}}$ to be the weak transport defined by (2.15) associated to the weak transport cost $c(x, \sigma):=\mathcal{T}\left(\delta_{x}, \sigma\right)$, and let

$$
\tilde{\mathcal{T}}(\mu, \nu):=\int_{X} c(x, \nu) d \mu(x) .
$$

Then, $\mathcal{T} \leq \overline{\mathcal{T}} \leq \tilde{\mathcal{T}}$, and $\overline{\mathcal{T}}$ is the only weak transport between $\mathcal{T}$ and $\tilde{\mathcal{T}}$.
In particular, the following holds: For any backward linear transfer $\mathcal{S}$ with $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{S})$,

1. If $\mathcal{T} \leq \mathcal{S}$, then $\overline{\mathcal{T}} \leq \mathcal{S}$.
2. If $\mathcal{S} \leq \tilde{\mathcal{T}}$, then $\mathcal{S} \leq \overline{\mathcal{T}}$.

Proof. Note that by the first part of Theorem 2.7.2, $\overline{\mathcal{T}}$ is a backward linear transfer with backward Kantorovich operator

$$
T^{-} g(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-c(x, \sigma)\right\} .
$$

Moreover, as $\overline{\mathcal{T}}$ is a weak transport, an admissible $\pi \in \mathcal{K}(\mu, \nu)$ is the product measure $\mu \otimes \nu$. Hence

$$
\overline{\mathcal{T}}(\mu, \nu) \leq \int_{X} c(x, \nu) d \mu(x)=\tilde{\mathcal{T}}(\mu, \nu) .
$$

To show that $\mathcal{T} \leq \overline{\mathcal{T}}$, note that since $\mathcal{T}$ is jointly convex and lower semi-
continuous, then for each $g \in C(Y)$, the functional

$$
\mu \rightarrow\left(\mathcal{T}_{\mu}\right)^{*}(g)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}(\mu, \sigma)\right\}
$$

is upper semi-continuous and concave. It follows from Jensen's inequality that

$$
\left(\mathcal{T}_{\mu}\right)^{*}(g) \geq \int_{X}\left(\mathcal{T}_{\delta_{x}}\right)^{*}(g) d \mu(x)=\int_{X} T^{-} g(x) d \mu(x),
$$

hence

$$
\mathcal{T}(\mu, \nu)=\left(\mathcal{T}_{\mu}\right)^{* *}(\nu) \leq \sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu\right\}=\overline{\mathcal{T}}(\mu, \nu) .
$$

To see that $\overline{\mathcal{T}}$ is the smallest backward linear transfer greater than $\mathcal{T}$, note that if $\mathcal{S}$ is a backward linear transfer and $\mathcal{T} \leq \mathcal{S}$, then $\overline{\mathcal{T}} \leq \overline{\mathcal{S}}$, and $\overline{\mathcal{S}}=\mathcal{S}$ by the previous Theorem 2.7.2.

To see $\overline{\mathcal{T}}$ is the greatest backward linear transfer smaller than $\tilde{\mathcal{T}}$, suppose $\mathcal{S}$ is a backward linear transfer with $\mathcal{S} \leq \tilde{\mathcal{T}}$ and $S^{-}$is its backward Kantorovich operator. Note that $\overline{\mathcal{T}}\left(\delta_{x}, \nu\right)=\tilde{\mathcal{T}}\left(\delta_{x}, \nu\right)$. Therefore

$$
S^{-} g(x)=\mathcal{S}_{\delta_{x}}^{*}(g) \geq \tilde{\mathcal{T}}_{\delta_{x}}^{*}(g)=\overline{\mathcal{T}}_{\delta_{x}}^{*}(g)=T^{-} g(x),
$$

and therefore $\mathcal{S} \leq \overline{\mathcal{T}}$.

Remark 2.7.5. Suppose $\mathcal{T}$ is any convex, bounded below, and weak* lower semi-continuous functional on $\mathcal{P}(X) \times \mathcal{P}(Y)$ that is finite on the set of Dirac measures $\left\{\left(\delta_{x}, \delta_{y}\right) ; x \in X, y \in Y\right\}$. One can then define a cost function $c(x, y)=\mathcal{T}\left(\delta_{x}, \delta_{y}\right)$, and the associated optimal transport $\mathcal{T}_{c}(\mu, \nu)$. To compare $\mathcal{T}$ with $\mathcal{T}_{c}$, note that

$$
\begin{aligned}
\mathcal{T}_{\delta_{x}}^{*}(g) & =\sup \left\{\int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right) ; \nu \in \mathcal{P}(Y)\right\} \\
& \geq \sup \{g(y)-c(x, y) ; y \in Y\}=T_{c}^{-} g(x)
\end{aligned}
$$

and so

$$
\mathcal{T}(\mu, \nu) \leq \overline{\mathcal{T}}(\mu, \nu) \leq \mathcal{T}_{c}(\mu, \nu)
$$

In many cases, it is not possible to define a proper $\operatorname{cost} c(x, y)=\mathcal{T}\left(\delta_{x}, \delta_{y}\right)$, i.e. $c$ is identically $+\infty$. This is the case for many stochastic transport problems where transport via Brownian motion makes it impossible for a Dirac measure to be transported to another Dirac measure; see in particular the stochastic mass transport of Example 2.8.7.

In the next proposition, we describe dually a "Kantorovich operator envelope" for operators $T: C(Y) \rightarrow U S C(X)$. It will be necessary first (and later in this thesis) to state a classical minimax theorem that will allow us to interchange sup and inf in appropriate cases.

Theorem 2.7.6 (Sion's minimax theorem [52], Theorem 3.4). Let $V$ be a compact convex subset of a topological vector space, and $W$ a convex set in a (possibly different) topological vector space. Let $f: V \times W \rightarrow \mathbb{R}$ be such that

1. For all $w \in W, v \mapsto f(v, w)$ is: (i) lower semi-continuous on $V$ and (ii) quasiconvex on $V$, i.e. $\{v \in V ; f(v, w) \leq \lambda\}$ is convex or empty for all $\lambda \in \mathbb{R}$,
2. For all $v \in V, w \mapsto f(v, w)$ is: (i) upper semi-continuous on $W$ and (ii) quasiconcave on $W$, i.e. $\{w \in W ; f(v, w) \geq \lambda\}$ is convex or empty for all $\lambda \in \mathbb{R}$,

Then $\inf _{v \in V} \sup _{w \in W} f(v, w)=\sup _{w \in W} \inf _{v \in V} f(v, w)$.
Proposition 2.7.7. Let $T: C(Y) \rightarrow U S C_{b}(X)$ be any map such that for every $x \in X$,

$$
\begin{equation*}
\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-T g(x)\right\}<+\infty . \tag{2.18}
\end{equation*}
$$

Then the operator defined by

$$
\bar{T}^{-} g(x):=\sup _{\sigma \in \mathcal{P}(Y)} \inf _{h \in C(Y)}\left\{\int_{Y}(g-h) d \sigma+T h(x)\right\}
$$

is the backward Kantorovich operator of the weak transport $\overline{\mathcal{T}}$ associated to $\mathcal{T}$ of Proposition 2.7.4 and maps $C(Y)$ to $U S C_{b}(X)$. It satisfies $\bar{T}^{-} \leq T$, with the property that for any other backward Kantorovich operator $S^{-}$: $C(Y) \rightarrow U S C_{b}(X)$ such that $S^{-} \leq T$, then $S^{-} \leq \bar{T}^{-}$. Consequently if $T$ is itself a backward Kantorovich operator, then $\bar{T}^{-}=T$.

Proof. Consider the backward linear coupling on $\mathcal{M}(X) \times \mathcal{M}(Y)$ given by

$$
\mathcal{T}(\mu, \nu)= \begin{cases}\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\int_{X} T g d \mu\right\} & \text { if } \mu, \nu \in \mathcal{P}(X) \times \mathcal{P}(Y) \\ +\infty & \text { otherwise }\end{cases}
$$

Note that $\mathcal{T}$ is a bounded below, convex, lower semi-continuous functional and the assumption (2.18) means that $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$. Hence Proposition 2.7.4 applies to yield a weak transport $\overline{\mathcal{T}}$ with a corresponding backward Kantorovich operator defined as

$$
\bar{T}^{-} g(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} .
$$

We can then provide an upper estimate for $\bar{T}^{-} g(x)$ by substituting the expression for $\mathcal{T}\left(\delta_{x}, \sigma\right)$ :

$$
\begin{aligned}
\bar{T}^{-} g(x) & =\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} \\
& =\sup _{\sigma \in \mathcal{P}(Y)} \inf _{h \in C(Y)}\left\{\int_{Y} g d \sigma-\int_{Y} h d \sigma+\operatorname{Th}(x)\right\} \\
& \leq \inf _{h \in C(Y)} \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int g d \sigma-\int h d \sigma+T h(x)\right\} \\
& =\inf _{h \in C(Y)}\{\sup (g-h)+\operatorname{Th}(x)\} \\
& \leq T g(x) .
\end{aligned}
$$

If $S$ is a backward Kantorovich operator such that $S \leq T$, then

$$
\begin{aligned}
\bar{T}^{-} g(x) & =\sup _{\sigma \in \mathcal{P}(Y)} \inf _{h \in C(Y)}\left\{\int_{Y} g d \sigma-\int_{Y} h d \sigma+T h(x)\right\} \\
& \geq \sup _{\sigma \in \mathcal{P}(Y)} \inf _{h \in C(Y)}\left\{\int g d \sigma-\int h d \sigma+S h(x)\right\} \\
& =\inf _{h \in C(Y)} \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int g d \sigma-\int h d \sigma+S h(x)\right\} \\
& =\inf _{h}\{\sup (g-h)+S h(x)\} \\
& =\inf _{h}\{S[\sup (g-h)+h](x)\} \\
& \geq S g(x) .
\end{aligned}
$$

where the last two steps used the fact that $S$ is a Kantorovich operator.

### 2.7.3 Recessions of linear transfers

We recall in classical convex analysis, a direction of recession for a convex set $C \subset X$ is a direction $d$ such that $x+\lambda d \in C$ for all $x \in C$ and all $\lambda \geq 0$. The recession cone is the collection of all such $d$. The recession cone for a convex function $f$ is the intersection of all recession cones for its sublevel sets. One can introduce the recession function of $f$ as

$$
r_{f}(d):=\lim _{\lambda \rightarrow+\infty} \frac{f(x+\lambda d)-f(x)}{\lambda}
$$

which characterises the recession cone for $f$ as the collection $d$ where $r_{f}(d) \leq$ 0 .

In an analogy, we have the following recession operator for linear transfers, which was introduced in [1].

Proposition 2.7.8. Let $\mathcal{T}$ be a backward linear transfer such that $\left\{\delta_{x} ; x \in\right.$ $X\} \subset D_{1}(\mathcal{T})$, with backward Kantorovich operator $T^{-}$. Then, the functional

$$
\mathcal{T}_{\text {finite }}(\mu, \nu)= \begin{cases}0 & \text { if } \mathcal{T}(\mu, \nu)<+\infty \\ +\infty & \text { otherwise }\end{cases}
$$

is a backward linear transfer with Kantorovich operator

$$
\begin{align*}
T_{r}^{-} g(x) & :=\lim _{\lambda \rightarrow+\infty} \frac{T^{-}(\lambda g)(x)}{\lambda} \\
& =\sup \left\{\int_{Y} g d \nu ; \nu \in \mathcal{P}(Y), \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty\right\} . \tag{2.19}
\end{align*}
$$

Proof. Without loss of generality, we may assume $\mathcal{T} \geq 0$ (otherwise consider $\mathcal{T}-C$ where $C \in \mathbb{R}$ is a lower bound for $\mathcal{T})$. It is immediate that $\mathcal{T}_{\text {finite }}$ is a proper, bounded below, convex, and weak* lower semi-continuous function with $D_{1}\left(\mathcal{T}_{\text {finite }}\right)=D_{1}(\mathcal{T})$. We have for $\mu \in D_{1}\left(\mathcal{T}_{\text {finite }}\right)$,

$$
\begin{equation*}
\left(\mathcal{T}_{\text {finite }}\right)_{\mu}^{*}(g)=\sup \left\{\int_{Y} g d \nu ; \nu \in \mathcal{P}(Y), \mathcal{T}(\mu, \nu)<+\infty\right\} \tag{2.20}
\end{equation*}
$$

At the same time, we know by Proposition 2.4.4 that $T^{-}$is given by

$$
T^{-} g(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}
$$

so for $\lambda>0$, we have

$$
\frac{T^{-}(\lambda g)(x)}{\lambda}=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\frac{1}{\lambda} \mathcal{T}\left(\delta_{x}, \sigma\right)\right\} .
$$

We then have $\lim \inf _{\lambda \rightarrow+\infty} \frac{T^{-}(\lambda g)(x)}{\lambda} \geq \sup \left\{\int_{Y} g d \sigma ; \mathcal{T}\left(\delta_{x}, \sigma\right)<+\infty\right\}$. On the other hand, since $\mathcal{T}$ is non-negative, we have

$$
\frac{T^{-}(\lambda g)(x)}{\lambda} \leq \sup \left\{\int_{Y} g d \sigma ; \sigma \in \mathcal{P}(Y), \mathcal{T}\left(\delta_{x}, \sigma\right)<+\infty\right\}
$$

and we conclude that

$$
\begin{equation*}
\lim _{\lambda \rightarrow+\infty} \frac{T^{-}(\lambda g)(x)}{\lambda}=\sup \left\{\int_{Y} g d \sigma ; \sigma \in \mathcal{P}(Y), \mathcal{T}\left(\delta_{x}, \sigma\right)<+\infty\right\} . \tag{2.21}
\end{equation*}
$$

Exactly the same argument also shows that for any $\mu \in D_{1}(\mathcal{T})$,

$$
\begin{equation*}
\lim _{\lambda \rightarrow+\infty} \int_{X} \frac{T^{-}(\lambda g)}{\lambda} d \mu=\sup \left\{\int_{Y} g d \nu ; \nu \in \mathcal{P}(Y), \mathcal{T}(\mu, \nu)<+\infty\right\} . \tag{2.22}
\end{equation*}
$$

To conclude that $\mathcal{T}_{\text {finite }}$ is a backward linear transfer, it remains then to justify $\lim _{\lambda \rightarrow+\infty} \int_{X} \frac{T^{-}(\lambda g)}{\lambda} d \mu=\int_{X} \lim _{\lambda \rightarrow+\infty} \frac{T^{-}(\lambda g)}{\lambda} d \mu$. This is simply by monotone convergence. Indeed, as $\mathcal{T}$ is non-negative, then $\frac{T^{-}(\lambda g)(x)}{\lambda}$ is monotone increasing in $\lambda$; if $\lambda_{2} \geq \lambda_{1}$,

$$
\begin{aligned}
\frac{T^{-}\left(\lambda_{2} g\right)(x)}{\lambda_{2}} & =\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\frac{1}{\lambda_{2}} \mathcal{T}\left(\delta_{x}, \nu\right)\right\} \\
& \geq \sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\frac{1}{\lambda_{1}} \mathcal{T}\left(\delta_{x}, \nu\right)\right\}=\frac{T^{-}\left(\lambda_{1} g\right)(x)}{\lambda_{1}} .
\end{aligned}
$$

We therefore conclude by (2.20), (2.21), and (2.22), that

$$
\left(\mathcal{T}_{\text {finite }}\right)_{\mu}^{*}(g)=\int_{X} T_{r}^{-} g d \mu
$$

where $T_{r}^{-} g(x)$ is given by $(2.19)$.

Remark 2.7.9. Note that the above implies
$\mathcal{T}(\mu, \nu)<+\infty \quad$ if and only if $\quad \int_{X} T_{r}^{-} g d \mu \geq \int_{Y} g d \nu$ for every $g \in C(Y)$.
The latter condition can be seen as a generalized order condition between $\mu$ and $\nu$. For example, if $\mathcal{T}$ is the balayage transfer of Section 2.5.3 on $\mathcal{P}(X) \times \mathcal{P}(X)$ with $\mathcal{A}=\mathcal{C}$ the cone of convex functions, then $T_{r}^{-} g=\hat{g}$, the concave envelope of $g$. In this case, if $\mathcal{T}(\mu, \nu)=0$, then $\mu \preceq_{\mathcal{C}} \nu$, i.e. $\int_{X} \varphi d \mu \leq \int_{X} \varphi d \nu$ for all convex functions $\varphi$. Hence for all $g \in C(X)$,

$$
\int_{X} g d \nu \leq \int_{X} \hat{g} d \nu \leq \int_{X} \hat{g} d \mu=\int_{X} T_{r}^{-} g d \mu .
$$

On the other hand, if $\int_{X} \hat{g} d \mu=\int_{X} T_{r}^{-} g d \mu \geq \int_{X} g d \nu$ for every $g \in C(X)$, the inequality holds for all concave $\eta$, and in this case $\hat{\eta}=\eta$. This implies $\mu \preceq_{\mathcal{C}} \nu$ and consequently $\mathcal{T}(\mu, \nu)=0$.

### 2.8 Linear transfers which are not mass transports

We now give examples of linear transfers, which do not fit in the framework of Monge-Kantorovich theory of Section 2.6.

### 2.8.1 Linear transfers associated to weak mass transports

Example 2.8.1 (Marton transports [41, 42] are backward linear transfers). Consider the weak cost

$$
c(x, \sigma):=\gamma\left(\int_{Y} d(x, y) d \sigma(y)\right)
$$

where $\gamma$ is a convex function on $\mathbb{R}^{+}$and $d: X \times Y \rightarrow \mathbb{R}$ is a lower semicontinuous function. The associated weak transport is a backward linear transfer with Kantorovich operator

$$
T^{-} g(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\gamma\left(\int_{Y} d(x, y) d \sigma(y)\right)\right\} .
$$

Proposition 2.8.2. Let $\mathcal{T}$ be a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(Y)$, where $Y$ is convex and compact. Suppose for some lower semi-continuous functional $c: X \times Y \rightarrow \mathbb{R}$, we have

$$
\mathcal{T}\left(\delta_{x}, \sigma\right)=c\left(x, \int_{Y} y d \sigma(y)\right) \quad \text { for all } x \in X \text { and } \sigma \in \mathcal{P}(Y)
$$

where $\int_{Y} y d \sigma(y)$ denotes the barycentre of $\sigma$. Then, for every $g \in C(Y)$,

$$
T^{-} g(x)=\sup _{y \in Y}\{\hat{g}(y)-c(x, y)\},
$$

where $\hat{g}$ is the concave envelope of $g$ (see Example 2.5.14).
Proof. Note that $z$ is the barycenter of a probability measure $\sigma$ if and only
if $\delta_{z} \prec_{\mathcal{C}} \sigma$ where $\mathcal{C}$ is the cone of convex functions. Write now

$$
\begin{aligned}
T^{-} g(x) & =\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-c\left(x, \int_{Y} y d \sigma(y)\right)\right\} \\
& =\sup _{z \in Y}\left\{\sup \left\{\int g d \sigma ; \sigma \in \mathcal{P}(Y), \delta_{z} \prec_{\mathcal{C}} \sigma\right\}-c(x, z)\right\} \\
& =\sup _{z \in Y}\{\hat{g}(z)-c(x, z)\}
\end{aligned}
$$

where the last equality we have used Proposition 2.5.13.
Example 2.8.3 (A barycentric cost function (Gozlan et al. [36])). Consider the weak transport

$$
\mathcal{T}(\mu, \nu)=\inf \left\{\int_{X}\left\|x-\int_{Y} y d \pi_{x}(y)\right\| d \mu(x) ; \pi \in \mathcal{K}(\mu, \nu)\right\}
$$

where $\|\cdot\|$ is the norm on $X$ induced from $d_{X}$. This is a backward linear transfer, with Kantorovich operator given by

$$
T^{-} g f(x)=\sup \{\hat{g}(y)-\|y-x\| ; y \in Y\}
$$

where $\hat{g}$ is the concave envelope of $g$.
Example 2.8.4 (The variance functional). Consider the variance functional

$$
\mathcal{T}(\mu, \nu):=\left|\int_{Y} y d \nu\right|^{2}-\int_{Y}|y|^{2} d \nu(y)
$$

Denoting $q(y)=|y|^{2}$ as the quadratic function, we have

$$
\begin{aligned}
T^{-} f(x) & =\sup \left\{\int_{Y} f d \sigma-\left|\int_{Y} y d \sigma\right|^{2}+\int_{Y}|y|^{2} d \sigma(y) ; \sigma \in \mathcal{P}(Y)\right\} \\
& =\sup \left\{\int_{Y}(f+q) d \sigma-\left|\int_{Y} y d \sigma\right|^{2} ; \sigma \in \mathcal{P}(Y)\right\} \\
& =S^{-}(f+q)(x)
\end{aligned}
$$

where $S^{-}$is the Kantorovich operator associated to the transfer $\mathcal{S}(\mu, \nu):=$ $\left|\int_{Y} y d \sigma\right|^{2}$, which only depends on the barycenter and therefore $S^{-} g=$
$\sup \left\{\hat{g}(z)-|z|^{2} ; z \in Y\right\}$. It follows that

$$
T^{-} f=\sup \left\{\widehat{f+q}(z)-|z|^{2} ; z \in Y\right\} .
$$

Cost minimizing mass transport with additional constraints give examples of one-directional (backward) linear transfers.

Example 2.8.5 (Martingale transport). Let $c: X \times X \rightarrow \mathbb{R}$ be a continuous cost function and $\mathcal{C}$ the cone of convex functions. Martingale transport (see e.g. [29], [37]) is defined by

$$
\mathcal{T}(\mu, \nu)= \begin{cases}\inf \left\{\int_{X \times X} c(x, y) d \pi(x, y) ; \pi \in \mathcal{M}(\mu, \nu)\right\} & \text { if } \mu \prec_{\mathcal{C}} \nu \\ +\infty & \text { otherwise }\end{cases}
$$

where $\mathcal{M}(\mu, \nu)$ consists of all transport plans $\pi \in \mathcal{K}(\mu, \nu)$ such that their disintegration $\pi_{x}$ with respect to $\mu, d \pi(x, y)=d \mu(x) d \pi_{x}(y)$, has barycentre $x$.

Note that $\pi_{x}$ has barycentre $x$, if and only if, $\delta_{x} \prec_{\mathcal{C}} \pi_{x}$. Therefore, defining the weak cost

$$
\tilde{c}(x, \sigma)= \begin{cases}\int_{X} c(x, y) d \sigma(y) & \text { if } \delta_{x} \prec \mathcal{C} \sigma \\ +\infty & \text { if not }\end{cases}
$$

martingale transport can be written as

$$
\mathcal{T}(\mu, \nu)= \begin{cases}\inf _{\pi \in \mathcal{K}(\mu, \nu)}\left\{\int_{X \times X} \tilde{c}\left(x, \pi_{x}\right) d \mu\right\} & \text { if } \mu \prec_{\mathcal{C}} \nu \\ +\infty & \text { otherwise }\end{cases}
$$

Since it is a weak transport, we know from Section 2.7 that it is a backward
linear transfer with

$$
\begin{aligned}
T^{-} g(x) & =\sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\tilde{c}(x, \sigma)\right\} \\
& =\sup \left\{\int_{Y}(g(y)-c(x, y)) d \sigma(y) ; \sigma \in \mathcal{P}(Y), \delta_{x} \preceq_{\mathcal{C}} \sigma\right\} \\
& =\hat{g}_{c, x}(x),
\end{aligned}
$$

where $\hat{g}_{c, x}$ is the concave envelope of the function $y \mapsto g(y)-c(x, y)$. The last equality follows from Proposition 2.5.13.

Example 2.8.6 (Schrödinger bridge (Gentil-Leonard-Ripani [27])). This example is in $\mathbb{R}^{d}$, but we include it even though we have not formally defined linear transfers on non-compact spaces. Fix some reference non-negative measure $R$ on path space $\Omega=C\left([0,1], \mathbb{R}^{d}\right)$. Let $X=\left(X_{t}\right)_{t}$ be a random process on $M$ whose law is $R$, i.e. $R=\left(\Phi_{X}\right)_{\#}(\mathbb{P})$, where $\left(\Phi_{X}(\omega)\right)(t):=$ $X_{t}(\omega)$. Denote by $R_{01}$ the joint law of the initial position $X_{0}$ and the final position $X_{1}$. For example (see [27]), assume $R$ is the reversible Kolmogorov continuous Markov process associated with the generator $\frac{1}{2}(\Delta-\nabla V \cdot \nabla)$ and the initial measure $m=e^{-V(x)} d x$ for some function $V$.

For probability measures $\mu$ and $\nu$ on $M$, define

$$
\mathcal{T}_{R_{01}}(\mu, \nu):=\inf \left\{\int_{\mathbb{R}^{d}} \mathcal{H}\left(r_{1}^{x}, \pi_{x}\right) d \mu(x) ; \pi \in \mathcal{K}(\mu, \nu), d \pi(x, y)=d \mu(x) d \pi_{x}(y)\right\}
$$

where $d R_{01}(x, y)=d m(x) d r_{1}^{x}(y)$ is the disintegration of $R_{01}$ with respect to its initial measure $m$. We see that $\mathcal{T}_{R_{01}}$ is a weak transport corresponding to the weak cost $c(x, p)=\mathcal{H}\left(r_{1}^{x}, p\right)$ and hence, by an appropriate extension of Theorem 2.7.2 to non-compact spaces, it is a backward linear transfer. Its backward Kantorovich operator is given by

$$
T^{-} f(x)=\log E_{R^{x}} e^{f\left(X_{1}\right)}=\log S_{1}\left(e^{f}\right)(x),
$$

where $\left(S_{t}\right)$ is the semi-group associated to $R$.
The transfer (2.8.6) is associated to the maximum entropy formulation of the Schrödinger bridge problem in the following way: Define the entropic
transportation cost between $\mu$ and $\nu$ via the formula

$$
\mathcal{S}_{R}(\mu, \nu)=\inf \left\{\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \log \left(\frac{d \pi}{d R_{01}}\right) d \pi ; \pi \in \mathcal{K}(\mu, \nu)\right\} .
$$

Then, under appropriate conditions on $V$ (e.g., if $V$ is uniformly convex), then

$$
\mathcal{T}_{R_{01}}(\mu, \nu)=\mathcal{S}_{R}(\mu, \nu)-\int_{M} \log \left(\frac{d \mu}{d m}\right) d \mu .
$$

Note that when $V=0$, the process is Brownian motion with Lebesgue measure as its initial reversing measure, while when $V(x)=\frac{|x|^{2}}{2}, R$ is the path measure associated with the Ornstein-Uhlenbeck process with the Gaussian as its initial reversing measure.

### 2.8.2 One-sided transfers associated to stochastic mass transport

Let $M=\mathbb{T}^{n}$ be the flat torus, and consider a Lagrangian on phase space $L$ : $T M \rightarrow[0, \infty)$. Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t}, \mathbb{P}\right)$ be a complete filtered probability space and define $\mathcal{A}_{[0,1]}$ to be the set of continuous semi-martingales $X: \Omega \times[0,1] \rightarrow$ $M$ such that there exists a Borel measurable drift $\beta_{X}:[0,1] \times C([0,1]) \rightarrow \mathbb{R}^{d}$ for which

1. $\omega \mapsto \beta_{X}(t, \omega)$ is $\mathcal{B}(C([0, t]))_{+}$-measurable for all $t \in[0,1]$, where $\mathcal{B}(C([0, t]))$ is the Borel $\sigma$-algebra of $C[0, t]$.
2. $W_{X}(t):=X(t)-X(0)-\int_{0}^{t} \beta_{X}(s, X) d s$ is a $\sigma(X(t) ; 0 \leq t \leq 1) M$ valued Brownian motion.

Example 2.8.7 (Stochastic mass transport between two probability measures). Consider the functional $\mathcal{T}: \mathcal{P}(M) \times \mathcal{P}(M) \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by
$\mathcal{T}\left(\mu_{0}, \mu_{1}\right):=\inf \left\{\mathbb{E} \int_{0}^{1} L\left(X(s), \beta_{X}(s, X)\right) d s ; X(0) \sim \mu_{0}, X(1) \sim \mu_{1}, X \in \mathcal{A}_{[0,1]}\right\}$,
where we use the notation $Z \sim \sigma$ to denote that the random variable $Z$ has distribution $\sigma$.

This stochastic transport does not fit in the standard optimal mass transport theory since it does not originate in the optimization according to a cost between two deterministic states. However, it still enjoys a dual formulation (first proven by Mikami-Thieullin [45] for the space $\mathbb{R}^{n}$ ) that permits it to be realised as a backward linear transfer. An adaptation of the proofs of Mikami-Thieullin to $M=\mathbb{T}^{n}$ (see [45] Lemma 3.1, 3.2, and 3.3, and Theorem 2.2), yield the following.

Proposition 2.8.8. Under suitable conditions on $L$ (for example, if $L(x, \beta)=$ $\frac{1}{2}|\beta|^{2}$; see in [45] the assumptions (A1), (A2), (A3)(i-v), and (A4)), $\nu \mapsto \mathcal{T}(\mu, \nu)$ is convex and weak* lower semi-continuous, and

$$
\mathcal{T}(\mu, \nu)=\sup _{g \in C(M)}\left\{\int_{M} g(x) d \nu(x)-\int_{M} u_{g}(0, x) d \mu(x)\right\}
$$

where $u_{g}:[0,1] \times M \rightarrow \mathbb{R}$ is a viscosity solution of

$$
\frac{\partial u}{\partial t}(t, x)+\frac{1}{2} \Delta_{x} u(t, x)+H\left(x, \nabla_{x} u(t, x)\right)=0, \quad(t, x) \in[0,1) \times M
$$

with $u(1, x)=g(x)$. In addition $T^{-} g(x):=u_{g}(0, x)$ can be written as
$T^{-} g(x)=\sup _{X \in \mathcal{A}_{[0,1]}}\left\{\mathbb{E}[g(X(1)) \mid X(0)=x]-\mathbb{E}\left[\int_{0}^{1} L\left(X(s), \beta_{X}(s, X)\right) d s \mid X(0)=x\right]\right\}$.
From this expression, we can readily check that $T^{-}$is a backward Kantorovich operator (and consequently, $\mathcal{T}$ is a backward linear transfer).

### 2.8.3 Transfers associated to optimally stopped stochastic transports

In dimensions greater than one, there are many different types of martingales. If one chooses those that essentially follow a Brownian path, then we have the following examples of linear transfers.

Example 2.8.9 (Optimal subharmonic martingale transfers (Ghoussoub-KimPalmer [31]) ). Let $O$ be a convex bounded domain in $\mathbb{R}^{d}$. If $(\mu, \nu)$ are in
subharmonic order, i.e. $\mu \prec_{S H} \nu$, where $S H$ is the cone of subharmonic functions on $O$, we set,

$$
\mathcal{P}_{c}(\mu, \nu)=\inf _{\pi \in \mathcal{B} \mathcal{M}(\mu, \nu)} \int_{O \times O} c(x, y) \pi(d x, d y),
$$

where each $\pi \in \mathcal{B} \mathcal{M}(\mu, \nu)$ is a probability measure on $O \times O$ with marginals $\mu$ and $\nu$, satisfying $\delta_{x} \prec_{S H} \pi_{x}$ for $\mu$-a.e. $x$, where $\pi_{x}$ is the disintegration of $d \pi(x, y)=d \pi_{x}(y) d \mu(x)$. Otherwise, set $\mathcal{P}_{c}(\mu, \nu)=+\infty$.

By a theorem of Skorokhod [53], such transport plans $\pi$ can be seen as joint distributions of $\left(B_{0}, B_{\tau}\right) \sim \pi$, where $B_{0} \sim \mu, B_{\tau} \sim \nu$ and $\tau$ is a possibly randomized stopping time for the Brownian filtration. See for example [30]. The above problem associated to a cost $c$ can then be formulated as

$$
\mathcal{P}_{c}(\mu, \nu)=\inf _{\tau}\left\{\mathbb{E}\left[c\left(B_{0}, B_{\tau}\right)\right] ; B_{0} \sim \mu, B_{\tau} \sim \nu\right\},
$$

where $\left(B_{t}\right)_{t}$ is Brownian motion starting with distribution $\mu$ and ending at a stopping time $\tau$ such that $B_{\tau}$ realises the distribution $\nu$.

In 31 it is shown that $\mathcal{P}_{c}$ is a backward linear transfer with a backward Kantorovich operator given by $T^{-} g(x)=J_{g}(x, x)$, where

$$
J_{g}(x, y)=\sup _{\tau \leq \tau_{O}} \mathbb{E}\left[g\left(B_{\tau}^{y}\right)-c\left(x, B_{\tau}^{y}\right)\right]
$$

and $\tau_{O}$ is the first exit time of the set $O$. Under some regularity assumptions on $g$ and $c$, and for each fixed $x \in \bar{O}$, the function $y \mapsto J_{g}(x, y)$ is the unique viscosity solution to the obstacle problem for $u \in C(\bar{O})$ :

$$
\left\{\begin{array}{l}
u(y) \geq g(y)-c(x, y), \text { for } y \in O \\
u(y)=g(y)-c(x, y) \text { for } y \in \partial O \\
\Delta u(y) \leq 0 \text { for } y \in O \\
\Delta u(y)=0 \text { whenever } u(y)>g(y)-c(x, y),
\end{array}\right.
$$

as well as the unique minimiser of the variational problem

$$
\inf \left\{\int_{O}|\nabla u|^{2} d y ; u \geq g-c(x, \cdot), u \in H^{1}(O)\right\}
$$

Example 2.8.10 (Optimally stopped stochastic transport [28, 31]). Given a Lagrangian $L:[0,1] \times \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$, consider the optimal stopping problem
$\mathcal{T}_{L}(\mu, \nu)=\inf \left\{\mathbb{E}\left[\int_{0}^{\tau} L\left(t, X(t), \beta_{X}(t, X(t))\right) d t\right] ; X(0) \sim \mu, \tau \in S, X_{\tau} \sim \nu, X(\cdot) \in \mathcal{A}\right\}$,
where $S$ is the set of possibly randomized stopping times, and $\mathcal{A}$ is the class of processes defined in Section 2.8.2. In this case, $\mathcal{T}_{L}$ is a backward linear transfer with Kantorovich operator given by $T_{L}^{-} f=\hat{V}_{f}(0, \cdot)$, where
$\hat{V}_{f}(t, x)=\sup _{X \in \mathcal{A}} \sup _{T \in S}\left\{\mathbb{E}\left[f(X(T))-\int_{t}^{T} L\left(s, X(s), \beta_{X}(s, X)\right) d s \mid X(t)=x\right]\right\}$,
which is, at least formally, a solution $\hat{V}_{f}(t, x)$ of the quasi-variational Hamilton-Jacobi-Bellman inequality, $\min \left\{V_{f}(t, x)-f(x),-\partial_{t} V_{f}(t, x)-H\left(t, x, \nabla V_{f}(t, x)\right)-\frac{1}{2} \Delta V_{f}(t, x)\right\}=0$.

### 2.9 Convex transfers

We saw in Example 2.5 .3 that the relative entropy functional $\mathcal{H}(\mu, \nu)$ on $\mathcal{P}(X) \times \mathcal{P}(X)$, which we recall is defined via

$$
\mathcal{H}(\mu, \nu):= \begin{cases}\int_{X} \frac{d \nu}{d \mu} \log \left(\frac{d \nu}{d \mu}\right) d \mu & \text { if } \nu \ll \mu \\ +\infty & \text { otherwise }\end{cases}
$$

satisfies $\mathcal{H}_{\mu}^{*}(g)=\log \int_{X} e^{g} d \mu$ and thus is not a linear transfer. We saw in Proposition 2.5.4 that we can also express it as

$$
\begin{equation*}
\mathcal{H}_{\mu}^{*}(g)=\inf _{t \in \mathbb{R}} \int_{X} T_{t}(g) d \mu, \quad T_{t} g:=e^{g+t-1}-t . \tag{2.23}
\end{equation*}
$$

This means that

$$
\begin{align*}
\mathcal{H}(\mu, \nu) & =\sup _{g \in C(X)} \sup _{t \in \mathbb{R}}\left\{\int_{X} g d \nu-\int_{X} T_{t} g d \mu\right\} \\
& =\sup _{t \in \mathbb{R}} \sup _{g \in C(X)}\left\{\int_{X} g d \nu-\int_{X} T_{t} g d \mu\right\} \\
& =\sup _{t \in \mathbb{R}} \mathcal{T}_{t}(\mu, \nu) \tag{2.24}
\end{align*}
$$

where $\mathcal{T}_{t}(\mu, \nu):=\sup _{g \in C(X)}\left\{\int_{X} g d \nu-\int_{X} T_{t} g d \mu\right\}$ is a backward linear coupling, but not a backward linear transfer. The expression (2.24) motivates the following definition.

Definition 2.9.1 (Convex coupling). Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper, bounded below, weak* lower semi-continuous, and jointly convex functional. We say $\mathcal{T}$ is a backward convex coupling provided it is the supremum of a family of backward linear couplings,

$$
\mathcal{T}(\mu, \nu)=\sup _{i \in I} \mathcal{T}_{i}(\mu, \nu)
$$

where $I$ is some index set and for each $i, \mathcal{T}_{i}(\mu, \nu):=\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\right.$ $\left.\int_{X} T_{i}^{-} g d \mu\right\}$ is a backward linear coupling.

In the same way as for forward linear couplings, we shall define $\mathcal{T}$ as a forward convex coupling if $\tilde{\mathcal{T}}(\nu, \mu):=\mathcal{T}(\mu, \nu)$ is a backward convex coupling on $\mathcal{P}(Y) \times \mathcal{P}(X)$.

We shall refer to $\left\{T_{i}^{-}\right\}_{i \in I}$ as the family of operators associated to $\mathcal{T}$. Note they are not in general Kantorovich operators as per Definition 2.4.1.

Recalling from Remark (2.4.7) that a backward linear coupling $\mathcal{T}$ has $\mathcal{T}_{\mu}^{*}(g) \leq \int_{X} T^{-} g d \mu$, the backward linear transfers were defined as those linear couplings where we have equality. In an analogous way, we see that in general, a convex coupling $\mathcal{T}$ satisfies $\mathcal{T}_{\mu}^{*}(g) \leq \inf _{i \in I} \int_{X} T_{i}^{-} g d \mu$. This motivates the next definition.

Definition 2.9.2 (Convex transfer). Let $\mathcal{T}$ be a backward convex coupling. We say $\mathcal{T}$ is a backward convex transfer if for all $\mu \in D_{1}(\mathcal{T})$, for all
$g \in C(Y)$, it holds that

$$
\mathcal{T}_{\mu}^{*}(g)=\inf _{i \in I} \int_{X} T_{i}^{-} g d \mu
$$

Note that when $I$ is a singleton, then $\mathcal{T}$ is a backward linear transfer, so all linear transfers are convex transfers. A first example of a backward convex transfer is of course the relative entropy via $(2.23)$.

Also note that if $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$, then $\mathcal{T}_{\delta_{x}}^{*}(g)=\inf _{i \in I} T_{i}^{-} g(x)$, which implies that $g \mapsto \inf _{i \in I} T_{i}^{-} g$ is a backward Kantorovich operator. More generally, for backward convex couplings, there is the inequality

$$
\mathcal{T}_{\mu}^{*}(g) \leq \int_{X} \inf _{i \in I} T_{i}^{-} g d \mu
$$

thus $\mathcal{T}(\mu, \nu)$ is bounded above by the backward linear coupling

$$
\begin{equation*}
\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\int_{X} \inf _{i \in I} T_{i}^{-} g d \mu\right\} \tag{2.25}
\end{equation*}
$$

If it happens that $g \mapsto \inf _{i \in I} T_{i}^{-} g$ is a backward Kantorovich operator (which in general it is not, but guaranteed if $D_{1}(\mathcal{T})$ contains the Dirac masses), then this linear coupling $(2.25)$ should in fact be the linear transfer envelope $\overline{\mathcal{T}}$ of $\mathcal{T}$ provided by Proposition 2.7.4. The next proposition provides the details for this.

Proposition 2.9.3. Let $\mathcal{T}$ be a convex coupling on $\mathcal{P}(X) \times \mathcal{P}(Y)$ of the form

$$
\mathcal{T}(\mu, \nu):=\sup _{i \in I} \mathcal{T}_{i}(\mu, \nu)
$$

where for each $i \in I$,

$$
\mathcal{T}_{i}(\mu, \nu)=\sup _{g \in C(Y)}\left\{\int_{Y} f d \nu-\int_{X} T_{i}^{-} g d \mu\right\}
$$

for some map $T_{i}^{-}: C(Y) \rightarrow U S C_{b}(X)$. Assume $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$ and $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$. Consider the weak transport (or "transfer envelope") $\overline{\mathcal{T}}$ of $\mathcal{T}$ provided by Proposition 2.7.4 and the corresponding

Kantorovich operator $\bar{T}^{-}$. Then,

1. $\bar{T}^{-}$is given by the formula

$$
\bar{T}^{-} g(x)=\sup _{\sigma \in \mathcal{P}(Y)} \inf _{h \in C(Y)}\left\{\int_{Y}(g-h) d \sigma+\inf _{i} T_{i}^{-} h(x)\right\} .
$$

and therefore satisfies $\bar{T}^{-} g \leq \inf _{i} T_{i}^{-} g$ on $C(Y)$.
2. If in addition each $T_{i}^{-}$is a backward Kantorovich operator, then $\bar{T}^{-} g=$ $\inf _{i \in I} T_{i}^{-} g$ if and only if $g \mapsto \inf _{i \in I} T_{i}^{-} g(x)$ is convex and lower semicontinuous.

Proof. 1. We show that the hypotheses of Proposition 2.7.7 are satisfied. We have that the map $g \mapsto T g:=\inf _{i \in I} T_{i}^{-} g$ takes $C(Y)$ to $U S C_{b}(X)$, and,

$$
\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-T g(x)\right\}=\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty
$$

by assumption. Therefore the map $T g=\inf _{i \in I} T_{i}^{-} g$ satisfies the hypotheses of Proposition 2.7.7, and we conclude that the operator defined by

$$
\bar{T}^{-} g(x)=\sup _{\sigma \in \mathcal{P}(Y)} \inf _{h \in C(Y)}\left\{\int_{Y}(g-h) d \sigma+\inf _{i \in I} T_{i}^{-} g(x)\right\}
$$

is the Kantorovich operator of the weak transport $\overline{\mathcal{T}}$ associated to $\mathcal{T}$, and satisfies $\bar{T}^{-} g \leq \inf _{i \in I} T_{i}^{-} g$.
2. Suppose each $T_{i}^{-}$is a backward Kantorovich operator. If $g \rightarrow$ $\inf _{i \in I} T_{i}^{-} g(x)$ is convex and lower semi-continuous for any $x \in X$, then it is itself a backward Kantorovich operator. Therefore the additional consequence of Proposition 2.7.7 implies $\inf _{i \in I} T_{i}^{-} g=\bar{T}^{-} g$.

Example 2.9.4 (Linear transfer envelope of relative entropy). Recall from the beginning of this section or Example 2.5.3, that $\mathcal{H}_{\mu}^{*}(g)=\inf _{t \in \mathbb{R}} \int_{X} T_{t}(g) d \mu$, where $T_{t} g:=e^{g+t-1}-t$. It is easy to compute that

$$
\inf _{t \in \mathbb{R}}\left\{e^{g(x)+t-1}-t\right\}=g(x)
$$

and consequently $\bar{T}^{-} g=g$ is the Kantorovich operator for the linear transfer envelope. Therefore $\overline{\mathcal{T}}$ is nothing but the trivial linear backward transfer of Example 2.5.7

$$
\overline{\mathcal{T}}(\mu, \nu)= \begin{cases}0 & \text { if } \mu=\nu \\ +\infty & \text { otherwise }\end{cases}
$$

A natural question to investigate is whether convex functions of backward linear transfers, are backward convex transfers. The next proposition says this is indeed the case.

Proposition 2.9.5. Let $\alpha:[0, \infty) \rightarrow \mathbb{R}$ be a convex increasing function, and $\mathcal{T}$ a backward linear transfer with corresponding operator $T^{-}$. Then $\alpha(\mathcal{T})$ is a backward convex transfer, and its envelope $\overline{\alpha(\mathcal{T})}$ as given in Proposition 2.7.4 has Kantorovich operator given by

$$
\begin{equation*}
\bar{T}_{\alpha}^{-} g=\inf _{s>0}\left\{s T^{-}\left(\frac{g}{s}\right)+\alpha^{\oplus}(s)\right\}, \tag{2.26}
\end{equation*}
$$

where $\alpha^{\oplus}(t):=\sup \{t s-\alpha(s) ; s \geq 0\}$ corresponds to the Legendre transform of the extended real-valued function $\tilde{\alpha}(t):= \begin{cases}\alpha(t) & t \geq 0, \\ +\infty & \text { otherwise } .\end{cases}$

Proof. Note that $\tilde{\alpha}$ is convex and lower semi-continuous, hence $\tilde{\alpha}^{* *}(t)=\tilde{\alpha}(t)$ and so $\alpha(t)=\sup \left\{t s-\alpha^{\oplus}(s) ; s \geq 0\right\}$. Therefore,

$$
\begin{aligned}
\alpha(\mathcal{T}(\mu, \nu)) & =\sup _{s \geq 0}\left\{s \mathcal{T}(\mu, \nu)-\alpha^{\oplus}(s)\right\} \\
& =\sup _{s \geq 0} \sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\int_{X}\left(s T^{-}\left(\frac{g}{s}\right)+\alpha^{\oplus}(s)\right) d \mu\right\}
\end{aligned}
$$

so we see that $\alpha(\mathcal{T})$ is a backward convex coupling.
To show that $\alpha(\mathcal{T})$ is a backward convex transfer, we have that $\nu \mapsto$ $\alpha(\mathcal{T}(\mu, \nu))$ is convex and weak* lower semi-continuous, thus we just need to
compute the Legendre transform for $\mu \in D_{1}(\mathcal{T})$,

$$
\alpha(\mathcal{T})_{\mu}^{*}(g)=\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\alpha(\mathcal{T}(\mu, \nu))\right\},
$$

where we recall the notation $\alpha(\mathcal{T})_{\mu}^{*}$ is the Legendre transform of $\nu \mapsto$ $\alpha(\mathcal{T}(\mu, \nu))$. Substituting $\alpha(t)=\sup \left\{t s-\alpha^{\oplus}(s) ; s \geq 0\right\}$ for $\alpha(\mathcal{T}(\mu, \nu))$ in the above expression, we obtain

$$
\begin{aligned}
\alpha(\mathcal{T})_{\mu}^{*}(g) & =\sup _{\nu \in \mathcal{P}(Y)} \inf _{s \geq 0}\left\{\int_{Y} g d \nu-s \mathcal{T}(\mu, \nu)+\alpha^{\oplus}(s)\right\} \\
& =\sup _{\nu: \mathcal{T}(\mu, \nu)<+\infty} \inf _{s \geq 0}\left\{\int_{Y} g d \nu-s \mathcal{T}(\mu, \nu)+\alpha^{\oplus}(s)\right\}
\end{aligned}
$$

Notice now that $\nu \mapsto f(\nu, s):=\int_{Y} g d \nu-s \mathcal{T}(\mu, \nu)+\alpha^{\oplus}(s)$, as a function on the convex and weak* closed subset $V:=\{\nu \in \mathcal{P}(Y) ; \mathcal{T}(\mu, \nu)<+\infty\}$, is weak* upper semi-continuous, and also quasi-concave: $\{\nu ; f(\nu, s) \geq \lambda\}$ is convex or empty for $\lambda \in \mathbb{R}$. At the same time, $s \mapsto f(\nu, s)$ on $W:=[0, \infty)$ is lower semi-continuous on $W$ and also quasi-convex: $\{s ; f(\nu, s) \leq \lambda\}$ is convex or empty for $\lambda \in \mathbb{R}$. Then by Sion's minimax theorem (Theorem 2.7.6), we may interchange sup and inf to obtain

$$
\begin{aligned}
\alpha(\mathcal{T})_{\mu}^{*}(g) & =\inf _{s \geq 0} \sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-s \mathcal{T}(\mu, \nu)+\alpha^{\oplus}(s)\right\} \\
& =\inf _{s \geq 0} \int_{Y}\left[s T^{-}\left(\frac{g}{s}\right)+\alpha^{\oplus}(s)\right] d \mu .
\end{aligned}
$$

where we have used the fact that $s \mathcal{T}$ is a backward linear transfer with operator $g \mapsto s T^{-}\left(\frac{g}{s}\right)$ (see Section 2.10).

Regarding the envelope $\overline{\alpha(\mathcal{T})}$ we note that for each $s>0, T_{s}^{-} g:=$ $s T^{-}\left(\frac{g}{s}\right)+\alpha^{\oplus}(s)$ is a backward Kantorovich operator, and, moreover, the function $(s, g) \mapsto s T^{-}\left(\frac{g}{s}\right)+\alpha^{\oplus}(s)$ is jointly convex on $\mathbb{R}^{+} \times C(Y)$. Hence, the infimum in $s$ is convex, and therefore $g \mapsto \inf _{s \geq 0}\left\{s T^{-}\left(\frac{g}{s}\right)+\alpha^{\oplus}(s)\right\}$ is convex. We conclude by Proposition 2.9.3.

Example 2.9.6 (Generalised entropy functional). Consider for a strictly
convex function $\alpha:[0, \infty) \rightarrow \mathbb{R}$, the generalised entropy functional on $\mathcal{P}(X) \times \mathcal{P}(X)$, given by,

$$
\mathcal{T}_{\alpha}(\mu, \nu)= \begin{cases}\int_{X} \alpha\left(\frac{d \nu}{d \mu}\right) d \mu & \text { if } \nu \ll \mu \\ +\infty & \text { otherwise }\end{cases}
$$

By a similar argument as given in Example 2.5.3 (see [35], Proposition 2.9), we have

$$
\left(\mathcal{T}_{\alpha}\right)_{\mu}^{*}(g)=\inf _{t \in \mathbb{R}} \int_{X}\left[\alpha^{\oplus}(t+g(x))-t\right] d \mu(x)
$$

where $\alpha^{\oplus}$ is as in Proposition 2.9.5, so that $\mathcal{T}_{\alpha}$ is a backward convex transfer.
Example 2.9.7 (A backward convex coupling which is not a convex transfer). Let $\Omega \subset \mathbb{R}^{d}$ be compact with $1<|\Omega|<\infty, \lambda:=\frac{1}{|\Omega|}$, and define for any two given probability measures $\mu, \nu$ on $\Omega$,

$$
\mathcal{T}_{\lambda}(\mu, \nu)= \begin{cases}0 & \text { if } \lambda \frac{d \nu}{d \mu} \leq 1 \mu \text {-a.e. } \\ +\infty & \text { otherwise }\end{cases}
$$

Note that when $\mu=\left.\lambda d x\right|_{\Omega}$ (the uniform measure on $\Omega$ ),

$$
\mathcal{T}_{\lambda}\left(\left.\lambda d x\right|_{\Omega}, \nu\right)= \begin{cases}0 & \text { if } \frac{d \nu}{d x} \leq 1 \text { Lebesgue-a.e. } \\ +\infty & \text { otherwise }\end{cases}
$$

We claim that $\mathcal{T}_{\lambda}$ is a backward convex coupling but not a convex transfer. Indeed, for the first claim, consider $\alpha_{m, \lambda}(t):=(\lambda t)^{m} \log (\lambda t)$ for $m \geq 1$ and $t \geq 0$, and define

$$
\mathcal{T}_{m, \lambda}(\mu, \nu):= \begin{cases}\int_{\Omega} \alpha_{m, \lambda}\left(\frac{d \nu}{d \mu}\right) d \mu, & \text { if } \nu \ll \mu, \\ +\infty & \text { otherwise }\end{cases}
$$

By Proposition 2.9.5, $\mathcal{T}_{m, \lambda}$ is a backward convex transfer and for $g \in C(\Omega)$,

$$
\left(\mathcal{T}_{m, \lambda}\right)_{\mu}^{*}(g)=\inf \left\{\int_{\Omega}\left[\alpha_{m, \lambda}^{\oplus}(g(x)+t)-t\right] d \mu(x) ; t \in \mathbb{R}\right\}
$$

where we recall $\left(\mathcal{T}_{m, \lambda}\right)_{\mu}^{*}$ is the Legendre transform of the map $\nu \mapsto \mathcal{T}_{m, \lambda}(\mu, \nu)$. The function $\alpha_{m, \lambda}^{\oplus}$ can be explicitly computed as

$$
\alpha_{m, \lambda}^{\oplus}(t)= \begin{cases}e^{-1+\frac{1}{m-1} W\left(\beta_{m} t\right)}\left[\beta_{m} t+\frac{1}{m} e^{W\left(\beta_{m} t\right)}\right] & \text { if } t \geq-\frac{\lambda}{m-1} e^{-1} \\ 0 & \text { if } t<-\frac{\lambda}{m-1} e^{-1}\end{cases}
$$

where $\beta_{m}:=\frac{m-1}{\lambda m} e^{\frac{m-1}{m}}$, and $W$ is the Lambert- $W$ function (the multi-valued inverse of $\left.w \mapsto w e^{w}\right)$. It is easy to see that $\mathcal{T}_{\lambda}(\mu, \nu)=\sup _{m} \mathcal{T}_{m, \lambda}(\mu, \nu)$; hence it is a backward convex coupling (as a supremum of backward convex transfers).

However, $\mathcal{T}_{\lambda}$ is not a backward convex transfer itself, since

$$
\left(\mathcal{T}_{\lambda}\right)_{\mu}^{*}(g)=\left(\sup _{m} \mathcal{T}_{m, \lambda}\right)_{\mu}^{*}(g) \leq \inf _{m}\left(\mathcal{T}_{m, \lambda}\right)_{\mu}^{*}(g)=\int_{\Omega} \frac{g}{\lambda} d \mu,
$$

with the inequality being in general strict.
One well-studied problem for which this is relevant is the quadratic Wasserstein projection. Denoting $W_{2}^{2}(\mu, \nu)$ as the optimal transport with cost function $c(x, y)=|x-y|^{2}$, the quadratic Wasserstein projection of a measure $\nu$ onto the set of Lebesgue densities bounded above by 1 , is the minimiser of the following variational problem,

$$
\inf \left\{W_{2}^{2}(\sigma, \nu) ; \sigma \in \mathcal{P}(\Omega), \frac{d \sigma}{d x} \leq 1\right\}
$$

This problem has received a lot of attention in the context of congested crowd motion (see, e.g. [49]). By writing

$$
\inf \left\{W_{2}^{2}(\sigma, \nu) ; \frac{d \sigma}{d x} \leq 1\right\}=\inf \left\{\mathcal{T}_{\lambda}\left(\left.\lambda d x\right|_{\Omega}, \sigma\right)+W_{2}^{2}(\sigma, \nu) ; \sigma \in \mathcal{P}(\Omega)\right\}
$$

we see that it consists of an inf-convolution of the backward convex coupling $\mathcal{T}_{\lambda}$ with the backward linear transfer $W_{2}^{2}$. Therefore we cannot take advantage of the inf-convolution property for backward convex transfers and backward linear transfers (see Section 2.10.2) to write a dual formulation.

### 2.9.1 Backward entropic transfers

We saw previously that the relative entropy functional was a backward convex transfer. However, there is further structure: not only $\mathcal{H}_{\mu}^{*}(g)=$ $\inf _{t \in \mathbb{R}} \int_{Y} T_{t}^{-} g d \mu$ (see (2.23)), but in fact $\mathcal{H}_{\mu}^{*}(g)=\log \left(\int_{Y} e^{g} d \mu\right)$. We thus isolate a special subclass of backward convex transfers.

Definition 2.9.8. Let $\beta: \mathbb{R} \rightarrow \mathbb{R}$ be concave and increasing, and let $\mathcal{T}$ : $\mathcal{P}(X) \times \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a bounded below, proper, weak* lower semi-continuous and convex functional. We say that $\mathcal{T}$ is a backward $\beta$-entropic transfer if there exists a map $T^{-}: C(Y) \rightarrow U S C(X)$ such that for every $\mu \in \mathcal{D}_{1}(\mathcal{T})$,

$$
\mathcal{T}_{\mu}^{*}(g)=\beta\left(\int_{X} T^{-} g d \mu\right), \quad \text { for any } g \in C(Y)
$$

We note from the definition that a backward $\beta$-entropic transfer is a backward convex transfer. This follows from the concavity of $\beta$, so that $\beta(t)=\inf _{s \in \mathbb{R}}\left\{-s t+(-\beta)^{*}(s)\right\}$ where $(-\beta)^{*}$ is the Legendre transform of $-\beta$.

### 2.10 Operations on convex and linear transfers

In this section, we highlight a few basic operations on convex transfers. In particular, the notion of inf-convolution (see below in Section 2.10.2) will be, in subsequent chapters, the operation which is of most interest.

### 2.10.1 Linear transfers are a convex cone

In this section, we highlight some basic operations for convex and linear transfers, the most important for our purposes in Chapter 5, is infconvolution.

Proposition 2.10.1. 1. (Scalar multiplication for convex transfers) If $a \in \mathbb{R}^{+} \backslash\{0\}$ and $\mathcal{T}$ is a backward convex transfer, then ( $a \mathcal{T}$ ) given by

$$
(a \mathcal{T})(\mu, \nu):=a \mathcal{T}(\mu, \nu)
$$

is also a backward convex transfer with

$$
\begin{equation*}
(a \mathcal{T})_{\mu}^{*}(g)=\inf _{i \in I} \int_{X} a T_{i}^{-}\left(\frac{g}{a}\right) d \mu \tag{2.27}
\end{equation*}
$$

2. (Addition for linear transfers) If $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are backward linear transfers on $X \times Y$ such that $\left\{\delta_{x} ; x \in X\right\} \subset D\left(\mathcal{T}_{1}\right) \cap D\left(\mathcal{T}_{2}\right)$ with Kantorovich operator $T_{1}^{-}, T_{2}^{-}$respectively, then the sum defined as

$$
\left(\mathcal{T}_{1} \oplus \mathcal{T}_{2}\right)(\mu, \nu):=\inf \left\{\int_{X}\left\{\mathcal{T}_{1}\left(x, \pi_{x}\right)+\mathcal{T}_{2}\left(x, \pi_{x}\right)\right\} d \mu(x) ; \pi \in \mathcal{K}(\mu, \nu)\right\}
$$

is a backward linear transfer on $X \times Y$, with Kantorovich operator given on $C(Y)$ by

$$
\begin{aligned}
T^{-} g(x) & =\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}_{1}\left(\delta_{x}, \sigma\right)-\mathcal{T}_{2}\left(\delta_{x}, \sigma\right)\right\} \\
& =\inf _{h \in C(Y)}\left\{T_{1}^{-} h(x)+T_{2}^{-}(g-h)(x)\right\}
\end{aligned}
$$

### 2.10.2 Inf-convolution

An important operation from the perspective of ergodic theory, is the notion of inf-convolution. We will see shortly that this will allow us to iterate a linear transfer which we shall investigate and go into greater detail in Chapter 5.

Definition 2.10.2 (Inf-convolution). Let $X_{1}, X_{2}, X_{3}$ be 3 compact, complete, and separable metric spaces, and suppose $\mathcal{T}_{1}$ (resp., $\mathcal{T}_{2}$ ) are functionals on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(X_{2}\right)$ (resp., $\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(X_{3}\right)$ ). The inf-convolution of $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ is the functional on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(X_{3}\right)$ given by

$$
\mathcal{T}(\mu, \nu):=\mathcal{T}_{1} \star \mathcal{T}_{2}=\inf \left\{\mathcal{T}_{1}(\mu, \sigma)+\mathcal{T}_{2}(\sigma, \nu) ; \sigma \in \mathcal{P}\left(X_{2}\right)\right\}
$$

By induction, one can then consider inf-convolution of $n$ functionals in the obvious way. Note that inf-convolution preserves convexity and weak* lower semi-continuity. This leads to the following important stability property.

Proposition 2.10.3. If $\mathcal{T}$ is a backward linear transfer on $\mathcal{P}(Y) \times \mathcal{P}(Z)$ with Kantorovich operator $T^{-}: C(Z) \rightarrow C(Y)$, and $\mathcal{F}$ is a backward convex transfer on $\mathcal{P}(X) \times \mathcal{P}(Y)$, then $\mathcal{F} \star \mathcal{T}$ is a backward convex transfer on $\mathcal{P}(X) \times \mathcal{P}(Z)$, with

$$
(\mathcal{F} \star \mathcal{T})_{\mu}^{*}(h)=\inf _{i \in I} \int_{X} F_{i}^{-} \circ T^{-} h d \mu .
$$

Proof. We calculate the Legendre dual of $(\mathcal{F} \star T)_{\mu}$ at $g \in C(Z)$ and obtain,

$$
\begin{aligned}
(\mathcal{F} \star T)_{\mu}^{*}(g) & =\sup _{\nu \in \mathcal{P}(Z)} \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Z} g d \nu-\mathcal{F}(\mu, \sigma)-\mathcal{T}(\sigma, \nu)\right\} \\
& =\sup _{\sigma \in \mathcal{P}(Y)}\left\{\mathcal{T}_{\sigma}^{*}(g)-\mathcal{F}(\mu, \sigma)\right\} \\
& =\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} T^{-} g d \sigma-\mathcal{F}(\mu, \sigma)\right\} \\
& =(\mathcal{F})_{\mu}^{*}\left(T^{-}(g)\right) \\
& \left.=\inf _{i \in I} \int_{X} F_{i}^{-} \circ T^{-} g(x)\right) d \mu(x) .
\end{aligned}
$$

Corollary 2.10.4. If $\mathcal{T}_{1}$ (resp., $\mathcal{T}_{2}$ ) is a backward linear transfer on $\mathcal{P}\left(X_{1}\right) \times$ $\mathcal{P}\left(X_{2}\right)$ (resp., on $\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(X_{3}\right)$ ) with Kantorovich operator $T_{1}^{-}: C\left(X_{2}\right) \rightarrow$ $\operatorname{USC}\left(X_{1}\right)$ (resp., $T_{2}^{-}: C\left(X_{3}\right) \rightarrow C\left(X_{2}\right)$ ), then $\mathcal{T}_{1} \star \mathcal{T}_{2}$ is also a backward linear transfer on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(X_{3}\right)$ with Kantorovich operator equal to $T_{1}^{-} \circ$ $T_{2}^{-}$.

Remark 2.10.5. The assumption that $T_{2}^{-}$maps continuous functions to continuous functions is too restrictive; the appropriate setting is for upper semi-continuous functions, but strictly speaking in that case $T_{1}^{-} \circ T_{2}^{-} g$ is not defined. This is a non-issue, but requires us to spend some words in

Chapter 5 on extension of the operators to upper semi-continuous functions, in which case the above proposition still holds in the more general case when $T_{2}^{-}: C\left(X_{3}\right) \rightarrow U S C\left(X_{2}\right)$

By induction on the convolution property enjoyed by linear transfers, one can immediately show the following.

Corollary 2.10.6. Let $X_{0}, X_{1}, \ldots, X_{n}$ be $(n+1)$ compact spaces, and suppose for each $i=1, \ldots, n$, we have functionals $\mathcal{T}_{i}$ on $\mathcal{P}\left(X_{i-1}\right) \times \mathcal{P}\left(X_{i}\right)$. For any probability measures $\mu$ on $X_{0}$ and $\nu$ on $X_{n}$, define

$$
\begin{aligned}
\mathcal{T}(\mu, \nu) & :=\mathcal{T}_{1} \star \mathcal{T}_{2} \star \ldots \star \mathcal{T}_{n}(\mu, \nu) \\
& =\inf \left\{\mathcal{T}_{1}\left(\mu, \nu_{1}\right)+\mathcal{T}_{2}\left(\nu_{1}, \nu_{2}\right) \ldots+\mathcal{T}_{n}\left(\nu_{n-1}, \nu\right) ; \nu_{i} \in \mathcal{P}\left(X_{i}\right), i=1, \ldots, n-1\right\}
\end{aligned}
$$

If each $\mathcal{T}_{i}$ is a backward (resp., forward) linear transfer with a corresponding Kantorovich operator $T_{i}^{-}: C\left(X_{i}\right) \rightarrow C\left(X_{i-1}\right)$ (resp., $T_{i}^{+}: C\left(X_{i}\right) \rightarrow$ $C\left(X_{i+1}\right)$ ), then $\mathcal{T}$ is a backward (resp., forward) linear transfer with a Kantorovich operator given by

$$
T^{-}=T_{1}^{-} \circ T_{2}^{-} \circ \ldots \circ T_{n}^{-} \quad\left(\text { resp } ., T^{+}=T_{n}^{+} \circ T_{n-1}^{+} \circ \ldots \circ T_{1}^{+}\right)
$$

In other words, the following duality formula holds:

$$
\mathcal{T}(\mu, \nu)=\sup \left\{\int_{X_{n}} g d \nu-\int_{X_{0}} T_{1}^{-} \circ T_{2}^{-} \circ \ldots \circ T_{n}^{-} g d \mu ; g \in C\left(X_{n}\right)\right\} .
$$

respectively,

$$
\mathcal{T}(\mu, \nu)=\sup \left\{\int_{X_{n}} T_{n}^{+} \circ T_{n-1}^{+} \circ \ldots T_{1}^{+} f d \nu-\int_{X_{0}} f d \mu ; f \in C\left(X_{0}\right)\right\}
$$

We will study in Chapter 5, iterates of a single linear transfer $\mathcal{T} \star \mathcal{T} \star$ $\ldots \star \mathcal{T}$.

### 2.10.3 Tensor products and dual sums of linear transfers

We highlight other operations for linear transfers.

Definition 2.10.7. 1. (Tensor product) If $\mathcal{T}_{1}$ (resp., $\mathcal{T}_{2}$ ) are functionals on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(Y_{1}\right)$ (resp., $\left.\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(Y_{2}\right)\right)$ such that $\left\{\delta_{x_{1}} ; x_{1} \in X_{1}\right\} \subset$ $D\left(\mathcal{T}_{1}\right)$ and $\left\{\delta_{x_{2}} ; x_{2} \in X_{2}\right\} \subset D\left(\mathcal{T}_{2}\right)$, then the tensor product of $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ is the functional on $\mathcal{P}\left(X_{1} \times X_{2}\right) \times \mathcal{P}\left(Y_{1} \times Y_{2}\right)$ defined by:

$$
\mathcal{T}_{1} \otimes \mathcal{T}_{2}(\mu, \nu):=\inf \left\{\int_{X_{1} \times X_{2}}\left(\mathcal{T}_{1}\left(\delta_{x_{1}}, \pi_{x_{1}, x_{2}}^{1}\right)+\mathcal{T}_{2}\left(\delta_{x_{2}}, \pi_{x_{1}, x_{2}}^{2}\right)\right) d \mu\left(x_{1}, x_{2}\right) ; \pi \in \mathcal{K}(\mu, \nu)\right\}
$$

where $d \pi\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=d \pi_{x_{1} x_{2}}\left(y_{1}, y_{2}\right) d \mu\left(x_{1}, x_{2}\right)$, and $\pi_{x_{1} x_{2}}^{i}=\operatorname{Proj}_{Y_{i} \#} \pi_{x_{1} x_{2}}$ is the projection of $\pi_{x_{1} x_{2}}$ onto $Y_{i}, i=1,2$.
2. (Dual sum) If $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are backward linear transfers on $\mathcal{P}(X) \times \mathcal{P}(Y)$ such that $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}\left(\mathcal{T}_{1}\right) \cap D_{1}\left(\mathcal{T}_{2}\right)$, with Kantorovich operator $T_{1}^{-}, T_{2}^{-}$respectively, then the dual sum, $\mathcal{T}_{1} \square \mathcal{T}_{2}$, is defined as the transfer whose Kantorovich operator is $T_{1}^{-}+T_{2}^{-}$, that is

$$
\mathcal{T}_{1} \square \mathcal{T}_{2}(\mu, \nu):=\sup \left\{\int_{Y} g d \nu-\int_{X}\left(T_{1}^{-} g+T_{2}^{-} g\right) d \mu ; g \in C(Y)\right\}
$$

The definition of tensorization is via a weak transport, so it is not surprising that we have the following stability property.

Proposition 2.10.8. If $\mathcal{T}_{1}$ (resp., $\mathcal{T}_{2}$ ) is a backward linear transfer on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(Y_{1}\right)$ (resp., $\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(Y_{2}\right)$ ) such that $\left\{\delta_{x} ; x \in X_{1}\right\} \subset D_{1}\left(\mathcal{T}_{1}\right)$ and $\left\{\delta_{x} ; x \in X_{2}\right\} \subset D_{1}\left(\mathcal{T}_{2}\right)$, then $\mathcal{T}_{1} \otimes \mathcal{T}_{2}$ is a backward linear transfer on $\mathcal{P}\left(X_{1} \times X_{2}\right) \times \mathcal{P}\left(Y_{1} \times Y_{2}\right)$, with Kantorovich operator given by

$$
\begin{equation*}
T^{-} g\left(x_{1}, x_{2}\right)=\sup _{\sigma \in \mathcal{K}\left(\sigma_{1}, \sigma_{2}\right)}\left\{\int_{Y_{1} \times Y_{2}} g d \sigma-\mathcal{T}_{1}\left(\delta_{x_{1}}, \sigma_{1}\right)-\mathcal{T}_{2}\left(\delta_{x_{2}}, \sigma_{2}\right)\right\} . \tag{2.28}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\mathcal{T}_{1} \otimes \mathcal{T}_{2}\left(\mu, \nu_{1} \otimes \nu_{2}\right) \leq \mathcal{T}_{1}\left(\mu_{1}, \nu_{1}\right)+\int_{X_{2}} \mathcal{T}_{2}\left(\delta_{x_{2}}, \nu_{2}\right) d \mu_{2}\left(x_{2}\right), \tag{2.29}
\end{equation*}
$$

where $\mu_{2}=\operatorname{Proj}_{X_{2} \#} \mu$.
Proof. The tensor product as defined above is a weak transport, where the
cost on $X_{1} \times X_{2} \times \mathcal{P}\left(Y_{1} \times Y_{2}\right)$ is simply,

$$
c\left(\left(x_{1}, x_{2}\right), \sigma\right):=\mathcal{T}_{1}\left(\delta_{x_{1}}, \sigma_{1}\right)+\mathcal{T}_{2}\left(\delta_{x_{2}}, \sigma_{2}\right)
$$

where $\sigma_{i}=\operatorname{proj}_{Y_{i} \#} \sigma, i=1,2$, are the marginals of $\sigma$ on $Y_{1}$ and $Y_{2}$ respectively. The cost $c$ is bounded below, lower semi-contiuous, and $\sigma \mapsto$ $c\left(\left(x_{1}, x_{2}\right), \sigma\right)$ is convex. Therefore by Theorem 2.7.2, $\mathcal{T}_{1} \otimes \mathcal{T}_{2}$ is a backward linear transfer with

$$
T^{-} g\left(x_{1}, x_{2}\right):=\sup _{\sigma \in \mathcal{P}\left(Y_{1} \times Y_{2}\right)}\left\{\int_{Y_{1} \times Y_{2}} g d \sigma-c\left(\left(x_{1}, x_{2}\right), \sigma\right)\right\}
$$

For the upper bound $(2.29)$ for $\mathcal{T}_{1} \otimes \mathcal{T}_{2}$, since $\pi=\mu \otimes\left(\nu_{1} \otimes \nu_{2}\right)$ is admissible in the infimum, we have

$$
\mathcal{T}_{1} \otimes \mathcal{T}_{2}\left(\mu, \nu_{1} \otimes \nu_{2}\right) \leq \mathcal{T}_{1}\left(\mu_{1}, \nu_{1}\right)+\int_{X_{1} \times X_{2}} \mathcal{T}_{2}\left(\delta_{x_{2}}, \nu_{2}\right) d \mu\left(x_{1}, x_{2}\right)
$$

### 2.10.4 Projections and Hopf-Lax formulae

We now investigate linear transfers which arise via inf-convolution.
Example 2.10.9 (Projection onto the set of balayées of a given measure). Let $\mathcal{T}$ be a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(Y)$ and consider the following "projection" problem

$$
\begin{equation*}
\mathcal{S}(\mu, \nu):=\inf \left\{\mathcal{T}(\mu, \sigma) ; \sigma \in K_{\nu}\right\} \tag{2.30}
\end{equation*}
$$

where $K_{\nu}$ is a closed convex subset of $\mathcal{P}(Y)$ that depends on $\nu$. Define on $\mathcal{P}(Y) \times \mathcal{P}(Y)$,

$$
\mathcal{I}(\sigma, \nu):= \begin{cases}0 & \text { if } \sigma \in K_{\nu} \\ +\infty & \text { otherwise }\end{cases}
$$

so that we may write $\mathcal{S}$ as

$$
\mathcal{S}(\mu, \nu)=\mathcal{T} \star \mathcal{I}(\mu, \nu)=\inf _{\sigma \in \mathcal{P}(Y)}\{\mathcal{T}(\mu, \sigma)+\mathcal{I}(\sigma, \nu)\} .
$$

In general, $\mathcal{S}$ will not be a backward linear transfer. However, consider the case when $K_{\nu}=\left\{\sigma ; \sigma \preceq_{\mathcal{A}} \nu\right\}$ is the set of probability measures in $\mathcal{A}$-order with $\nu$, for a convex cone $\mathcal{A}$ of continuous functions (see Section 2.5.3). Then $\mathcal{I}=\mathcal{B}$ where $\mathcal{B}$ is the balayage of measures from Section 2.5.3, and the inf-convolution property of Section 2.10 .2 implies that $\mathcal{S}$ is a backward linear transfer with backward Kantorovich operator

$$
S^{-} g(x):=T^{-}(\hat{g})(x),
$$

where we recall, again from Section 2.5.3, that

$$
\hat{g}(x)=\inf \{h(x) ; h \in-\mathcal{A}, h \geq g\} .
$$

A particular setting that has been studied in, e.g. [33], [22], is when $\mathcal{T}$ is the optimal transport with quadratic cost $c(x, y)=|x-y|^{2}$ and $\mathcal{A}$ is the collection of convex functions on some compact subset of $\mathbb{R}^{n}$. In that case, we have seen from Section 2.5 .3 that $\hat{g}$ is the concave envelope of $g$, hence we obtain the duality

$$
\inf \left\{\mathcal{T}(\mu, \sigma) ; \sigma \preceq \preceq_{\mathcal{A}} \nu\right\}=\sup _{g \in C(X)}\left\{\int_{X} \hat{g} d \nu-\int_{X} T^{-} g d \mu\right\}
$$

where $T^{-} g(x)=\sup _{y \in X}\left\{g(y)-|x-y|^{2}\right\}$ is the Kantorovich operator of optimal transport (see Section 2.6). By noting $\hat{g} \geq g$, it follows that $T^{-}(\hat{g}) \geq$ $T^{-}(g)$, so it actually suffices to restrict the supremum to $g$ which are concave, in which case $\hat{g}=g$. The conclusion is

$$
\inf \left\{\mathcal{T}(\mu, \sigma) ; \sigma \preceq_{\mathcal{A}} \nu\right\}=\sup _{g \text { concave }}\left\{\int_{X} g d \nu-\int_{X} T^{-} g d \mu\right\}
$$

which is the duality obtained by Gozlan et. al. (see [36], Theorem 2.11 (3)).

It is easy to see that the convolution of two optimal mass transports with costs $c_{1}$ and $c_{2}$ respectively, is also a mass transport corresponding to a cost functional given by the convolution $c_{1} \star c_{2}$. We use the inf-convolution property of linear transfers to establish this easy result.

Proposition 2.10.10 (Lifting convolutions to Wasserstein space). Let $X_{i}$, $i=0,1,2$, be compact spaces, and, $c_{i}: X_{i} \times X_{i+1} \rightarrow \mathbb{R} \cup\{+\infty\}, i=$ 0,1 , lower semi-continuous cost functions. Define the corresponding optimal mass transports

$$
\mathcal{T}_{c_{i}}(\mu, \nu)=\inf _{\pi \in \mathcal{K}(\mu, \nu)}\left\{\int_{X_{i} \times X_{i+1}} c_{i}(x, y) d \pi(x, y)\right\}
$$

with corresponding forward and backward Kantorovich operators $T_{c_{i}}^{+}$and $T_{c_{i}}^{-}$as in Section 2.6. Consider the cost function on $X_{0} \times X_{2}$ which is the convolution of the two cost functions,

$$
c\left(x, x^{\prime}\right):=c_{1} \star c_{2}\left(x, x^{\prime}\right)=\inf \left\{c_{1}\left(x, x_{1}\right)+c_{2}\left(x_{1}, x^{\prime}\right) ; x_{i} \in X_{i}\right\}
$$

Then

$$
\begin{aligned}
\mathcal{T}_{c}(\mu, \nu) & =\mathcal{T}_{c_{1}} \star \mathcal{T}_{c_{2}}(\mu, \nu) \\
& =\sup _{f \in C\left(X_{0}\right)}\left\{\int_{X_{2}} T_{c_{1}}^{+} \circ T_{c_{2}}^{+} f d \nu-\int_{X_{0}} f d \mu\right\} \\
& =\sup _{g \in C\left(X_{2}\right)}\left\{\int_{X_{2}} g d \nu-\int_{X_{0}} T_{c_{1}}^{-} \circ T_{c_{2}}^{-} g d \mu\right\}
\end{aligned}
$$

Proof. By the inf-convolution property of Section 2.10.2, $\mathcal{T}_{c_{1} \star c_{2}}$ has backward

Kantorovich operator equal to

$$
\begin{aligned}
T_{c_{1}}^{-} \circ T_{c_{2}}^{-} g(x) & =\sup _{x_{1} \in X_{1}}\left\{T_{c_{2}}^{-} g\left(x_{1}\right)-c_{1}\left(x, x_{1}\right)\right\} \\
& =\sup _{x_{1} \in X_{1}, x_{2} \in X_{2}}\left\{g\left(x_{2}\right)-c_{2}\left(x_{1}, x_{2}\right)-c_{1}\left(x, x_{1}\right)\right\} \\
& =\sup _{x_{2} \in X_{2}}\left\{g\left(x_{2}\right)-c\left(x, x_{2}\right)\right\} \\
& =T_{c}^{-} g(x) .
\end{aligned}
$$

The next two problems are technically defined on $\mathbb{R}^{d}$ and not on a compact space, so strictly speaking, they do not fit into our compact framework. One then needs to change to the space $\mathcal{M}_{1}\left(\mathbb{R}^{d}\right)$ of finite Borel measures with finite first moments, in duality with $\operatorname{Lip}(M)$ the bounded uniformly Lipschitz functions on $M$.

Example 2.10.11 (The ballistic transfer (Barton-Ghoussoub [4])). Let $L$ be a Tonelli Lagrangian, which we do not make precise here but instead define later in Chapter 4, which satisfies appropriate assumptions (see [4], (A0)). For $M=\mathbb{R}^{d}=M^{*}$ ( $M^{*}$ the dual space), the deterministic ballistic mass transport is defined as

$$
\underline{\mathcal{B}}(\mu, \nu):=\inf \left\{\int_{M^{*} \times M} b(v, x) d \pi(v, x) ; \pi \in \mathcal{K}(\mu, \nu)\right\},
$$

where
$b(v, x):=\inf \left\{\langle v, \gamma(0)\rangle+\int_{0}^{1} L(t, \gamma(t), \dot{\gamma}(t)) d t ; \gamma \in C^{1}([0,1), M), \gamma(1)=x\right\}$.
Note that we can write $b$ in the form

$$
b(v, x)=\inf \left\{\langle v, y\rangle+c_{L}(y, x) ; y \in M\right\},
$$

where the cost $c_{L}$ is given by the generating function associated to $L$ in Example 2.6.6, which means that $b$ is the convolution of the Brenier cost of

Example 2.6.7 with the cost induced by the Lagrangian $L$.
By the inf-convolution property 2.10 .3 , it is both a forward, and backward, linear transfer. In particular, its backward Kantorovich operator is then the composition of the two corresponding backward Kantorovich operators, and we conclude

$$
\underline{\mathcal{B}}(\mu, \nu)=\sup \left\{\int_{M} g(x) d \nu(x)-\int_{M^{*}}\left(-W_{g}(0, \cdot)\right)^{*}(-v) d \nu(v) ; g \in \operatorname{Lip}(M)\right\}
$$

where $W_{g}$ solves the Hamilton-Jacobi equation of Example 2.6 .6 with $W_{g}(1, x)=$ $g(x)$, and where $h^{*}(v):=\sup _{x \in M}\{\langle v, x\rangle-h(x)\}$ is the Legendre transform of a function $h$ on $M$ (see Theorem 2 in [4]).

Example 2.10.12 (Stochastic ballistic transfer (Barton-Ghoussoub [4])). For the stochastic ballistic transport problem,
$\underline{\mathcal{B}}^{s}(\mu, \nu):=\inf \left\{\mathbb{E}\left[\langle V, X(0)\rangle+\int_{0}^{1} L\left(t, X, \beta_{X}(t, X)\right) d t\right] ; V \sim \mu, X(\cdot) \in \mathcal{A}_{[0,1]}, X(1) \sim \nu\right\}$,
where we are using the same notation for the stochastic processes as in Section 2.8.2, this is a convolution of the Brenier-Wasserstein transfer of Example 2.6.7 with now the stochastic transport of Example 2.8.7. Under suitable conditions on $L$ (see [4], (A1), (A2), (A3)), we have, similarly to the deterministic version,
$\underline{\mathcal{B}}^{s}(\mu, \nu)=\sup \left\{\int_{M} g(x) d \nu(x)-\int_{M^{*}}\left(-\psi_{g}(0, \cdot)\right)^{*}(-v) d \mu(v) ; g \in \operatorname{Lip}(M)\right\}$,
only now $\psi_{g}$ is the solution to the Hamilton-Jacobi-Bellman equation

$$
\frac{\partial \psi}{\partial t}+\frac{1}{2} \Delta \psi(t, x)+H(t, x, \nabla \psi)=0, \quad \psi(1, x)=g(x) .
$$

In other words, $\underline{\mathcal{B}}^{s}$ is a backward linear transform with Kantorovich operator $T^{-} g(v)=\left(-\psi_{g}(0, \cdot)\right)^{*}(-v)$.

### 2.11 Subdifferentials of convex transfers

If $\mathcal{T}$ is a backward linear transfer, then $\nu \mapsto \mathcal{T}(\mu, \nu)=: \mathcal{T}_{\mu}(\nu)$ is convex and weak ${ }^{*}$ lower semi-continuous. Therefore one can consider its (weak*) subdifferential $\partial \mathcal{T}_{\mu}$ given by
$g \in \partial \mathcal{T}_{\mu}(\nu)$ if and only if $\mathcal{T}\left(\mu, \nu^{\prime}\right) \geq \mathcal{T}(\mu, \nu)+\int_{Y} g d\left(\nu^{\prime}-\nu\right) \quad$ for any $\nu^{\prime} \in \mathcal{P}(Y)$.
In other words, $g \in \partial \mathcal{T}_{\mu}(\nu)$ if and only if $\mathcal{T}_{\mu}(\nu)+\mathcal{T}_{\mu}^{*}(g)=\langle g, \nu\rangle$. Since $\mathcal{T}_{\mu}(\nu)=\mathcal{T}(\mu, \nu)$ and $\mathcal{T}_{\mu}^{*}(g)=\int T^{-} g d \mu$, we then obtain the following characterization of the subdifferentials, which says that the subdifferential $\partial \mathcal{T}_{\mu}(\nu)$ is simply all those $g$ for which dual attainment holds for $\mathcal{T}(\mu, \nu)$.

Proposition 2.11.1. Let $\mathcal{T}$ be a backward linear transfer. For any $\mu \in$ $D_{1}(\mathcal{T})$, the subdifferential of $\mathcal{T}_{\mu}: \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ at $\nu \in \mathcal{P}(Y)$ is given by

$$
\partial \mathcal{T}_{\mu}(\nu)=\left\{g \in C(Y): \int_{Y} g(y) d \nu(y)-\int_{X} T^{-} g(x) d \mu(x)=\mathcal{T}(\mu, \nu)\right\}
$$

It is easy to see that the same expressions hold (with the necessary modifications) for backward convex transfers.

In the following, we observe some elementary consequences for elements in the subdifferential.

Proposition 2.11.2. Suppose $\mathcal{T}$ is a linear backward transfer such that $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$. Fix $\mu \in \mathcal{P}(X)$ and $\nu \in \mathcal{P}(Y)$ such that $\mathcal{T}(\mu, \nu)<$ $+\infty$. Then, there exists $\bar{\pi} \in \mathcal{K}(\mu, \nu)$ such that for each $\bar{g} \in \partial \mathcal{T}_{\mu}(\nu)$, we have

$$
T^{-} \bar{g}(x)=\int_{Y} \bar{g}(y) d \bar{\pi}_{x}(y)-\mathcal{T}\left(\delta_{x}, \bar{\pi}_{x}\right), \quad \text { for } \mu \text {-a.e. } x \in X
$$

where $\bar{\pi}_{x}$ is a disintegration of $\bar{\pi}$ with w.r.t. $\mu$.
Conversely, if $\nu \mapsto \mathcal{T}(\mu, \nu)$ is strictly convex and $\bar{g} \in \partial \mathcal{T}_{\mu}(\nu)$ for some $\nu \in \mathcal{P}(Y)$. If $x \rightarrow \sigma_{x}$ is any Borel-measurable selection such that

$$
T^{-} \bar{g}(x)=\sup _{\sigma}\left\{\int \bar{g} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}=\int_{Y} \bar{g} d \sigma_{x}-\mathcal{T}\left(\delta_{x}, \sigma_{x}\right),
$$

then $\mathcal{T}(\mu, \nu)$ is attained by the measure $\bar{\pi}$ defined via $d \bar{\pi}(x, y)=d \sigma_{x}(y) d \mu(x)$.
Proof. By a recent result [3], there exists $\bar{\pi} \in \mathcal{K}(\mu, \nu)$ such that

$$
\mathcal{T}(\mu, \nu)=\int_{X} \mathcal{T}\left(\delta_{x}, \bar{\pi}_{x}\right) d \mu(x) .
$$

If $\bar{f} \in \partial \mathcal{T}_{\mu}(\nu)$, then by definition

$$
\int_{Y} \bar{f}(y) d \nu(y)-\int_{X} T^{-} \bar{f}(x) d \mu(x)=\mathcal{T}(\mu, \nu)=\int_{X} \mathcal{T}\left(x, \bar{\pi}_{x}\right) d \mu(x),
$$

that is $\int_{X}\left[T^{-} \bar{f}(x)-\int_{Y} \bar{f}(y) d \bar{\pi}_{x}(y)+\mathcal{T}\left(x, \bar{\pi}_{x}\right)\right] d \mu=0$. Since $T^{-} \bar{f}(x)=$ $\sup _{\sigma}\left\{\int \bar{f} d \sigma-\mathcal{T}(x, \sigma)\right\}$, the quantity in the brackets is non-negative and we get our claim.

Conversely, If $\bar{f} \in \partial \mathcal{T}_{\mu}(\nu)$ is non-empty for some $\nu \in \mathcal{P}(Y)$, then $\int \bar{f} d \nu-$ $\int T^{-} \bar{f} d \mu=\mathcal{T}(\mu, \nu)$. From the expression $T^{-} \bar{f}(x)=\sup _{\sigma}\left\{\int_{Y} \bar{f} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}$, we know the supremum will be achieved by some $\sigma_{x}$. Defining $\tilde{\pi}$ by $d \tilde{\pi}(x, y)=$ $d \mu(x) d \sigma_{x}(y)$, and the right marginal of $\tilde{\pi}$ by $\tilde{\nu}$, we integrate against $\mu$ to achieve

$$
\int T^{-} \bar{f} d \mu=\int \bar{f} d \tilde{\nu}-\int \mathcal{T}\left(\delta_{x}, \sigma_{x}\right) d \mu
$$

This shows that $\mathcal{T}(\mu, \tilde{\nu})=\inf _{\pi \in \mathcal{K}(\mu, \tilde{\nu})} \int \mathcal{T}\left(\delta_{x}, \pi_{x}\right) d \mu=\int \mathcal{T}\left(\delta_{x}, \sigma_{x}\right) d \mu$, and consequently, $\bar{f} \in \partial \mathcal{T}_{\mu}(\tilde{\nu})$. But by strict convexity, this can only be true if $\tilde{\nu}=\nu$.

Note that while we can use general existence results such as the BrondstedRockafellar theorem [46], to state that $\partial \mathcal{T}_{\mu}(\nu)$ exists for a weak*-dense set of $\nu \in \mathcal{P}(Y)$ (and therefore the dual problem is "generically" attained for this weak*-dense set), proving attainment in the dual problem is, in general, a difficult problem.

Corollary 2.11.3. Suppose $\mathcal{T}$ is a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(Y)$ such that the Dirac masses are in $D_{1}(\mathcal{T})$, and fix $\mu \in \mathcal{P}(X)$. Then for every $\nu \in \mathcal{P}(Y)$ and every $\epsilon>0$, there exists $\nu_{\epsilon} \in \mathcal{P}(Y)$ such that $W_{2}\left(\nu, \nu_{\epsilon}\right)<\epsilon$ and the dual problem for $\mathcal{T}\left(\mu, \nu_{\epsilon}\right)$ is attained.

We briefly mention the following Euler-Lagrange equation for variational problems on spaces of measures, which follows closely [24] (see in particular Theorem 2.2 there).

Proposition 2.11.4. Let $\mathcal{T}_{\alpha}(\mu, \nu):=\int_{X} \alpha\left(\frac{d \nu}{d \mu}\right) d \mu$ be the generalised entropy functional considered in Example 2.9.6, where $\alpha:[0, \infty) \rightarrow \mathbb{R}$ is in $C^{1}([0, \infty))$, strictly convex, and superlinear. Let $\mathcal{T}$ be any backward linear transfer. For a fixed $\mu$, consider the functional $I_{\mu}(\nu):=\mathcal{T}_{\alpha}(\mu, \nu)-\mathcal{T}(\mu, \nu)$, and assume $\bar{\nu}$ realises $\inf _{\nu \in \mathcal{P}(X)} I_{\mu}(\nu)$. Then, there exists $\bar{f} \in \partial \mathcal{T}_{\mu}(\bar{\nu})$ such that the following Euler-Lagrange equation holds for $\bar{\nu}-$ a.e. $x \in X$,

$$
\alpha^{\prime}\left(\frac{d \bar{\nu}}{d \mu}\right)=\bar{f}+C,
$$

where $C$ is a constant.
Proof. Recall from Example 2.9.6 that $\mathcal{T}_{\alpha}$ is a backward convex transfer with

$$
\mathcal{T}_{\mu}^{*}(g)=\inf _{t \in \mathbb{R}}\left\{\int_{X}\left[\alpha^{\oplus}(g(x)+t)-t\right] d \mu(x)\right\},
$$

where $\alpha^{\oplus}(t):=\sup _{s \geq 0}\{s t-\alpha(t)\}$. It follows that

$$
\alpha^{\prime}\left(\frac{d \nu}{d \mu}\right) \in \partial \mathcal{T}_{\mu}(\nu)
$$

We can see this either directly from the subdifferential definition, or from observing

$$
\alpha^{\oplus}\left(\alpha^{\prime}\left(\frac{d \nu}{d \mu}\right)\right)=\frac{d \nu}{d \mu} \alpha^{\prime}\left(\frac{d \nu}{d \mu}\right)-\alpha\left(\frac{d \nu}{d \mu}\right) .
$$

In particular,

$$
\mathcal{T}_{\mu}^{*}\left(\alpha^{\prime}\left(\frac{d \nu}{d \mu}\right)\right)=\int_{X} \alpha^{\oplus}\left(\alpha^{\prime}\left(\frac{d \nu}{d \mu}\right)\right) d \mu
$$

The rest is a straightforward adaptation of Theorem 2.2 in [24].

## Chapter 3

## Dualities for transfer inequalities

### 3.1 Introduction

Let $\mathcal{T}_{c}$ be an optimal transport associated to a cost function $c$ on $X \times X$, and let $J$ be a functional on $\mathcal{P}(X) \times \mathcal{P}(X)$. A family of inequalities, the transport inequalities, compare the cost $\mathcal{T}_{c}(\mu, \nu)$ of transporting a measure $\nu \in \mathcal{P}(X)$ to a fixed "reference measure" $\mu \in \mathcal{P}(X)$, in the form (see, e.g. the survey article [34])

$$
\alpha\left(\mathcal{T}_{c}(\nu, \mu)\right) \leq J(\mu, \nu) \quad \text { or } \quad \alpha\left(\mathcal{T}_{c}(\mu, \nu)\right) \leq J(\mu, \nu)
$$

where $\alpha:[0, \infty) \rightarrow[0, \infty)$ is a given increasing function with $\alpha(0)=0$. A classical choice for $J$ is the relative entropy functional

$$
\mathcal{H}(\mu, \nu)=\int_{X} \log \left(\frac{d \nu}{d \mu}\right) d \nu \text { if } \nu \ll \mu \text { and }+\infty \text { otherwise, }
$$

in which case they are known as the transport-entropy inequalities, including Talagrand's transport inequality for the Gaussian measure [57]. One interest of transport-entropy inequalities is that they imply concentration of measure phenomena (see e.g. Theorem 1.7 in [34] originally due to Marton [41, 42],
or the survey [38]).
In order to prove a transport-entropy inequality, one can take advantage of the fact that both $\mathcal{T}_{c}$ and $\mathcal{H}$ have dualities, which in the present context, is to exploit the fact that $\mathcal{T}_{c}$ is a linear transfer, and $\mathcal{H}$ is a convex transfer. As was originally proved by Bobkov and Götze [8], one can show (see [34]) the following equivalence.

Theorem 3.1.1 ([34], Theorem 3.2, Corollary 3.3). Let c be a lower semicontinuous cost function, $\alpha:[0, \infty) \rightarrow[0, \infty)$ convex, increasing, and $\alpha(0)=$ 0 , and fix a reference measure $\mu \in \mathcal{P}(X)$. Then the following are equivalent:

1. $\alpha\left(\mathcal{T}_{c}(\nu, \mu)\right) \leq \mathcal{H}(\mu, \nu)$ for all $\nu \in \mathcal{P}(X)$,
2. For all $g \in C(X)$,

$$
\int_{X} e^{-s T_{c}^{-} g} d \mu \leq \int_{X} e^{-s g d \mu+\alpha^{\oplus}(s)}, \quad s \geq 0
$$

where we recall that $\alpha^{\oplus}(s):=\sup _{t \geq 0}\{s t-\alpha(t)\}$ for $s \geq 0$, and $T_{c}^{-} g(x)=$ $\sup _{y \in X}\{g(y)-c(x, y)\}$.

Proof. The proof is illustrative so we shall provide it here: We have as a backward linear transfer,

$$
\mathcal{T}_{c}(\nu, \mu)=\sup _{g \in C(X)}\left\{\int_{X} g d \mu-\int_{X} T_{c}^{-} g d \nu\right\}
$$

as well as $\alpha(t)=\sup _{s \geq 0}\left\{s t-\alpha^{\oplus}(s)\right\}$ (this follows by extending $\alpha$ to $+\infty$ for $t<0$ (denoting this by $\tilde{\alpha}$ ) and noting $\alpha$ is convex and lower semi-continuous so $\left.\alpha(t)=\sup _{s \in \mathbb{R}}\left\{s t-\tilde{\alpha}^{*}(s)\right\}=\sup _{s \geq 0}\left\{s t-\alpha^{\oplus}(s)\right\}\right)$. Then for all $g \in C(X)$ and all $s \geq 0$, it follows that

$$
\alpha\left(\mathcal{T}_{c}(\nu, \mu)\right)=\sup _{s \geq 0} \sup _{g \in C(X)}\left\{\int_{X} s g d \mu-\int_{X} s T_{c}^{-} g d \nu-\alpha^{\oplus}(s)\right\} .
$$

Then we write
$\alpha\left(\mathcal{T}_{c}(\nu, \mu)\right) \leq \mathcal{H}(\mu, \nu) \quad$ for all $\nu \in \mathcal{P}(X) \Longleftrightarrow 0 \leq \inf _{\nu \in \mathcal{P}(X)}\left\{\mathcal{H}(\mu, \nu)-\alpha\left(\mathcal{T}_{c}(\nu, \mu)\right)\right\}$.

Substituting directly the above expression for $\alpha\left(\mathcal{T}_{c}(\nu, \mu)\right)$ yields

$$
\begin{aligned}
0 & \leq \inf _{\nu \in \mathcal{P}(X)} \inf _{g \in C(X)} \inf _{s \geq 0}\left\{\mathcal{H}(\mu, \nu)-\int_{X} s g d \mu+\int_{X} s T_{c}^{-} g d \nu+\alpha^{\oplus}(s)\right\} \\
& =\inf _{g \in C(X)} \inf _{s \geq 0}\left\{\int_{X}\left(-s g+\alpha^{\oplus}(s)\right) d \mu-\sup _{\nu \in \mathcal{P}(X)}\left\{\int_{X}\left(-T_{c}^{-} g\right) d \nu-\mathcal{H}(\mu, \nu)\right\}\right\} \\
& =\inf _{g \in C(X)} \inf _{s \geq 0}\left\{\int_{X}\left(-s g+\alpha^{\oplus}(s)\right) d \mu-\mathcal{H}_{\mu}^{*}\left(-s T_{c}^{-} g\right)\right\} \\
& =\inf _{g \in C(X)} \inf _{s \geq 0}\left\{\int_{X}\left(-s g+\alpha^{\oplus}(s)\right) d \mu-\log \int_{X} e^{-s T_{c}^{-} g} d \mu\right\}
\end{aligned}
$$

Hence by rearranging and taking the exponential, we obtain

$$
\int_{X} e^{-s T_{c}^{-} g} d \mu \leq e^{\int_{X}-s g d \mu+\alpha^{\oplus}(s)} \quad \text { for all } g \in C(X) \text { and all } s \geq 0
$$

The goal now is to deduce analogous duality statements when $\alpha\left(\mathcal{T}_{c}\right)$ is replaced by $\mathcal{T}$ which is a linear or convex coupling, and when the relative entropy $\mathcal{H}$ is replaced by a entropic, or more generally, a convex transfer (recall Definition 2.9.8). The main interest for computing the dualities is that they transform inequalities between measures, to inequalities on functions. Therefore if one wishes to prove that a particular transfer inequality holds, they can instead prove the equivalent functional inequality, for which one may hope to take advantage of the extensive literature that has been developed for functional inequalities. As an example, see [8].

We shall assume throughout that the operators associated to the couplings/transfers discussed in this chapter, map continuous functions into at least the space of upper semi-continuous functions. In that case, we use, in advance, the inf-convolution property Corollary 5.1 .5 to justify certain Legendre transform computations, which is the statement of Proposition 2.10 .3 and Corollary 2.10 .4 extended to upper semi-continuous functions (note Chapter 5 does not depend on Chapter 3 ).

### 3.2 Backward convex coupling and backward linear transfer

Fix $\mu \in \mathcal{P}(X)$. As a generalization of the transport-entropy inequality of type

$$
\alpha\left(\mathcal{T}_{c}(\sigma, \mu)\right) \leq \mathcal{H}(\mu, \sigma) \quad \text { for all } \sigma
$$

we would like to prove inequalities such as,

$$
\mathcal{F}_{2}(\sigma, \mu) \leq \mathcal{F}_{1}(\mu, \sigma) \quad \text { for all } \sigma \in \mathcal{P}(X),
$$

where $\mathcal{F}_{1}$ is a backward convex transfer and $\mathcal{F}_{2}$ is a backward convex coupling. In this section, we provide the dual characterization for such an inequality, and refine it further to the special case when $\mathcal{F}_{1}=\lambda \mathcal{E} \star \mathcal{T}$. To find the dual characterization, we compute the duality for the $\inf _{\sigma}\left\{\mathcal{F}_{1}(\mu, \sigma)-\right.$ $\left.\mathcal{F}_{2}(\sigma, \nu)\right\}$ where $\mu$ and $\nu$ are some fixed probability measures.

Proposition 3.2.1. Let $\mathcal{F}_{1}$ be a backward convex transfer on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(Y_{1}\right)$ with operators $\left(F_{1, i}^{-}\right)_{i \in I}$, and $\mathcal{F}_{2}$ a backward convex coupling on $\mathcal{P}\left(Y_{1}\right) \times$ $\mathcal{P}\left(X_{2}\right)$ with operators $\left(F_{2, j}^{-}\right)_{j \in J}$. Then for fixed $\mu \in \mathcal{P}\left(X_{1}\right)$ and $\nu \in \mathcal{P}\left(X_{2}\right)$, we have
$\inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\mathcal{F}_{1}(\mu, \sigma)-\mathcal{F}_{2}(\sigma, \nu)\right\}=\inf _{g \in C\left(X_{2}\right)} \inf _{j \in J}\left\{-\inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}\left(-F_{2, j}^{-} g\right) d \mu-\int_{X_{2}} g d \nu\right\}$.
Proof. As $\mathcal{F}_{2}$ is a backward convex coupling, we may write $\mathcal{F}_{2}(\sigma, \nu)=$ $\sup _{g \in C\left(X_{2}\right)} \sup _{j \in J}\left\{\int_{X_{2}} g d \nu-\int_{Y_{1}} F_{2, j}^{-} g d \sigma\right\}$. We may then substitute this into the expression

$$
\begin{aligned}
\inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\mathcal{F}_{1}(\mu, \sigma)-\mathcal{F}_{2}(\sigma, \nu)\right\} & =\inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)} \inf _{g \in C\left(X_{2}\right)} \inf _{j \in J}\left\{\mathcal{F}_{1}(\mu, \sigma)-\int_{X_{2}} g d \nu+\int_{Y_{1}} F_{2, j}^{-} g d \sigma\right\} \\
& =\inf _{g \in C\left(X_{2}\right)} \inf _{j \in J}\left\{-\sup _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\int_{Y_{1}}\left(-F_{2, j}^{-} g\right) d \sigma-\mathcal{F}_{1}(\mu, \sigma)\right\}-\int_{X_{2}} g d \nu\right\} \\
& =\inf _{g \in C\left(X_{2}\right)} \inf _{j \in J}\left\{-\inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}\left(-F_{2, j}^{-} g\right) d \mu-\int_{X_{2}} g d \nu\right\}
\end{aligned}
$$

where the last equality follows since $\mathcal{F}_{1}$ is a backward convex transfer and
thus has the specified Legendre transform.
Corollary 3.2.2. Under the same hypotheses as the above Proposition 3.2.1, the following are equivalent:

1. For all $\sigma \in \mathcal{P}\left(Y_{1}\right)$, we have

$$
\mathcal{F}_{2}(\sigma, \nu) \leq \mathcal{F}_{1}(\mu, \sigma) .
$$

2. For all $g \in C\left(X_{2}\right)$, it holds

$$
\sup _{j \in J} \inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}\left(-F_{2, j}^{-}(g)\right) d \mu+\int_{X_{2}} g d \nu \leq 0 .
$$

Proof. By Proposition 3.2.1 it follows immediately that
$0 \leq \inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\mathcal{F}_{1}(\mu, \sigma)-\mathcal{F}_{2}(\sigma, \nu)\right\} \quad$ if and only if $\quad 0 \leq \inf _{g \in C\left(X_{2}\right)} \inf _{j \in J}\left\{-\inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}\left(-F_{2, j}^{-} g\right) d \mu-\int_{X_{2}} g d \nu\right\}$
This equivalence is easily seen by rearrangement to be the statement of equivalence between Item 1 and 2 in the above statement.

Corollary 3.2.3. Specializing Corollary 3.2 .2 to the case where $\mathcal{F}_{1}:=\lambda \mathcal{E} \star \mathcal{T}$ (and relabeling $\mathcal{F}_{2}$ to $\mathcal{F}$ ) for $\mathcal{E}$ a backward $\beta$-entropic transfer on $\mathcal{P}\left(X_{1}\right) \times$ $\mathcal{P}\left(Y_{1}\right)$ with operator $E^{-}, \mathcal{T}$ a backward linear transfer on $\mathcal{P}\left(Y_{1}\right) \times \mathcal{P}\left(Y_{2}\right)$ with Kantorovich operator $T^{-}$, and $\lambda>0$, the following are equivalent:

1. For all $\sigma \in \mathcal{P}\left(Y_{2}\right)$, we have

$$
\mathcal{F}(\sigma, \nu) \leq \lambda \mathcal{E} \star \mathcal{T}(\mu, \sigma) .
$$

2. For all $g \in C\left(X_{2}\right)$,

$$
\sup _{j \in J} \beta\left(\int_{X_{1}} E^{-} \circ T^{-}\left(\frac{-F_{j}^{-}(\lambda g)}{\lambda}\right) d \mu\right)+\int_{X_{2}} g d \nu \leq 0 .
$$

Proof. Note that the inf-convolution $\lambda \mathcal{E} \star \mathcal{T}$ is a backward $(\lambda \beta)$-entropic transfer (in particular, a backward convex transfer) with operator $g \mapsto$
$E^{-} \circ T^{-}\left(\frac{g}{\lambda}\right)$, therefore the above proposition applies and we obtain the dual inequality

$$
\sup _{j \in J} \lambda \beta\left(\int_{X_{1}} E^{-} \circ T^{-}\left(\frac{-F_{j}^{-}(g)}{\lambda}\right) d \mu\right)+\int_{X_{2}} g d \nu \leq 0 \quad \text { for all } g \in C\left(X_{2}\right)
$$

Dividing by $\lambda$ and relabeling $h:=\frac{g}{\lambda}$, the inequality has to hold for all $h \in C\left(X_{2}\right)$, which completes the equivalence.

Corollary 3.2.4. Under the same setting as the above Corollary ??, but with $\mathcal{E}=\mathcal{H}$ the relative entropy, the following are equivalent.

1. For all $\sigma \in \mathcal{P}\left(Y_{2}\right)$, we have $\mathcal{F}(\sigma, \nu) \leq \lambda \mathcal{H} \star \mathcal{T}(\mu, \sigma)$.
2. For all $g \in C\left(X_{2}\right)$,

$$
\sup _{j \in J} \int_{X_{1}} e^{T^{-}\left(\frac{-F_{j}^{-}(\lambda g)}{\lambda}\right)} d \mu \leq e^{-\int_{X_{2}} g d \nu}
$$

In particular, if $\mathcal{T}$ is the identity transfer and $\mathcal{F}$ is a backward linear transfer, then the following are equivalent:

1. For all $\sigma \in \mathcal{P}\left(Y_{2}\right)$, we have $\mathcal{F}(\sigma, \nu) \leq \lambda \mathcal{H}(\mu, \sigma)$
2. For all $g \in C\left(X_{2}\right)$, we have $\int_{X_{1}} e^{-\frac{F^{-}(\lambda g)}{\lambda}} d \mu \leq e^{-\int_{X_{2}} g d \nu}$.

Proof. Taking in the above Corollary $\mathcal{E}=\mathcal{H}$ the relative entropy, then $\beta(t)=\log (t)$ and $E^{-} g=e^{g}$, and we deduce that for all $g \in C\left(X_{2}\right.$ and all $j \in J$,

$$
\log \int_{X_{1}} e^{T^{-}\left(\frac{-F_{j}^{-}(\lambda g)}{\lambda}\right)} d \mu+\int_{X_{2}} g d \nu \leq 0
$$

which gives the asserted equivalence. If further $\mathcal{T}$ is the identity transfer (i.e. $\mathcal{T}(\mu, \nu)=0$ if $\mu=\nu,+\infty$ otherwise), then $T^{-} g=g$.

### 3.3 Forward convex coupling and backward linear transfer

We are now interested in inequalities such as

$$
\begin{equation*}
\mathcal{F}_{2}(\nu, \sigma) \leq \mathcal{F}_{1}(\mu, \sigma) \quad \text { for all } \sigma \in \mathcal{P}(X), \tag{3.1}
\end{equation*}
$$

where $\mathcal{F}_{1}$ is a backward convex transfer and $\mathcal{F}_{2}$ is a backward convex coupling (which, if we define $\tilde{F}_{2}(\sigma, \nu):=\mathcal{F}_{2}(\nu, \sigma)$, we can view as an inequality between a forward convex coupling and backward linear transfer, hence the name of the section). As in the previous section, to compute the dual inequality to (3.1), we find the dual expression for the inf-convolution $\inf _{\sigma \in \mathcal{P}(X)}\left\{\mathcal{F}_{1}(\mu, \sigma)-\mathcal{F}_{2}(\nu, \sigma)\right\}$.

Proposition 3.3.1. Let $\mathcal{F}_{1}$ be a backward convex transfer on $\mathcal{P}\left(X_{1}\right) \times$ $\mathcal{P}\left(Y_{1}\right)$ with operators $\left(F_{1, i}^{-}\right)_{i \in I}$, and let $\mathcal{F}_{2}$ be a backward convex coupling on $\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(Y_{1}\right)$ with operators $\left(F_{2, j}^{-}\right)_{j \in J}$. Then

$$
\inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\mathcal{F}_{1}(\mu, \sigma)-\mathcal{F}_{2}(\nu, \sigma)\right\}=\inf _{g \in C\left(X_{2}\right)}\left\{-\inf _{i \in I} \int_{X_{1}} F_{1, i}^{-} g d \mu+\inf _{j \in J} \int_{X_{2}} F_{2, j}^{-} g d \nu\right\}
$$

Proof. We have from the expression for $\mathcal{F}_{2}$ as a backward convex coupling,

$$
\begin{aligned}
\inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\mathcal{F}_{1}(\mu, \sigma)-\mathcal{F}_{2}(\nu, \sigma)\right\} & =\inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)} \inf _{g \in C\left(X_{2}\right)} \inf _{j \in J}\left\{\mathcal{F}_{1}(\mu, \sigma)-\int_{Y_{1}} g d \sigma+\int_{X_{2}} F_{2, j}^{-} g d \nu\right\} \\
& =\inf _{g \in C\left(X_{2}\right)}\left\{-\sup _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\int_{Y_{1}} g d \sigma-\mathcal{F}_{1}(\mu, \sigma)\right\}+\inf _{j \in J} \int_{X_{2}} F_{2, j}^{-} g d \nu\right\} \\
& =\inf _{g \in C\left(X_{2}\right)}\left\{-\inf _{i \in I} \int_{X_{1}} F_{1, i}^{-} g d \mu+\inf _{j \in J} \int_{X_{2}} F_{2, j}^{-} g d \nu\right\}
\end{aligned}
$$

where the last equality follows since $\mathcal{F}_{1}$ is a backward convex transfer.
Corollary 3.3.2. Let $\mathcal{F}_{1}$ be a backward convex transfer on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(Y_{1}\right)$ with operators $\left(F_{1, i}^{-}\right)_{i \in I}$, and let $\mathcal{F}_{2}$ be a backward convex coupling on $\mathcal{P}\left(X_{2}\right) \times$ $\mathcal{P}\left(Y_{1}\right)$ with operators $\left(F_{2, j}^{-}\right)_{j \in J}$.

Then the following are equivalent.

1. For all $\sigma \in \mathcal{P}\left(Y_{1}\right)$, we have $\mathcal{F}_{2}(\nu, \sigma) \leq \mathcal{F}_{1}(\mu, \sigma)$.
2. For all $g \in C\left(Y_{1}\right)$, we have $\inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}(g) d \mu \leq \inf _{j \in J} \int_{X_{2}} F_{2, j}^{-}(g) d \nu$.

Proof. From Proposition 3.3.1, we have

$$
0 \leq \inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\mathcal{F}_{1}(\mu, \sigma)-\mathcal{F}_{2}(\nu, \sigma)\right\}
$$

if and only if

$$
0 \leq \inf _{g \in C\left(X_{2}\right)}\left\{-\inf _{i \in I} \int_{X_{1}} F_{1, i}^{-} g d \mu+\inf _{j \in J} \int_{X_{2}} F_{2, j}^{-} g d \nu\right\}
$$

This equivalence then reduces to the equivalence between 1 . and 2 .
Corollary 3.3.3. Specializing Corollary 3.3 .2 to the case where $\mathcal{F}_{1}=\lambda \mathcal{E} \star \mathcal{T}$ (and relabeling $\mathcal{F}_{2}$ to $\mathcal{F}$ ), for $\mathcal{E}$ a backward $\beta$-entropic transfer on $\mathcal{P}\left(X_{1}\right) \times$ $\mathcal{P}\left(Y_{1}\right)$ with operator $E^{-}, \mathcal{T}$ a backward linear transfer on $\mathcal{P}\left(Y_{1}\right) \times \mathcal{P}\left(Y_{2}\right)$ with operator $T^{-}$, and $\lambda>0$, then, for any fixed pair of probability measures $\mu \in \mathcal{P}\left(X_{1}\right)$ and $\nu \in \mathcal{P}\left(X_{2}\right)$, the following are equivalent:

1. For all $\sigma \in \mathcal{P}\left(Y_{2}\right)$, we have $\mathcal{F}(\nu, \sigma) \leq \lambda \mathcal{E} \star \mathcal{T}(\mu, \sigma)$.
2. For all $g \in C\left(X_{2}\right)$, we have $\beta\left(\int_{X_{1}} E^{-} \circ T^{-} g d \mu\right) \leq \inf _{i \in I} \frac{1}{\lambda} \int_{X_{2}} F_{i}^{-}(\lambda g) d \nu$.

Proof. Note that the inf-convolution $\lambda \mathcal{E} \star \mathcal{T}$ is a backward $(\lambda \beta)$-entropic transfer (in particular, a backward convex transfer) with operator $g \mapsto E^{-}$。 $T^{-}\left(\frac{g}{\lambda}\right)$, therefore the above Corollary 3.3 .2 applies and we obtain the dual inequality

$$
\lambda \beta\left(\int_{X_{1}} E^{-} \circ T^{-}\left(\frac{g}{\lambda}\right) d \mu\right) \leq \inf _{i \in I} \int_{X_{2}} F_{i}^{-}(g) d \nu \quad \text { for all } g \in C\left(X_{2}\right) .
$$

Dividing by $\lambda$ and relabeling $h:=\frac{g}{\lambda}$, the inequality has to hold for all $h \in C\left(X_{2}\right)$, which completes the equivalence.

We now apply the above to the case where $\mathcal{E}$ is the relative entropy $\mathcal{H}$, in which case $\beta(t)=\log (t)$ and $E^{-} g=e^{g}$.

Corollary 3.3.4. In the setting of the above corollary, if we take $\mathcal{E}=\mathcal{H}$ the relative entropy, then, for any fixed pair of probability measures $\mu \in \mathcal{P}\left(X_{1}\right)$ and $\nu \in \mathcal{P}\left(X_{2}\right)$, the following are equivalent:

1. For all $\sigma \in \mathcal{P}\left(Y_{2}\right)$, we have $\mathcal{F}(\nu, \sigma) \leq \lambda \mathcal{H} \star \mathcal{T}(\mu, \sigma)$
2. For all $g \in C\left(X_{2}\right)$, we have $\log \left(\int_{X_{1}} e^{T^{-} g} d \mu\right) \leq \inf _{i \in I} \frac{1}{\lambda} \int_{X_{2}} F_{i}^{-}(\lambda g) d \nu$.

Corollary 3.3.5. In the setting of Corollary 3.3.3, taking $\mathcal{F}=\mathcal{E}_{2}$ to be a backward $\beta_{2}$-entropic transfer on $\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(Y_{2}\right)$ with operator $E_{2}^{-}$, the following are equivalent:

1. For all $\sigma \in \mathcal{P}\left(Y_{2}\right)$, we have $\mathcal{E}_{2}(\nu, \sigma) \leq \lambda \mathcal{E}_{1} \star \mathcal{T}(\mu, \sigma)$.
2. For all $g \in C\left(X_{2}\right)$,

$$
\beta_{1}\left(\int_{X_{1}} E_{1}^{-} \circ T^{-} g d \mu\right) \leq \frac{1}{\lambda} \beta_{2}\left(\int_{X_{2}} E_{2}^{-}(\lambda g) d \nu\right)
$$

### 3.3.1 Moment measures

The equivalences stated in Proposition 3.3 .2 and following corollaries, was the writing of the duality for $\inf _{\sigma \in \mathcal{P}\left(Y_{1}\right)}\left\{\mathcal{F}_{1}(\mu, \sigma)-\mathcal{F}_{2}(\nu, \sigma)\right\}$. It turns out that for a particular choice of $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$, this duality is related to the study of moment measures, which we briefly highlight here.

Given a convex function $u: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ with $\int_{\mathbb{R}^{d}} e^{-u(x)} d x<+\infty$, its moment measure is defined as the measure $\mu:=(\nabla u)_{\# \rho} \rho$, where $d \rho(x)=$ $e^{-u(x)} d x$. Conversely, we say $\mu$ is a moment measure if there exists a convex function $u$ such that $\mu=(\nabla u)_{\#} \rho$. In [18], the authors provide sufficient and necessary conditions for a probability measure $\mu$ to be the moment measure of some convex function.

To prove the existence of a convex function $u$ whose moment measure is the given measure $\mu$, one can introduce, as was done by Santambrogio, a variational problem involving quadratic optimal transport and relative entropy. Indeed, the connection to quadratic optimal transport is via Brenier's theorem, namely that $\mu=(\nabla u)_{\#} \rho$ implies $\nabla u$ is the optimal transport map
for the transport of $\rho$ to $\mu$ with quadratic cost $c(x, y)=|x-y|^{2}$. At the same time, in light of the exponential form of the density $d \rho=e^{-u(x)} d x$, one is also not surprised that the logarithmic entropy also plays a role.

To be precise, let $\mathcal{H}(d x, \nu):=\int_{\mathbb{R}^{d}} \log \left(\frac{d \nu}{d x}\right) d \nu$ if $\nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ is absolutely continuous with respect to Lebesgue measure, and $+\infty$ otherwise. Recalling from Example 2.6.7, the Brenier transfer

$$
\mathcal{T}(\mu, \nu):=\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}-\langle x, y\rangle d \pi(x, y),
$$

consider the problem

$$
\inf _{\sigma \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)}\{\mathcal{H}(d x, \sigma)-\mathcal{T}(\sigma, \mu)\} .
$$

If we allow ourselves the non-compact setting of $\mathbb{R}^{d}$, an immediate application of (4) in Proposition ?? is the following result in [18]

$$
\inf _{\sigma \in \mathcal{P}\left(\mathbb{R}^{d}\right)}\left\{\mathcal{H}(d x, \sigma)-\mathcal{W}_{2}(\sigma, \bar{\mu})\right\}=\inf _{f \in \mathcal{C}\left(\mathbb{R}^{d}\right)}\left\{-\log \int e^{-f^{*}} d x+\int f d \mu\right\}
$$

where $\mathcal{C}\left(\mathbb{R}^{d}\right)$ is the cone of convex functions on $\mathbb{R}^{d}, \mathcal{W}_{2}(\sigma, \bar{\mu})$ is the Brenier transfer of Example 2.6.7, and $\bar{\mu}$ is defined as $\int_{\mathbb{R}^{d}} f(x) d \bar{\mu}(x)=\int_{\mathbb{R}^{d}} f(-x) d \mu(x)$. Note that in this case, $T^{+} f(x)=-f^{*}(-x), E^{-} f=e^{f}$ and $\beta(t)=\log t$, and since $g^{* *} \leq g$,

$$
\begin{aligned}
\inf _{\sigma \in \mathcal{P}\left(\mathbb{R}^{d}\right)}\left\{\mathcal{H}(d x, \sigma)-\mathcal{W}_{2}(\sigma, \bar{\mu})\right\} & =\mathcal{H} \star\left(-\mathcal{W}_{2}\right)(d x, \bar{\mu}) \\
& =\inf \left\{-\log \int e^{-g} d x+\int g^{*}(x) d \mu ; g \in C\left(\mathbb{R}^{d}\right)\right\} \\
& =\inf \left\{-\log \int e^{-f^{*}} d x+\int f d \mu ; f \in \mathcal{C}\left(\mathbb{R}^{d}\right)\right\}
\end{aligned}
$$

We remark that a particular interest is the characterization of those measures $\mu$ (the moment measures) for which there is attainment in both minimisation problems (see Cordero-Erausquin and Klartag [18]).

### 3.4 Maurey-type inequalities

Proposition 3.4.1. Let $\mathcal{F}_{1}$ be a backward convex transfer on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(Y_{1}\right)$ with operators $\left(F_{1, i}^{-}\right)_{i \in I}, \mathcal{F}_{2}$ a backward convex transfer on $\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(Y_{2}\right)$ with operators $\left(F_{2, j}^{-}\right)_{j \in J}$, and $\mathcal{F}_{3}$ a backward convex coupling on $\mathcal{P}\left(Y_{1}\right) \times$ $\mathcal{P}\left(Y_{2}\right)$ with operators $\left(F_{3, k}^{-}\right)_{k \in K}$. Then for fixed $\mu \in \mathcal{P}\left(X_{1}\right)$ and $\nu \in \mathcal{P}\left(X_{2}\right)$, the following holds:

$$
\begin{aligned}
\inf _{\sigma_{1} \in \mathcal{P}\left(Y_{1}\right), \sigma_{2} \in \mathcal{P}\left(Y_{2}\right)} & \left\{\mathcal{F}_{1}\left(\mu, \sigma_{1}\right)-\mathcal{F}_{3}\left(\sigma_{1}, \sigma_{2}\right)+\mathcal{F}_{2}\left(\nu, \sigma_{2}\right)\right\} \\
& =\inf _{g \in C\left(X_{2}\right)}\left\{-\sup _{k \in K} \inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}\left(-F_{3, k}^{-}(g)\right) d \mu-\inf _{j \in J} \int_{X_{2}} F_{2, j}^{-}(g) d \nu\right\}
\end{aligned}
$$

Proof. Since as a convex coupling,

$$
\mathcal{F}_{3}\left(\sigma, \sigma_{2}\right)=\sup _{g \in C\left(Y_{2}\right)}\left\{\int_{Y_{2}} g d \sigma_{2}-\inf _{k \in K} \int_{Y_{1}} F_{3, k}^{-} g d \sigma_{1}\right.
$$

we can substitute this expression into the following inf-convolution,

$$
\begin{aligned}
& \quad \inf _{\sigma_{1} \in \mathcal{P}\left(Y_{1}\right), \sigma_{2} \in \mathcal{P}\left(Y_{2}\right)}\left\{\mathcal{F}_{1}\left(\mu, \sigma_{1}\right)-\mathcal{F}_{3}\left(\sigma_{1}, \sigma_{2}\right)+\mathcal{F}_{2}\left(\nu, \sigma_{2}\right)\right\} \\
& = \\
& =\inf _{\sigma_{1} \in \mathcal{P}\left(Y_{1}\right), \sigma_{2} \in \mathcal{P}\left(Y_{2}\right)} \inf _{g \in C\left(Y_{2}\right)}\left\{\mathcal{F}_{1}\left(\mu, \sigma_{1}\right)-\int_{Y_{2}} g d \sigma_{2}+\inf _{k \in K} \int_{Y_{1}} F_{3, k}^{-} g d \sigma_{1}+\mathcal{F}_{2}\left(\nu, \sigma_{2}\right)\right\} \\
& = \\
& =\inf _{g \in C\left(Y_{2}\right)}\left\{-\sup _{k \in K} \sup _{\sigma_{1} \in \mathcal{P}\left(Y_{1}\right)}\left\{\int_{Y_{1}}\left(-F_{3, k}^{-} g\right) d \sigma_{1}-\mathcal{F}_{1}\left(\mu, \sigma_{1}\right)\right\}-\sup _{\sigma \in \mathcal{P}\left(Y_{2}\right)}\left\{\int_{Y_{2}} g d \sigma_{2}-\mathcal{F}_{2}\left(\nu, \sigma_{2}\right)\right\}\right\} \\
& =\inf _{g \in C\left(Y_{2}\right)}\left\{-\sup _{k \in K} \inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}\left(-F_{3, k}^{-} g\right) d \nu-\inf _{j \in J} \int_{X_{2}} F_{2, j}^{-}(g) d \nu\right\}
\end{aligned}
$$

Corollary 3.4.2. Let $\mathcal{F}_{1}$ be a backward convex transfer on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(Y_{1}\right)$ with operators $\left(F_{1, i}^{-}\right)_{i \in I}, \mathcal{F}_{2}$ a backward convex transfer on $\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(Y_{2}\right)$ with operators $\left(F_{2, j}^{-}\right)_{j \in J}$, and $\mathcal{F}_{3}$ a backward convex coupling on $\mathcal{P}\left(Y_{1}\right) \times$ $\mathcal{P}\left(Y_{2}\right)$ with operators $\left(F_{3, k}^{-}\right)_{k \in K}$. Then for fixed $\mu \in \mathcal{P}\left(X_{1}\right)$ and $\nu \in \mathcal{P}\left(X_{2}\right)$, the following are equivalent:

1. For all $\sigma_{1} \in \mathcal{P}\left(Y_{1}\right), \sigma_{2} \in \mathcal{P}\left(Y_{2}\right)$, we have

$$
\mathcal{F}_{3}\left(\sigma_{1}, \sigma_{2}\right) \leq \mathcal{F}_{1}\left(\mu, \sigma_{1}\right)+\mathcal{F}_{2}\left(\nu, \sigma_{2}\right) .
$$

2. For all $g \in C\left(Y_{2}\right)$

$$
\sup _{k \in K} \inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}\left(-F_{3, k}^{-}(g)\right) d \mu+\inf _{j \in J} \int_{X_{2}} F_{2, j}^{-}(g) d \nu \leq 0 .
$$

Proof. By the previous Proposition 3.4.1, we have

$$
0 \leq \inf _{\sigma_{1} \in \mathcal{P}\left(Y_{1}\right), \sigma_{2} \in \mathcal{P}\left(Y_{2}\right)}\left\{\mathcal{F}_{1}\left(\mu, \sigma_{1}\right)-\mathcal{F}_{3}\left(\sigma_{1}, \sigma_{2}\right)+\mathcal{F}_{2}\left(\nu, \sigma_{2}\right)\right\}
$$

if and only if

$$
0 \leq \inf _{g \in C\left(X_{2}\right)}\left\{-\sup _{k \in K} \inf _{i \in I} \int_{X_{1}} F_{1, i}^{-}\left(-F_{3, k}^{-}(g)\right) d \mu-\inf _{j \in J} \int_{X_{2}} F_{2, j}^{-}(g) d \nu\right\} .
$$

Corollary 3.4.3. Specializing Corollary 3.4.2 to the case where $\mathcal{F}_{1}=\mathcal{E}_{1} \star \mathcal{T}_{1}$ and $\mathcal{F}_{2}=\mathcal{E}_{2} \star \mathcal{T}_{2}$ (and relabeling $\mathcal{F}_{3}$ to $\mathcal{F}$ ), where

- $\mathcal{E}_{1}$ is a backward $\beta_{1}$-entropic transfer on $\mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(Z_{1}\right)$ with operator $E_{1}^{-}$,
- $\mathcal{E}_{2}$ is a backward $\beta_{2}$-entropic transfer on $\mathcal{P}\left(X_{2}\right) \times \mathcal{P}\left(Z_{2}\right)$ with operator $E_{2}^{-}$,
- $\mathcal{T}_{1}$ is a backward linear transfer on $\mathcal{P}\left(Z_{1}\right) \times \mathcal{P}\left(Y_{1}\right)$ with operator $T_{1}^{-}$, and
- $\mathcal{T}_{2}$ is a backward linear transfer on $\mathcal{P}\left(Z_{2}\right) \times \mathcal{P}\left(Y_{2}\right)$ with operator $T_{2}^{-}$, then, for any given $\lambda_{1}, \lambda_{2} \in \mathbb{R}^{+}$and $(\mu, \nu) \in \mathcal{P}\left(X_{1}\right) \times \mathcal{P}\left(X_{2}\right)$, the following are equivalent:

1. For all $\sigma_{1} \in \mathcal{P}\left(Y_{1}\right), \sigma_{2} \in \mathcal{P}\left(Y_{2}\right)$, we have

$$
\mathcal{F}\left(\sigma_{1}, \sigma_{2}\right) \leq \lambda_{1} \mathcal{E}_{1} \star \mathcal{T}_{1}\left(\mu, \sigma_{1}\right)+\lambda_{2} \mathcal{E}_{2} \star \mathcal{T}_{2}\left(\nu, \sigma_{2}\right)
$$

2. For all $g \in C\left(Y_{2}\right)$, we have

$$
\lambda_{1} \sup _{k \in K} \beta_{1}\left(\int_{X_{1}} E_{1}^{-} \circ T_{1}^{-} \circ\left(-\frac{1}{\lambda_{1}} F_{k}^{-} g\right) d \mu\right)+\lambda_{2} \beta_{2}\left(\int_{X_{2}} E_{2}^{-} \circ T_{2}^{-}\left(\frac{1}{\lambda_{2}} g\right) d \nu\right) \leq 0 .
$$

By applying the above to $\mathcal{E}_{i}=\mathcal{H}$ the logarithmic entropy (i.e. where $\beta_{i}(t)=\log (t)$ and operator $\left.E_{i}^{-} f=e^{f}\right)$, we get the following extension of a celebrated result of Maurey [44].

Corollary 3.4.4. Let $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ in the above Corollary 3.4 .3 be equal to the logarithmic entropy $\mathcal{H}$. Then the following are equivalent:

1. For all $\sigma_{1} \in \mathcal{P}\left(X_{1}\right), \sigma_{2} \in \mathcal{P}\left(X_{2}\right)$, we have

$$
\mathcal{F}\left(\sigma_{1}, \sigma_{2}\right) \leq \lambda_{1} \mathcal{H} \star \mathcal{T}_{1}\left(\mu, \sigma_{1}\right)+\lambda_{2} \mathcal{H} \star \mathcal{T}_{2}\left(\nu, \sigma_{2}\right) .
$$

2. For all $g \in C\left(Y_{2}\right)$, we have

$$
\sup _{k \in K}\left(\int_{X_{1}} e^{T_{1}^{-}\left(-\frac{1}{\lambda_{1}} F_{k}^{-} g\right)} d \mu\right)^{\lambda_{1}}\left(\int_{X_{2}} e^{T_{2}^{-}\left(\frac{1}{\lambda_{2}} g\right)} d \nu\right)^{\lambda_{2}} \leq 1 .
$$

If $\mathcal{T}_{1}=\mathcal{T}_{2}$ are the identity transfer, then item 1 in the above is equivalent to saying that for all $g \in C\left(Y_{2}\right)$, we have

$$
\sup _{k \in K}\left(\int_{X_{1}} e^{-\frac{1}{\lambda_{1}} F_{k}^{-} g} d \mu\right)^{\lambda_{1}}\left(\int_{X_{2}} e^{\frac{1}{\lambda_{2}} g} d \nu\right)^{\lambda_{2}} \leq 1 .
$$

## Chapter 4

## Hamiltonian/Lagrangian dynamics: Weak KAM, Aubry-Mather, and optimal transport

### 4.1 Introduction

In this chapter, we provide an overview of weak KAM theory and AubryMather theory for a Hamiltonian/Lagrangian system, drawing from [15, 1921, 23, 32, 54, 55]. We shall see that the work of Bernard-Buffoni [5, 6] demonstrates that in fact much of the analysis can be obtained by studying an optimal transport problem with the cost function of Example 2.6.6,

$$
c_{L}(x, y)=\inf \left\{\int_{0}^{1} L(\gamma(t), \dot{\gamma}(t)) d t ; \gamma \in C^{1}([0,1] ; M), \gamma(0)=x, \gamma(1)=y\right\} .
$$

Inspired by the theory presented in this chapter, we shall then endeavour in the next chapter to develop a "weak KAM/Aubry-Mather" theory for general linear transfers. Thus, the main purpose here is to describe the connections with the aim of generalising them. For brevity, we shall not
attempt to provide complete proofs of results from the literature, and for pedagogical reasons, describe the results for the flat $n$-dimensional torus $\mathbb{T}^{n}$, although a smooth compact connected Riemannian manifold without boundary would suffice (with the appropriate changes).

### 4.2 Hamiltonian systems

Consider a dynamical system on $\mathbb{T}^{n}:=\mathbb{R}^{n} / \mathbb{Z}^{n}$, the $n$-dimensional flat torus, whose energy is described by a Hamiltonian function $H: \mathbb{T}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$, $(x, p) \mapsto H(x, p)$, where $\mathbb{R}^{n}$ is Euclidean space. The dynamics of the system are obtained by solving Hamilton's system of equations; a coupled, nonlinear, system of ODE's, given (at least in local coordinates) by

$$
\left\{\begin{array}{l}
\dot{x}=\frac{\partial H}{\partial p}(x, p)  \tag{4.1}\\
\dot{p}=-\frac{\partial H}{\partial x}(x, p),
\end{array}\right.
$$

together with some initial conditions $x(0)=x_{0}$ and $p(0)=p_{0}$.
Solving (4.1) explicitly is not, in general, possible, except in certain special cases. One such case, the case of an integrable system, occurs if, in the coordinates $(x, p)$, the Hamiltonian $H$ does not depend on $x$, i.e. $H=H(p)$. Then the system reduces to

$$
\left\{\begin{array}{l}
\dot{x}=\frac{\partial H}{\partial p}(p)  \tag{4.2}\\
\dot{p}=0,
\end{array}\right.
$$

which is easily solved and the dynamics is completely known: it corresponds to a uniform rotation on $\mathbb{T}^{n}$ given by

$$
x(t)=\left(x_{0}+\rho\left(p_{0}\right) t\right)\left(\bmod \mathbb{Z}^{n}\right),
$$

with rotation vector $\rho\left(p_{0}\right):=\frac{\partial H}{\partial p}\left(p_{0}\right)$. In particular, the phase space $\mathbb{T}^{n} \times \mathbb{R}^{n}$ is foliated by invariant tori $\mathbb{T}^{n} \times\left\{p_{0}\right\}$ which describe stable motions of the system, i.e. trajectories starting in an invariant tori will remain there for all time. Different initial conditions of (4.2) will therefore trace out different
invariant tori in phase space. In addition, if the rotation vector $\rho\left(p_{0}\right)$ has irrational coordinates (resp., rational), then the trajectory $t \mapsto x(t)$ on $\mathbb{T}^{n}$ is quasi-periodic (resp., periodic).

It is then natural to ask about the dynamics of an integrable system if it is slightly perturbed. What happens to the invariant tori and the stable motions? Are they destroyed, or might some still persist?

These questions are related to the search for a smooth and invertible change of coordinates $\Phi:(X, P) \mapsto(x, p)$ so that the Hamiltonian system (4.1) reduces to an integrable system in the new coordinates $(X, P)$ :

$$
\left\{\begin{array}{l}
\dot{X}=\frac{\partial \bar{H}}{\partial P}(P)  \tag{4.3}\\
\dot{P}=0,
\end{array}\right.
$$

where the effective Hamiltonian $\bar{H}(P):=H \circ \Phi(X, P)$ depends only on $P$.
In general, of course, such a coordinate change does not exist, for the following reason: By comparing (4.1) and (4.3), a necessary condition relating the coordinates, is

$$
\frac{\partial X}{\partial x}=\frac{\partial p}{\partial P}
$$

The above condition is satisfied if there exists a generating function $u$ so that $X=\frac{\partial u}{\partial p}(x, P)$ and $p=\frac{\partial u}{\partial x}(x, P)$. The relation $\bar{H}(P)=H(x, p)$ then yields an equation for this function $u$, the (stationary) Hamilton-Jacobi equation,

$$
\begin{equation*}
H\left(x, \nabla_{x} u(x, P)\right)=\bar{H}(P) . \tag{4.4}
\end{equation*}
$$

Thus the strategy becomes: Given $P \in \mathbb{R}^{n}$, find a constant $\bar{H}(P)$ and a function $u(\cdot, P)$ which satisfies (4.4), and define a change of coordinates $(x, p) \rightarrow(X, P)$ to satisfy

$$
\begin{align*}
X & =\nabla_{P} u(x, P) \\
p & =\nabla_{x} u(x, P) . \tag{4.5}
\end{align*}
$$

There are two main issues which prevent this procedure from being carried
out in general: The first is that the Hamilton-Jacobi equation (4.4) may not admit any smooth solutions $u$, and second, even if it does, it may not be possible to invert (4.5) globally to solve for $P$ (and $X$ ) in terms of $x$ and $p$.

In the nearly integrable case, that is, when $H$ is "close" to some integrable $H_{0}$, the theory contributed by Kolmogorov, Arnold, and Moser, collectively known as KAM theory (see e.g. [58], [61], and references therein) provides results which say that such a coordinate change does in fact exist. Some of the invariant tori of the unperturbed system are "deformed" and survive the perturbation, while others are destroyed. The surviving tori are those of the unperturbed system which satisfy a "non-resonance condition", made precise in the following (pseudo-) theorem.

Theorem 4.2.1 (KAM theorem, [58], Theorem 2.1). Let $H(x, p, \epsilon):=$ $H_{0}(p)+\epsilon H_{1}(x, p, \epsilon)$ be a real-analytic Hamiltonian, where $(x, p) \in \mathbb{T}^{n} \times \mathbb{R}^{n}$ and $\epsilon \in \mathbb{R}$. Suppose that the unperturbed system $H_{0}$ has invertible Hessian at a point $p_{0}$, where $p_{0}$ is such that its corresponding rotation vector $\rho\left(p_{0}\right)=\frac{\partial H_{0}}{\partial p}\left(p_{0}\right)$ is diophantine, i.e. there exist $c, \gamma>0$ such that $\left|\left\langle k, \rho\left(p_{0}\right)\right\rangle\right| \geq \frac{1}{c|k|^{\gamma}}$ for all non-zero $k \in \mathbb{Z}^{n}$.

Then for small $\epsilon$ the torus $\mathbb{T}^{n} \times\left\{p_{0}\right\}$ of the unperturbed system survives and is slightly deformed by the perturbation. It carries trajectories with rotation vector $\rho\left(p_{0}\right)$.

For more general $H$ which are "far" from being integrable, one cannot hope to obtain similar results in this non-perturbative setting; in other words, the Hamiltonian dynamics are not conjugate to a rigid rotation and there may not exist any quasi-periodic solutions. However, although there may not exist classical $C^{1}$ solutions to the stationary Hamilton-Jacobi (4.4), Lions, Papanicolaou, and Varadhan [39], have shown the existence of viscosity solutions to an equivalent formulation (sometimes called the cell problem),

$$
\begin{equation*}
H\left(x, P+\nabla_{x} w(x, P)\right)=\bar{H}(P) \tag{4.6}
\end{equation*}
$$

The equivalence of (4.6) and (4.4) is via $u(x, P)=x \cdot P+w(x, P)$.
Theorem 4.2.2 ([39], Theorem 1). Suppose $H$ is superlinear, i.e. $\lim _{|p| \rightarrow \infty} H(x, p)=$
$+\infty$, uniformly in $x$. Then for each $P \in \mathbb{R}^{n}$, there exists a unique $\bar{H}(P)$ for which there exists a viscosity solution $w$ of (4.6). In addition, $P \mapsto \bar{H}(P)$ is continuous.

It is often sufficient to consider in the next sections only the case $P=$ 0 , the general case for any $P$ obtained by replacing $H$ with $H_{P}(x, p):=$ $H(x, P+p)$.

Let us recall here the definition of a viscosity solution in this context.
Definition 4.2.3 (Viscosity solution). Let $k \in \mathbb{R}$.

1. $u \in C\left(\mathbb{T}^{n}\right)$ is a viscosity subsolution of $H(x, \nabla u(x))=k$ iff for every $\varphi \in C^{1}\left(\mathbb{T}^{n}\right)$ such that $\varphi \geq u$ and every $x_{0} \in \mathbb{T}^{n}$ such that $\varphi\left(x_{0}\right)=u\left(x_{0}\right)$, it holds that

$$
H\left(x_{0}, \nabla \varphi\left(x_{0}\right)\right) \leq k
$$

2. $u \in C\left(\mathbb{T}^{n}\right)$ is a viscosity supersolution of $H(x, \nabla u(x))=k$ iff for every $\varphi \in C^{1}\left(\mathbb{T}^{n}\right)$ such that $\varphi \leq u$ and every $x_{0} \in \mathbb{T}^{n}$ such that $\varphi\left(x_{0}\right)=u\left(x_{0}\right)$, it holds that

$$
H\left(x_{0}, \nabla \varphi\left(x_{0}\right)\right) \geq k
$$

3. $u \in C\left(\mathbb{T}^{n}\right)$ is a viscosity solution iff $u$ is both a visocity subsolution, and a viscosity supersolution.

How is the effective Hamiltonian $\bar{H}(P)$ related to the original system (4.1) when there exist only viscosity solutions? This is the weak KAM theory of Fathi [20] that we discuss in the next section. It connects $\bar{H}(P)$ and the associated viscosity solutions, to the theory of invariant sets of Aubry-Mather from dynamical systems.

Indeed, the lack of smooth solutions to Hamilton-Jacobi, implies nonexistence of invariant tori. But we shall see in the next section that one can still speak of more general sets which are invariant under the Hamiltonian
flow; this is Aubry-Mather theory. On the other hand, a result of HamiltonJacobi implies that solutions to the Hamilton-Jacobi equation give invariant sets.

Theorem 4.2.4 (Hamilton-Jacobi). Let $u: \mathbb{T}^{n} \rightarrow \mathbb{R}$ be $C^{2}$. Then for every $P \in \mathbb{R}^{n}, \operatorname{Graph}(P+\nabla u)$ is invariant under the Hamiltonian flow, if and only if $H(x, P+\nabla u(x))=c$ for a constant $c$ independent of $x$.

The basic premise of weak KAM theory is therefore to build the AubryMather sets from viscosity solutions to the Hamilton-Jacobi equation.

In the sections that follow the appropriate Hamiltonians are the Tonelli Hamiltonians; that is, those $H: \mathbb{T}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying

1. $(x, p) \mapsto H(x, p)$ is $C^{k}$ smooth for some $k \geq 2$,
2. (Strict Convexity) $p \mapsto H(x, p)$ is strictly convex for every fixed $x$,
3. (Superlinearity) $\lim _{|p| \rightarrow+\infty} \frac{H(x, p)}{|p|}=+\infty$ uniformly in $x$.

A Tonelli Hamiltonian defines, dually, a Tonelli Lagrangian $L: \mathbb{T}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ via the Fenchel-Legendre transform of $H$ :

$$
\begin{equation*}
L(x, v):=\sup _{p \in \mathbb{R}^{n}}\{\langle p, v\rangle-H(x, p)\} . \tag{4.7}
\end{equation*}
$$

The Lagrangian $L$ and Hamiltonian $H$ are completely equivalent in the sense that $H$ can be recovered from $L$ via

$$
H(x, p)=\sup _{v \in \mathbb{R}^{n}}\{\langle p, v\rangle-L(x, v)\}
$$

and the statements " $H$ is Tonelli", and " $L$ is Tonelli", are equivalent, where a Tonelli Lagrangian is a function $L: \mathbb{T}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying

1. $(x, v) \mapsto L(x, v)$ is $C^{k}$ smooth for some $k \geq 2$,
2. (Strict Convexity) $v \mapsto L(x, v)$ is strictly convex for every fixed $x$,
3. (Superlinearity) $\lim _{|v| \rightarrow+\infty} \frac{L(x, v)}{|v|}=+\infty$ uniformly in $x$.

The transformation $\mathcal{L}(x, v):=\left(x, \frac{\partial L}{\partial v}(x, v)\right)$ is a global $C^{k-1}$ diffeomorphism between the Lagrangian coordinates $(x, v)$ and the Hamiltonian coordinates $(x, p)$, so that

$$
H \circ \mathcal{L}(x, v)=\left\langle\frac{\partial L}{\partial v}(x, v), v\right\rangle-L(x, v),
$$

with inverse given by $\mathcal{L}^{-1}(x, p)=\left(x, \frac{\partial H}{\partial p}(x, p)\right)$. The Hamiltonian system (4.1), yields in Lagrangian coordinates, the Euler-Lagrange equations,

$$
\left\{\begin{array}{l}
\dot{x}=v  \tag{4.8}\\
\frac{d}{d t}\left(\frac{\partial L}{\partial v}(x, v)\right)=\frac{\partial L}{\partial x}(x, v) .
\end{array}\right.
$$

The Hamiltonian flow $\phi_{t}^{H}$ associated to the Hamiltonian system (4.1) is conjugated to the Lagrangian flow $\phi_{t}^{L}$, via $\phi_{t}^{H}=\mathcal{L} \circ \phi_{t}^{L} \circ \mathcal{L}^{-1}$.

### 4.3 Aubry-Mather theory

### 4.3.1 Mañé critical value

Definition 4.3.1. The Mañé critical value, denoted by $c$, is the infimum of all $k \in \mathbb{R}$ such that there exists a continuous function $u: \mathbb{T}^{n} \rightarrow \mathbb{R}$ which is a viscosity subsolution to $H(x, \nabla u(x))=k$.

Note that $c \in \mathbb{R}$, since by superlinearity, there exists $K>0$ and $C>0$, such that $L(x, v) \geq K|v|-C$, in which case

$$
H(x, 0)=\sup _{v \in \mathbb{R}^{n}}\{-L(x, v)\} \leq \sup _{v \in \mathbb{R}^{n}}\{-K|v|+C\}=C
$$

hence $u \equiv 0$ is a viscosity subsolution for any $k \leq C$. At the same time $c>-\infty$ since for any $u \in C^{1}\left(\mathbb{T}^{n}\right)$,
$H(x, \nabla u(x))=\sup _{v \in \mathbb{R}^{n}}\{\langle\nabla u(x), v\rangle-L(x, v)\} \geq-L(x, 0) \geq-\sup _{x \in \mathbb{T}^{n}} L(x, 0)>-\infty$,
thus there exists no viscosity subsolution of $H(x, \nabla u(x))=k$, for $k<$ $-\sup _{x \in \mathbb{T}^{n}} L(x, 0)$. We shall see that in fact $c=\bar{H}(0)$, so the Mañé critical value is exactly the effective Hamiltonian (recall it suffices to consider
$P=0$ ). The Legendre transform yields an important variational characterisation of viscosity subsolutions to the Hamilton-Jacobi equation which is recorded in the following proposition.

Proposition 4.3.2. $u \in C\left(\mathbb{T}^{n}\right)$ is a viscosity subsolution to $H(x, \nabla u(x))=$ $c$ if and only if for any $a<b \in \mathbb{R}$ and every Lipschitz curve $\gamma:[a, b] \rightarrow \mathbb{T}^{n}$, it holds that

$$
\begin{equation*}
u(\gamma(b))-u(\gamma(a)) \leq \int_{a}^{b} L(\gamma, \dot{\gamma}) d s+c(b-a) . \tag{4.9}
\end{equation*}
$$

Note in particular that this implies every viscosity subsolution is Lipschitz by taking a curve $\gamma$ with constant speed. The next proposition shows that in fact if there is a $\gamma$ for which there is equality in (4.9), then $u$ is actually a viscosity solution and not just a subsolution.

Proposition 4.3.3. If $u$ is a viscosity subsolution to $H(x, \nabla u(x))=c$, and for every $x \in \mathbb{T}^{n}$, there exists a Lipschitz curve $\gamma:(-\infty, 0] \rightarrow \mathbb{T}^{n}$, with $\gamma(0)=x$, satisfying

$$
u(\gamma(b))-u(\gamma(a))=\int_{a}^{b} L(\gamma, \dot{\gamma}) d s+c(b-a)
$$

for all $a<b \leq 0$, then $u$ is a viscosity solution to $H(x, \nabla u(x))=c$ (and consequently, $c=\bar{H}(0)$ is the unique constant for which this is true).

The previous two propositions suggest the introduction of the Lax-Oleinik semi-group

$$
\begin{equation*}
S_{t}^{-} u(x):=\inf _{\gamma}\left\{u(\gamma(-t))+\int_{-t}^{0} L(\gamma, \dot{\gamma}) d s\right\}, \quad t>0, \tag{4.10}
\end{equation*}
$$

where the infimum is over all Lipschitz curves $\gamma$ such that $\gamma(0)=x$, and consider those functions $u$ for which

$$
S_{t}^{-} u(x)+c t=u(x) .
$$

Definition 4.3.4. A function $u \in C\left(\mathbb{T}^{n}\right)$ is a negative weak KAM solution if $S_{t}^{-} u(x)+c t=u(x)$ for all $x \in \mathbb{T}^{n}$ and all $t>0$.

The term "negative" refers to the fact that the Lipschitz curve in Proposition 4.3 .3 is defined for all negative time. In view of Proposition 4.3.3, negative weak KAM solutions are in fact exactly the viscosity solutions for the Hamilton-Jacobi equation.

Proposition 4.3.5. $u \in C\left(\mathbb{T}^{n}\right)$ is a negative weak $K A M$ solution if and only if it is a viscosity solution to $H(x, \nabla u(x))=c$.

Remark 4.3.6. In a similar way to above, we may introduce another LaxOleinik semi-group (see (4.9) above),

$$
S_{t}^{+} u(x):=\sup _{\gamma}\left\{u(\gamma(t))-\int_{0}^{t} L(\gamma, \dot{\gamma}) d s\right\}, \quad t>0,
$$

where the supremum is over all Lipschitz curves $\gamma:[0, t] \rightarrow \mathbb{R}$ such that $\gamma(0)=x$, and define the positive weak KAM solutions as those $u$ satisfying

$$
S_{t}^{+} u(x)-c t=u(x) \quad \text { for all } x \in \mathbb{T}^{n} \text { and all } t>0
$$

The positive weak KAM solutions are also viscosity solutions to $H(x, \nabla u(x))=$ c. We shall see the connection between positive/negative weak KAM solutions in the next sections.

### 4.3.2 Peierls Barrier and the Aubry set

In this section, we will construct an invariant set under the Hamiltonian flow, the Aubry set, via the Peierls Barrier.

Related to the Lax-Oleinik semi-group (see (4.10)),
consider the minimal action,

$$
\begin{equation*}
h_{t}(x, y):=\inf _{\gamma}\left\{\int_{0}^{t} L(\gamma, \dot{\gamma}) d s ; \gamma(0)=x, \gamma(t)=y\right\} \tag{4.11}
\end{equation*}
$$

where the infimum is over all Lipschitz curves $\gamma:[0, t] \rightarrow \mathbb{T}^{n}$ with the specified end values. It is known that a minimiser of (4.11) exists, and
that it is as regular as $L$ itself; this is Tonelli's theorem. Moreover, by the Calculus of Variations, a minimiser of (4.11) satisfies the Euler-Lagrange equation (4.8), which is nothing but the first variation of the action (4.11).

Definition 4.3.7. The Peierls Barrier $h_{\infty}(x, y)$ is defined via

$$
h_{\infty}(x, y)=\liminf _{t \rightarrow+\infty}\left(h_{t}(x, y)+c t\right),
$$

where $c=\bar{H}(0)$ is Mañé's constant of the previous section.
Proposition 4.3.8. The Peierls Barrier is finite for all $x, y \in \mathbb{T}^{n}$, Lipschitz, and satisfies the following properties:

1. Every viscosity subsolution $u$ satisfies $u(x)-u(y) \leq h_{\infty}(x, y)$,
2. $h_{\infty}(x, z) \leq h_{\infty}(x, y)+h_{\infty}(y, z)$,
3. $h_{\infty}(x, y)+h_{\infty}(y, x) \geq 0$.

The Peierls Barrier is important for a number of reasons, the first being that it provides negative weak KAM solutions.

Proposition 4.3.9. For every fixed $x \in \mathbb{T}^{n}$, the map $y \mapsto h_{\infty}(x, y)$ is a negative weak KAM solution.

The collection of points where the Peierls Barrier vanishes is particularly important as we will see next.

Definition 4.3.10. The projected Aubry set is defined as the collection of points where the Peierls barrier vanishes:

$$
\mathcal{A}:=\left\{x \in \mathbb{T}^{n} ; h_{\infty}(x, x)=0\right\} .
$$

Proposition 4.3.11. The projected Aubry set $\mathcal{A}$ is compact and non-empty.
Proposition 4.3.12. The projected Aubry set satisfies

$$
\mathcal{A}=\bigcap_{u}\left(u-S_{1}^{-} u\right)^{-1}(c)
$$

where the intersection is over all viscosity subsolutions $u$ to $H(x, \nabla u(x))=c$.

The projected Aubry set is distinguished for a number of reasons. The first we shall note is that it a set of "uniqueness" for weak KAM solutions.

Proposition 4.3.13. 1. If $u$ is a negative weak $K A M$ solution, then there exists a unique positive weak $K A M$ solution $v$ such that $u=v$ on $\mathcal{A}$.
2. If $u$ is a viscosity subsolution of $H(x, \nabla u(x))=c$, then there exists a negative weak KAM solution $v$ such that $u=v$ on $\mathcal{A}$.
3. If $u_{1}, u_{2}$ are negative weak $K A M$ solutions, and $u_{1} \leq u_{2}$ on $\mathcal{A}$, then $u_{1} \leq u_{2}$ everywhere.

The second we shall observe is that it is exactly the differentiability set for viscosity subsolutions of the Hamilton-Jacobi equation.

Proposition 4.3.14. For any $x \in \mathcal{A}$, there exists a $C^{2}$ curve $\gamma_{x}: \mathbb{R} \rightarrow \mathcal{A}$ with $\gamma_{x}(0)=x$, that solves the Euler-Lagrange equation,

$$
\frac{d}{d t}\left(\frac{\partial L}{\partial v}\left(\gamma_{x}, \dot{\gamma}_{x}\right)\right)=\frac{\partial L}{\partial x}\left(\gamma_{x}, \dot{\gamma}_{x}\right), \quad \text { for all } t \in \mathbb{R}
$$

for which any viscosity subsolution $u$ satisfies

$$
\begin{equation*}
u\left(\gamma_{x}(b)\right)-u\left(\gamma_{x}(a)\right)=\int_{a}^{b} L\left(\gamma_{x}, \dot{\gamma}_{x}\right) d s+c(b-a), \quad a<b \in \mathbb{R} . \tag{4.12}
\end{equation*}
$$

In addition, $u$ is differentiable at $x$ with $\nabla u(x)=\frac{\partial L}{\partial v}\left(x, \dot{\gamma}_{x}(0)\right)$ and satisfies $H(x, \nabla u(x))=c$ at that point.

The curve $\gamma$ is unique in the sense that if $\tilde{\gamma}_{x}:[a, b] \rightarrow \mathbb{T}^{n}$ is defined on an interval $[a, b]$ containing 0 , satisfies $\tilde{\gamma_{x}}(0)=x$ and (4.12), then $\gamma_{x}=\tilde{\gamma_{x}}$ on $[a, b]$.

The above proposition implies that the map $x \mapsto \frac{\partial L}{\partial v}\left(x, \dot{\gamma_{x}}(0)\right)$ is welldefined on $\mathcal{A}$. We define the graph of this function over $\mathcal{A}$ to be the Aubry set.

Definition 4.3.15. The Aubry set $\tilde{A}$ is the subset of $\mathbb{T}^{n} \times \mathbb{R}^{n}$ defined via

$$
\tilde{\mathcal{A}}:=\left\{\left(x, \frac{\partial L}{\partial v}\left(x, \dot{\gamma}_{x}(0)\right)\right) ; x \in \mathcal{A}\right\}
$$

where $\gamma$ is as in Proposition 4.3.14.
Proposition 4.3.16. The Aubry set is non-empty, compact, and invariant under the Hamiltonian flow. It is a Lipschitz graph over the projected Aubry set.

### 4.3.3 Mather measures

Recall the minimal action,

$$
h_{t}(x, y):=\inf _{\gamma}\left\{\int_{0}^{t} L(\gamma, \dot{\gamma}) d s\right\}
$$

where the infimum is over Lipschitz curves $\gamma:[0, t] \rightarrow \mathbb{T}^{n}$ with $\gamma(0)=x$ and $\gamma(t)=y$.

In the previous section, the Peierls Barrier was defined as a long-time limit of the minimal action, and the Aubry set was constructed. However, one alternative to studying minimising trajectories of (4.11), is instead look at the average action of a "collection of orbits", in the sense of a Lagrangian action of a flow-invariant probability distribution:

$$
A_{L}[\mu]:=\int_{\mathbb{T}^{n} \times \mathbb{R}^{n}} L(x, v) d \mu(x, v)
$$

and introduce the analogous minimisation problem,

$$
\inf \left\{A_{L}[\mu] ; \mu \in \mathcal{D}\right\}
$$

where $\mathcal{D}:=\left\{\mu \in \mathcal{P}\left(\mathbb{T}^{n} \times \mathbb{R}^{n}\right) ;\left(\phi_{t}^{L}\right)_{\#} \mu=\mu\right\}$ is the set of probability measures invariant under the Euler-Lagrange flow determined by $L$.

Since the constraint set $\mathcal{D}$ depends on $L$ itself, Mañé introduced a larger set of probability measures, the so-called set of holonomic measures $\mathcal{F}$, which
contains $\mathcal{D}$, and is defined by

$$
\mathcal{F}:=\left\{\mu \in \mathcal{P}\left(\mathbb{T}^{n} \times \mathbb{R}^{n}\right) ; \int_{\mathbb{T}^{n} \times \mathbb{R}^{n}} v \cdot \nabla \varphi(x) d \mu(x, v)=0, \forall \varphi \in C^{1}\left(\mathbb{T}^{n}\right)\right\}
$$

The corresponding minimisation problem,

$$
\begin{equation*}
\inf \left\{A_{L}[\mu] ; \mu \in \mathcal{F}\right\} \tag{4.13}
\end{equation*}
$$

is a relaxation of (4.11).
How do minimisers of (4.13) relate to trajectories of (4.1)? Consider the integrable Hamiltonian system (4.2). In this case, $L(x, v)=L(v)$, and by Fenchel-Legendre (4.7), we have for any $p_{0} \in \mathbb{R}^{n}$,

$$
L(v) \geq\left\langle p_{0}, v\right\rangle-H\left(p_{0}\right)
$$

with equality when $v=\frac{\partial H}{\partial p}\left(p_{0}\right)=\rho\left(p_{0}\right)$. Integrating with respect to $\mu \in \mathcal{F}$, we obtain

$$
\begin{equation*}
\int_{\mathbb{T}^{n} \times \mathbb{R}^{n}} L(v) d \mu(x, v) \geq\left\langle p_{0}, \int_{\mathbb{T}^{n} \times \mathbb{R}^{n}} v d \mu(x, v)\right\rangle-H\left(p_{0}\right) \tag{4.14}
\end{equation*}
$$

which can be rearranged to yield the inequality

$$
\begin{equation*}
\int_{\mathbb{T}^{n} \times \mathbb{R}^{n}}\left[L(v)-\left\langle p_{0}, v\right\rangle\right] d \mu(x, v) \geq-H\left(p_{0}\right) . \tag{4.15}
\end{equation*}
$$

This linear shift of the Lagrangian, $L_{p_{0}}(v):=L(v)-\left\langle p_{0}, v\right\rangle$, is again a Tonelli Lagrangian with the same Euler-Lagrange equation as $L$.

We recall the invariant tori $\mathbb{T}^{n} \times\left\{p_{0}\right\}$ for the integrable Hamiltonian system. These translate via the Fenchel-Legendre transform (4.7) into invariant tori $\mathbb{T}^{n} \times\left\{\rho\left(p_{0}\right)\right\}$ for the corresponding Euler-Lagrange flow. If $\mu \in \mathcal{F}$ is now supported on $\mathbb{T}^{n} \times\left\{\rho\left(p_{0}\right)\right\}$, then the left-hand side of (4.15) becomes

$$
\int_{\mathbb{T}^{n} \times \mathbb{R}^{n}}\left[L\left(\rho\left(p_{0}\right)\right)-\left\langle p_{0}, \rho\left(p_{0}\right)\right\rangle\right] d \mu(x, v)=-H\left(p_{0}\right) .
$$

The conclusion is the following: Any invariant measure $\mu \in \mathcal{F}$ supported on
$\mathbb{T}^{n} \times\left\{\rho\left(p_{0}\right)\right\}$ minimises the Lagrangian $L_{p_{0}}$ among all measures $\mu \in \mathcal{F}$, i.e.,

$$
\begin{equation*}
\inf \left\{A_{L_{p_{0}}}[\mu] ; \mu \in \mathcal{F}\right\}=-H\left(p_{0}\right), \tag{4.16}
\end{equation*}
$$

and, in addition,

$$
\begin{equation*}
\mathbb{T}^{n} \times\left\{\rho\left(p_{0}\right)\right\}=\bigcup_{\left\{\mu \in \mathcal{F} ; \mu \text { minimises } A_{L_{p_{0}}}\right\}} \operatorname{spt}(\mu) \tag{4.17}
\end{equation*}
$$

The action-minimising measures $\mu$ thus provide a characterisation for the invariant tori in the case of an integrable system.

Still considering for the moment the case of an integrable system, define an average rotation vector for $\mu$, by $\rho(\mu):=\int_{\mathbb{T}^{n} \times \mathbb{R}^{n}} v d \mu(x, v) \in \mathbb{R}^{n}$, which can be interpreted as a kind of average over the rotation vectors of a collection of orbits. From (4.14), we have for measures $\mu \in \mathcal{F}$ with $\rho(\mu)=\rho\left(p_{0}\right)$,

$$
\begin{aligned}
\int_{\mathbb{T}^{n} \times \mathbb{R}^{n}} L(v) d \mu(x, v) & \geq\left\langle p_{0}, \rho\left(p_{0}\right)\right\rangle-H\left(p_{0}\right) \\
& =L\left(\rho\left(p_{0}\right)\right),
\end{aligned}
$$

with equality if $\mu$ is supported in $\mathbb{T}^{n} \times\left\{\rho\left(p_{0}\right)\right\}$. Therefore,

$$
\begin{equation*}
\inf \left\{A_{L}[\mu] ; \mu \in \mathcal{F}, \rho(\mu)=\rho\left(p_{0}\right)\right\}=L\left(\rho\left(p_{0}\right)\right), \tag{4.18}
\end{equation*}
$$

and moreover,

$$
\begin{equation*}
\mathbb{T}^{n} \times\left\{\rho\left(p_{0}\right)\right\}=\bigcup_{\left\{\mu \in \mathcal{F} ; \mu \text { minimises } A_{L} \text { and } \rho(\mu)=\rho\left(p_{0}\right)\right\}} \operatorname{spt}(\mu) . \tag{4.19}
\end{equation*}
$$

Motivated by the integrable case (4.16), for general Hamiltonian systems the so-called Mather's $\alpha$-function is then defined via

$$
\begin{equation*}
\alpha(c):=-\inf \left\{A_{L_{c}}[\mu] ; \mu \in \mathcal{F}\right\}, \quad c \in \mathbb{R}^{n}, \tag{4.20}
\end{equation*}
$$

where we recall that $L_{c}(x, v):=L(x, v)-\langle v, c\rangle$. In the case of an integrable system, Mather's $\alpha$-function is exactly the Hamiltonian (4.16); hence $\alpha$ is
also known as the effective Hamiltonian in the general case. In fact, we shall see in Section 4.4 that a result of weak KAM says in fact that $\alpha(P)=\bar{H}(P)$ where we recall $\bar{H}(P)$ is the effective Hamiltonian of Lions, Papanicolaou, and Varadhan.

Let $\mathcal{M}_{c}$ denote the measures $\mu \in \mathcal{F}$ whose action $A_{L_{c}}[\mu]$ realise the minimal value $-\alpha(c)$. As motivated by (4.17), define the Mather set $\tilde{M}_{c}$ corresponding to $c$ as the union of the support of all measures in $\mathcal{M}_{c}$ :

$$
\begin{equation*}
\tilde{M}_{c}:=\bigcup_{\mu \in \mathcal{M}_{c}} \operatorname{spt}(\mu) \quad \subset \mathbb{T}^{n} \times \mathbb{R}^{n} \tag{4.21}
\end{equation*}
$$

and the projected Mather set $M_{c}$ as the projection of $\tilde{M}_{c}$ onto the base $\mathbb{T}^{n}$ :

$$
M_{c}:=\pi\left(\tilde{M}_{c}\right) \quad \subset \mathbb{T}^{n}
$$

Theorem 4.3.17 (Mather). $\tilde{M}_{c}$ is a compact, non-empty, and invariant set under the Euler-Lagrange flow. Moreover, it is a graph over $M_{c}$.

Analogous to Mather's $\alpha$-function, and again motivated by the integrable case (4.18), Mather's $\beta$-function is defined via,

$$
\begin{equation*}
\beta(h):=\inf \left\{A_{L}[\mu] ; \mu \in \mathcal{F}, \rho(\mu)=h\right\}, \quad h \in \mathbb{R}^{n} \tag{4.22}
\end{equation*}
$$

where $\rho(\mu)$ is the rotation vector of $\mu$. Since $\beta$ coincides with the Lagrangian when the system is integrable, it is also termed the effective Lagrangian. The terminology is suggestive that $\beta$ should be the Fenchel-Legendre transform of the effective Hamiltonian, i.e., that $\beta=\alpha^{*}$ (see Theorem 4.3.18 below).

Similarly to Mather's $\alpha$-function, let $\mathcal{M}^{h}$ denote the measures $\mu \in \mathcal{F}$ whose rotation vector $\rho(\mu)$ is equal to $h$, and whose action $A_{L}[\mu]$ realises the minimum $\beta(h)$ in $(4.22)$. Define the Mather set $\tilde{M}^{h}$ as the union of the support of all measures in $\mathcal{M}^{h}$ :

$$
\tilde{M}^{h}:=\bigcup_{\mu \in \mathcal{M}^{h}} \operatorname{spt}(\mu) \quad \subset \mathbb{T}^{n} \times \mathbb{R}^{n}
$$

and its projection $M^{h}$ as the projection of $\tilde{M}^{h}$ onto the base $\mathbb{T}^{n}$ :

$$
M^{h}:=\pi\left(\tilde{M}^{h}\right) \quad \subset \mathbb{T}^{n}
$$

Mather again proved that $\tilde{M}^{h}$ is a compact, non-empty, and invariant set under the Euler-Lagrange flow. Moreover, it is a graph over $M^{h}$.

Theorem 4.3.18. Mather's functions $\alpha$ and $\beta$ are convex conjugates of each other, i.e. $\alpha=\beta^{*}$ and $\beta^{*}=\alpha$.

In addition, if $\mu \in \mathcal{F}$ is an invariant probability measure, then

$$
\beta(\rho(\mu))=A_{L}[\mu] \quad \Longleftrightarrow \quad \text { there exists } c \in \mathbb{R}^{n} \text { such that }-\alpha(c)=A_{L_{c}}[\mu] .
$$

Furthermore, if $\beta(\rho(\mu))=A_{L}[\mu]$, then

$$
-\alpha(c)=A_{L_{c}}[\mu] \quad \Longleftrightarrow \quad c \in \partial \beta(\rho(\mu)) .
$$

These results imply that the two collections of minimising measures are the same,

$$
\bigcup_{c \in \mathbb{R}^{n}} \mathcal{M}_{c}=\bigcup_{h \in \mathbb{R}^{n}} \mathcal{M}^{h},
$$

and moreover, the Mather sets are related via

$$
\tilde{M}_{c}=\bigcup_{h \in \partial \alpha(c)} \tilde{M}^{h}
$$

Proposition 4.3.19. The Mather set is contained in the Aubry set, i.e., $\tilde{M}_{0} \subset \tilde{A}$, where $\tilde{M}_{0}$ is given by (4.21).

Proposition 4.3.20. A probability measure $\mu$ belongs to $\mathcal{M}_{0}$ if and only if its support is contained in the Aubry set $\tilde{\mathcal{A}}$.

### 4.4 Weak KAM theory

As mentioned in the introduction, the goal of weak KAM theory is to connect viscosity solutions of the stationary Hamilton-Jacobi equation to AubryMather; specifically the Mather measures, Mather set, and Aubry set.

The Aubry set was defined above via the Peierls Barrier. Here we show that the Aubry set can in fact be constructed from the negative weak KAM solutions.

First, we have the following connection between the various functions.
Proposition 4.4.1. Mather's $\alpha$-function, the effective Hamiltonian $\bar{H}$ of Lions, Papanicolaou, and Varadhan, and Mañés critical constant c, are the same, i.e. $\alpha(0)=\bar{H}(0)=c$.

Proposition 4.4.2. For every negative weak $K A M$ solution $u$, the set

$$
\operatorname{Graph}(\nabla u):=\{(x, \nabla u(x)) ; \nabla u(x) \text { exists }\},
$$

under backwards Hamiltonian flow satisfies,

$$
\phi_{-t}^{H}(\overline{\operatorname{Graph}(\nabla u)}) \subset \operatorname{Graph}(\nabla u) \quad \text { for all } t \geq 0,
$$

and therefore

$$
\tilde{\mathcal{I}}(u):=\bigcap_{t \geq 0} \phi_{-t}^{H}(\overline{\operatorname{Graph}(\nabla u)})
$$

is invariant under the Hamiltonian flow. It is non-empty and compact, and known as the Aubry set associated to $u$.

Proposition 4.4.3. The Aubry set $\tilde{\mathcal{A}}$ as defined in Section 4.3.2 is equal to the intersection over all $\tilde{\mathcal{I}}(u)$ for all negative weak KAM solutions $u$,

$$
\tilde{\mathcal{A}}=\bigcap_{u} \tilde{\mathcal{I}}(u) .
$$

### 4.5 Connections of weak KAM and Aubry-Mather to optimal transport

Recall the minimal action $h_{t}(x, y)$ between two points $x$ and $y$ defined in Section 4.3.2,

$$
\begin{equation*}
h_{t}(x, y):=\inf _{\gamma}\left\{\int_{0}^{t} L(\gamma, \dot{\gamma}) d s ; \gamma(0)=x, \gamma(t)=y\right\} \tag{4.23}
\end{equation*}
$$

where the infimum is over Lipschitz curves $\gamma:[0, t] \rightarrow \mathbb{T}^{n}$. Bernard and Buffoni [5, 6] noted that a lot of the analysis in the previous sections does not really depend on the explicit form of $h_{t}(x, y)$.

To emphasise this, they develop an abstract theory based on a continuous function $A: X \times X \rightarrow \mathbb{R}$ on a compact connected metric space $X$, of which $h_{t}$ for $t=1$ in (4.23) is an example. They build an analogue of the Peierls Barrier $h_{\infty}$ of the previous sections via inf-convolution of $A$ with itself:

$$
\begin{aligned}
A_{n}(x, y) & =A \star A \star \ldots \star A(x, y) \\
& =\inf \left\{A\left(x, x_{1}\right)+A\left(x_{2}, x_{3}\right)+\ldots+A\left(x_{n-1}, y\right) ; x_{i} \in X\right\} .
\end{aligned}
$$

The cost $A_{n}(x, y)$ between two points $x$ and $y$, does not deviate too far from the long time average cost

$$
\begin{equation*}
c:=\lim _{n \rightarrow \infty} \frac{\inf \left\{A_{n}(x, y) ; x, y \in X\right\}}{n}=\lim _{n \rightarrow \infty} \frac{\sup \left\{A_{n}(x, y) ; x, y \in X\right\}}{n} \tag{4.24}
\end{equation*}
$$

in a uniform way, in the sense that $\left|A_{n}(x, y)-n c\right| \leq C$ for a constant $C$ independent of $x, y$, and $n$.

Lemma 4.5.1 ([6], Lemma 9). The functions $A_{n}$ are equi-continuous, and there exists a constant $C>0$, such that

$$
\left|A_{n}(x, y)-n c\right| \leq C \quad \text { for all } x, y \in X, \text { and } n \in \mathbb{N} .
$$

Similar to Section 4.3.2, one can define a notion of the Peierls Barrier in this setting.

Definition 4.5.2. The Peierls Barrier is the function

$$
A_{\infty}(x, y):=\liminf _{n \rightarrow \infty}\left(A_{n}(x, y)-n c\right) .
$$

The function $A_{\infty}$ is continuous and real-valued as the family $\left(A_{n}\right)_{n \in \mathbb{N}}$ is equi-continuous and $A_{n}-c n$ is uniformly bounded in $x, y$, and $n$. The Peierls Barrier $A_{\infty}$ has the same properties as $h_{\infty}$ (cf. Proposition 4.3.8),
which are recorded in the following.
Proposition 4.5.3 ([6], Lemma 11). The function $A_{\infty}$ satisfies

$$
A_{\infty}(x, z) \leq A_{\infty}(x, y)+A_{\infty}(y, z) \quad \text { for all } x, y, z \in X,
$$

and

$$
A_{\infty}(x, z)=\inf _{y \in \mathcal{A}}\left\{A_{\infty}(x, y)+A_{\infty}(y, z)\right\}
$$

where $\mathcal{A}:=\left\{x ; A_{\infty}(x, x)=0\right\}$ is non-empty.
Definition 4.5.4. The projected Aubry set is the set $\mathcal{A}=\left\{x ; A_{\infty}(x, x)=\right.$ $0\}$.

Recall from Proposition 4.3.8 that for any viscosity subsolution $u$, it held that $u(y)-u(x) \leq h_{\infty}(x, y)$, i.e., $u$ is $h_{\infty}$-Lipschitz. In the abstract setting for $A_{\infty}$, functions $u$ which are $A_{\infty}$-Lipschitz are exactly the admissible functions for the Kantorovich dual problem corresponding to an optimal transport with cost $A_{\infty}$ (see Section 2.6).

Definition 4.5.5. Let $\phi_{0}, \phi_{1} \in C(X)$. We say $\left(\phi_{0}, \phi_{1}\right)$ is a conjugate pair (for $A_{\infty}$ ) if

$$
\phi_{1}(y)=T_{A_{\infty}}^{-} \phi_{0}(y) \quad \text { and } \quad \phi_{0}(x)=T_{A_{\infty}}^{+} \phi_{1}(x)
$$

where
$T_{A_{\infty}}^{-} \phi_{0}(x):=\sup _{y \in X}\left\{\phi_{0}(y)-A_{\infty}(x, y)\right\} \quad$ and $\quad T_{A_{\infty}}^{+} \phi_{1}(y):=\inf _{x \in X}\left\{\phi_{1}(x)+A_{\infty}(x, y)\right\}$.
We have the following proposition.
Proposition 4.5.6 ([6], Proposition 8). If $\left(\phi_{0}, \phi_{1}\right)$ are a conjugate pair for $A_{\infty}$, then there exists a $A_{\infty}$-Lipschitz function $\phi: \mathcal{A} \rightarrow \mathbb{R}$ such that

$$
\phi_{0}=\phi_{1}=\phi \quad \text { on } \mathcal{A},
$$

and $\phi_{0}, \phi_{1}$ can recovered from $\phi$ via

$$
\begin{equation*}
\phi_{1}(y)=\inf _{x \in \mathcal{A}}\left\{\phi(x)+A_{\infty}(x, y)\right\} \quad \text { and } \quad \phi_{0}(x)=\sup _{y \in \mathcal{A}}\left\{\phi(y)-A_{\infty}(x, y)\right\} . \tag{4.25}
\end{equation*}
$$

Conversely, for every $A_{\infty}$-Lipschitz function $\varphi$ on $\mathcal{A}$, the functions $\phi_{0}, \phi_{1}$ defined by (4.25) are a conjugate pair for $A_{\infty}$.

Remark 4.5.7. The above proposition is stated for $A_{\infty}$, but in fact it is true for any $c \in C(X \times X)$ which satisfies the properties listed in Proposition 4.5.3.

As was the case in the previous sections, the projected Aubry set is particularly important.

Theorem 4.5.8 ([6], Theorem 12). $\left(\phi_{0}, \phi_{1}\right)$ are a conjugate pair for $A_{\infty}$ if and only if, $T_{A}^{-} \phi_{0}+c=\phi_{0}, T_{A}^{+} \phi_{1}-c=\phi_{1}$, and $\phi_{0}=\phi_{1}$ on $\mathcal{A}$, where
$T_{A}^{-} \phi_{0}(x):=\sup _{y \in X}\left\{\phi_{0}(y)-A(x, y)\right\} \quad$ and $\quad T_{A}^{+} \phi_{1}(y):=\inf _{x \in X}\left\{\phi_{1}(x)+A(x, y)\right\}$
and $c$ is defined as in (4.24).
Remark 4.5.9. This theorem is the abstract analogue of Proposition 4.3.13, item 1.

Recall from Section 2.6 that conjugate pairs are connected to an optimal transport via

$$
\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{X \times Y} A_{\infty}(x, y) d \pi(x, y)=\sup \left\{\int_{Y} \phi_{1} d \nu-\int_{X} \phi_{0} d \mu\right\}
$$

where the supremum is over $\left(\phi_{0}, \phi_{1}\right)$ which are are conjugate pairs for $A_{\infty}$. Therefore the interpretation of this theorem is that taking the Peierls Barrier $A_{\infty}$ as the cost function for an optimal transport, the admissible pairs for the Kantorovich duality are exactly the negative/positive weak KAM solutions which agree on the projected Aubry set. Indeed, those functions which
satisfy

$$
T_{A}^{-} \phi_{0}+c=\phi_{0} \quad \text { and } \quad T_{A}^{+} \phi_{1}-c=\phi_{1}
$$

are the analogues of Fathi's positive (resp., negative) weak KAM solutions in this abstract setting (note here that one should think of $T_{A}^{-}$as corresponding to $S_{1}^{+}$, while $T_{A}^{+}$as corresponding to $S_{1}^{-}$, where $S_{1}^{ \pm}$are the Lax-Oleinik operators of the previous section; the apparent discrepancy in,+- , notation is chosen to be consistent with backward/forward Kantorovich operators for the next chapter) since the above relations imply

$$
T_{A, n}^{-} \phi_{0}+n c=\phi_{0} \quad \text { and } \quad T_{A, n}^{+} \phi_{1}-n c=\phi_{1}, \quad \text { for all } n \in \mathbb{N}
$$

where $T_{A, n}^{ \pm}$denotes the $n$-fold composition of $T_{A}^{ \pm}$. The main distinction is that the "time" index here is integer-valued (compare with Definition 4.3.4).

Finally the Mather measures are interpreted in this setting.
Theorem 4.5.10 ([6], Theorem 13). Denote the optimal transport with cost function A by

$$
\mathcal{T}_{A}(\mu, \nu):=\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{X \times X} A(x, y) d \pi(x, y) .
$$

Then

$$
c=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}_{A}(\mu, \mu),
$$

and a measure $\pi \in \mathcal{P}(X \times X)$ satisfies $\int_{X \times X} A(x, y) d \pi(x, y)=\mathcal{T}_{A}(\mu, \mu)=c$ if and only if $\pi$ is supported on the set

$$
\mathcal{D}:=\left\{(x, y) ; A(x, y)+A_{\infty}(y, x)=c\right\} .
$$

Remark 4.5.11. In the setting of the previous sections when $X=\mathbb{T}^{n}$, there is a bijection between the Mather measures $\mathcal{M}_{0}$ and the measures $\pi$, which is given by the mapping $\left(\operatorname{proj}_{\mathbb{T}^{n}}, \operatorname{proj}_{\mathbb{T}^{n}} \circ \varphi_{1}^{L}\right)_{\#}$, where $\operatorname{proj}_{\mathbb{T}^{n}}$ is the projection $\mathbb{T}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{T}^{n}$, and $\varphi_{1}^{L}$ is the time 1 Lagrangian flow.

## Chapter 5

## Weak KAM and Aubry-Mather for linear transfers

In this chapter, our aim is the development of a "weak-KAM/Aubry-Mather" theory for a linear transfer in an analogy to the previous chapter. In particular, for a backward linear transfer $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ with backward Kantorovich operator $T^{-}: C(X) \rightarrow U S C(X)$, it is natural in view of the last chapter to define backward weak KAM solutions as those functions $g \in U S C(X)$ satisfying $T^{-} g(x)+c=g(x)$ for a particular constant $c$ (essentially the fixed points for $T^{-}$up to an additive constant). An immediate technical issue is that $T^{-} g$ is not strictly defined when $g \in U S C(X)$; we therefore discuss its extension from $C(X)$ in the next section, Section 5.1. The backward weak KAM solutions can be viewed as a generalisation of Fathi's weak KAM solutions from the previous chapter, and indeed reduce to them when the linear transfer $\mathcal{T}$ is optimal transport generated from a Lagrangian. If $\mathcal{T}$ is also a forward linear transfer with forward Kantorovich operator $T^{+}$, one can speak of forward weak KAM solutions $T^{+} f(x)-c=f(x)$, but since a backward linear transfer is not, in general, also a forward linear transfer, we shall focus mainly on backward weak KAM solutions.

We shall see that for many backward linear transfers, we can construct an idempotent backward Kantorovich operator $T_{\infty}^{-}$, which maps $C(X)$ into the set of backward weak KAM solutions for $T^{-}$. We can also associate to $T_{\infty}^{-}$an idempotent backward linear transfer $\mathcal{T}_{\infty}$, which in the case of optimal transport generated from a Lagrangian, is related to the Peierls barrier from the previous chapter.

### 5.1 Extension of Kantorovich operators from $C(Y)$ to $U S C_{\sigma}(Y)$

We recall that $U S C(X)$ is the set of all extended real-valued upper semicontinuous functions $f: X \rightarrow \mathbb{R} \cup\{-\infty\}$, and $U S C_{\sigma}(X)$ the closure of $U S C(X)$ with respect to monotone increasing limits (i.e. $f \in U S C_{\sigma}(X)$ if and only if there exists a monotone increasing sequence $f_{n} \in U S C(X)$ with $f(x)=\lim _{n \rightarrow \infty} f_{n}(x)$ for all $\left.x \in X\right)$. We also denote $U S C_{b}(X)$ as those $U S C(X)$ functions which are bounded below (and therefore bounded above and below by compactness of $X$ ). We shall also denote by $U S C_{\sigma, b}(X)$ those functions in $U S C_{\sigma}(X)$ which are bounded above and below. The same conventions also hold for the space $Y$ in place of $X$.

As mentioned in the introduction of this chapter, we wish to find backward weak KAM solutions that are achieved by iterating $T^{-}$with itself $n$ times in the limit as $n \rightarrow \infty$. Thus it is necessary to extend the domain of the Kantorovich operator $T^{-}$, which as defined is only on $C(X)$, to these larger classes of functions. We note that the extension of $T^{-}$to $U S C_{b}(X)$ coincides with the discussion of Section 4.2 in the independent work [1].

Lemma 5.1.1. Let $\mathcal{T}$ be a backward linear transfer such that $\left\{\delta_{x} ; x \in X\right\} \subset$ $\mathcal{D}_{1}(\mathcal{T})$, and let $T^{-}: C(Y) \rightarrow U S C(X)$ be the associated backward Kantorovich operator.

1. For $g \in U S C(Y)$, define

$$
T^{-} g(x):=\inf \left\{T^{-} h(x) ; h \in C(Y), h \geq g\right\} .
$$

Then $T^{-}$maps $U S C(Y)$ into $U S C(X)$, and has representation

$$
\begin{equation*}
T^{-} g(x)=\sup \left\{\int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right) ; \nu \in \mathcal{P}(Y)\right\} . \tag{5.1}
\end{equation*}
$$

Moreover, $T^{-}$maps $U S C_{b}(Y)$ into $U S C_{b}(X)$ if and only if

$$
\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty
$$

2. For $g \in U S C_{\sigma}(Y)$, define

$$
T^{-} g(x):=\sup \left\{T^{-} h(x) ; h \in U S C(Y), h \leq g\right\}
$$

where $T^{-} h$ is defined as in 1. Then $T^{-}$maps $U S C_{\sigma}(Y)$ to $U S C_{\sigma}(X)$. If, in addition, $g \in U S C_{\sigma}(Y)$ is bounded above, then (5.1) also holds.
$T^{-}$therefore extends to an operator from $U S C_{\sigma}(Y) \rightarrow U S C_{\sigma}(X)$ satisfying the monotonicity, convexity, and affine constant properties of Definition 2.4.1, only on $U S C_{\sigma}(Y)$ rather than $C(Y)$.

Proof. 1. The fact that $T^{-} g$ belongs to $U S C(X)$ follows from the fact that an infimum of a family of upper semi-continuous functions, is also upper semi-continuous.

Suppose now that $g \in U S C(Y)$. Let $h_{n} \searrow g$ be a decreasing sequence of continuous functions converging to $g$. Then,
$T^{-} g(x) \leq T^{-} h_{n}(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} h_{n} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}=\int_{Y} h_{n} d \sigma_{n}-\mathcal{T}\left(\delta_{x}, \sigma_{n}\right)$,
where the supremum is achieved for some probability measure $\sigma_{n}$ because $\sigma \mapsto \int_{Y} h_{n} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)$ is weak* upper semi-continuous and bounded above on the compact set $\mathcal{P}(Y)$.

By weak ${ }^{*}$ compactness of $\mathcal{P}(Y)$, extract an increasing subsequence $n_{k}$ so that $\sigma_{n_{k}} \rightarrow \bar{\sigma}$. Then for any $j \leq k, T^{-} g(x) \leq \int_{Y} h_{n_{j}} d \sigma_{n_{k}}-\mathcal{T}\left(\delta_{x}, \sigma_{n_{k}}\right)$ where we have used the fact that $h_{n_{k}} \leq h_{n_{j}}$ whenever $j \leq k$. For this fixed $j$, we have that $h_{n_{j}} \in C(Y)$ and so $\int h_{n_{j}} d \sigma_{n_{k}} \rightarrow \int h_{n_{j}} d \bar{\sigma}$ as $k \rightarrow \infty$. Hence
we obtain

$$
T^{-} g(x) \leq \lim _{k \rightarrow \infty} \int_{Y} h_{n_{j}} d \sigma_{n_{k}}-\liminf _{k \rightarrow \infty} \mathcal{T}\left(\delta_{x}, \sigma_{n_{k}}\right) \leq \int_{Y} h_{n_{j}} d \bar{\sigma}-\mathcal{T}\left(\delta_{x}, \bar{\sigma}\right)
$$

Finally $\int_{Y} h_{n_{j}} d \bar{\sigma} \rightarrow \int_{Y} g d \bar{\sigma}$ by monotone convergence, and we obtain

$$
T^{-} g(x) \leq \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}
$$

On the other hand, for any $h \in C(Y), h \geq g$,

$$
\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} \leq \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} h d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}=T^{-} h(x)
$$

Therefore we obtain the reverse inequality

$$
\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} \leq \inf \left\{T^{-} h(x) ; h \in C(Y), h \geq g\right\}=T^{-} g(x)
$$

Suppose now that $T^{-} g \in U S C_{b}(X)$. Then using (5.1), we have

$$
\begin{aligned}
-\infty<\inf _{x \in X} T^{-} g(x) & =\inf _{x \in X} \sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} g d \nu-\mathcal{T}\left(\delta_{x}, \nu\right)\right\} \\
& \leq \sup _{y \in Y} g(y)-\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)
\end{aligned}
$$

which implies $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$.
On the other hand, if $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$, then we easily see using (5.1) again that

$$
\inf _{x \in X} T^{-} g(x) \geq \inf _{y \in Y} g(y)-\sup _{x \in X} \inf _{\nu \in \mathcal{P}(Y)} \mathcal{T}\left(\delta_{x}, \nu\right)>-\infty
$$

from which we deduce that $T^{-} g \in U S C_{b}(X)$.
Note that $T^{-} g$ is bounded above since $T^{-} g(x) \leq \sup _{y \in Y} g(y)-m_{\mathcal{T}}$, where $m_{\mathcal{T}}$ is a lower bound for $\mathcal{T}$.
2. For $g \in U S C_{\sigma}(Y)$, we have $T^{-} g \in U S C_{\sigma}(X)$ as it is by definition the supremum of a family of upper semi-continuous functions. Now suppose $g$
is, in addition, bounded above. Then the expression

$$
\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)
$$

is well-defined for all $\sigma \in \mathcal{P}(Y)$ and takes values in $\mathbb{R} \cup\{-\infty\}$. Use now the first part to write for any $h \in U S C(Y), h \leq g$,

$$
\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} \geq \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} h d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}=T^{-} h(x)
$$

which implies by definition of $T^{-} g$ that

$$
\begin{equation*}
\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} \geq T^{-} g(x) . \tag{5.2}
\end{equation*}
$$

On the other hand, for an increasing $h_{n} \nearrow g, h_{n} \in U S C(Y)$,

$$
T^{-} g(x) \geq T^{-} h_{n}(x) \geq \int_{Y} h_{n} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right), \quad \text { for any } \sigma \in \mathcal{P}(Y)
$$

By the monotone convergence of $h_{n}$ to $g$, we may take the limit as $n \rightarrow \infty$ in the above inequality, and conclude

$$
T^{-} g(x) \geq \int g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right) \quad \text { for any } \sigma \in \mathcal{P}(Y)
$$

whereby taking the supremum in $\sigma$ yields the reverse inequality of (5.2) and gives the desired equality 5.1.

Remark 5.1.2. Note that even though for $g \in U S C_{\sigma}(Y)$ which is bounded above, we have the expression $T^{-} g(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}$, it does not necessarily imply that $T^{-} g \in U S C(X)$. Indeed, the map $\sigma \mapsto \int_{Y} g d \sigma$ has no weak* semi-continuity property in general when $g \in$ $U S C_{\sigma}(Y)$, so the supremum above may not be achieved.

Also note that it may happen that both terms in the expression $\int_{Y} g d \sigma-$ $\mathcal{T}\left(\delta_{x}, \sigma\right)$ are simultaneously $+\infty$ for a given $\sigma$ when $g \in U S C_{\sigma}(Y)$.

Lemma 5.1.3 (Monotone limits). Let $\mathcal{T}$ be a backward linear transfer as in Lemma 5.1.1, and let $T^{-}$denote its corresponding Kantorovich operator, extended to $U S C_{\sigma}(Y)$.

1. If $g_{n}, g \in U S C(Y)$ and $g_{n} \searrow g$, then $T^{-} g_{n} \searrow T^{-} g$.
2. If $g_{n}, g \in U S C_{\sigma}(Y)$ are bounded above with $g_{n} \nearrow g$, then $T^{-} g_{n} \nearrow$ $T^{-} g$.

Proof. 1) We have by the monotonicity property of $T^{-}$, that $T^{-} g(x) \leq$ $\liminf _{n} T^{-} g_{n}(x)$. If for some $n, T^{-} g_{n}(x)=-\infty$, then $T^{-} g(x)=-\infty$ and there is nothing to prove. Otherwise, $T^{-} g_{n}(x)>-\infty$ for all $n$, in which case the expression (5.1) is finite. The map

$$
\sigma \mapsto \int_{Y} g_{n} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)
$$

is weak* upper semi-continuous (since $\sigma \mapsto \int_{Y} h d \sigma$ is weak* upper semicontinuous for any $h \in U S C(Y))$, so it achieves its supremum at some $\sigma_{n}$, i.e.,

$$
T^{-} g_{n}(x)=\int g_{n} d \sigma_{n}-\mathcal{T}\left(\delta_{x}, \sigma_{n}\right)
$$

Extract an increasing subsequence $n_{k}$ so that $\limsup \sup _{n} T^{-} g_{n}(x)=\lim _{k} T^{-} g_{n_{k}}(x)$ and $\sigma_{n_{k}} \rightarrow \bar{\sigma}$. Similarly to the proof of Lemma 5.1.1, by monotonicity of $g_{n}$, we have

$$
\begin{equation*}
T^{-} g_{n_{k}}(x) \leq \int g_{n_{j}} d \sigma_{n_{k}}-\mathcal{T}\left(\delta_{x}, \sigma_{n_{k}}\right) \quad \text { for fixed } j \leq k \tag{5.3}
\end{equation*}
$$

As $g_{n_{j}} \in U S C(Y)$ and $\sigma_{n_{k}} \rightarrow \bar{\sigma}$, it follows that $\lim \sup _{k \rightarrow \infty} \int g_{n_{j}} d \sigma_{n_{k}} \leq$ $\int g_{n_{j}} d \bar{\sigma}$. Hence upon taking $\lim \sup _{k \rightarrow \infty}$ in (5.3), we conclude

$$
\limsup _{n} T^{-} g_{n}(x) \leq \int g_{n_{j}} d \bar{\sigma}-\mathcal{T}\left(\delta_{x}, \bar{\sigma}\right)
$$

Then we let $j \rightarrow \infty$ and use monotone convergence to conclude that

$$
\limsup _{n} T^{-} g_{n}(x) \leq \sup _{\sigma \in \mathcal{P}(Y)}\left\{\int g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}=T^{-} g(x)
$$

2) Again, by the monotoncity property for $T^{-}, T^{-} g \geq \limsup { }_{n} T^{-} g_{n}(x)$. On the other hand, we know by Lemma 5.1.1 that

$$
T^{-} g_{n}(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g_{n} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} \geq \int g_{n} d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right) \quad \text { for all } \sigma .
$$

Hence by monotone convergence, $\liminf _{n} T^{-} g_{n}(x) \geq \int g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)$ for all
 $\left.\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}=T^{-} g(x)$.

Remark 5.1.4. We note that the given proof of item (1) of the above lemma fails if we allow sequences $g_{n} \in U S C_{\sigma}(Y)$. This is because there is no weak ${ }^{*}$ semi-continuity property for $\nu \mapsto \int_{Y} g d \nu$ when $g$ merely belongs to $U S C_{\sigma}(Y)$ and not $U S C(Y)$.

Corollary 5.1.5. Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a backward linear transfer such that $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$. Then,

1. For any $(\mu, \nu) \in \mathcal{P}(X) \times \mathcal{P}(Y)$, we have

$$
\begin{aligned}
\mathcal{T}(\mu, \nu) & =\sup \left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu ; g \in U S C_{b}(Y)\right\} \\
& =\sup \left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu ; g \in U S C_{\sigma, b}(Y)\right\} .
\end{aligned}
$$

2. The Legendre transform formula (2.4) for $\mathcal{T}_{\mu}$, which holds for $C(Y)$, extends to $U S C(Y)$; that is, for $\mu \in \mathcal{P}(X)$ and all $g \in U S C(Y)$, we define

$$
\mathcal{T}_{\mu}^{*}(g):=\sup \left\{\int_{Y} g d \sigma-\mathcal{T}(\mu, \sigma) ; \sigma \in \mathcal{P}(Y)\right\}
$$

and then we have

$$
\begin{equation*}
\mathcal{T}_{\mu}^{*}(g)=\int_{X} T^{-} g d \mu \tag{5.4}
\end{equation*}
$$

Proof. 1. For $g \in U S C_{b}(Y)$, take a monotone decreasing sequence $g_{n} \in$ $C(Y)$ with $g_{n} \rightarrow g$. By Lemma 5.1.3, and monotone convergence, we infer that

$$
\lim _{n \rightarrow \infty}\left(\int_{Y} g_{n} d \nu-\int_{X} T^{-} g_{n} d \mu\right)=\int_{Y} g d \nu-\int_{X} T^{-} g d \mu
$$

from which we conclude

$$
\mathcal{T}(\mu, \nu) \geq \sup \left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu ; g \in U S C_{b}(Y)\right\}
$$

The reverse inequality is immediate because $C(Y) \subset U S C_{b}(Y)$.
2. Let $g \in U S C(Y)$ and take $g_{n} \searrow g$ with $g_{n} \in C(Y)$. We have

$$
\int_{Y} g_{n} d \sigma-\mathcal{T}(\mu, \sigma) \leq \sup \left\{\int_{Y} g_{n} d \sigma-\mathcal{T}(\mu, \sigma) ; \sigma \in \mathcal{P}(Y)\right\}=\int_{X} T^{-} g_{n} d \mu
$$

so that by Lemma 5.1.3 upon taking $n \rightarrow \infty$, we obtain

$$
\int_{Y} g d \sigma-\mathcal{T}(\mu, \sigma) \leq \int_{X} T^{-} g d \mu
$$

and consequently

$$
\begin{equation*}
\sup \left\{\int_{Y} g d \sigma-\mathcal{T}(\mu, \sigma) ; \sigma \in \mathcal{P}(Y)\right\} \leq \int_{X} T^{-} g d \mu \tag{5.5}
\end{equation*}
$$

On the other hand, by monotonicity, $T^{-} g \leq T^{-} g_{n}$, so

$$
\int_{X} T^{-} g d \mu \leq \int_{X} T^{-} g_{n} d \mu \leq \sup \left\{\int_{Y} g_{n} d \sigma-\mathcal{T}(\mu, \sigma) ; \sigma \in \mathcal{P}(Y)\right\}
$$

Since $\mu \in D_{1}(\mathcal{T})$, the supremum on the right-hand side is achieved by some $\sigma_{n}$. Extract an increasing subsequence $n_{j}$ so that $\sigma_{n_{j}} \rightarrow \sigma$ for some $\sigma \in$ $\mathcal{P}(Y)$. Then if $i \leq j$, we have $g_{n_{j}} \leq g_{n_{i}}$, so that

$$
\int_{X} T^{-} g d \mu \leq \int_{Y} g_{n_{i}} d \sigma_{n_{j}}-\mathcal{T}\left(\mu, \sigma_{n_{j}}\right) \quad \text { for } i \leq j
$$

where upon sending $j \rightarrow \infty$ yields

$$
\int_{X} T^{-} g d \mu \leq \int_{Y} g_{n_{i}} d \sigma-\mathcal{T}(\mu, \sigma)
$$

and finally $i \rightarrow \infty$ by monotone convergence yields the reverse inequality of (5.5).

Remark 5.1.6. For similar reasons as noted in a previous remark, the proof of item 1 in the above corollary fails if $U S C_{b}(Y)$ is replaced with $\operatorname{USC}(Y)$, (similarly item 2 to $U S C_{\sigma}(Y)$ ), since it may happen that both $\int_{Y} g d \nu=-\infty$ and $\int_{X} T^{-} g d \mu=-\infty$ simultaneously.

The following is the extension of the inf-convolution stability of Corollary 2.10.4 as mentioned in Remark 2.10.5.

Corollary 5.1.7. Let $\mathcal{T}$ be a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$ with $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$ and $D_{1}(\mathcal{T}) \cap D_{2}(\mathcal{T}) \neq \emptyset$. Then $\mathcal{T} \star \mathcal{T}$ is a backward linear transfer with backward Kantorovich operator $T^{-} \circ T^{-}$.

Proof. The key point here is that $T^{-} g \in U S C(X)$, so by Corollary 5.1.5 (in particular, (5.4); replace $g$ there by $T^{-} g$ for $g \in C(X)$ ), we conclude that when $\mu \in D_{1}(\mathcal{T} \star \mathcal{T})$,

$$
\begin{aligned}
(\mathcal{T} \star \mathcal{T})_{\mu}^{*}(g) & =\sup _{\nu \in \mathcal{P}(X)}\left\{\int_{X} g d \nu-\mathcal{T} \star \mathcal{T}(\mu, \nu)\right\} \\
& =\sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} T^{-} g d \sigma-\mathcal{T}(\mu, \sigma)\right\} \\
& =\int_{X} T^{-} \circ T^{-} g d \mu, \quad \text { for all } g \in C(X) .
\end{aligned}
$$

### 5.1.1 Conjugate functions for forward and backward linear transfers

We have the following notion motivated by the theory of mass transport (see Section 2.6 and also 4.5).

Definition 5.1.8. Let $\mathcal{T}$ be both a backward and forward transfer with Kantorovich operators $T^{-}$and $T^{+}$. A pair $(f, g) \in U S C_{\sigma}(X) \times U S C_{\sigma}(Y)$ are a conjugate pair if

$$
T^{-} g=f \quad \text { and } \quad T^{+} f=g
$$

The following proposition shows in particular that for any function $g \in$ $C(Y)$, the couple ( $T^{-} g, T^{+} \circ T^{-} g$ ) form a conjugate pair.

Proposition 5.1.9. Suppose $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(Y) \rightarrow \mathbb{R} \cup\{+\infty\}$ is both a forward and backward linear transfer, and that $\left\{\left(\delta_{x}, \delta_{y}\right) ;(x, y) \in X \times Y\right\} \subset$ $D(\mathcal{T})$ such that $T^{+}: C(X) \rightarrow C(Y)$ and $T^{-}: C(Y) \rightarrow C(X)$. Then for any $g \in C(Y),($ resp., $f \in C(X))$

$$
T^{+} \circ T^{-} g \geq g \quad T^{-} \circ T^{+} f \leq f,
$$

and

$$
T^{-} \circ T^{+} \circ T^{-} g=T^{-} g \quad \text { and } \quad T^{+} \circ T^{-} \circ T^{+} f=T^{+} f
$$

In particular,

$$
\begin{aligned}
\mathcal{T}(\mu, \nu) & =\sup \left\{\int_{Y} T^{+} \circ T^{-} g(y) d \nu(y)-\int_{X} T^{-} g d \mu(x) ; g \in C(Y)\right\} \\
& =\sup \left\{\int_{Y} T^{+} f(y) d \nu(y)-\int_{X} T^{-} \circ T^{+} f d \mu(x) ; f \in C(X)\right\} .
\end{aligned}
$$

Proof. We can write for any $g \in C(Y)$,

$$
T^{-} g(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}
$$

Since by assumption $T^{+} f \in C(Y)$, we have with $g=T^{+} f$,

$$
T^{-} \circ T^{+} f(x)=\sup _{\sigma \in \mathcal{P}(Y)}\left\{\int_{Y} T^{+} f d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} .
$$

At the same time, we have $\int_{Y} T^{+} f d \sigma=\inf _{\mu \in \mathcal{P}(X)}\left\{\int_{X} f d \mu+\mathcal{T}(\mu, \sigma)\right\}$ since $\mathcal{T}$ is a forward linear transfer. Substituting into the above yields

$$
\begin{aligned}
T^{-} \circ T^{+} f(x) & =\sup _{\sigma \in \mathcal{P}(Y)} \inf _{\mu \in \mathcal{P}(X)}\left\{\int_{X} f d \mu+\mathcal{T}(\mu, \sigma)-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\} \\
& \leq f(x) .
\end{aligned}
$$

By a similar argument, we also deduce that $T^{+} \circ T^{-} g(y) \geq g(y)$ for all
$g \in C(Y)$.
By replacing $f \in C(X)$ in the inequality $T^{-} \circ T^{+} f(x) \leq f(x)$ with $T^{-} g$, we obtain, $T^{-} \circ T^{+} \circ T^{-} g \leq T^{-} g$. At the same time applying $T^{-}$to the inequality $T^{+} \circ T^{-} g \geq g$, implies $T^{-} \circ T^{+} \circ T^{-} g \geq T^{-} g$. Therefore we have equality: $T^{-} \circ T^{+} \circ T^{-} g=T^{-} g$. Similarly, we have $T^{+} \circ T^{-} \circ T^{+} f=T^{+} f$.

Finally, since $\mathcal{T}(\mu, \nu)=\sup _{g \in C(Y)}\left\{\int_{Y} g d \nu-\int_{X} T^{-} g d \mu\right\}$, we can replace $g$ with $T^{+} \circ T^{-} g \in C(Y)$ in the supremum since $T^{+} \circ T^{-} g \geq g$.

### 5.2 Mañé constant and weak KAM solutions for backward linear transfers

In this section, we introduce the analogous notions of subsolutions, the Mané constant, and weak KAM solutions of Section 4.3.1. Throughout this section, let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a backward linear transfer such that $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$ and assume $c(\mathcal{T}):=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)<+\infty$. Note that $c(\mathcal{T})>-\infty$ by the standing assumption that $\mathcal{T}$ is bounded below (recall this is part of the definition of a backward linear transfer). It is always possible to assume without loss of generality that $c(\mathcal{T})=0$ by simply considering the transfer $\mathcal{T}-c(\mathcal{T})$; however we prefer to explicitly write the constant in the following. In addition, by compactness and lower semi-continuity, there always exists at least one minimizer $\mu \in \mathcal{P}(X)$ so that $\mathcal{T}(\mu, \mu)=c(\mathcal{T})$.

We first begin by showing that $c(\mathcal{T})$ can be expressed in alternative ways.

Proposition 5.2.1. Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a backward linear transfer such that $c(\mathcal{T}):=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)<+\infty$. Then

$$
c(\mathcal{T})=\lim _{n \rightarrow \infty} \frac{\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)}{n}
$$

Proof. First note that

$$
\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu) \leq \mathcal{T}_{n}(\mu, \mu) \leq n \mathcal{T}(\mu, \mu)
$$

hence

$$
\limsup _{n \rightarrow \infty} \frac{\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)}{n} \leq \inf _{\mu} \mathcal{T}(\mu, \mu)=c(\mathcal{T})
$$

On the other hand, let $\mu_{1}^{n}, \mu_{n+1}^{n}$ be such that

$$
\begin{equation*}
\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)=\mathcal{T}_{n}\left(\mu_{1}^{n}, \mu_{n+1}^{n}\right) \tag{5.6}
\end{equation*}
$$

By definition of $\mathcal{T}_{n}$ as an inf-convolution of $\mathcal{T}$ with itself $n$-times, we may write

$$
\mathcal{T}_{n}\left(\mu_{1}^{n}, \mu_{n+1}^{n}\right)=\sum_{j=1}^{n} \mathcal{T}\left(\mu_{j}^{n}, \mu_{j+1}^{n}\right)
$$

for some $\mu_{j}^{n} \in \mathcal{P}(X), j=1, \ldots, n+1$ (the infimum is achieved by weak* lower semi-continuity). Hence by joint convexity,

$$
\begin{equation*}
\frac{1}{n} \mathcal{T}_{n}\left(\mu_{1}^{n}, \mu_{n+1}^{n}\right)=\frac{1}{n} \sum_{j=1}^{n} \mathcal{T}\left(\mu_{j}^{n}, \mu_{j+1}^{n}\right) \geq \mathcal{T}\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}^{n}, \frac{1}{n} \sum_{j=1}^{n} \mu_{j+1}^{n}\right) \tag{5.7}
\end{equation*}
$$

Define $\nu_{n}:=\frac{1}{n} \sum_{j=1}^{n} \mu_{j}^{n}$. Then

$$
\begin{equation*}
\mathcal{T}\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}^{n}, \frac{1}{n} \sum_{j=1}^{n} \mu_{j+1}^{n}\right)=\mathcal{T}\left(\nu_{n}, \nu_{n}+\frac{1}{n}\left(\mu_{n+1}^{n}-\mu_{1}^{n}\right)\right) \tag{5.8}
\end{equation*}
$$

Now let $n_{k}$ be a subsequence such that

$$
\liminf _{n \rightarrow \infty} \frac{\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)}{n}=\lim _{k \rightarrow \infty} \frac{\inf _{(\mu, \nu)} \mathcal{T}_{n_{k}}(\mu, \nu)}{n_{k}}
$$

Up to extracting a further subsequence, we may assume that $\nu_{n_{k}} \rightarrow \bar{\nu}$ for some $\bar{\nu} \in \mathcal{P}(X)$. It then follows from (5.6), (5.7), and (5.8), together with weak* lower semi-continuity of $\mathcal{T}$, that

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu) \geq \mathcal{T}(\bar{\nu}, \bar{\nu}) \geq c(\mathcal{T})
$$

which concludes the proof.
Proposition 5.2.2. If $\mathcal{T}$ is a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$
such that $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$, then

$$
c(\mathcal{T})=\sup _{g \in C(X)} \inf _{x \in X}\left\{g(x)-T^{-} g(x)\right\}
$$

Proof. If $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$, then by Lemma 5.1.1, $T^{-} g \in$ $U S C_{b}(X)$ for all $g \in C(X)$. Consider now the function

$$
f: \mathcal{P}(X) \times C(X) \rightarrow \mathbb{R}, \quad f(\mu, g):=\int_{X}\left(g-T^{-} g\right) d \mu
$$

Note that $f$ is real-valued since $T^{-} g \in U S C_{b}(X)$. We have that $g \mapsto f(\mu, g)$ is upper semi-continuous on $C(X)$ since $T^{-}$is convex and weakly lower semi-continuous on $C(X)$, and $\mu \mapsto f(\mu, g)$ is lower semi-continuous on $\mathcal{P}(X)$ since $T^{-} g \in U S C_{b}(X)$. Moreover, $\mu \mapsto f(\mu, g)$ is quasi-convex, i.e. $\{\mu \in \mathcal{P}(X) ; f(\mu, g) \leq \lambda\}$ is convex or empty for $\lambda \in \mathbb{R}$, and $g \mapsto f(\mu, g)$ is quasi-concave, i.e. $\{g \in C(X) ; f(\mu, g) \geq \lambda\}$ is convex or empty for $\lambda \in \mathbb{R}$. Therefore by Sion's minimax theorem (see Theorem 2.7.6), we have

$$
\inf _{\mu \in \mathcal{P}(X)} \sup _{g \in C(X)} f(\mu, g)=\sup _{g \in C(X)} \inf _{\mu \in \mathcal{P}(X)} f(\mu, g) .
$$

Therefore we have

$$
\begin{aligned}
c(\mathcal{T})=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu) & =\sup _{g \in C(X)}\left\{\int_{X}\left(g-T^{-} g\right) d \mu\right\} \\
& =\inf _{\mu \in \mathcal{P}(X)} \sup _{g \in C(X)} f(\mu, g) \\
& =\sup _{g \in C(X)} \inf _{\mu \in \mathcal{P}(X)} f(\mu, g) \\
& =\sup _{g \in C(X)} \inf _{\mu \in \mathcal{P}(X)}\left\{\int_{X}\left(g-T^{-} g\right) d \mu\right\} .
\end{aligned}
$$

Since $g-T^{-} g$ is a lower semi-continuous function bounded below, it achieves a minimum on the compact space $X$, so that $\inf _{\mu \in \mathcal{P}(X)}\left\{\int_{X}\left(g-T^{-} g\right) d \mu\right\}=$
$\min _{x \in X}\left\{g(x)-T^{-} g(x)\right\}$. Consequently,

$$
c(\mathcal{T})=\sup _{g \in C(X)} \inf _{x \in X}\left\{g(x)-T^{-} g(x)\right\} .
$$

Definition 5.2.3. Let $k \in \mathbb{R}$. A function $g \in U S C(X)$ is a subsolution for $T^{-}$at level $k$ iff

1. $T^{-} g(x)+k \leq g(x)$ for all $x \in X$, and
2. $\int_{X} g d \mu>-\infty$ for some $\mu \in \mathcal{P}(X)$ which achieves the minimum $\mathcal{T}(\mu, \mu)=c(\mathcal{T})$.

Regarding the role of item 2 in the definition of a subsolution, we wish to be able to compare the constant $k$ with $c(\mathcal{T})$ (see below in this section); note that by definition of $c(\mathcal{T})$, we have $\int_{X} g d \mu \leq \int_{X} T^{-} g d \mu+c(\mathcal{T})$. The condition is essentially telling us that a subsolution must be proper in a particular way: that it is finite on the support of some minimising measure $\mu$.

Lemma 5.2.4. For every $k<\sup _{g \in C(X)} \inf _{x \in X}\left\{g(x)-T^{-} g(x)\right\}$, there exists a subsolution $g \in C(X)$.

Proof. This is immediate, since by definition, there exists a sequence $\left(g_{j}\right) \subset$ $C(X)$ such that

$$
\inf _{x \in X}\left\{g_{j}(x)-T^{-} g_{j}(x)\right\} \quad \nearrow \sup _{g \in C(X)} \inf _{x \in X}\left\{g(x)-T^{-} g(x)\right\}
$$

Definition 5.2.5. The Mañé constant $c_{0}$ is the supremum over all $k \in \mathbb{R}$ such that there exists a subsolution $g$ for $T^{-}$at level $k$.

Lemma 5.2.6. The Mañé constant $c_{0}$ satisfies

$$
\sup _{g \in C(X)} \inf _{x \in X}\left\{g(x)-T^{-} g(x)\right\} \leq c_{0} \leq c(\mathcal{T})
$$

In particular, if $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$, then $c_{0}=c(\mathcal{T})$.
Proof. It is immediate from the previous lemma that

$$
c_{0} \geq \sup _{g \in C(X)} \inf _{x \in X}\left\{g(x)-T^{-} g(x)\right\}
$$

since there is a subsolution at every level $k$ strictly below this value. On the other hand, take $\mu \in \mathcal{P}(X)$ for which $c(\mathcal{T})=\mathcal{T}(\mu, \mu)$. Then from $\mathcal{T}(\mu, \mu)=\sup _{h \in C(X)}\left\{\int_{X} h d \mu-\int_{X} T^{-} h d \mu\right\}$, we have for any $h \in C(X)$,

$$
\int_{X}\left(h-T^{-} h\right) d \mu \leq c(\mathcal{T})
$$

For any $g \in U S C(X)$, take a decreasing sequence $\left(h_{j}\right) \subset C(X)$ with $h_{j} \searrow g$. Then by Lemma 5.1.3, we have $T^{-} h_{j} \searrow T^{-} g$, so by monotone convergence

$$
\int_{X} g d \mu \leq \int_{X} T^{-} g d \mu+c(\mathcal{T})
$$

Therefore for any level $k$ for which there exists $g \in U S C(X)$ which is a subsolution, we have

$$
\int_{X} g d \mu \leq \int_{X} T^{-} g d \mu+c(\mathcal{T}) \leq \int_{X} g d \mu+c(\mathcal{T})-k
$$

hence since $\int_{X} g d \mu>-\infty$, we may subtract from both sides and deduce $k \leq c(\mathcal{T})$. Consequently $c_{0} \leq c(\mathcal{T})$.

Definition 5.2.7. A function $g \in U S C(X)$ is a backward weak KAM solution at level $k$ for $\mathcal{T}$ if

1. $T^{-} g(x)+k=g(x)$ for all $x \in X$, and
2. $\int_{X} g d \mu>-\infty$ for some $\mu$ such that $\mathcal{T}(\mu, \mu)=c(\mathcal{T})$.

Proposition 5.2.8. If $g \in U S C(X)$ is a backward weak $K A M$ solution at level $k$, then necessarily, $k=c(\mathcal{T})$.

Proof. Clearly, if $g$ is a backward weak KAM solution at level $k$, then it is a subsolution, so $k \leq c_{0} \leq c(\mathcal{T})$. On the other hand, $g$ also satisfies $T_{n}^{-} g+n k=g$, where $T_{n}^{-}$is the $n$-fold composition of $T^{-}$with itself. This means that
$\int_{X} g d \mu-n k=\int_{X} T_{n}^{-} g d \mu=\sup _{\nu \in \mathcal{P}(X)}\left\{\int_{X} g d \nu-\mathcal{T}_{n}(\mu, \nu)\right\} \leq \sup _{x \in X} g(x)-\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)$
where for the second equality in the above, we have used Corollary 5.1.7. Dividing by $n$ and letting $n \rightarrow \infty$, we have

$$
\begin{equation*}
-k \leq-\lim _{n \rightarrow \infty} \frac{\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)}{n}=-c(\mathcal{T}) \tag{5.9}
\end{equation*}
$$

where the latter equality is by Proposition 5.2.1. The above inequality (5.9) then implies $c(\mathcal{T}) \leq k$, which concludes the proof.

We shall therefore say $g$ is a backward weak KAM solution if and only if $g$ is a backward weak KAM solution at level $c(\mathcal{T})$.

Corollary 5.2.9. If there exists a backward weak KAM solution $g$, then the Mañé constant $c_{0}$ is equal to $c(\mathcal{T})$.

### 5.3 Idempotent linear transfers

We will in subsequent sections construct an idempotent backward Kantorovich operator that maps into the set of backward weak KAM solutions; its induced backward linear transfer will be idempotent. Therefore in this section, we study idempotent backward linear transfers.

Definition 5.3.1. Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a given functional.

1. We say $\mathcal{T}$ is idempotent if

$$
\mathcal{T}(\mu, \nu)=\mathcal{T} \star \mathcal{T}(\mu, \nu) \quad \text { for all } \mu, \nu \in \mathcal{P}(X)
$$

where

$$
\mathcal{T} \star \mathcal{T}(\mu, \nu):=\inf \{\mathcal{T}(\mu, \sigma)+\mathcal{T}(\sigma, \nu) ; \sigma \in \mathcal{P}(X)\}
$$

2. Define $\mathcal{A}:=\{\mu \in \mathcal{P}(X) ; \mathcal{T}(\mu, \mu)=0\}$. We say that $\mathcal{T}$ is $\mathcal{A}$-factorisable, if $\mathcal{A} \neq \emptyset$, and $\mathcal{T}$ satisfies

$$
\mathcal{T}(\mu, \nu)=\inf \{\mathcal{T}(\mu, \sigma)+\mathcal{T}(\sigma, \nu) ; \sigma \in \mathcal{A}\} \quad \text { for all } \mu, \nu \in \mathcal{P}(X) .
$$

3. $\mathcal{T}$ is distance-like, if it satisfies

$$
\mathcal{T}(\mu, \nu) \leq \mathcal{T}(\mu, \sigma)+\mathcal{T}(\sigma, \nu), \quad \text { for all } \mu, \sigma, \nu \in \mathcal{P}(X)
$$

The following lemma and proposition is based on ([6], Lemma 11) where we weaken the continuity hypothesis to lower semi-continuity.

Lemma 5.3.2. Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ be weak* lower semicontinuous and idempotent. Fix $\mu, \nu \in \mathcal{P}(X)$. Let $\sigma_{1}, \sigma_{2}$ be such that

$$
\mathcal{T}(\mu, \nu)=\mathcal{T}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \nu\right) \quad \text { and } \quad \mathcal{T}\left(\sigma_{1}, \nu\right)=\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\mathcal{T}\left(\sigma_{2}, \nu\right) .
$$

Then $\mathcal{T}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)=\mathcal{T}\left(\mu, \sigma_{2}\right)$.
Proof. This simply a consequence of $\mathcal{T}$ being idempotent. Indeed

$$
\begin{aligned}
\mathcal{T}(\mu, \nu) & =\mathcal{T}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\mathcal{T}\left(\sigma_{2}, \nu\right) \\
& \geq \mathcal{T} \star \mathcal{T}\left(\mu, \sigma_{2}\right)+\mathcal{T}\left(\sigma_{2}, \nu\right) \\
& =\mathcal{T}\left(\mu, \sigma_{2}\right)+\mathcal{T}\left(\sigma_{2}, \nu\right) \\
& \geq \mathcal{T} \star \mathcal{T}(\mu, \nu) \\
& =\mathcal{T}(\mu, \nu)
\end{aligned}
$$

so all the inequalities are in fact equalities. This means in particular comparing the first and third line that $\mathcal{T}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)=\mathcal{T}\left(\mu, \sigma_{2}\right)$.

Proposition 5.3.3. Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ be weak* lower semicontinuous and idempotent. Then $\mathcal{T}$ is distance-like and $\mathcal{A}$-factorisable.

Proof. It is immediate that $\mathcal{T}$ is distance-like if it is idempotent; indeed,
this is from

$$
\begin{aligned}
\mathcal{T}(\mu, \nu)=\mathcal{T} \star \mathcal{T}(\mu, \nu) & =\inf _{\sigma \in \mathcal{P}(X)}\{\mathcal{T}(\mu, \sigma)+\mathcal{T}(\sigma, \nu)\} \\
& \leq \mathcal{T}(\mu, \sigma)+\mathcal{T}(\sigma, \nu) \quad \text { for all } \mu, \nu, \sigma .
\end{aligned}
$$

Fix now $\mu, \nu \in \mathcal{P}(X)$. From $\mathcal{T}=\mathcal{T} \star \mathcal{T}$, there exists $\sigma_{1} \in \mathcal{P}(X)$ such that

$$
\begin{equation*}
\mathcal{T}(\mu, \nu)=\mathcal{T}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \nu\right) ; \tag{5.10}
\end{equation*}
$$

similarly, there exists a $\sigma_{2}$ such that

$$
\begin{equation*}
\mathcal{T}\left(\sigma_{1}, \nu\right)=\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\mathcal{T}\left(\sigma_{2}, \nu\right) \tag{5.11}
\end{equation*}
$$

We conclude from Lemma 5.3.2 that

$$
\begin{equation*}
\mathcal{T}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)=\mathcal{T}\left(\mu, \sigma_{2}\right) \tag{5.12}
\end{equation*}
$$

In addition, we if we add (5.10) and (5.11), we have

$$
\begin{equation*}
\mathcal{T}(\mu, \nu)=\mathcal{T}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\mathcal{T}\left(\sigma_{2}, \nu\right) \tag{5.13}
\end{equation*}
$$

We therefore have $\left(\sigma_{1}, \sigma_{2}\right)$ such that (5.10), (5.11), and (5.12) (and, consequently, (5.13)) hold.

Continue this process with $\mathcal{T}\left(\sigma_{2}, \nu\right)$, to find a $\sigma_{3}$ satisfying $\mathcal{T}\left(\sigma_{2}, \nu\right)=$ $\mathcal{T}\left(\sigma_{2}, \sigma_{3}\right)+\mathcal{T}\left(\sigma_{3}, \nu\right)$. In this way we inductively create a sequence $\left(\sigma_{k}\right)_{k \in \mathbb{N}}$ with the property that for $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}\right)$, we have

$$
\begin{equation*}
\mathcal{T}(\mu, \nu)=\mathcal{T}\left(\mu, \sigma_{1}\right)+\sum_{i=1}^{k-1} \mathcal{T}\left(\sigma_{i}, \sigma_{i+1}\right)+\mathcal{T}\left(\sigma_{k}, \nu\right) \tag{5.14}
\end{equation*}
$$

and also

$$
\begin{align*}
\mathcal{T}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right) & =\mathcal{T}\left(\mu, \sigma_{2}\right)  \tag{5.15}\\
\mathcal{T}\left(\sigma_{k-1}, \sigma_{k}\right)+\mathcal{T}\left(\sigma_{k}, \nu\right) & =\mathcal{T}\left(\sigma_{k-1}, \nu\right) \tag{5.16}
\end{align*}
$$

as well as

$$
\begin{equation*}
\sum_{i=\ell}^{m} \mathcal{T}\left(\sigma_{i}, \sigma_{i+1}\right)=\mathcal{T}\left(\sigma_{\ell}, \sigma_{m+1}\right) \tag{5.17}
\end{equation*}
$$

whenever $1 \leq \ell<m \leq k-1$.
In particular, the same properties (5.14), (5.15), (5.16), (5.17) above hold if we take instead $m+1$ terms $\left(\sigma_{k_{1}}, \ldots, \sigma_{k_{m+1}}\right)$ of any increasing subsequence $k_{j}$ of $k$. In particular, this means

$$
\begin{equation*}
\mathcal{T}\left(\mu, \sigma_{k_{1}}\right)+\sum_{j=1}^{m} \mathcal{T}\left(\sigma_{k_{j}}, \sigma_{k_{j+1}}\right)+\mathcal{T}\left(\sigma_{k_{m+1}}, \nu\right)=\mathcal{T}(\mu, \nu) . \tag{5.18}
\end{equation*}
$$

We take now a subsequence $\sigma_{k_{j}}$ of $\sigma_{k}$ converging to some $\sigma \in \mathcal{P}(X)$. By weak* lower semi-continuity of $\mathcal{T}$, we have

$$
\begin{aligned}
\liminf _{j \rightarrow \infty} \mathcal{T}\left(\sigma_{k_{j}}, \sigma_{k_{j+1}}\right) & \geq \mathcal{T}(\sigma, \sigma) \\
\liminf _{j \rightarrow \infty} \mathcal{T}\left(\mu, \sigma_{k_{j}}\right) & \geq \mathcal{T}(\mu, \sigma) \\
\liminf _{j \rightarrow \infty} \mathcal{T}\left(\sigma_{k_{j}}, \nu\right) & \geq \mathcal{T}(\sigma, \nu) .
\end{aligned}
$$

In particular, given $\epsilon>0$, for all but finitely many $j$, it must hold that

$$
\begin{align*}
\mathcal{T}\left(\sigma_{k_{j}}, \sigma_{k_{j+1}}\right) & \geq \mathcal{T}(\sigma, \sigma)-\epsilon  \tag{5.19}\\
\mathcal{T}\left(\mu, \sigma_{k_{j}}\right) & \geq \mathcal{T}(\mu, \sigma)-\epsilon  \tag{5.20}\\
\mathcal{T}\left(\sigma_{k_{j}}, \nu\right) & \geq \mathcal{T}(\sigma, \nu)-\epsilon \tag{5.21}
\end{align*}
$$

so up to removing the first $N$ terms for a finite $N=N_{\epsilon}$, we may assume we have a subsequence $\sigma_{k_{j}}$ satisfying (5.19), (5.20), and (5.21) for all $j$, as well as (5.18).

Applying the inequalities of (5.19), (5.20), and (5.21), to (5.18), we obtain

$$
\mathcal{T}(\mu, \nu) \geq \mathcal{T}(\mu, \sigma)+m \mathcal{T}(\sigma, \sigma)+\mathcal{T}(\sigma, \nu)-(m+2) \epsilon
$$

for $m \geq 1$. From the fact that $\mathcal{T}=\mathcal{T} \star \mathcal{T}$, we have $\mathcal{T}(\mu, \sigma)+\mathcal{T}(\sigma, \nu) \geq$
$\mathcal{T} \star \mathcal{T}(\mu, \nu)=\mathcal{T}(\mu, \nu)$, so the above inequality implies

$$
\mathcal{T}(\sigma, \sigma) \leq \frac{m+2}{m} \epsilon \leq 2 \epsilon .
$$

As $\epsilon>0$ is arbitrary, we obtain $\mathcal{T}(\sigma, \sigma) \leq 0$, and consequently $\mathcal{T}(\sigma, \sigma)=0$ (the reverse inequality following from $\mathcal{T}=\mathcal{T} \star \mathcal{T}$ ).

Finally, we note that $\mathcal{T}(\mu, \nu)=\mathcal{T}\left(\mu, \sigma_{k_{j}}\right)+\mathcal{T}\left(\sigma_{k_{j}}, \nu\right)$ for all $j$, so at the liminf, we find

$$
\mathcal{T}(\mu, \nu) \geq \mathcal{T}(\mu, \sigma)+\mathcal{T}(\sigma, \nu)
$$

The reverse inequality is immediate from $\mathcal{T}=\mathcal{T} \star \mathcal{T}$.
Definition 5.3.4. Suppose $T^{-}: U S C(X) \rightarrow U S C(X)$ is some given map. We say that $T^{-}$is idempotent if $T^{-} \circ T^{-} g=T^{-} g$ for all $g \in C(X)$.

Remark 5.3.5. We observe that if $T^{-}: U S C(X) \rightarrow U S C(X)$ is an idempotent backward Kantorovich operator, then the induced backward linear transfer $\mathcal{T}(\mu, \nu):=\sup _{g \in C(X)}\left\{\int_{X} g d \nu-\int_{X} T^{-} g d \mu\right\}$ is idempotent thanks to Corollary 5.1.7.

### 5.3.1 Examples of idempotent linear transfers

We present some examples of idempotent linear transfers.
Example 5.3.6 (Convex energy). Recall the convex energy example of Section 2.5.1. If $I$ is any bounded below, convex, and weak* lower semicontinuous functional, and $m:=\inf \{I(\sigma) ; \sigma \in \mathcal{P}(Y)\}$, then $\mathcal{T}(\mu, \nu):=$ $I(\nu)-m$ is an idempotent backward linear transfer with an idempotent Kantorovich map $T^{-} g:=I^{*}(g)+m$. Indeed, note that

$$
\begin{aligned}
T^{-} \circ T^{-} g=I^{*}\left(T^{-} g\right)+m & =\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y} T^{-} g d \nu-I(\nu)\right\}+m \\
& =\sup _{\nu \in \mathcal{P}(Y)}\left\{\int_{Y}\left(I^{*}(g)+m\right) d \nu-I(\nu)\right\}+m \\
& =I^{*}(g)+2 m-\inf _{\nu \in \mathcal{P}(Y)} I(\nu) \\
& =I^{*}(g)+m=T^{-} g .
\end{aligned}
$$

(See also Example 5.5.5 later in Section 5.5.3.)
Example 5.3.7 (Markov operator). Any transfer induced by a bounded positive linear operator $T$ with $T^{2}=T$ and $T 1=1$, and in particular, any point transformation $\sigma$ such that $\sigma^{2}=\sigma$ as in Example 2.5.7.

Example 5.3.8 (Balayage transfer). The balayage transfer $\mathcal{B}$ of Example 2.5.3 is idempotent since its Kantorovich map is $T^{-} g=\hat{g}$, where, for example, in the case of balayage with convex functions, $\hat{g}$ is the concave envelope of $g$.

Example 5.3.9 (Optimal Mass Transport). If $\mathcal{T}_{c}$ is an optimal mass transport associated to a bounded below lower semi-continuous cost function $c: X \times X \rightarrow \mathbb{R} \cup\{+\infty\}$, then $\mathcal{T}_{c}$ is idempotent if $c(x, x)=0$ for every $x \in X$ and $c$ satisfies the triangular inequality

$$
\begin{equation*}
c(x, z) \leq c(x, y)+c(y, z) \quad \text { for all } x, y, z \text { in } X . \tag{5.22}
\end{equation*}
$$

In particular, this implies

$$
\begin{equation*}
\mathcal{T}_{c}(\mu, \nu)=\sup \left\{\int_{X} T_{c}^{-} g d(\nu-\mu) ; g \in C(X)\right\} . \tag{5.23}
\end{equation*}
$$

For example, if $c(x, y)=d_{X}(x, y)^{p}$ for $0<p \leq 1$, then the corresponding optimal mass transport is idempotent since $c$ satisfies the reverse triangle inequality, and therefore $c \star c(x, y)=\inf _{z \in X}\{c(x, z)+c(z, y)\}=c(x, y)$.

Example 5.3.10 ( An idempotent optimal Skorohod embedding). The following transfer was considered in Ghoussoub-Kim-Palmer [31].

$$
\begin{equation*}
\mathcal{T}(\mu, \nu):=\inf \left\{\mathbb{E}\left[\int_{0}^{\tau} L\left(t, B_{t}\right) d t\right] ; \tau \in S(\mu, \nu)\right\} \tag{5.24}
\end{equation*}
$$

where $S(\mu, \nu)$ denotes the set of (possibly randomized) stopping times with finite expectation such that $\nu$ is realized by the distribution of $B_{\tau}$ (i.e., $B_{\tau} \sim \nu$ in our notation), where $B_{t}$ is Brownian motion starting with $\mu$ as a source distribution, i.e., $B_{0} \sim \mu$. Note that $\mathcal{T}(\mu, \nu)=+\infty$ if $S(\mu, \nu)=\emptyset$, which is the case if and only if $\mu$ and $\nu$ are not in subharmonic order. In this
case, it has been proved in [31] that under suitable conditions, the backward linear transfer is given by $T^{-} g=J_{g}(0, \cdot)$, where $J_{g}: \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is defined via the dynamic programming principle

$$
\begin{equation*}
J_{g}(t, x):=\sup _{\tau \in \mathcal{R}^{t, x}}\left\{\mathbb{E}^{t, x}\left[g\left(B_{\tau}\right)-\int_{t}^{\tau} L\left(s, B_{s}\right) d s\right]\right\} \tag{5.25}
\end{equation*}
$$

where the expectation superscripted with $t, x$ is with respect to the Brownian motions satisfying $B_{t}=x$, and the minimization is over all finiteexpectation stopping times $\mathcal{R}^{t, x}$ on this restricted probability space such that $\tau \geq t . J_{g}(t, x)$ is actually a "variational solution" for the quasi-variational Hamilton-Jacobi-Bellman equation:

$$
\min \left\{\begin{array}{r}
J(t, x)-\psi(x)  \tag{5.26}\\
-\frac{\partial}{\partial t} J(t, x)-\frac{1}{2} \Delta J(t, x)+L(t, x)
\end{array}\right\}=0
$$

Note that $J_{g}(t, x) \geq g(x)$, that is $T^{-} g \geq g$ for every $g$, hence $\left(T^{-}\right)^{2} g \geq T^{-} g$.
Assume now $t \rightarrow L(t, x)$ is decreasing, which yields that $t \rightarrow J(t, x)$ is increasing (see [31]). Given $\epsilon>0$, fix $\tau_{\epsilon}$ such that

$$
\left(T^{-}\right)^{2} g(x)=J_{T^{-}}(0, x) \leq \mathbb{E}^{t, x}\left[T^{-} g\left(B_{\tau_{\epsilon}}\right)-\int_{t}^{\tau_{\epsilon}} L\left(s, B_{s}\right) d s\right]+\epsilon,
$$

hence since $T^{-} g\left(B_{\tau_{\epsilon}}\right)=J_{g}\left(0, B_{\tau_{\epsilon}}\right) \leq J_{g}\left(t, B_{\tau_{\epsilon}}\right)$,

$$
\begin{aligned}
\left(T^{-}\right)^{2} g(x) & \leq \mathbb{E}^{t, x}\left[J_{g}\left(0, B_{\tau_{\epsilon}}\right)-\int_{t}^{\tau} L\left(s, B_{s}\right) d s\right]+\epsilon \\
& \leq \mathbb{E}^{t, x}\left[J_{g}\left(t, B_{\tau_{\epsilon}}\right)-\int_{t}^{\tau_{\epsilon}} L\left(s, B_{s}\right) d s\right]+\epsilon \\
& \leq J_{g}(0, x)+\epsilon=T^{-} g(x)+\epsilon,
\end{aligned}
$$

where the last inequality uses the supermartingale property of the process $t \rightarrow J_{g}\left(t, B_{\tau_{\epsilon}}\right)-\int_{t}^{\tau_{\epsilon}} L\left(s, B_{s}\right) d s$. It follows that we obtain the reverse inequality $\left(T^{-}\right)^{2} g \leq T^{-} g$, and $T^{-}$is therefore idempotent.

### 5.3.2 $\mathcal{T}$-Lipschitz functionals

Proposition 5.3.11. Suppose $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ is a weak* lower semi-continuous, bounded below, jointly convex functional such that $\mathcal{T}$ is $\mathcal{A}$-factorisable. Then the following hold:

1. For any bounded functional $\Phi: \mathcal{A} \rightarrow \mathbb{R}$ that is $\mathcal{T}$-Lipschitz, that is, for any $\Phi$ satisfying

$$
\Phi(\nu)-\Phi(\mu) \leq \mathcal{T}(\mu, \nu), \quad \text { for all } \mu, \nu \in \mathcal{A},
$$

there exists $\bar{f} \in C(X)$ such that

$$
\Phi(\mu)=\int_{X} \bar{f} d \mu \quad \text { for all } \mu \in \mathcal{A} .
$$

2. If $\mathcal{T}$ is, in addition, a backward linear transfer, and

$$
\sup _{\nu \in \mathcal{P}(X)} \inf _{\mu \in \mathcal{A}} \mathcal{T}(\mu, \nu)<+\infty,
$$

then

$$
\begin{equation*}
\Phi(\mu)=\int_{X} T^{-} \bar{f} d \mu=\int_{X} \bar{f} d \mu \text { for every } \mu \in \mathcal{A} \tag{5.27}
\end{equation*}
$$

3. If $\mathcal{T}$ is, in addition, both a forward and backward linear transfer, then

$$
\Phi(\mu)=\int_{X} \bar{f} d \mu=\int_{X} T^{-} \bar{f} d \mu=\int_{X} T^{+} \circ T^{-} \bar{f} d \mu \text { for every } \mu \in \mathcal{A} .
$$

Moreover, the functions $\psi_{0}:=T^{-\bar{f}}$ and $\psi_{1}:=T^{+} \circ T^{-} \bar{f}$ are conjugate in the sense that $\psi_{0}=T^{-} \psi_{1}$ and $\psi_{1}=T^{+} \psi_{0}$.
4. Moreover, if $g$ is a function in $C(X)$ such that $\int_{X} g d \mu=\Phi(\mu)$ for all $\mu \in \mathcal{A}$, then

$$
\begin{equation*}
\psi_{0} \leq T^{-} g \quad \text { and } \quad \psi_{1} \geq T^{+} g . \tag{5.28}
\end{equation*}
$$

Proof. 1. Let $\Phi$ be such that $\mu \rightarrow \Phi(\mu)$ is $\mathcal{T}$-Lipschitz on $\mathcal{A}$ and define

$$
\Phi_{0}(\mu):=\sup _{\sigma \in \mathcal{A}}\{\Phi(\sigma)-\mathcal{T}(\mu, \sigma)\} \quad \text { and } \quad \Phi_{1}(\nu):=\inf _{\sigma \in \mathcal{A}}\{\Phi(\sigma)+\mathcal{T}(\sigma, \nu)\}
$$

Note that $\Phi_{0}$ and $\Phi_{1}$ are both finite on $\mathcal{A}$, but in general $\Phi_{0}$ may be $-\infty$ (resp., $\Phi_{1}$ may be $+\infty$ ) on certain subsets of $\mathcal{P}(X)$, depending on the effective domain of $\mathcal{T}$.

We now show that $\Phi_{0} \leq \Phi_{1}$ on $\mathcal{P}(X)$. This is trivally true if one of $\Phi_{0}$, $\Phi_{1}$ is not finite, so assume $\mu \in \mathcal{P}(X)$ is such that $\Phi_{0}(\mu), \Phi_{1}(\mu) \in \mathbb{R}$. Then, by definition of $\Phi_{0}, \Phi_{1}$, and the fact that $\Phi$ is $\mathcal{T}$-Lipschitz on $\mathcal{A}$, and $\mathcal{T}$ is $\mathcal{A}$-factorisable, we may write

$$
\begin{aligned}
\Phi_{0}(\mu)-\Phi_{1}(\mu) & =\sup _{\sigma, \tau \in \mathcal{A}}\{\Phi(\sigma)-\mathcal{T}(\mu, \sigma)-\Phi(\tau)-\mathcal{T}(\tau, \mu)\} \\
& \leq \sup _{\sigma, \tau \in \mathcal{A}}\{\Phi(\sigma)-\Phi(\tau)-\mathcal{T}(\tau, \sigma)\} \\
& \leq 0 .
\end{aligned}
$$

Note now that $\Phi_{0}$ is concave and weak* upper semi-continuous, while $\Phi_{1}$ is convex and weak* lower semi-continuous, on the convex subset $\mathcal{P}(X)$ of the real vector space $\mathcal{M}(X)$. Thus by Hahn-Banach (see, e.g. [50] p.319), there exists $\bar{f} \in C(X)$ such that $\mu \mapsto \int_{X} \bar{f} d \mu$ on $\mathcal{P}(X)$ lies between $\Phi_{0}$ and $\Phi_{1}$ :

$$
\begin{equation*}
\Phi_{0}(\mu) \leq \int_{X} \bar{f} d \mu \leq \Phi_{1}(\mu) \quad \text { for all } \mu \in \mathcal{P}(X) \tag{5.29}
\end{equation*}
$$

On the other hand, it also holds by the definition of $\Phi_{0}$ and $\Phi_{1}$, that

$$
\begin{equation*}
\Phi_{1}(\mu) \leq \Phi(\mu) \leq \Phi_{0}(\mu) \quad \text { for all } \mu \in \mathcal{A} \tag{5.30}
\end{equation*}
$$

so that (5.29) and (5.30) together shows

$$
\Phi(\mu)=\Phi_{1}(\mu)=\Phi_{0}(\mu)=\int_{X} \bar{f} d \mu \quad \text { for all } \mu \in \mathcal{A}
$$

2. Suppose now $\mathcal{T}$ is additionally a backward linear transfer with $T^{-}$as
its Kantorovich operator. If $\mu \in \mathcal{A}$,

$$
\int_{X} T^{-} \bar{f} d \mu=\sup _{\nu \in \mathcal{P}(X)}\left\{\int_{X} \bar{f} d \nu-\mathcal{T}(\mu, \nu)\right\} \geq \int_{X} \bar{f} d \mu-\mathcal{T}(\mu, \mu)=\int_{X} \bar{f} d \mu .
$$

Assume now that $\sup _{\nu \in \mathcal{P}(X)} \inf _{\mu \in \mathcal{A}} \mathcal{T}(\mu, \nu)<+\infty$. It can be checked that this implies $\Phi_{0}, \Phi_{1}$ are bounded. Then it holds that

$$
\sup _{\nu \in \mathcal{P}(X)}\left\{\Phi_{1}(\nu)-\mathcal{T}(\mu, \nu)\right\} \leq \sup _{\nu \in \mathcal{P}(X)} \Phi_{1}(\nu)-C<+\infty
$$

where $C$ is a lower bound for $\mathcal{T}$. This means that for any $\mu \in \mathcal{A}$, by (5.29), we can write

$$
\begin{equation*}
-\infty<\int_{X} T^{-} \bar{f} d \mu=\sup _{\nu \in \mathcal{P}(X)}\left\{\int_{X} \bar{f} d \nu-\mathcal{T}(\mu, \nu)\right\} \leq \sup _{\nu \in \mathcal{P}(X)}\left\{\Phi_{1}(\nu)-\mathcal{T}(\mu, \nu)\right\} . \tag{5.31}
\end{equation*}
$$

In view of item 1, we will be done if we show that we have the conjugate formula,

$$
\begin{equation*}
\sup _{\sigma \in \mathcal{P}(X)}\left\{\Phi_{1}(\sigma)-\mathcal{T}(\mu, \sigma)\right\}=\Phi_{0}(\mu) \tag{5.32}
\end{equation*}
$$

To this end, for every $\mu \in \mathcal{P}(X)$, we have
$\Phi_{0}(\mu)=\sup _{\sigma \in \mathcal{A}}\{\Phi(\sigma)-\mathcal{T}(\mu, \sigma)\}=\sup _{\sigma \in \mathcal{A}}\left\{\Phi_{1}(\sigma)-\mathcal{T}(\mu, \sigma)\right\} \leq \sup _{\sigma \in \mathcal{P}(X)}\left\{\Phi_{1}(\sigma)-\mathcal{T}(\mu, \sigma)\right\}$.
On the other hand, for any $\nu, \mu \in \mathcal{P}(X)$, we have

$$
\begin{aligned}
\Phi_{1}(\nu)-\Phi_{0}(\mu) & =\inf _{\sigma, \tau \in \mathcal{A}}\{\Phi(\sigma)+\mathcal{T}(\sigma, \nu)-\Phi(\tau)+\mathcal{T}(\mu, \tau)\} \\
& \leq \inf _{\sigma, \tau \in \mathcal{A}}\{\mathcal{T}(\sigma, \nu)+\mathcal{T}(\tau, \sigma)+\mathcal{T}(\mu, \tau)\} \\
& \leq \inf _{\sigma \in \mathcal{A}}\{\mathcal{T}(\sigma, \nu)+\mathcal{T}(\mu, \sigma)\} \\
& =\mathcal{T}(\mu, \nu)
\end{aligned}
$$

This shows (5.32).
3. Suppose in addition that $\mathcal{T}$ is a forward linear transfer with $T^{+}$as a

Kantorovich operator. Recalling the property $T^{+} \circ T^{-} f \geq f$, we have

$$
\int_{X} T^{+} \circ T^{-} f d \mu \geq \int_{X} f d \mu \geq \Phi_{0}(\mu)
$$

On the other hand, by (5.31) and (5.32),
$\int_{X} T^{+} \circ T^{-} \bar{f} d \mu=\inf _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} T^{-} \bar{f} d \sigma+\mathcal{T}(\sigma, \mu)\right\} \leq \inf _{\sigma \in \mathcal{P}(X)}\left\{\Phi_{0}(\sigma)+\mathcal{T}(\sigma, \mu)\right\}$.
In other words, $T^{-} f$ and $T^{+} \circ T^{-} f$ are two conjugate functions verifying

$$
\int_{X} T^{+} \circ T^{-} f d \mu=\int_{X} T^{-} f d \mu=\Phi(\mu) \quad \text { for all } \mu \in \mathcal{A}
$$

4) To prove (5.28), first note that

$$
\begin{aligned}
\int_{X} T^{-} f d \mu & \leq \Phi_{0}(\mu)=\sup \{\Phi(\sigma)-\mathcal{T}(\mu, \sigma) ; \sigma \in \mathcal{A}\} \\
& \leq \sup \left\{\int_{X} g d \sigma-\mathcal{T}(\mu, \sigma) ; \sigma \in \mathcal{P}(X)\right\} \\
& =\int_{X} T^{-} g d \mu
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\int_{X} T^{+} \circ T^{-} f d \mu & =\inf \left\{\int_{X} T^{-} f d \sigma+\mathcal{T}(\sigma, \mu) ; \sigma \in \mathcal{P}(X)\right\} \\
& =\inf \left\{\int_{X} T^{-} f d \sigma+\mathcal{T}(\sigma, \lambda)+\mathcal{T}(\lambda, \mu) ; \lambda \in \mathcal{A}, \sigma \in \mathcal{P}(X)\right\} \\
& =\inf \left\{\int_{X} T^{+} \circ T^{-} f d \lambda+\mathcal{T}(\lambda, \mu) ; \lambda \in \mathcal{A}\right\} \\
& =\inf \left\{\int_{X} g d \lambda+\mathcal{T}(\lambda, \mu) ; \lambda \in \mathcal{A}\right\} \\
& \geq \inf \left\{\int_{X} g d \lambda+\mathcal{T}(\lambda, \mu) ; \lambda \in \mathcal{P}(X)\right\} \\
& =\int_{X} T^{+} g d \mu
\end{aligned}
$$

which completes the proof.

Corollary 5.3.12. For every idempotent backward linear transfer $\mathcal{T}$ such that $\left\{\delta_{x} ; x \in X\right\} \subset \mathcal{A}$ and $\sup _{\nu \in \mathcal{P}(X)} \inf _{\mu \in \mathcal{A}} \mathcal{T}(\mu, \nu)<+\infty$, there is a function $\bar{f} \in C(X)$ which is fixed by $T^{-}$, i.e. $T^{-} \bar{f}(x)=\bar{f}(x)$.

### 5.4 Ergodic properties of equicontinuous semigroups of transfers

We now proceed to the construction of the backward weak KAM solutions first introduced in Section 5.2. Given a backward linear transfer $\mathcal{T}$ with backward Kantorovich operator $T^{-}$, we shall construct a backward Kantorovich operator $T_{\infty}^{-}$which maps $C(X)$ into the set of backward weak KAM solutions for $T^{-}$. This operator will be idempotent, and its induced backward linear transfer $\mathcal{T}_{\infty}$ is the analog of the Peierls barrier of standard Aubry-Mather theory in Chapter 4.

We begin by assuming $\mathcal{T}$ is weak* continuous on $\mathcal{P}(X) \times \mathcal{P}(X)$. We use the notation $\mathcal{T}_{n}$ to denote, for each $n \in \mathbb{N}$, the inf-convolution $\mathcal{T}_{n}=$ $\mathcal{T} \star \mathcal{T} \star \ldots \star \mathcal{T} n$-times, and $T_{n}^{-}$the $n$-fold composition of $T^{-}$with itself.

Recall that the quadratic Wasserstein distance, denoted by $W_{2}(\mu, \nu):=$ $\sqrt{\mathcal{T}_{2}(\mu, \nu)}$ where $\mathcal{T}_{2}$ is optimal transport with quadratic $\operatorname{cost} c\left(x, x^{\prime}\right):=$ $d_{X}\left(x, x^{\prime}\right)^{2}$, metrizes the topology of weak ${ }^{*}$ convergence on $\mathcal{P}(X)$ when $X$ is compact. Therefore, if $\mathcal{T}$ is weak ${ }^{*}$ continuous on $\mathcal{P}(X) \times \mathcal{P}(X)$, then it is weak* uniformly continuous since $\mathcal{P}(X) \times \mathcal{P}(X)$ is weak* compact. Therefore, there exists a modulus of continuity $\delta:[0, \infty) \rightarrow[0, \infty), \delta(0)=0$, such that
$\left|\mathcal{T}(\mu, \nu)-\mathcal{T}\left(\mu^{\prime}, \nu^{\prime}\right)\right| \leq \delta\left(W_{2}\left(\mu, \mu^{\prime}\right)+W_{2}\left(\nu, \nu^{\prime}\right)\right) \quad$ for all $\mu, \mu^{\prime}, \nu, \nu^{\prime} \in \mathcal{P}(X)$.
We start with the following lemma which can be found in BernardBuffoni [6] and adapted to our setting at hand.

Lemma 5.4.1 (Bernard-Buffoni [6], Lemma 9). Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R}$ be a weak* continuous functional with a modulus of continuity $\delta$. Then the family $\left\{\mathcal{T}_{n}\right\}_{n \in \mathbb{N}}$ are equicontinuous with the same modulus of continuity $\delta$, and there exists a positive constant $C>0$ such that

$$
\left|\mathcal{T}_{n}(\mu, \nu)-n c(\mathcal{T})\right| \leq C, \quad \text { for every } n \geq 1 \text { and all } \mu, \nu \in \mathcal{P}(X)
$$

where we recall from Section 5.2 that

$$
c(\mathcal{T})=\inf _{\mu} \mathcal{T}(\mu, \mu)=\lim _{n \rightarrow \infty} \frac{\inf \left\{\mathcal{T}_{n}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\right\}}{n}
$$

Proof. Define $M_{n}:=\max _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)$ and $M:=\inf _{n \geq 1}\left\{\frac{M_{n}}{n}\right\}>-\infty$. The sequence $\left\{M_{n}\right\}_{n \geq 1}$ is subadditive, that is $M_{n+m} \leq M_{n}+M_{m}$, hence $\left\{\frac{M_{n}}{n}\right\}_{n \geq 1}$ decreases to its infimum $M$ as $n \rightarrow \infty$. Indeed (see e.g. [9] Lemma 1.18), fix $n>0$ and write for any $m$, the decomposition $m=n q+r$, where $0 \leq r<n$. The subadditivity of $M_{n}$ implies

$$
\frac{M_{m}}{m}=\frac{M_{n q+r}}{n q+r} \leq \frac{M_{n q}}{n q}+\frac{M_{r}}{n q} \leq \frac{M_{n}}{n}+\frac{M_{r}}{n q} .
$$

We therefore obtain $\lim \sup _{m \rightarrow \infty} \frac{M_{m}}{m} \leq \frac{M_{n}}{n}$. On the other hand, $\inf _{n \geq 1} \frac{M_{n}}{n} \leq$ $\lim \inf _{n \rightarrow \infty} \frac{M_{n}}{n}$. Therefore, $\frac{M_{n}}{n}$ converges to $M$ as $n \rightarrow \infty$.
In addition, if $m_{n}:=\min _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)$, then the above applied to $-m_{n}$ yields that $\lim _{n \rightarrow \infty} \frac{m_{n}}{n}=m$, where $m:=\sup _{n} \frac{m_{n}}{n}$.
We now show that $m=M$. Note that the family $\mathcal{T}_{n}$ all have the same modulus of continuity; this follows exactly because $(\mu, \nu) \mapsto \mathcal{T}\left(\mu, \sigma_{1}\right)+$ $\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\ldots+\mathcal{T}\left(\sigma_{n}, \nu\right)$ has modulus of continuity $\delta$ for each choice of $\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in \mathcal{P}(X) \times \ldots \times \mathcal{P}(X)$, so the infimum (i.e. the function $\left.\mathcal{T}_{n}\right)$ also has modulus of continuity $\delta$. The uniform modulus of continuity $\delta$ implies the existence of a constant $C>0$, such that $M_{n}-m_{n} \leq C$ for every $n \geq 1$. Then, we obtain the string of inequalities

$$
n M-C \leq M_{n}-C \leq m_{n} \leq \mathcal{T}_{n}(\mu, \nu) \leq M_{n} \leq m_{n}+C \leq n m+C .
$$

The left-most and right-most inequalities imply $M \leq m$ upon sending $n \rightarrow$ $\infty$, hence $m=M$.

Lemma 5.4.2. 1. For any $g \in C(X)$, there is a constant $C>0$ such
that

$$
\left|T_{n}^{-} g(x)+n c(\mathcal{T})-\sup _{X} g\right| \leq C \quad \text { for all } n \in \mathbb{N} \text { and all } x \in X
$$

2. The semi-group of operators $\left\{T_{n}^{-}\right\}_{n \geq 1}$ has the same modulus of continuity as $\mathcal{T}$.
3. The constant $c(\mathcal{T})$ is critical in the sense that $T_{n}^{-} g+k n \rightarrow \pm \infty$ as $n \rightarrow \infty$ if $k \neq c(\mathcal{T})$, depending on if $k<c(\mathcal{T})$ or $k>c(\mathcal{T})$, for any $g \in C(X)$.

Proof. 1) By Lemma 5.4.1 and since $T_{n}^{-} g(x)+n c(\mathcal{T})=\sup _{\sigma}\left\{\int g d \sigma-\right.$ $\left.\left(\mathcal{T}_{n}\left(\delta_{x}, \sigma\right)-n c(\mathcal{T})\right)\right\}$, we have $\sup _{X}(g)-C \leq T_{n}^{-} g(x)+n c(\mathcal{T}) \leq \sup _{X}(g)+C$.

For 2) we note that

$$
\begin{aligned}
T_{n}^{-} g(x) & =\sup _{\sigma}\left\{\int g d \sigma-\mathcal{T}_{n}\left(\delta_{x}, \sigma\right)\right\} \\
& \leq \sup _{\sigma}\left\{\int g d \sigma-\mathcal{T}_{n}\left(\delta_{y}, \sigma\right)\right\}+\sup _{\sigma}\left\{\mathcal{T}_{n}\left(\delta_{y}, \sigma\right)-\mathcal{T}_{n}\left(\delta_{x}, \sigma\right)\right\} \\
& =T_{n}^{-} g(y)+\delta(d(x, y))
\end{aligned}
$$

We now interchange $x$ and $y$ to obtain the reverse inequality.
3) follows from 1) since

$$
\sup _{X}(g)-C+(k-c) n \leq T_{n}^{-} g(x)+k n \leq \sup _{X}(g)+C+(k-c) n .
$$

We shall prove the following, which is an analogue of Bernard-Buffoni [5, 6].

Theorem 5.4.3 (Ergodic properties of weak* continuous linear transfers). Let $\mathcal{T}$ be a weak ${ }^{*}$ continuous backward linear transfer on $\mathcal{M}(X) \times \mathcal{M}(X)$ with modulus of continuity $\delta$, and with backward Kantorovich operator $T^{-}$: $C(X) \rightarrow C(X)$. Then, there exists a backward Kantorovich operator $T_{\infty}^{-}:$
$C(X) \rightarrow C(X)$, which may be taken to be

$$
T_{\infty}^{-} g(x):=\lim _{n \rightarrow \infty}\left(T_{n}^{-} \circ \bar{T}^{-} g(x)+n c(\mathcal{T})\right)
$$

where $\bar{T}^{-} g(x):=\lim \sup _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right)$. Together with its corresponding backward linear transfer $\mathcal{T}_{\infty}$, they satisfy:

1. $T_{\infty}^{-}$maps every $g \in C(X)$ to a backward weak KAM solution for $T^{-}$, i.e.,

$$
T_{n}^{-} \circ T_{\infty}^{-} g+n c(\mathcal{T})=T_{\infty}^{-} g \quad \text { and } \quad T_{\infty}^{-} \circ T_{n}^{-} g+n c(\mathcal{T})=T_{\infty}^{-} g
$$

for all $n \in \mathbb{N}$, where $c(\mathcal{T})=\inf _{\mu} \mathcal{T}(\mu, \mu)=\lim _{n \rightarrow \infty} \frac{\inf \left\{\mathcal{T}_{n}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\right\}}{n}$.
2. $T_{\infty}^{-}$is idempotent, i.e. $T_{\infty}^{-} \circ T_{\infty}^{-} g=T_{\infty}^{-} g$ for all $g \in C(X)$.
3. $\mathcal{T}_{\infty}$ satisfies,
$\left(\mathcal{T}_{n}-n c(\mathcal{T})\right) \star \mathcal{T}_{\infty}(\mu, \nu)=\mathcal{T}_{\infty}(\mu, \nu)=\mathcal{T}_{\infty} \star\left(\mathcal{T}_{n}-n c(\mathcal{T})\right)(\mu, \nu) \quad$ for every $n \in \mathbb{N}$.
4. $\mathcal{T}_{\infty}$ is idempotent and therefore $\mathcal{A}$-factorisable, i.e. the set $\mathcal{A}:=\{\sigma \in$ $\left.\mathcal{P}(X) ; \mathcal{T}_{\infty}(\sigma, \sigma)=0\right\}$ is non-empty, and for every $\mu, \nu \in \mathcal{P}(X)$, we have

$$
\mathcal{T}_{\infty}(\mu, \nu)=\inf \left\{\mathcal{T}_{\infty}(\mu, \sigma)+\mathcal{T}_{\infty}(\sigma, \nu), \sigma \in \mathcal{A}\right\}
$$

and the infimum on $\mathcal{A}$ is attained.
5. For every $\mu, \nu \in \mathcal{P}(X)$, we have

$$
\sup \left\{\int T_{\infty}^{-} g d(\nu-\mu) ; g \in C(X)\right\} \leq \mathcal{T}_{\infty}(\mu, \nu) \leq \liminf _{n \rightarrow \infty}\left(\mathcal{T}_{n}(\mu, \nu)-n c(\mathcal{T})\right)
$$

6. If $\mathcal{T}(\mu, \mu)=c(\mathcal{T})$, then $\mu \in \mathcal{A}$. Additionally, $(\mu, \mu) \in \mathcal{D}$ if and only if $\mu \in \mathcal{A}$ and $\mathcal{T}(\mu, \mu)=c(\mathcal{T})$, where

$$
\mathcal{D}:=\left\{(\mu, \nu) \in \mathcal{P}(X) \times \mathcal{P}(X): \mathcal{T}(\mu, \nu)+\mathcal{T}_{\infty}(\nu, \mu)=c(\mathcal{T})\right\}
$$

Remark 5.4.4. The backward linear transfer $\mathcal{T}_{\infty}$ is an analog of the Peierls barrier.

Proof. 1) Given $g \in C(X)$, define

$$
\bar{T}^{-} g(x):=\limsup _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right)
$$

The first observation we make is that $\bar{T}^{-}$is a backward Kantorovich operator. Indeed, note that the monotonicity, convexity, and affine with respect to constants, properties of $T^{-}$are inherited by $\bar{T}^{-}$. The remaining property to check is the lower semi-continuity. For this, suppose $g_{k} \rightarrow g$ in $C(X)$ for the sup norm. We have by Proposition 2.4 .4 that

$$
T_{n}^{-} g(x) \leq T_{n}^{-} g_{k}(x)+\left\|g-g_{k}\right\|_{\infty}
$$

so that

$$
\bar{T}^{-} g(x) \leq \bar{T}^{-} g_{k}(x)+\left\|g-g_{k}\right\|_{\infty}
$$

where $k \rightarrow \infty$ then yields $\bar{T}^{-} g(x) \leq \liminf _{k \rightarrow \infty} \bar{T}^{-} g_{k}(x)$. By Lemma 5.4.2, $\bar{T}^{-} g$ is continuous and has a modulus of continuity $\delta$, and $\left\|\bar{T}^{-} g\right\|_{\infty} \leq$ $\sup _{X}(g)+C$.

Now the sequence $\sup _{m \geq n}\left\{T_{m}^{-} g+m c(\mathcal{T})\right\}$ is a sequence of continuous functions that decrease monotonically to $\bar{T}^{-} g$ pointwise as $n \rightarrow \infty$, we may apply Lemma 5.1.3 to deduce,

$$
\begin{aligned}
T^{-} \circ \bar{T}^{-} g(x) & =\lim _{n \rightarrow \infty} T^{-} \circ\left[\sup _{m \geq n}\left\{T_{m}^{-} g+c(\mathcal{T}) m\right\}\right](x) \\
& \geq \lim _{n \rightarrow \infty} \sup _{m \geq n}\left\{T_{m+1}^{-} g(x)+c(\mathcal{T}) m\right\} \\
& =\lim _{n \rightarrow \infty} \sup _{m \geq n}\left\{T_{m+1}^{-} g(x)+(m+1) c(\mathcal{T})\right\}-c(\mathcal{T}) \\
& =\bar{T}^{-} g(x)-c(\mathcal{T})
\end{aligned}
$$

Therefore, $T^{-} \circ \bar{T}^{-} g(x)+c(\mathcal{T}) \geq \bar{T}^{-} g(x)$. By monotonicity of the operator
$T^{-}$, this inequality implies

$$
T_{n}^{-} \circ \bar{T}^{-} g(x)+n c(\mathcal{T}) \geq T_{m}^{-} \circ \bar{T}^{-} g(x)+m c(\mathcal{T})
$$

whenever $n \geq m$, i.e. $\left\{T_{n}^{-} \circ \bar{T}^{-} g+n c(\mathcal{T})\right\}_{n \geq 1}$ is a monotone increasing sequence of continuous functions, with

$$
\left|T_{n}^{-} \circ \bar{T}^{-} g(x)-T_{n}^{-} \circ \bar{T}^{-} g\left(x^{\prime}\right)\right| \leq \delta\left(d_{X}\left(x, x^{\prime}\right)\right) .
$$

In addition, we have from Lemma 5.4.2 the uniform in $n$ bound

$$
\left\|T_{n}^{-} \circ \bar{T}^{-} g(x)+n c(\mathcal{T})\right\|_{\infty} \leq\left\|\bar{T}^{-} g\right\|_{\infty}+C \leq\|g\|_{\infty}+2 C .
$$

We therefore have a monotone increasing sequence of equicontinuous functions $\left\{T_{n}^{-} \circ \bar{T}^{-} g+n c(\mathcal{T})\right\}_{n \in \mathbb{N}}$ bounded above uniformly in $n$ and $x$. It therefore converges pointwise to a continuous function, and we can define the pointwise limit via the operator $T_{\infty}^{-}: C(X) \rightarrow C(X)$ defined via the formula,

$$
T_{\infty}^{-} g(x):=\lim _{n \rightarrow \infty} T_{n}^{-} \circ \bar{T}^{-} g(x)+n c(\mathcal{T}) .
$$

We now claim that $T_{\infty}^{-}$is a backward Kantorovich operator. Indeed, since $T_{n}^{-}$and $\bar{T}^{-}$are backward Kantorovich operators, the monotonicity, convexity, and affine on constants properties hold in the pointwise limit $n \rightarrow \infty$, and therefore hold for $T_{\infty}^{-}$. Regarding lower semi-continuity, note that we can repeat a similar argument as was given for $\bar{T}^{-}$to deduce that

$$
\begin{equation*}
T_{n}^{-} \circ \bar{T}^{-} g(x) \leq T_{n}^{-} \circ \bar{T}^{-} g_{k}+\left\|g-g_{k}\right\|_{\infty} . \tag{5.33}
\end{equation*}
$$

which gives

$$
T_{\infty}^{-} g(x) \leq \liminf _{k \rightarrow \infty} T_{\infty}^{-} g_{k}(x) .
$$

Since the convergence is monotone (even uniform, by Dini's theorem) we
can apply Lemma 5.1.3 to deduce that

$$
\begin{aligned}
T^{-} \circ T_{\infty}^{-} g(x)+c(\mathcal{T}) & =\lim _{m \rightarrow \infty} T^{-} \circ\left[T_{m}^{-} \circ \bar{T}^{-} g(x)+m c(\mathcal{T})\right]+c(\mathcal{T}) \\
& =\lim _{m \rightarrow \infty}\left\{T_{m+1}^{-} \circ \bar{T}^{-} g(x)+(m+1) c(\mathcal{T})\right\} \\
& =T_{\infty}^{-} g(x)
\end{aligned}
$$

so repeated application of $T^{-}$yields $T_{n}^{-} \circ T_{\infty}^{-} g(x)+n c(\mathcal{T})=T_{\infty}^{-} g(x)$.
We can also consider the composition

$$
\begin{equation*}
T_{\infty}^{-} \circ T^{-} g(x)=\lim _{n \rightarrow \infty}\left(T_{n}^{-} \circ \bar{T}^{-} \circ T^{-} g(x)+n c(\mathcal{T})\right) \tag{5.34}
\end{equation*}
$$

and we have

$$
\begin{aligned}
\bar{T}^{-} T^{-} g(x) & =\limsup _{n \rightarrow \infty}\left(T_{n}^{-} T^{-} g(x)+n c(\mathcal{T})\right) \\
& =\limsup _{n \rightarrow \infty}^{\operatorname{lom}}\left(T_{n+1}^{-} g(x)+(n+1) c(\mathcal{T})\right)-c(\mathcal{T}) \\
& =\bar{T}^{-} g(x)-c(\mathcal{T})
\end{aligned}
$$

which means from (5.34) that

$$
T_{\infty}^{-} \circ T^{-} g(x)+c(\mathcal{T})=T_{\infty}^{-} g(x) .
$$

2) From $T_{n}^{-} \circ T_{\infty}^{-} g(x)+n c(\mathcal{T})=T_{\infty}^{-} g(x)$, we obtain $\bar{T}^{-} \circ T_{\infty}^{-} g(x)=$ $T_{\infty}^{-} g(x)$ Consequently by definition of $T_{\infty}^{-}$, this further implies that $T_{\infty}^{-} \circ$ $T_{\infty}^{-} g(x)=T_{\infty}^{-} g(x)$ so $T_{\infty}^{-}$is idempotent.
3) $T_{\infty}^{-}$is a Kantorovich operator, thus we may define

$$
\mathcal{T}_{\infty}(\mu, \nu):=\sup _{g \in C(X)}\left\{\int_{X} g d \nu-\int_{X} T_{\infty}^{-} g d \mu\right\}
$$

and it is a backward linear transfer; from $T_{n}^{-} \circ T_{\infty}^{-} g+n c(\mathcal{T})=T_{\infty}^{-} g$ and $T_{\infty}^{-} \circ T_{n}^{-} g+n c(\mathcal{T})=T_{\infty}^{-} g$, it therefore satisfies
$\mathcal{T}_{\infty}(\mu, \nu)=\left(\mathcal{T}_{n}-n c(\mathcal{T})\right) \star \mathcal{T}_{\infty}(\mu, \nu)=\mathcal{T}_{\infty} \star\left(\mathcal{T}_{n}-n c(\mathcal{T})\right)(\mu, \nu), \quad$ for all $n \geq 1$.
4) From $T_{\infty}^{-} \circ T_{\infty}^{-} g(x)=T_{\infty}^{-} g(x)$, it satisfies

$$
\mathcal{T}_{\infty}(\mu, \nu)=\mathcal{T}_{\infty} \star \mathcal{T}_{\infty}(\mu, \nu), \quad \text { for all } \mu, \nu
$$

so $\mathcal{T}_{\infty}$ is idempotent. Therefore by Proposition 5.3.3, $\mathcal{T}_{\infty}$ is $\mathcal{A}$-factorisable.
5) Note from 1) that $T_{\infty}^{-} g(x) \geq \lim \sup _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right)$, so

$$
\begin{aligned}
\int_{X} T_{\infty}^{-} g d \mu & \geq \int_{X} \limsup _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right) d \mu \\
& \geq \limsup _{n \rightarrow \infty} \int_{X}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right) d \mu
\end{aligned}
$$

Hence

$$
\begin{aligned}
\mathcal{T}_{\infty}(\mu, \nu) & \leq \sup \liminf _{n \rightarrow \infty}\left\{\int_{X} g d \nu-\int_{X} T_{n}^{-} g d \mu-n c(\mathcal{T}) ; g \in C(X)\right\} \\
& \leq \liminf _{n \rightarrow \infty} \sup \left\{\int_{X} g d \nu-\int_{X} T_{n}^{-} g d \mu-n c(\mathcal{T}) ; g \in C(X)\right\} \\
& =\liminf _{n \rightarrow \infty}\left(\mathcal{T}_{n}(\mu, \nu)-n c(\mathcal{T})\right) .
\end{aligned}
$$

On the other hand, from $T_{\infty}^{-} \circ T_{\infty}^{-} g=T_{\infty}^{-} g$,

$$
\begin{aligned}
\mathcal{T}_{\infty}(\mu, \nu) & =\sup \left\{\int_{X} g d \nu-\int_{X} T_{\infty}^{-} g d \mu ; g \in C(X)\right\} \\
& \geq \sup \left\{\int_{X} T_{\infty}^{-} g d(\nu-\mu) ; g \in C(X)\right\}
\end{aligned}
$$

6) Suppose $\mu$ is a measure which realises $c(\mathcal{T})=\mathcal{T}(\mu, \mu)$. Then by 6$)$, we have

$$
\begin{aligned}
0 \leq \mathcal{T}_{\infty}(\mu, \mu) & \leq \liminf _{n \rightarrow \infty}\left(\mathcal{T}_{n}(\mu, \mu)-n c(\mathcal{T})\right) \\
& \leq \liminf _{n \rightarrow \infty}(n \mathcal{T}(\mu, \mu)-n c(\mathcal{T}))=0,
\end{aligned}
$$

so $\mu \in \mathcal{A}$. If $(\mu, \mu) \in \mathcal{D}$, then we immediately see $\mu \in \mathcal{A}$ and $\mathcal{T}(\mu, \mu)=c(\mathcal{T})$; the converse is also immediate.

Remark 5.4.5. The above theorem also holds when we have an appropriate semi-group of backward linear transfers $\left(\mathcal{T}_{t}\right)_{t>0}$. In this case, we do not build a discrete-time semi-group $\left(\mathcal{T}_{n}\right)_{n \in \mathbb{N}}$ from one linear transfer $\mathcal{T}$, but instead already have in hand an appropriate semi-group $\left(\mathcal{T}_{t}\right)$.

In particular, if $\left\{\mathcal{T}_{t}\right\}_{t \geq 0}$ is a family of backward linear transfers on $\mathcal{P}(X) \times \mathcal{P}(X)$ with associated Kantorovich operators $\left\{T_{t}\right\}_{t \geq 0}$, where $\mathcal{T}_{0}$ is the identity transfer,

$$
\mathcal{T}_{0}(\mu, \nu)= \begin{cases}0 & \text { if } \mu=\nu \in \mathcal{P}(X) \\ +\infty & \text { otherwise }\end{cases}
$$

then under the following assumptions
(H0) The family $\left\{\mathcal{T}_{t}\right\}_{t \geq 0}$ is a semi-group under inf-convolution: $\mathcal{T}_{t+s}=\mathcal{T}_{t} \star \mathcal{T}_{s}$ for all $s, t \geq 0$.
(H1) For every $t>0$, the transfer $\mathcal{T}_{t}$ is weak ${ }^{*}$-continuous, and the Dirac measures are contained in $D_{1}\left(\mathcal{T}_{t}\right)$.
(H2) For any $\epsilon>0,\left\{\mathcal{T}_{t}\right\}_{t \geq \epsilon}$ has common modulus of continuity $\delta$ (possibly depending on $\epsilon$ ).
the results of Theorem 5.4.3 and their proofs hold (with appropriate changes from $n$ to $t$ ). For clarity we decided to present Theorem 5.4 .3 for the discretetime case.

### 5.4.1 The case of optimal transport for continuous cost functions

We now identify $T_{\infty}^{-}$and $\mathcal{T}_{\infty}$ associated to a semi-group of linear transfers which are given by mass transports.

Proposition 5.4.6. Suppose $c_{t}(x, y)$ is a semi-group of equicontinuous cost functions on $X \times X$, that is

$$
c_{t+s}(x, y)=c_{t} \star c_{s}(x, y):=\inf \left\{c_{t}(x, z)+c_{s}(z, y) ; z \in X\right\}
$$

and suppose $\inf _{(x, y)} c_{t}(x, y)=\inf _{x} c_{t}(x, x)$. Without loss of generality, assume $\inf _{x} c_{t}(x, x)=0$, and consider the associated optimal mass transports

$$
\mathcal{T}_{t}(\mu, \nu)=\inf \left\{\int_{X \times X} c_{t}(x, y) d \pi(x, y) ; \pi \in \mathcal{K}(\mu, \nu)\right\} .
$$

1. The family $\left(\mathcal{T}_{t}\right)_{t}$ then forms a semi-group of linear transfers for the convolution operation i.e., $\mathcal{T}_{t+s}=\mathcal{T}_{t} \star \mathcal{T}_{s}$ for any $s, t \geq 0$ that is equicontinuous on $\mathcal{P}(X) \times \mathcal{P}(X)$, hence one can associate an idempotent Kantorovich operator $T_{\infty}^{-}$and associated backward linear transfer $\mathcal{T}_{\infty}$.
2. The following holds for the constant $c:=\lim _{t \rightarrow \infty} \frac{\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{t}(\mu, \mu)}{t}$ :

$$
\begin{equation*}
c=\min \left\{\int_{X \times X} c_{1}(x, y) d \pi ; \pi \in \mathcal{P}(X \times X), \pi_{1}=\pi_{2}\right\} \tag{5.35}
\end{equation*}
$$

3. Letting $c_{\infty}(x, y):=\liminf _{t \rightarrow \infty}\left(c_{t}(x, y)-c t\right)$, then $c_{\infty}$ is continuous on $\mathcal{P}(X) \times \mathcal{P}(X)$, and:

$$
\begin{gathered}
\mathcal{T}_{\infty}(\mu, \nu)=\mathcal{T}_{c_{\infty}}(\mu, \nu):=\inf \left\{\int_{X \times X} c_{\infty}(x, y) d \pi(x, y) ; \pi \in \mathcal{K}(\mu, \nu)\right\}, \\
T_{\infty}^{-} f(x)=\sup \left\{f(y)-c_{\infty}(x, y) ; y \in X\right\} \text { and } T_{\infty}^{+} f(y)=\inf \left\{f(x)+c_{\infty}(x, y) ; x \in X\right\}
\end{gathered}
$$

4. The set $\mathcal{A}:=\left\{\sigma \in \mathcal{P}(X) ; \mathcal{T}_{\infty}(\sigma, \sigma)=0\right\}$ consists of those $\sigma \in \mathcal{P}(X)$ supported on the set $A=\left\{x \in X ; c_{\infty}(x, x)=0\right\}$.
5. The minimizing measures in (5.35) are all supported on the set

$$
D:=\left\{(x, y) \in X \times X ; c_{1}(x, y)+c_{\infty}(y, x)=c\right\} .
$$

Proof. We apply Theorem 5.4.3 in this context: The Kantorovich operator for $\mathcal{T}_{t}$ is given by $T_{t}^{-} g(x)=\sup \left\{g(y)-c_{t}(x, y) ; y \in X\right\}$ and as shown in Proposition 2.10.10, we have $\mathcal{T}_{s+t}=\mathcal{T}_{c_{t} \star c_{s}}=\mathcal{T}_{c_{t}} \star \mathcal{T}_{c_{s}}=\mathcal{T}_{t} \star \mathcal{T}_{s}$, and $T_{t+s}^{-}=T_{t}^{-} \circ T_{s}^{-}$for every $s, t$. For the idempotent Kantorovich operator $T_{\infty}^{-}$ associated to $\left(T_{t}\right)_{t}$, we recall that in the proof of Theorem 5.4.3 we had the
operator

$$
\bar{T}^{-} g(x):=\limsup _{t \rightarrow \infty}\left(T_{t}^{-} g(x)+c t\right) .
$$

We claim that $\bar{T}^{-} g(x)=T_{c_{\infty}}^{-} g(x)$ where $T_{c_{\infty}}^{-} g(x):=\sup _{y \in X}\left\{g(y)-c_{\infty}(x, y)\right\}$ is the backward Kantorovich operator for the optimal transport with cost $c_{\infty}$, so that in fact $T_{\infty}^{-}=T_{c_{\infty}}^{-}$. Indeed, first note that

$$
\begin{equation*}
\limsup _{t}\left(T_{t}^{-} g(x)+c t\right) \geq \sup _{y \in X}\left\{g(y)-c_{\infty}(x, y)\right\}=T_{c_{\infty}}^{-} g(x) \tag{5.36}
\end{equation*}
$$

On the other hand, let $y_{n}$ achieve the supremum for $T_{n}^{-} g(x)=\sup \{g(y)-$ $\left.c_{n}(x, y) ; y \in X\right\}$, and let $\left(n_{j}\right)_{j}$ be a subsequence such that $\lim _{j \rightarrow \infty}\left(T_{n_{j}}^{-} g(x)+\right.$ $\left.c n_{j}\right)=\lim \sup _{n}\left(T_{n} f(x)+c n\right)$. By refining to a further subsequence, we may assume by compactness of $X$, that $y_{n_{j}} \rightarrow \bar{y}$ as $j \rightarrow \infty$. Then by equicontinuity of the $c_{n}$ 's, we deduce that
$\limsup _{n}\left(T_{n}^{-} g(x)+c n\right)=\lim _{j \rightarrow \infty}\left(T_{n_{j}}^{-} g(x)+c n_{j}\right)=g(\bar{y})-\liminf _{j}\left(c_{n_{j}}(x, \bar{y})-c n_{j}\right)$.

As $\liminf _{j}\left(c_{n_{j}}(x, \bar{y})-c n_{j}\right) \geq \liminf _{n}\left(c_{n}(x, \bar{y})-c n\right)=c_{\infty}(x, \bar{y})$, we obtain

$$
\begin{equation*}
\limsup _{n}\left(T_{n}^{-} g(x)+n c\right) \leq g(\bar{y})-c_{\infty}(x, \bar{y}) \leq \sup _{y}\left\{g(y)-c_{\infty}(x, y)\right\}=T_{c_{\infty}}^{-} g(x) \tag{5.38}
\end{equation*}
$$

The inequality $(5.38)$ is true for every sequence $\left(n_{k}\right)_{k}$ going to $\infty$, so we deduce that $\limsup _{t}\left(T_{t}^{-} g(x)+c t\right) \leq T_{c_{\infty}}^{-} g(x)$, and hence combining this with (5.36) gives equality: $\lim \sup _{t}\left(T_{t}^{-} g(x)+c t\right)=T_{c_{\infty}}^{-} g(x)$.

Finally, we note that $T_{s}^{-}\left(\lim \sup _{t}\left(T_{t}^{-} g+c t\right)\right)(x)+c s=T_{s}^{-} T_{c_{\infty}}^{-} g(x)+c s=$ $T_{c_{\infty}}^{-} g(x)$ thanks to the fact that $c_{s} \star c_{\infty}=c_{\infty}$. This implies from the definition of $T_{\infty}^{-}$as the limit as $s \rightarrow \infty$ (see Theorem 5.4.3) that $T_{\infty}^{-} g(x)=T_{c_{\infty}}^{-} g(x)$.

Properties (1), (2) and (3) follow then immediately. Properties (4) and (5) now follow since $c_{t}(x, y)$ is minimised (by assumption) on the diagonal $c_{t}(x, x)$, so that $\mathcal{T}_{\infty}(\mu, \mu)=0=\mathcal{T}_{c_{\infty}}(\mu, \mu)$ implies $\mu$ is supported on set where $c_{\infty}(x, x)=0$.

Example 5.4.7 (Iterates of power costs). Let $X \subset \mathbb{R}^{n}$ be compact and
convex, and $c(x, y):=|x-y|^{p}$ for $p>0$ and $x, y \in X$. Let $\mathcal{T}_{c}$ denote the optimal transport with cost $c$, with corresponding backward Kantorovich operator $T_{c}^{-} g(x)=\sup _{y \in X}\{g(y)-c(x, y)\}$.

If $0<p \leq 1$, then $c$ satisfies the reverse triangle inequality $c(x, z)+$ $c(z, y) \geq c(x, y)$, hence $c \star c(x, y)=\inf \left\{|x-z|^{p}+|z-y|^{p} ; z \in X\right\}=c(x, y)$. Therefore $T_{\infty}^{-} g(x)=T_{c}^{-} g(x)$ (i.e. $T_{c}^{-}$is itself idempotent).

If $p>1$, then $c \star c(x, y)=\inf \left\{|x-z|^{p}+|z-y|^{p} ; z \in X\right\}$ is minimised at some point $z=(1-\lambda) x+\lambda y$ on the line between $x$ and $y$, so that $c_{p} \star c_{p}(x, y)=\left(\lambda^{p}+(1-\lambda)^{p}\right)|x-y|^{p}$. The optimal $\lambda$ is $\frac{1}{2}$. Hence,

$$
\left(T_{c}^{-}\right)^{n} g(x)=\sup _{y \in X}\left\{g(y)-\frac{1}{n^{p-1}}|x-y|^{p}\right\}
$$

Therefore, when $n \rightarrow \infty,\left(T_{c}^{-}\right)^{n} g(x) \rightarrow \sup _{x \in X} g(x)$, and it follows that $T_{\infty}^{-} g(x):=\sup _{x \in X} g(x)$, with the corresponding backward linear transfer $\mathcal{T}_{\infty}$ being the null transfer of Example 2.5.1.

### 5.4.2 Aubry-Mather theory and weak KAM theory for Lagrangian systems

In this section, we briefly mention how, when the cost semi-group of the previous section is generated from a Lagrangian, how Theorem 5.4.3 and Proposition 5.4.6 fits in the context of the Aubry-Mather theory, weak KAM, and Bernard-Buffoni connection to optimal transport discussed in Chapter 4.

Let $L$ be a time-independent Tonelli Lagrangian on $M=\mathbb{T}^{n}$ the flat torus, and consider $\mathcal{T}_{t}$ to be the cost minimizing transport

$$
\mathcal{T}_{t}(\mu, \nu)=\inf \left\{\int_{M \times M} c_{t}(x, y) d \pi(x, y) ; \pi \in \mathcal{K}(\mu, \nu)\right\}
$$

where

$$
c_{t}(x, y):=\inf \left\{\int_{0}^{t} L(\gamma(s), \dot{\gamma}(s)) d s ; \gamma \in C^{1}([0, t] ; M) ; \gamma(0)=x, \gamma(t)=y\right\}
$$

Recall from Chapter 4 (see Section 4.3), the Lax-Oleinik semi-group $S_{t}^{-}$,
$t>0$ defined by the formula

$$
S_{t}^{-} u(x):=\inf \left\{u(\gamma(0))+\int_{0}^{t} L(\gamma(s), \dot{\gamma}(s)) d s ; \gamma \in C^{1}([0, t] ; M), \gamma(t)=x\right\},
$$

as well as the semi-group

$$
S_{t}^{+} u(x):=\sup \left\{u(\gamma(t))-\int_{0}^{t} L(\gamma(s), \dot{\gamma}(s)) d s ; \gamma \in C^{1}([0, t] ; M), \gamma(0)=x\right\} .
$$

Theorem 5.4.8. There exists a unique constant $c \in \mathbb{R}$ such that the following hold:

1. (Fathi [20]) There exists a function $u_{-}: M \rightarrow \mathbb{R}$ (resp. $u_{+}$) such that $S_{t}^{-} u_{-}-c t=u_{-}\left(\right.$resp $\left.. S_{t}^{+} u_{-}+c t=u_{-}\right)$for each $t \geq 0$.
2. (Bernard-Buffoni [5]) Let $c_{\infty}(x, y):=\liminf _{t \rightarrow \infty} c_{t}(x, y)$ denote the Peierls barrier function. The following duality then holds:

$$
\inf \left\{\int_{M \times M} c_{\infty}(x, y) d \pi(x, y) ; \pi \in \mathcal{K}(\mu, \nu)\right\}=\sup _{u_{+}, u_{-}}\left\{\int_{M} u_{+} d \nu-\int_{M} u_{-} d \mu\right\},
$$

where the supremum ranges over all $u_{+}, u_{-} \in C(M)$ such that $u_{+}$ (resp. $u_{-}$) is a positive (resp. negative) weak KAM solution, and such that $u_{+}=u_{-}$on the set $\mathcal{A}:=\left\{x \in M ; c_{\infty}(x, x)=0\right\}$. Moreover, $c_{\infty}(x, y)=\min _{z \in \mathcal{A}}\left\{c_{\infty}(x, z)+c_{\infty}(z, y)\right\}$.
3. (Bernard-Buffoni [6]) The constant c satisfies

$$
c=\min _{\pi} \int_{M \times M} c_{1}(x, y) d \pi(x, y),
$$

where the minimum is taken over all $\pi \in \mathcal{P}(M \times M)$ with equal first and second marginals. The minimizing measures are all supported on $\mathcal{D}:=\left\{(x, y) \in M \times M ; c_{1}(x, y)+c_{\infty}(y, x)=c\right\}$.
4. (Mather [43]) The constant $c=\inf _{m} \int_{T M} L(x, v) d m(x, v)$ where the infimum is taken over all measures $m \in \mathcal{P}(T M)$ which are invariant under the Euler-Lagrange flow (generated by L).
5. (Fathi [20]) A continuous function $u: M \rightarrow \mathbb{R}$ is a viscosity solution of $H(x, \nabla u(x))=-c$ if and only if it is Lipschitz and $u$ is a negative weak KAM solution (i.e. $S_{t}^{-} u-c t=u$ ). In particular, the statement is false if $c$ is replaced with any other constant.

In the language of transfers, the cost-minimizing transport is both a forward and backward linear transfer, with forward (resp. backward) Kantorovich operators given by $T_{t}^{+} f(x)=V_{f}(t, x)$ and $T_{t}^{-} g(y)=W_{g}^{t}(0, y)$, where

$$
V_{f}\left(t^{\prime}, x\right)=\inf \left\{f(\gamma(0))+\int_{0}^{t^{\prime}} L(\gamma(s), \dot{\gamma}(s)) d s ; \gamma \in C^{1}\left(\left[0, t^{\prime}\right), M\right), \gamma\left(t^{\prime}\right)=x\right\}
$$

and $W_{g}^{t}\left(t^{\prime}, y\right)$ the value functional
$W_{g}^{t}\left(t^{\prime}, y\right)=\sup \left\{g\left(\gamma\left(t^{\prime}\right)\right)-\int_{t^{\prime}}^{t} L(\gamma(s), \dot{\gamma}(s)) d s ; \gamma \in C^{1}\left(\left[0, t^{\prime}\right), M\right), \gamma(0)=x\right\}$.
Observe that $V_{f}(t, x)=S^{-} f(x)$, while $W_{g}^{t}(0, y)=S^{+} g(y)$. Hence (with unfortunate signs), $T_{t}^{+} f=S_{t}^{-} f(x)$, while $T_{t}^{-} f(x)=S_{t}^{+} f(x)$. Note also the translation of terminology in this setting: Our backward weak KAM solutions are Fathi's positive weak KAM solutions, while the analogous forward weak KAM solutions are Fathi's negative weak KAM solutions.

As mentioned in Section 5.4.1 above, the negative (resp. positive) weak KAM solutions are the image of the Kantorovich operators $T_{\infty}^{+}$(resp. $T_{\infty}^{-}$), and are given by
$T_{\infty}^{-} f(x)=\sup \left\{f(y)-c_{\infty}(x, y) ; y \in M\right\} \quad$ and $\quad T_{\infty}^{+} f(y)=\inf \left\{f(x)+c_{\infty}(x, y) ; x \in M\right\}$
where $c_{\infty}(x, y):=\liminf _{t \rightarrow \infty}\left(c_{t}(x, y)-c t\right)$, with $c=\lim _{t \rightarrow \infty} \frac{\inf _{\mu, \nu \in \mathcal{P}(M)} \mathcal{T}_{t}(\mu, \nu)}{t}$.
The cost-minimizing transport $\mathcal{T}_{c_{\infty}}$ with cost $c_{\infty}$, is then the idempotent backward (and forward) linear transfer associated to $T_{\infty}^{-}$(or $T_{\infty}^{+}$) which by duality we can write as
$\inf \left\{\int_{M \times M} c_{\infty}(x, y) d \pi(x, y) ; \pi \in \mathcal{K}(\mu, \nu)\right\}=\sup \left\{\int_{M} T_{\infty}^{+} g d \nu-\int_{M} T_{\infty}^{-} \circ T_{\infty}^{+} g d \mu ; g \in C(M)\right\}$.

It can be checked this is exactly statement 2 in Theorem 5.4.8 above. In particular, Theorem 5.4.3 provides us with statements 1,2 , and 3 , in the above theorem.

### 5.4.3 The Schrödinger semigroup

Recall the Schrödinger bridge of Example 2.8.6. Let $M$ be a compact Riemannian manifold and fix some reference non-negative measure $R$ on path space $\Omega=C([0, \infty], M)$. Let $\left(X_{t}\right)_{t}$ be a random process on $M$ whose law is $R$, and denote by $R_{0 t}$ the joint law of the initial position $X_{0}$ and the position $X_{t}$ at time $t$, that is $R_{0 t}=\left(X_{0}, X_{t}\right)_{\#} R$. Assume $R$ is the reversible Kolmogorov continuous Markov process associated with the generator $\frac{1}{2}(\Delta-\nabla V \cdot \nabla)$ and the initial probability measure $m=e^{-V(x)} d x$ for some function $V$.

For probability measures $\mu$ and $\nu$ on $M$, define

$$
\begin{equation*}
\mathcal{T}_{t}(\mu, \nu):=\inf \left\{\int_{M} \mathcal{H}\left(r_{t}^{x}, \pi_{x}\right) d \mu(x) ; \pi \in \mathcal{K}(\mu, \nu), d \pi(x, y)=d \mu(x) d \pi_{x}(y)\right\} \tag{5.39}
\end{equation*}
$$

where $d R_{0 t}(x, y)=d m(x) d r_{t}^{x}(y)$ is the disintegration of $R_{0 t}$ with respect to its initial measure $m$.

Proposition 5.4.9. The collection $\left\{\mathcal{T}_{t}\right\}_{t \geq 0}$ is a semigroup of backward linear transfers with Kantorovich operators $T_{t} f(x):=\log S_{t} e^{f}(x)$ where $\left(S_{t}\right)_{t}$ is the semi-group associated to $R$; in particular,

$$
\begin{equation*}
\mathcal{T}_{t}(\mu, \nu)=\sup \left\{\int_{M} f d \nu-\int_{M} \log S_{t} e^{f} d \mu ; f \in C(M)\right\} . \tag{5.40}
\end{equation*}
$$

The corresponding idempotent backward linear transfer is $\mathcal{T}_{\infty}(\mu, \nu)=\mathcal{H}(m, \nu)$, and its effective Kantorovich map is $T_{\infty} f(x):=\log S_{\infty} e^{f}$, where $S_{\infty} g:=$ $\int g d m$.

Proof. It is easy to see that for each $t, T_{t}$ is monotone, 1-Lipschitz and convex, and also satisfies $T_{t}(f+c)=T_{t} f+c$ for any constant $c$. It follows that $\mathcal{T}_{t, \mu}^{*}(f)=\int_{M} T_{t} f d \mu$ for each $t$ by Proposition 2.4.4. The semigroup property then follows from the semigroup $\left(S_{t}\right)_{t}$ and the property that $\mathcal{T}_{t} \star$
$\mathcal{T}_{s}$ is a backward linear transfer with Kantorovich operator $T_{t} \circ T_{s} f(x)=$ $\log S_{t} S_{s} e^{f}(x)=\log S_{s+t} e^{f}(x)=T_{t+s} f(x)$ by Corollary 5.1.5.

Now we remark that it is a standard property of the semigroup $\left(S_{t}\right)_{t}$ on a compact Riemannian manifold, that under suitable conditions on $V$, $S_{t} e^{f} \rightarrow S_{\infty} e^{f}$, uniformly on $M$, as $t \rightarrow \infty$, for any $f \in C(M)$. This immediately implies by definition of $T_{t}$, that $T_{t} f \rightarrow T_{\infty} f$ uniformly as $t \rightarrow \infty$ for any $f \in C(M)$. We then deduce from the 1-Lipschitz property, that $T_{t} \circ T_{\infty} f(x)=T_{\infty} f(x)$. We conclude that $T_{\infty}$ is a Kantorovich operator from Theorem 5.4.3. Finally we see that $\mathcal{T}_{\infty}(\mu, \nu)$ is

$$
\begin{aligned}
\mathcal{T}_{\infty}(\mu, \nu) & :=\sup \left\{\int f d \nu-\int T_{\infty} f d \mu ; f \in C(M)\right\} \\
& =\sup \left\{\int f d \nu-\log \int e^{f} d m ; f \in C(M)\right\} \\
& =\mathcal{H}(m, \nu)
\end{aligned}
$$

### 5.5 Regularization and ergodic properties of non-continuous linear transfers

The assumption of weak* continuity in the last section was important for taking limits of the iterates $T_{n}^{-} g+n c$. When $\mathcal{T}$ is not necessarily weak*continuous on $\mathcal{M}(X)$ and may even have infinite values for some $(\mu, \nu) \in$ $\mathcal{P}(X) \times \mathcal{P}(X)$, we can no longer guarantee that taking limits of iterates will yield a proper function (i.e. one that is real-valued at least somewhere). Thus we turn to alternative strategies. The first and most natural one is to reduce the situation to the bounded and continuous case via a regularization procedure.

### 5.5.1 Regularization

Lemma 5.5.1 (Regularisation of a backward linear transfer). Let $W_{1}(\mu, \nu)$ be the cost minimising optimal transport associated to the cost $d_{X}(x, y)$. For a given backward linear transfer $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$, define for
$\epsilon>0$,

$$
\begin{aligned}
\mathcal{T}_{\epsilon}(\mu, \nu) & :=\left(\frac{1}{\epsilon} W_{1}\right) \star \mathcal{T} \star\left(\frac{1}{\epsilon} W_{1}\right) \\
& =\inf \left\{\frac{1}{\epsilon} W_{1}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\frac{1}{\epsilon} W_{1}\left(\sigma_{2}, \nu\right) ; \sigma_{1}, \sigma_{2} \in \mathcal{P}(X)\right\}
\end{aligned}
$$

Then, $\mathcal{T}_{\epsilon}$ has the following properties:

1. $\mathcal{T}_{\epsilon}$ is a weak* continuous backward linear transfer.
2. $\inf \left\{\mathcal{T}_{\epsilon}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\right\}=\inf \{\mathcal{T}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\}$.
3. $\mathcal{T}_{\epsilon}(\mu, \nu) \leq \mathcal{T}(\mu, \nu)$ and $\mathcal{T}_{\epsilon}(\mu, \nu) \nearrow \mathcal{T}(\mu, \nu)$ as $\epsilon \searrow 0$.
4. $\mathcal{T}_{\epsilon} \Gamma$-converges to $\mathcal{T}$ as $\epsilon \searrow 0$.
5. If $\left\{\delta_{x} ; x \in X\right\} \subset D_{1}(\mathcal{T})$, and $T_{\epsilon}^{-}, T^{-}$, denote the backward Kantorovich operators associated to $\mathcal{T}_{\epsilon}, \mathcal{T}$, respectively, then for any $g \in$ $U S C(X), T_{\epsilon}^{-} g(x) \searrow T g(x)$ as $\epsilon \searrow 0$.

Proof. First note that since $d_{X}$ is continuous, the linear transfer $W_{1}$ is weak* continuous on $\mathcal{P}(X)$ (see e.g., [48], Theorem 1.51, p.40).

1. We know that for each fixed $\epsilon>0, \mathcal{T}_{\epsilon}$ is a weak ${ }^{*}$ lower semi-continuous linear backward transfer. To prove that it is continuous, assume $\mu_{n} \rightarrow \mu$ and $\nu_{n} \rightarrow \nu$. By the lower semi-continuity, we have $\liminf _{n} \mathcal{T}_{\epsilon}\left(\mu_{n}, \nu_{n}\right) \geq \mathcal{T}_{\epsilon}(\mu, \nu)$. On the other hand, from the fact that $\limsup \operatorname{sinf}_{\sigma_{1}, \sigma_{2}} \leq \inf _{\sigma_{1}, \sigma_{2}} \limsup \sup _{n}$, we have

$$
\begin{aligned}
\limsup _{n} \mathcal{T}_{\epsilon}\left(\mu_{n}, \nu_{n}\right) & \leq \inf _{\sigma_{1}, \sigma_{2} \in \mathcal{P}(X)}\left\{\limsup _{n} \frac{1}{\epsilon} W_{1}\left(\mu_{n}, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\limsup _{n} \frac{1}{\epsilon} W_{1}\left(\sigma_{2}, \nu_{n}\right)\right\} \\
& =\inf _{\sigma_{1}, \sigma_{2} \in \mathcal{P}(X)}\left\{\frac{1}{\epsilon} W_{1}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\frac{1}{\epsilon} W_{1}\left(\sigma_{2}, \nu\right)\right\} \\
& =\mathcal{T}_{\epsilon}(\mu, \nu),
\end{aligned}
$$

which shows that $\mathcal{T}_{\epsilon}\left(\mu_{n}, \nu_{n}\right) \rightarrow \mathcal{T}_{\epsilon}(\mu, \nu)$ as $n \rightarrow \infty$.
2. Observe from the definition of $\mathcal{T}_{\epsilon}$, that

$$
\inf _{\mu, \nu}\left\{\mathcal{T}_{\epsilon}(\mu, \nu)\right\}=\inf _{\sigma, \sigma^{\prime}, \mu, \nu}\left\{\frac{1}{\epsilon} W_{1}(\mu, \sigma)+\mathcal{T}\left(\sigma, \sigma^{\prime}\right)+\frac{1}{\epsilon} W_{1}\left(\sigma^{\prime}, \nu\right)\right\} .
$$

Since $W_{1} \geq 0$, it follows that for fixed $\sigma, \sigma^{\prime}$, the minimal value when minimising over all $\mu, \nu$ is to take $\mu=\sigma$, and $\nu=\sigma^{\prime}$, in which case the transport cost vanishes $W_{1}(\mu, \sigma)=0=W_{1}\left(\sigma^{\prime}, \nu\right)$.
3. The inequality $\mathcal{T}_{\epsilon}(\mu, \nu) \leq \mathcal{T}(\mu, \nu)$ holds by selecting $\sigma_{1}=\mu$ and $\sigma_{2}=\nu$ and noting that $W_{1}(\sigma, \sigma)=0$ for every $\sigma \in \mathcal{P}(X)$. The monotone property of $\epsilon \mapsto \mathcal{T}_{\epsilon}(\mu, \nu)$ is immediate by definition. Let now $\sigma_{1}^{\epsilon}$, $\sigma_{2}^{\epsilon}$ realise the infimum

$$
\begin{equation*}
\mathcal{T}_{\epsilon}(\mu, \nu)=\frac{1}{\epsilon} W_{1}\left(\mu, \sigma_{\epsilon}^{1}\right)+\mathcal{T}\left(\sigma_{\epsilon}^{1}, \sigma_{\epsilon}^{2}\right)+\frac{1}{\epsilon} W_{1}\left(\sigma_{\epsilon}^{2}, \nu\right) . \tag{5.41}
\end{equation*}
$$

By selecting a further subsequence if necessary, we may assume that $\sigma_{\epsilon}^{1} \rightarrow \bar{\sigma}_{1}$ and $\sigma_{\epsilon}^{2} \rightarrow \bar{\sigma}_{2}$ as $\epsilon \rightarrow 0$. Suppose now $\liminf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}(\mu, \nu)<\infty$. Then it must be the case that $W_{1}\left(\mu, \sigma_{\epsilon}^{1}\right) \rightarrow 0$ and $W_{1}\left(\sigma_{\epsilon}^{2}, \nu\right) \rightarrow 0$ as $\epsilon \rightarrow 0$. This implies $\bar{\sigma}_{1}=\mu$ and $\bar{\sigma}_{2}=\nu$ since $W_{1}$ is a metric on $\mathcal{P}(X)$. Then (5.41) and weak* lower semi-continuity of $\mathcal{T}$ implies

$$
\mathcal{T}(\mu, \nu) \geq \liminf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}(\mu, \nu) \geq \liminf _{\epsilon \rightarrow 0} \mathcal{T}\left(\sigma_{\epsilon}^{1}, \sigma_{\epsilon}^{2}\right) \geq \mathcal{T}(\mu, \nu)
$$

If $\lim \inf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}(\mu, \nu)=\infty$, then necessarily $\mathcal{T}(\mu, \nu)=+\infty$ since $\mathcal{T}(\mu, \nu) \geq$ $\mathcal{T}_{\epsilon}(\mu, \nu)$ for all $\epsilon$. In either case, we deduce that $\lim _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}(\mu, \nu)=\mathcal{T}(\mu, \nu)$.
4. First recall that for $\Gamma$-convergence, one needs to prove
(i) the $\Gamma$-liminf inequality: For every sequence $\left(\mu^{\epsilon}, \nu^{\epsilon}\right) \rightarrow(\mu, \nu)$, it holds that $\liminf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}\left(\mu_{\epsilon}, \nu_{\epsilon}\right) \geq \mathcal{T}(\mu, \nu)$, and
(ii) the $\Gamma$-limsup inequality: There exists a sequence $\left(\mu_{\epsilon}, \nu_{\epsilon}\right) \rightarrow(\mu, \nu)$ such that $\lim _{\sup _{\epsilon \rightarrow 0}} \mathcal{T}_{\epsilon}\left(\mu_{\epsilon}, \nu_{\epsilon}\right) \leq \mathcal{T}(\mu, \nu)$.

The $\Gamma$-lim sup inequality is immediate: Take $\left(\mu_{\epsilon}, \nu_{\epsilon}\right)=(\mu, \nu)$, and the inequality follows from $\mathcal{T}_{\epsilon} \leq \mathcal{T}$. For the $\Gamma$-liminf inequality, we have by monotonicity that $\mathcal{T}_{\epsilon}\left(\mu^{\epsilon}, \nu^{\epsilon}\right) \geq \mathcal{T}_{\epsilon^{\prime}}\left(\mu^{\epsilon}, \nu^{\epsilon}\right)$ for $\epsilon \leq \epsilon^{\prime}$. The weak ${ }^{*}$ lower semicontinuity of $\mathcal{T}_{\epsilon^{\prime}}$ therefore implies

$$
\liminf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}\left(\mu^{\epsilon}, \nu^{\epsilon}\right) \geq \liminf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon^{\prime}}\left(\mu^{\epsilon}, \nu^{\epsilon}\right) \geq \mathcal{T}_{\epsilon^{\prime}}(\mu, \nu) .
$$

By 3) and letting $\epsilon^{\prime} \rightarrow 0$, we obtain $\liminf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}\left(\mu^{\epsilon}, \nu^{\epsilon}\right) \geq \mathcal{T}(\mu, \nu)$.
5. First note that the monotonicity of $T_{\epsilon}^{-} g(x)$ is immediate from the
expression

$$
T_{\epsilon}^{-} g(x)=\sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\mathcal{T}_{\epsilon}\left(\delta_{x}, \sigma\right)\right\},
$$

together with the monotonicity of $\mathcal{T}_{\epsilon}$. From

$$
\begin{aligned}
\limsup _{\epsilon \rightarrow 0} \sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\mathcal{T}_{\epsilon}\left(\delta_{x}, \sigma\right)\right\} & \geq \sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\liminf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}\left(\delta_{x}, \sigma\right)\right\} \\
& =\sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}
\end{aligned}
$$

we immediately have $\liminf _{\epsilon \rightarrow 0} T_{\epsilon}^{-} g(x) \geq T^{-} g(x)$. On the other hand, let $\epsilon_{j}$ be a sequence such that $T_{\epsilon_{j}}^{-} g(x) \rightarrow \lim \sup _{\epsilon \rightarrow 0} T_{\epsilon}^{-} g(x)$. Then there is $\sigma_{\epsilon_{j}}$ such that

$$
T_{\epsilon_{j}}^{-} g(x)=\sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\mathcal{T}_{\epsilon}\left(\delta_{x}, \sigma\right)\right\}=\int_{X} g d \sigma_{\epsilon_{j}}-\mathcal{T}_{\epsilon_{j}}\left(\delta_{x}, \sigma_{\epsilon_{j}}\right) .
$$

By selecting a further subsequence if necessary, we may assume $\sigma_{\epsilon_{j}} \rightarrow \sigma^{*}$. Then we obtain with $j \rightarrow \infty$,

$$
\begin{aligned}
\limsup _{\epsilon \rightarrow 0} T_{\epsilon}^{-} g(x)=\lim _{j \rightarrow \infty} T_{\epsilon_{j}}^{-} g(x) & \leq \int_{X} g d \sigma^{*}-\liminf _{j \rightarrow \infty} \mathcal{T}_{\epsilon_{j}}\left(\delta_{x}, \sigma_{\epsilon_{j}}\right) \\
& \leq \int_{X} g d \sigma^{*}-\mathcal{T}\left(\delta_{x}, \sigma^{*}\right) \\
& \leq \sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\mathcal{T}\left(\delta_{x}, \sigma\right)\right\}=T^{-} g(x)
\end{aligned}
$$

where the second inequality was obtained from the $\Gamma$-convergence.
Lemma 5.5.2. Let $\mathcal{T}$ be a backward linear transfer such that $\mathcal{D}_{1}(\mathcal{T})$ contains all the Dirac measures. Assume $c(\mathcal{T}):=\inf _{\mu} \mathcal{T}(\mu, \mu)<+\infty$. and let $\mathcal{T}_{\epsilon}$ be the regularisation of $\mathcal{T}$ according to Lemma 5.5.1. Then, the following properties hold:

1. $c\left(\mathcal{T}_{\epsilon}\right):=\inf _{\mu, \mu} \mathcal{T}_{\epsilon}(\mu, \mu)=\lim _{n \rightarrow \infty} \frac{\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{\epsilon}(\mu, \nu)}{n}$ is the unique constant such that $\left|\left(\mathcal{T}_{\epsilon}\right)_{n}(\mu, \nu)-n c\left(\mathcal{T}_{\epsilon}\right)\right| \leq C_{\epsilon}$, for all $n$ and all $\mu, \nu$.
2. $c\left(\mathcal{T}_{\epsilon}\right) \nearrow c(\mathcal{T})$ as $\epsilon \searrow 0$.

Proof. Use Lemma 5.5.1 to regularise $\mathcal{T}$ to $\mathcal{T}_{\epsilon}$. Then item 1 is simply Lemma 5.4.1 for $\mathcal{T}_{\epsilon}$. For 2), note that since $\mathcal{T}_{\epsilon}(\mu, \mu) \leq \mathcal{T}(\mu, \mu)$, then $\limsup \operatorname{sum}_{\epsilon \rightarrow 0} c\left(\mathcal{T}_{\epsilon}\right) \leq c(\mathcal{T})$. On the other hand, let

$$
c\left(\mathcal{T}_{\epsilon}\right)=\inf \left\{\mathcal{T}_{\epsilon}(\mu, \mu) ; \mu \in \mathcal{P}(X)\right\}=\mathcal{T}_{\epsilon}\left(\mu_{\epsilon}, \mu_{\epsilon}\right)
$$

for some $\mu_{\epsilon}$. If $\bar{\mu}$ is a cluster point for $\left(\mu_{\epsilon}\right)$ as $\epsilon \rightarrow 0$, the $\Gamma$-convergence of $\mathcal{T}_{\epsilon}$ to $\mathcal{T}$ implies

$$
\liminf _{\epsilon \rightarrow 0} c\left(\mathcal{T}_{\epsilon}\right)=\liminf _{\epsilon \rightarrow 0} \mathcal{T}_{\epsilon}\left(\mu_{\epsilon}, \mu_{\epsilon}\right) \geq \mathcal{T}(\bar{\mu}, \bar{\mu}) \geq c(\mathcal{T})
$$

which concludes the proof.

### 5.5.2 Ergodic properties for non-continuous linear transfers via regularisation

We now present some results for backward linear transfers which are only weak* lower semi-continuous.

Theorem 5.5.3 (Ergodic properties for non-continuous linear transfers). Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a backward linear transfer such that $\mathcal{D}_{1}(\mathcal{T})$ contains all the Dirac measures. Assume $c(\mathcal{T}):=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)<$ $+\infty$, and that for some $\epsilon^{\prime}>0$ (and thus for all $0<\epsilon \leq \epsilon^{\prime}$ ), we have

$$
\begin{equation*}
c\left(\mathcal{T}_{\epsilon}\right)=c(\mathcal{T}), \tag{5.42}
\end{equation*}
$$

where $\mathcal{T}_{\epsilon}$ is the regularisation of $\mathcal{T}$ according to Lemma 5.5.1.
Then, there exists an idempotent backward Kantorovich operator $T_{\infty}^{-}$: $C(X) \rightarrow U S C(X)$ such that $T^{-} \circ T_{\infty}^{-} g+c(\mathcal{T})=T_{\infty}^{-} g$ for all $g \in C(X)$. Consequently, its associated backward linear transfer $\mathcal{T}_{\infty}$ is idempotent and therefore $\mathcal{A}$-factorisable.

Proof. Consider the regularisation $\mathcal{T}_{\epsilon}$ of $\mathcal{T}$. By Theorem 5.4.3, there exists a Kantorovich operator $T_{\infty, \epsilon}^{-}: C(X) \rightarrow C(X)$, such that $T_{\epsilon}^{-} \circ T_{\infty, \epsilon}^{-} g+c\left(\mathcal{T}_{\epsilon}\right)=$ $T_{\infty, \epsilon}^{-} g$ for all $g \in C(X)$, and an idempotent transfer $\mathcal{T}_{\infty, \epsilon}$. In fact, from Theorem 5.4.3 we may take $T_{\infty, \epsilon}^{-} g=\lim _{n \rightarrow \infty}\left[\left(T_{\epsilon}^{-}\right)_{n} \circ \bar{T}_{\epsilon}^{-} g+n c\left(\mathcal{T}_{\epsilon}\right)\right]$, where
$\bar{T}_{\epsilon}^{-} g(x):=\lim \sup _{n}\left[\left(T_{\epsilon}^{-}\right)_{n} g(x)+n c\left(\mathcal{T}_{\epsilon}\right)\right]$. Under the assumption that $c\left(\mathcal{T}_{\epsilon}\right)=$ $c(\mathcal{T})$, the monotonicity in $\epsilon$ for $T_{\epsilon}^{-}$(see Lemma 5.5.1) actually extends to monotonicity for $T_{\infty, \epsilon}^{-}$, in the following sense,

$$
T_{\infty, \epsilon}^{-} g \leq T_{\infty, \epsilon^{\prime}}^{-} g \quad \text { for all } g, \text { whenever } \epsilon<\epsilon^{\prime} .
$$

Define now

$$
T_{\infty}^{-} g(x):=\inf _{\epsilon>0} T_{\infty, \epsilon}^{-} g(x)=\lim _{\epsilon \rightarrow 0} T_{\infty, \epsilon}^{-} g(x) .
$$

As an infimum of continuous functions, $T_{\infty}^{-} g$ is upper semi-continuous, but we have to check that it is proper (i.e. not identically $-\infty$ ).

To see this, recall the monotonicity $\mathcal{T}_{\epsilon^{\prime}}(\mu, \mu) \leq \mathcal{T}_{\epsilon}(\mu, \mu) \leq \mathcal{T}(\mu, \mu)$ for $\epsilon \leq \epsilon^{\prime}$, for all $\mu$. When $\epsilon^{\prime}$ is small enough, the hypothesis implies $c\left(\mathcal{T}_{\epsilon^{\prime}}\right)=$ $c\left(\mathcal{T}_{\epsilon}\right)=c(\mathcal{T})$.

Let now $\bar{\mu}_{\epsilon}$ achieve $c\left(\mathcal{T}_{\epsilon}\right)=c(\mathcal{T})$. From the monotonicity,

$$
\begin{aligned}
c(\mathcal{T})=c\left(\mathcal{T}_{\epsilon^{\prime}}\right) & \leq \mathcal{T}_{\epsilon^{\prime}}\left(\bar{\mu}_{\epsilon}, \bar{\mu}_{\epsilon}\right) \\
& \leq \mathcal{T}_{\epsilon}\left(\bar{\mu}_{\epsilon}, \bar{\mu}_{\epsilon}\right)=c\left(\mathcal{T}_{\epsilon}\right)=c(\mathcal{T})
\end{aligned}
$$

hence $\mathcal{T}_{\epsilon^{\prime}}\left(\bar{\mu}_{\epsilon}, \bar{\mu}_{\epsilon}\right)=c(\mathcal{T})$. By Theorem 5.4.3, we have $\mathcal{T}_{\infty, \epsilon^{\prime}}\left(\bar{\mu}_{\epsilon}, \bar{\mu}_{\epsilon}\right)=0$, which implies

$$
\begin{equation*}
\int_{X} g d \bar{\mu}_{\epsilon} \leq \int_{X} T_{\infty, \epsilon^{\prime}}^{-} g d \bar{\mu}_{\epsilon} \tag{5.43}
\end{equation*}
$$

Extract a subsequence $\epsilon_{j}$ of the $\bar{\mu}_{\epsilon}$ so that $\bar{\mu}_{\epsilon_{j}} \rightarrow \bar{\mu}$. We know by $\Gamma$ convergence that $\mathcal{T}(\bar{\mu}, \bar{\mu})=c(\mathcal{T})$, and (5.43) implies that

$$
\int_{X} g d \bar{\mu} \leq \int_{X} T_{\infty, \epsilon^{\prime}}^{-} g d \bar{\mu}
$$

Now let $\epsilon^{\prime} \rightarrow 0$ to obtain by monotone convergence

$$
\begin{equation*}
\int_{X} g d \bar{\mu} \leq \int_{X} T_{\infty}^{-} g d \bar{\mu} . \tag{5.44}
\end{equation*}
$$

In particular, we deduce that $T_{\infty}^{-} g$ is finite for $\bar{\mu}$-a.e. $x$, so $T_{\infty}^{-} g \in U S C(X)$
for every $g \in C(X)$.
Regarding the claim that $T_{\infty}^{-}$is a backward Kantorovich operator, we have from Theorem 5.4.3 that $T_{\infty, \epsilon}^{-}$is a backward Kantorovich operator for every $\epsilon>0$. Therefore, the monotonicity, convexity, and affine on constants, properties hold in the monotone limit as $\epsilon \rightarrow 0$. For the lower semi-continuity, we can return to the proof of Theorem 5.4.3 and write an equivalent inequality as was given in 5.33,

$$
T_{\infty, \epsilon}^{-} g(x) \leq T_{\infty, \epsilon}^{-} g_{k}(x)+\left\|g-g_{k}\right\|_{\infty} .
$$

Now let $\epsilon \rightarrow 0$ to obtain

$$
T_{\infty}^{-} g(x) \leq T_{\infty}^{-} g_{k}(x)+\left\|g-g_{k}\right\|_{\infty}
$$

which gives the desired lower semi-continuity property for $T_{\infty}^{-}$and shows that $T_{\infty}^{-}$is a backward Kantorovich operator.

Regarding the idempotent property for $T_{\infty}^{-}$, we can exploit the monotonicity and idempotent properties for the Kantorovich operator $T_{\infty, \epsilon}^{-}$. This yields

$$
T_{\infty, \epsilon}^{-} g=T_{\infty, \epsilon}^{-} \circ T_{\infty, \epsilon}^{-} g \geq T_{\infty}^{-} \circ T_{\infty}^{-} g
$$

so that with $\epsilon \rightarrow 0$ we obtain $T_{\infty}^{-} g \geq T_{\infty}^{-} \circ T_{\infty}^{-} g$. For the reverse inequality, we again use montonicity in $\epsilon$ to have for $\epsilon \leq \epsilon^{\prime}$,

$$
T_{\infty, \epsilon}^{-} g=T_{\infty, \epsilon}^{-} \circ T_{\infty, \epsilon}^{-} g \leq T_{\infty, \epsilon^{\prime}}^{-} \circ T_{\infty, \epsilon}^{-} g
$$

We let $\epsilon \rightarrow 0$ and use the monotone convergence Lemma 5.1.3 applied to $T_{\epsilon^{\prime}}^{\infty}$, and then let $\epsilon^{\prime} \rightarrow 0$ to achieve

$$
T_{\infty}^{-} g \leq T_{\infty}^{-} \circ T_{\infty}^{-} g
$$

so that $T_{\infty}^{-} g=T_{\infty}^{-} \circ T_{\infty}^{-} g$.
Define

$$
\mathcal{T}_{\infty}(\mu, \nu):=\sup \left\{\int_{X} g d \nu-\int_{X} T_{\infty}^{-} g d \mu ; g \in C(X)\right\}
$$

as the induced linear transfer from $T_{\infty}^{-}$. Note that $\mathcal{T}_{\infty}(\bar{\mu}, \bar{\mu})=0$ by (5.44), so $\mathcal{T}_{\infty}$ is proper, and $\bar{\mu} \in \mathcal{A}$. In addition, $\mathcal{T}_{\infty}$ is idempotent. By the monotone convergence Lemma 5.1.3, and the monotonicity $T^{-} h \leq T_{\epsilon}^{-} h$, we have

$$
\begin{aligned}
T^{-} \circ T_{\infty}^{-} g(x)+c(\mathcal{T}) & =\lim _{\epsilon \rightarrow 0} T^{-} \circ T_{\infty, \epsilon}^{-} g(x)+c(\mathcal{T}) \\
& \leq \lim _{\epsilon \rightarrow 0} T_{\epsilon}^{-} \circ T_{\infty, \epsilon}^{-} g(x)+c\left(\mathcal{T}_{\epsilon}\right)=\lim _{\epsilon \rightarrow 0} T_{\infty, \epsilon}^{-} g(x)=T_{\infty}^{-} f(x) .
\end{aligned}
$$

On the other hand, the monotonicity again $T_{\epsilon}^{-} \leq T_{\epsilon^{\prime}}^{-}$for $\epsilon<\epsilon^{\prime}$ gives

$$
T_{\infty, \epsilon}^{-} g=T_{\epsilon}^{-} \circ T_{\infty, \epsilon}^{-} g+c\left(\mathcal{T}_{\epsilon}\right) \leq T_{\epsilon^{\prime}}^{-} \circ T_{\infty, \epsilon}^{-} g+c(\mathcal{T})
$$

By Lemma 5.1.3 applied to $T_{\epsilon^{\prime}}^{-}$and the sequence $T_{\infty, \epsilon}^{-} g$, we can pass the limit in $\epsilon$ through $T_{\epsilon}^{\prime-}$ to obtain
$T_{\infty}^{-} g(x)=\lim _{\epsilon \rightarrow 0} T_{\infty, \epsilon}^{-} g(x) \leq \lim _{\epsilon \rightarrow 0} T_{\epsilon^{\prime}}^{-} \circ T_{\infty, \epsilon}^{-} g(x)+c(\mathcal{T})=T_{\epsilon^{\prime}}^{-} \circ T_{\infty}^{-} g(x)+c(\mathcal{T})$.
Now we let $\epsilon^{\prime} \rightarrow 0$ and use Property 5 of Lemma 5.5 .1 to obtain $T_{\infty}^{-} g(x) \leq$ $T^{-} \circ T_{\infty}^{-} g(x)+c(\mathcal{T})$, and thus obtaining equality.

The hypothesis $c\left(\mathcal{T}_{\epsilon}\right)=c(\mathcal{T})$ in Theorem 5.5.3 seems possibly difficult to check. In the next proposition we give more easily checkable sufficient conditions (see in particular item 1 below) for when this equality holds.

Proposition 5.5.4. Let $\mathcal{T}$ be a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$. In any of the following cases,

1. $\inf \{\mathcal{T}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\}=\inf \{\mathcal{T}(\mu, \mu) ; \mu \in \mathcal{P}(X)\}$,
2. If $\mathcal{T}$ is both a backward and forward linear transfer, is symmetric, and the operator $T^{-}$associated to $\mathcal{T}$ maps every continuous function to a L-Lipschitz function ( $L>0$ ),
we have $c\left(\mathcal{T}_{\epsilon}\right)=c(\mathcal{T})$ for all $\epsilon>0$ small enough; in particular, the equality holds for all $\epsilon>0$ in the first case, and for all $\frac{1}{L}>\epsilon>0$ in the second.

Proof. 1) Note that property 2 of Lemma 5.5.1 says

$$
\inf \{\mathcal{T}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\}=\inf \left\{\mathcal{T}_{\epsilon}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\right\}
$$

At the same time, since $c\left(\mathcal{T}_{\epsilon}\right) \leq c(\mathcal{T})$ (see property 3 of Lemma 5.5.2), together with the assumption $\inf \{\mathcal{T}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\}=\inf \{\mathcal{T}(\mu, \mu) ; \mu \in$ $\mathcal{P}(X)\}$, we get

$$
\begin{aligned}
\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}_{\epsilon}(\mu, \mu)=c\left(\mathcal{T}_{\epsilon}\right) \leq c(\mathcal{T})=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu) & =\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}(\mu, \nu) \\
& =\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{\epsilon}(\mu, \nu) \\
& \leq \inf _{\mu \in \mathcal{P}(X)} \mathcal{T}_{\epsilon}(\mu, \mu)
\end{aligned}
$$

so all the inequalities are in fact equalities, and therefore $c\left(\mathcal{T}_{\epsilon}\right)=c(\mathcal{T})$.
2) Write

$$
\begin{aligned}
\mathcal{T}_{\epsilon}(\mu, \mu) & =\inf _{\sigma_{1}, \sigma_{2}}\left\{\frac{1}{\epsilon} W_{1}\left(\mu, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\frac{1}{\epsilon} W_{1}\left(\sigma_{2}, \mu\right)\right\} \\
& \geq \inf _{\sigma_{1}, \sigma_{2}}\left\{\frac{1}{\epsilon} W_{1}\left(\mu, \sigma_{1}\right)-\mathcal{T}\left(\sigma_{1}, \sigma_{1}\right)+\mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\frac{1}{\epsilon} W_{1}\left(\sigma_{2}, \mu\right)\right\}+\inf _{\sigma_{1}}\left\{\mathcal{T}\left(\sigma_{1}, \sigma_{1}\right)\right\} \\
& \geq \inf _{\sigma_{1}, \sigma_{2}, \sigma_{3}}\left\{\frac{1}{\epsilon} W_{1}\left(\mu, \sigma_{1}\right)-\mathcal{T}\left(\sigma_{1}, \sigma_{3}\right)+\mathcal{T}\left(\sigma_{3}, \sigma_{2}\right)+\frac{1}{\epsilon} W_{1}\left(\sigma_{2}, \mu\right)\right\}+\inf _{\sigma_{1}}\left\{\mathcal{T}\left(\sigma_{1}, \sigma_{1}\right)\right\} \\
& =\left(\frac{1}{\epsilon} W_{1}\right) \star(-\mathcal{T}) \star \mathcal{T} \star\left(\frac{1}{\epsilon} W_{1}\right)(\mu, \mu)+c(\mathcal{T}) .
\end{aligned}
$$

It suffices to show that $\inf _{\mu}\left(\frac{1}{\epsilon} W_{1}\right) \star(-\mathcal{T}) \star \mathcal{T} \star\left(\frac{1}{\epsilon} W_{1}\right)(\mu, \mu) \geq 0$, since that would imply based on the above inequalities, that $c\left(\mathcal{T}_{\epsilon}\right) \geq c(\mathcal{T})$ (the reverse inequality we already have by Lemma 5.5.2). To this end, first we can write

$$
\begin{aligned}
(-\mathcal{T}) \star \mathcal{T}(\mu, \nu) & =\inf _{\sigma \in \mathcal{P}(X)}\{-\mathcal{T}(\mu, \sigma)+\mathcal{T}(\sigma, \nu)\} \\
& =\inf _{g \in C(X)} \inf _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} T^{-} g d \mu-\int_{X} g d \sigma+\mathcal{T}(\sigma, \nu)\right\} \\
& =\inf _{g \in C(X)}\left\{\int_{X} T^{-} g d \mu+\int_{X} T^{+}(-g) d \nu\right\},
\end{aligned}
$$

where we have used $\inf _{\sigma \in \mathcal{P}(X)}\left\{\int_{X}(-g) d \sigma+\mathcal{T}(\sigma, \nu)\right\}=\int_{X} T^{+}(-g) d \nu$ since
$\mathcal{T}$ is a forward linear transfer. Then with the notation that $S_{\epsilon}^{-} g(x):=$ $\sup _{y \in X}\left\{g(y)-\frac{1}{\epsilon} d_{X}(x, y)\right\}$ is the backward Kantorovich operator for $\frac{1}{\epsilon} W$, we arrive at

$$
\begin{align*}
\left(\frac{1}{\epsilon} W\right) \star(-\mathcal{T}) \star \mathcal{T} \star & \left(\frac{1}{\epsilon} W\right)(\mu, \mu) \\
& =\inf _{\sigma_{1}, \sigma_{2}}\left\{\frac{1}{\epsilon} W\left(\mu, \sigma_{1}\right)+(-\mathcal{T}) \star \mathcal{T}\left(\sigma_{1}, \sigma_{2}\right)+\frac{1}{\epsilon} W\left(\sigma_{2}, \mu\right)\right\} \\
& =\inf _{g} \inf _{\sigma_{1}, \sigma_{2}}\left\{\frac{1}{\epsilon} W\left(\mu, \sigma_{1}\right)+\int_{X} T^{-} g d \sigma_{1}+\int_{X} T^{+}(-g) d \sigma_{2}+\frac{1}{\epsilon} W\left(\sigma_{2}, \mu\right)\right\} \\
& =\inf _{g}\left\{-\int_{X} S_{\epsilon}^{-}\left(-T^{-} g\right) d \mu-\int_{X} S_{\epsilon}^{-}\left(-T^{+}(-g)\right) d \mu\right\} \\
& =\inf _{g}\left\{-\int_{X} S_{\epsilon}^{-}\left(-T^{-} g\right) d \mu-\int_{X} S_{\epsilon}^{-}\left(T^{-} g\right) d \mu\right\} \tag{5.45}
\end{align*}
$$

where we have used the fact that $T^{-} g=-T^{+}(-g)$ since $\mathcal{T}$ is symmetric. Finally, we make use of the following property: if $h \in C(X)$ is $L$-Lipschitz for $L<\frac{1}{\epsilon}$, then $S_{\epsilon}^{-}(h)=h$. Indeed, to see this, write

$$
\begin{aligned}
S_{\epsilon}^{-} h(x) & =\sup _{y \in X}\left\{h(y)-\frac{1}{\epsilon} d_{X}(x, y)\right\} \\
& =\sup _{y \in X}\left\{h(y)-h(x)-\frac{1}{\epsilon} d_{X}(x, y)\right\}+h(x) \\
& \leq \sup _{y \in X}\left\{\left(L-\frac{1}{\epsilon}\right) d_{X}(x, y)\right\}+h(x)=h(x)
\end{aligned}
$$

the reverse inequality following similarly. Hence continuing from 5.45, we have

$$
\begin{aligned}
\left(\frac{1}{\epsilon} W\right) \star(-\mathcal{T}) \star \mathcal{T} \star\left(\frac{1}{\epsilon} W\right)(\mu, \mu) & =\inf _{g}\left\{-\int_{X}\left(-T^{-} g\right) d \mu-\int_{X} T^{-} g d \mu\right\} \\
& =0
\end{aligned}
$$

### 5.5.3 Examples

The assumption $\inf \{\mathcal{T}(\mu, \nu) ; \mu, \nu \in \mathcal{P}(X)\}=\inf \{\mathcal{T}(\mu, \mu) ; \mu \in \mathcal{P}(X)\}$ is satisfied by a number of examples of which we present a few in this section.

Example 5.5.5. Let $\mathcal{T}$ be the backward linear transfer associated to the convex energy $I(\nu)$, that is $\mathcal{T}(\mu, \nu):=I(\nu)$ and $T^{-} g(x)=I^{*}(g)$ (see Section 2.5.1). It is immediate that $\inf _{\mu, \nu} \mathcal{T}(\mu, \nu)=\inf _{\mu} \mathcal{T}(\mu, \mu)$ since $\mathcal{T}$ only depends on $\nu$, so $\mathcal{T}$ satisfies the conditions of Theorem 5.5.3.

We have $c(\mathcal{T})=\inf _{\mu} \mathcal{T}(\mu, \mu)=\inf _{\nu} I(\nu)$. The operator $T_{\infty}^{-} g(x):=$ $I^{*}(g)+c(\mathcal{T})$, where $I^{*}$ is the Legendre transform of $I$, is an idempotent backward linear transfer that maps into the backward weak KAM solutions for $\mathcal{T}$. Indeed, we can verify

$$
\begin{aligned}
T^{-} \circ T_{\infty}^{-} g(x)+c(\mathcal{T}) & =I^{*}\left(T_{\infty}^{-} g\right)+c(\mathcal{T}) \\
& =\sup _{\nu \in \mathcal{P}(X)}\left\{\int_{X} T_{\infty}^{-} g d \nu-I(\nu)\right\}+c(\mathcal{T}) \\
& \left.=T_{\infty}^{-} g-\inf _{\nu \in \mathcal{P}(X)} I(\nu)+c(\mathcal{T}) \quad \text { (since } T_{\infty}^{-} g \text { is a constant in } x\right) \\
& =T_{\infty}^{-} g .
\end{aligned}
$$

We can also observe that $T_{\infty}^{-}$is idempotent since $T_{\infty}^{-} \circ T_{\infty}^{-} g=I^{*}\left(T_{\infty}^{-} g\right)+$ $c(\mathcal{T})=T_{\infty}^{-} g$ exactly as the computation above.

The associated idempotent backward linear transfer is $\mathcal{T}_{\infty}(\mu, \nu)=I(\nu)-$ $c(\mathcal{T})$, with $\mathcal{A}=\left\{\sigma ; I(\sigma)=\inf _{\nu} I(\nu)\right\}$.

Example 5.5.6. Consider the continuous point transformation of Example 2.5.7, i.e.,

$$
\mathcal{T}(\mu, \nu)= \begin{cases}0 & \text { if } \nu=F_{\#} \mu \\ +\infty & \text { otherwise }\end{cases}
$$

with $T^{-} g(x)=g(F(x))$ for a continuous map $F: X \rightarrow X$. The Krylov-Bogolyubov theorem (see e.g. [51], Theorem 1.1) then says that there exists a measure $\mu \in \mathcal{P}(X)$ such that $F_{\#} \mu=\mu$; therefore the hypotheses for Theorem 5.5.3 are readily checked to be satisfied.

Suppose for simplicity that $X \subset \mathbb{R}$. We then claim that

$$
T_{\infty}^{-} g(x)=\widehat{g \circ F^{\infty}}(x)
$$

is an idempotent backward Kantorovich operator mapping into the set of backward weak KAM solutions, where $\widehat{g \circ F^{\infty}}$ is the upper semi-continuous envelope of $g \circ F^{\infty}$, and

$$
F^{\infty}(x):=\limsup _{m \rightarrow \infty} F^{m}(x)
$$

where $F^{m}$ denotes composition of $F m$-times. Indeed we have

$$
\begin{aligned}
T^{-} \circ T_{\infty}^{-} g(x) & =\widehat{g \circ F^{\infty}}(F(x)) \\
& =\inf \left\{h(F(x)) ; h \in U S C(X), h \geq g \circ F^{\infty}\right\} \\
& =\inf \left\{h(x) ; h \in U S C(X), h \geq g \circ F^{\infty}\right\} \\
& =\widehat{g \circ F^{\infty}}(x)=T_{\infty}^{-} g(x)
\end{aligned}
$$

where we have used the fact that if $h \in U S C(X)$ with $h \geq g \circ F^{\infty}$, then $h \circ F \in U S C(X)$ with $h \circ F \geq g \circ F^{\infty}$ (here we use the fact that $F^{\infty} \circ F=F^{\infty}$ ).

The upper semi-continuous envelope is in general necessary; consider for example $X=[0,1]$ and $F(x)=x^{2}$, then

$$
g \mapsto g \circ F^{\infty}(x)= \begin{cases}g(0) & \text { if } x \in[0,1) \\ g(1) & \text { if } x=1,\end{cases}
$$

although idempotent and satisfying $T^{-} \circ\left(g \circ F^{\infty}\right)=g \circ F^{\infty}$, does not in general belong to $U S C(X)$, unless $g(0) \leq g(1)$.

Another idempotent operator mapping into backward weak KAM solutions when $F^{m}(x)$ has more than one subsequential limit, is

$$
g \mapsto g\left(\liminf _{m \rightarrow \infty} F^{m}(x)\right)=: g\left(F_{\infty}(x)\right) .
$$

For example, on $X=[0,1]$ if $F(x)=1-x$, then $F^{\infty}(x)=\max \{x, 1-x\}$, while $F_{\infty}(x)=\min \{x, 1-x\}$.

Example 5.5.7. Recall Example 2.5.7: With $X=Y$, for any lower semicontinuous $A: X \rightarrow \mathbb{R}$, consider $T^{-} g(x)=g(x)-A(x)$ and the corresponding

$$
\mathcal{T}(\mu, \nu)= \begin{cases}\int_{X} A d \mu & \text { if } \nu=\mu \text { and } \int_{X} A d \mu<+\infty \\ +\infty & \text { otherwise }\end{cases}
$$

We have $\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}(\mu, \nu)=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)$, so $\mathcal{T}$ satisfies the hypotheses of Theorem 5.5.3. Then

$$
c(\mathcal{T})=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)=\inf _{x \in X} A(x)
$$

and

$$
T_{\infty}^{-} g(x)= \begin{cases}g(x) & \text { if } A(x)=c(\mathcal{T}) \\ -\infty & \text { otherwise }\end{cases}
$$

We know that $T_{\infty}^{-} g$ is proper since $A$ achieves its infimum. To see that $T_{\infty}^{-} g \in U S C(X)$, note that if $x_{k} \rightarrow x$, then $T_{\infty}^{-} g\left(x_{k}\right)$ is either $-\infty$ or $g\left(x_{k}\right)$. In either case, we have $\lim \sup _{k \rightarrow \infty} T_{\infty}^{-} g\left(x_{k}\right) \leq g(x)$ by continuity of $g$. For the lower semi-continuity property of $T_{\infty}^{-}$, suppose $g_{k} \rightarrow g$ in $C(X)$ for the sup norm. If $A(x)=c(\mathcal{T})$, then $\liminf _{k \rightarrow \infty} T_{\infty}^{-} g_{k}(x)=\liminf _{k \rightarrow \infty} g_{k}(x)=$ $g(x)=T_{\infty}^{-} g(x)$; otherwise both $T_{\infty}^{-} g_{k}(x)$ and $T_{\infty}^{-} g(x)$ are $-\infty$; in either case $\liminf _{k \rightarrow \infty} T_{\infty}^{-} g_{k}(x) \geq T_{\infty}^{-} g(x)$.

We can check the backward weak KAM solution,

$$
\begin{aligned}
T^{-} \circ T_{\infty}^{-} g(x)+c(\mathcal{T}) & =T_{\infty}^{-} g(x)-A(x)+c(\mathcal{T}) \\
& = \begin{cases}g(x)-A(x)+c(\mathcal{T}) & \text { if } A(x)=c(\mathcal{T}) \\
-\infty & \text { otherwise } .\end{cases} \\
& = \begin{cases}g(x) & \text { if } A(x)=c(\mathcal{T}) \\
-\infty & \text { otherwise } .\end{cases} \\
& =T_{\infty}^{-} g(x) .
\end{aligned}
$$

For the idempotent property, note that
$T_{\infty}^{-} \circ T_{\infty}^{-} g(x)=\left\{\begin{array}{ll}T_{\infty}^{-} g(x) & \text { if } A(x)=c(\mathcal{T}) \\ -\infty & \text { otherwise } .\end{array}=\left\{\begin{array}{ll}g(x) & \text { if } A(x)=c(\mathcal{T}) \\ -\infty & \text { otherwise } .\end{array}=T_{\infty}^{-} g(x)\right.\right.$.
The corresponding backward linear transfer $\mathcal{T}_{\infty}$ is
$\mathcal{T}_{\infty}(\mu, \nu)= \begin{cases}0 & \text { if } \mu=\nu \text { is supported on the set }\{x \in X ; A(x)=c(\mathcal{T})\} \\ +\infty & \text { otherwise }\end{cases}$
and $\mathcal{A}=\{\mu \in \mathcal{P}(X) ; \operatorname{spt}(\mu) \subset\{x ; A(x)=c(\mathcal{T})\}\}$.
Note that if $T^{-} g(x)=g \circ F(x)-A(x)$ for a continuous $A$, then the resulting linear transfer

$$
\mathcal{T}(\mu, \nu)= \begin{cases}\int_{X} A d \mu & \text { if } \nu=F_{\#} \mu \\ +\infty & \text { otherwise }\end{cases}
$$

in general fails the assumption $\inf _{(\mu, \nu)} \mathcal{T}(\mu, \nu)=\inf _{\mu} \mathcal{T}(\mu, \mu)$. The latter minimisation, $\inf _{\mu} \mathcal{T}(\mu, \mu)$, is of interest in ergodic optimisation for expanding dynamical systems. We discuss more on this problem in Section 5.6.1.

Example 5.5.8. Recall the Skorokhod transfer of Example 2.5 .8 but now we let the stopping time $\tau$ be deterministic, and define, for measures $\mu, \nu$, on a compact Riemannian manifold $X$, the linear transfer,

$$
\mathcal{T}(\mu, \nu)= \begin{cases}0 & \text { if } B_{0} \sim \mu \text { and } B_{1} \sim \nu \\ +\infty & \text { otherwise }\end{cases}
$$

Then $T^{-} g(x)=\mathbb{E}\left[g\left(B_{1}\right) \mid B_{0}=x\right]=P_{1} g(x)$, where $\left\{P_{t}\right\}_{t>0}$ is the heat semigroup. Note that $\inf _{\mu, \nu} \mathcal{T}(\mu, \nu)=\inf _{\mu} \mathcal{T}(\mu, \mu)<+\infty$ since the volume measure $\lambda_{X}$ (i.e., the uniform probability measure on $X$ ), is invariant, so $\mathcal{T}\left(\lambda_{X}, \lambda_{X}\right)=0$ (and in particular $c(\mathcal{T})=0$ ). Therefore the conditions of Theorem 5.5.3 are satisfied.

A corresponding idempotent backward Kantorovich operator is given by
$T_{\infty}^{-} g(x)=\int_{X} g d \lambda_{X}$. Indeed, we can check that

$$
T^{-} \circ T_{\infty}^{-} g(x)+c(\mathcal{T})=P_{1}\left(T_{\infty}^{-} g\right)=T_{\infty}^{-} g
$$

since $T_{\infty}^{-} g$ is constant.
The idempotent backward linear transfer is given by

$$
\mathcal{T}_{\infty}(\mu, \nu)= \begin{cases}0 & \text { if } \nu=\lambda_{X} \\ +\infty & \text { otherwise }\end{cases}
$$

and $\mathcal{A}=\left\{\mu ; \mathcal{T}_{\infty}(\mu, \mu)=0\right\}=\left\{\lambda_{X}\right\}$.

### 5.5.4 Interpolation and ergodic properties

We saw in the previous sections that the condition $\inf _{\mu, \nu} \mathcal{T}(\mu, \nu)=\inf _{\mu} \mathcal{T}(\mu, \mu)<$ $+\infty$ is sufficient to apply Theorem 5.5.3. In this section, we apply a transformation to $\mathcal{T}$ to achieve another backward linear transfer $\tilde{\mathcal{T}}$, that has the property, $\inf _{\mu, \nu} \tilde{\mathcal{T}}(\mu, \nu)=\inf _{\mu} \tilde{\mathcal{T}}(\mu, \mu)<+\infty$.

Lemma 5.5.9. Let $S: C(X) \rightarrow C(X)$ be a Markov operator (i.e., a bounded linear positive operator such that $S 1=1$ ) and let $S^{*}: \mathcal{M}(X) \rightarrow \mathcal{M}(X)$ be its adjoint. Given a backward linear transfer $\mathcal{T}$ on $\mathcal{P}(X) \times \mathcal{P}(X)$ and $\lambda \in(0,1)$, define

$$
\tilde{\mathcal{T}}(\mu, \nu):=\mathcal{T}\left(\mu, \lambda S^{*} \mu+(1-\lambda) \nu\right) .
$$

Then, $\tilde{\mathcal{T}}$ is a backward linear transfer with Kantorovich operator

$$
\tilde{T}^{-} g(x):=T^{-}\left(\frac{1}{1-\lambda} g\right)(x)-\frac{\lambda}{1-\lambda} S g(x)
$$

Proof. We first note that $\nu \mapsto \tilde{\mathcal{T}}(\mu, \nu)$ is convex, weak ${ }^{*}$ lower semi-continuous, and bounded below. In particular, to verify convexity, we write for $\beta \in[0,1]$
and $\nu_{1}, \nu_{2} \in \mathcal{P}(X)$,

$$
\begin{aligned}
\tilde{\mathcal{T}}\left(\mu,(1-\beta) \nu_{1}+\beta \nu_{2}\right) & =\mathcal{T}\left(\mu, \lambda S^{*} \mu+(1-\lambda)\left((1-\beta) \nu_{1}+\beta \nu_{2}\right)\right) \\
& =\mathcal{T}\left(\mu,(1-\beta)\left[\lambda S^{*} \mu+(1-\lambda) \nu_{1}\right]+\beta\left[\lambda S^{*} \mu+(1-\lambda) \nu_{2}\right]\right) \\
& \leq(1-\beta) \mathcal{T}\left(\mu, \lambda S^{*} \mu+(1-\lambda) \nu_{1}\right)+\beta \mathcal{T}\left(\mu, \lambda S^{*} \mu+(1-\lambda) \nu_{2}\right)
\end{aligned}
$$

Now we compute,

$$
\begin{aligned}
\left(\tilde{\mathcal{T}}_{\mu}\right)^{*}(g) & =\sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\tilde{\mathcal{T}}(\mu, \sigma)\right\} \\
& =\sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\mathcal{T}\left(\mu, \lambda S^{*} \mu+(1-\lambda) \sigma\right)\right\} .
\end{aligned}
$$

Let now $\nu:=\lambda S^{*} \mu+(1-\lambda) \sigma$; we obtain $\sigma=\frac{1}{1-\lambda} \nu-\frac{\lambda}{1-\lambda} S^{*} \mu$. Hence after substitution we obtain

$$
\begin{aligned}
\left(\tilde{\mathcal{T}}_{\mu}\right)^{*}(g) & =\sup _{\nu \in \mathcal{P}(X)}\left\{\int_{X} \frac{1}{1-\lambda} g d \nu-\mathcal{T}(\mu, \nu)\right\}-\frac{\lambda}{1-\lambda} \int_{Y} S g d \mu \\
& =\int_{X}\left[T^{-}\left(\frac{1}{1-\lambda} g\right)-\frac{\lambda}{1-\lambda} S g\right] d \mu
\end{aligned}
$$

Theorem 5.5.10. Let $\mathcal{T}$ be a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$ where $X \subset \mathbb{R}^{n}$ is compact, and suppose $\left(\mu_{0}, \nu_{0}\right)$ is such that $\mathcal{T}\left(\mu_{0}, \nu_{0}\right)=$ $\inf _{(\mu, \nu)} \mathcal{T}(\mu, \nu)$ and $\mu_{0}$ has density with respect to Lebesgue. Then, for every $\lambda \in(0,1)$, there exists a convex function $\phi_{\lambda}$ such that the backward linear transfer given by

$$
\begin{equation*}
\tilde{\mathcal{T}}(\mu, \nu):=\mathcal{T}\left(\mu, \lambda\left(\nabla \phi_{\lambda}\right)_{\#} \mu+(1-\lambda) \nu\right) \tag{5.46}
\end{equation*}
$$

is such that

$$
\inf _{\mu, \nu \in \mathcal{P}(X)} \tilde{\mathcal{T}}(\mu, \nu)=\inf _{\mu \in \mathcal{P}(X)} \tilde{\mathcal{T}}(\mu, \mu)
$$

In particular, the conclusion of Theorem 5.5 .3 holds for $\tilde{\mathcal{T}}$, and there exists
a backward Kantorvich operator $T_{\infty}^{-}: C(X) \rightarrow U S C(X)$ such that

$$
T^{-} \circ T_{\infty}^{-} g+\mathcal{T}\left(\mu_{0}, \nu_{0}\right)=\lambda\left(T_{\infty}^{-} g\right) \circ \nabla \phi_{\lambda}+(1-\lambda) T_{\infty}^{-} g \quad \text { for all } g \in C(X)
$$

Proof. The fact that $\tilde{\mathcal{T}}$ is a backward linear transfer follows by Lemma 5.5.9. By assumption there is $\mu_{0}, \nu_{0} \in \mathcal{P}(X)$ such that $\mathcal{T}\left(\mu_{0}, \nu_{0}\right)=\inf _{\mu, \nu} \mathcal{T}(\mu, \nu)$ and $\mu_{0}$ has density with respect to Lebesgue. Therefore, by Brenier's theorem (see e.g. [59], Corollary 2.30) there exists a convex function $\phi_{\lambda}$ such that $\nabla \phi_{\lambda \#} \mu_{0}=\left(1-\frac{1}{\lambda}\right) \mu_{0}+\frac{1}{\lambda} \nu_{0}$.

Consider now the backward linear transfer

$$
\tilde{\mathcal{T}}(\mu, \nu):=\mathcal{T}\left(\mu, \lambda \nabla \phi_{\lambda} \# \mu+(1-\lambda) \nu\right) .
$$

Since $\lambda \nabla \phi_{\lambda} \# \mu_{0}+(1-\lambda) \mu_{0}=\lambda\left(1-\frac{1}{\lambda}\right) \mu_{0}+\nu_{0}+(1-\lambda) \mu_{0}=\nu_{0}$, we have $\tilde{\mathcal{T}}\left(\mu_{0}, \mu_{0}\right)=\mathcal{T}\left(\mu_{0}, \nu_{0}\right)<+\infty$, and therefore
$\inf _{\mu} \tilde{\mathcal{T}}(\mu, \mu) \geq \inf _{\mu, \nu} \tilde{\mathcal{T}}(\mu, \nu) \geq \inf _{\mu, \nu} \mathcal{T}(\mu, \nu)=\mathcal{T}\left(\mu_{0}, \nu_{0}\right)=\tilde{\mathcal{T}}\left(\mu_{0}, \mu_{0}\right) \geq \inf _{\mu} \tilde{\mathcal{T}}(\mu, \mu)$,
hence $\inf _{\mu, \nu} \tilde{\mathcal{T}}(\mu, \nu)=\inf _{\mu} \tilde{\mathcal{T}}(\mu, \mu)=\mathcal{T}\left(\mu_{0}, \nu_{0}\right) .$. The backward linear transfer $\tilde{\mathcal{T}}$ therefore satisfies the hypotheses of Theorem 5.5 .3 , so there exists an idempotent backward Kantorovich operator $\tilde{T}_{\infty}^{-}$such

$$
\tilde{T}^{-} \circ \tilde{T}_{\infty}^{-} g+c(\tilde{\mathcal{T}})=\tilde{T}_{\infty}^{-} g
$$

By Lemma 5.5.9, $\tilde{T}^{-} g=T^{-}\left(\frac{1}{1-\lambda} g\right)-\frac{\lambda}{1-\lambda} g \circ \nabla \phi_{\lambda}$, so that

$$
T^{-}\left(\frac{1}{1-\lambda} \tilde{T}_{\infty}^{-} g\right)-\frac{\lambda}{1-\lambda}\left(\tilde{T}_{\infty}^{-} g\right) \circ \nabla \phi_{\lambda}+c(\tilde{\mathcal{T}})=\tilde{T}_{\infty}^{-} g .
$$

In other words, by setting $T_{\infty}^{-} g:=\frac{1}{1-\lambda} \tilde{T}_{\infty}^{-} g$, we have

$$
T^{-} \circ T_{\infty}^{-} g+c(\tilde{\mathcal{T}})=\lambda\left(T_{\infty}^{-} g\right) \circ \nabla \phi_{\lambda}+(1-\lambda) T_{\infty}^{-} g .
$$

### 5.6 Ergodic properties for non-continuous linear transfers with control on convergence to $c(\mathcal{T})$

We saw in Section 5.5, that under the hypothesis $c\left(\mathcal{T}_{\epsilon}\right)=c(\mathcal{T})$ for small enough $\epsilon>0$, we obtained certain ergodic properties described in Theorem 5.5.3. We are interested in this section in obtaining results for backward linear transfers that do not satisfy this hypothesis. In particular, we shall focus on the existence of functions $h$, possibly in $U S C_{\sigma}(X)$, that satisfy $T^{-} h+c(\mathcal{T})=h$ (we shall not be concerned with trying to find a backward Kantorovich operator $T_{\infty}^{-}$as in the previous sections).

A preliminary idea for constructing such a function $h$ is very simple: For a backward Kantorovich operator $T^{-}$, consider $\varphi:=\lim \sup _{n \rightarrow \infty}\left(T_{n}^{-} g+\right.$ $n c(\mathcal{T}))$. Then $\sup _{m \geq n}\left(T_{n}^{-} g+n c(\mathcal{T})\right)$ is a monotone decreasing sequence, so $T^{-} \varphi+c(\mathcal{T}) \geq \varphi$, and thus $T_{n}^{-} \varphi+n c(\mathcal{T})$ is a monotone increasing sequence, so we can define $h:=\lim _{n \rightarrow \infty}\left(T_{n}^{-} \varphi+n c(\mathcal{T})\right)$, and we have $T^{-} h+c(\mathcal{T})=h$. One can also sketch a similar construction using the liminf instead of the limsup.

The issue with this construction concerns two things: (i) $\limsup _{n \rightarrow \infty}\left(T_{n}^{-} g+\right.$ $n c(\mathcal{T}))\left(\right.$ or $\left.\liminf _{n \rightarrow \infty}\left(T_{n}^{-} g+n c(\mathcal{T})\right)\right)$ may not be proper, and (ii) these functions are usually not in a "good enough space" (usually only in $U S C_{\sigma}(X)$ ) to pass the monotone limit through $T^{-}$(see Lemma 5.1.3). This section therefore is concerned with finding some additional assumptions for which to deal with (i) and (ii).

We begin with a technical lemma concerning mainly with some preliminary estimates which will help us to deal with issue (i) later in this section. Recall that the constant $c(\mathcal{T}):=\inf _{\mu} \mathcal{T}(\mu, \mu)=\sup _{n \in \mathbb{N}} \frac{\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)}{n}<+\infty$.

Lemma 5.6.1. Let $\mathcal{T}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R} \cup\{+\infty\}$ be a backward linear transfer such that $\mathcal{D}_{1}(\mathcal{T})$ contains the Dirac measures. Assume that $c(\mathcal{T})=$ $\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)<+\infty$. Then, the following properties hold:

1. For each $g \in C(X)$ and $\mu \in \mathcal{P}(X)$, we have

$$
\begin{aligned}
-\mathcal{T}(\mu, \mu) & \leq \liminf _{n \rightarrow \infty} \frac{1}{n} \int_{X} T_{n}^{-} g d \mu \\
& \leq \limsup _{n \rightarrow \infty} \frac{1}{n} \int_{X} T_{n}^{-} g d \mu \leq-c(\mathcal{T}) .
\end{aligned}
$$

Consequently if $\mathcal{T}(\bar{\mu}, \bar{\mu})=c(\mathcal{T})$, then for each $g \in C(X)$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \int_{X} T_{n}^{-} g d \bar{\mu}=c(\mathcal{T})
$$

2. For every $n \in \mathbb{N}$ and $g \in U S C_{b}(X)$, we have

$$
\begin{equation*}
\sup _{x \in X}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right) \geq \inf _{y \in X} g(y) \tag{5.47}
\end{equation*}
$$

3. Suppose there exists $K>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\{n c(\mathcal{T})-\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{n}(\mu, \nu)\right\} \leq K \tag{5.48}
\end{equation*}
$$

Then for all $g \in C(X)$,

$$
\begin{equation*}
\sup _{x \in X} \limsup _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right) \leq \sup _{y \in X} g(y)+K \tag{5.49}
\end{equation*}
$$

Proof. 1)Write for the upper bound,

$$
\begin{aligned}
\int_{X} T_{n}^{-} g d \mu & =\sup \left\{\int_{X} g d \nu-\mathcal{T}_{n}(\mu, \nu) ; \nu \in \mathcal{P}(X)\right\} \\
& \leq \sup (g)-\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)
\end{aligned}
$$

Dividing by $n$ and recalling that $c(\mathcal{T})=\lim _{n \rightarrow \infty} \frac{\inf (\mu, \nu) \mathcal{T}_{n}(\mu, \nu)}{n}$ we deduce the stated upper bound for $\lim \sup _{n \rightarrow \infty} \frac{1}{n} \int_{X} T_{n}^{-} g d \mu$. For the lower bound,
write

$$
\begin{aligned}
\int_{X} T_{n}^{-} g d \mu & =\sup \left\{\int_{X} g d \sigma-\mathcal{T}_{n}(\mu, \sigma) ; \sigma \in \mathcal{P}(X)\right\} \\
& \geq \int_{X} g d \mu-\mathcal{T}_{n}(\mu, \mu) \\
& \geq \int_{X} g d \mu-n \mathcal{T}(\mu, \mu)
\end{aligned}
$$

2) Write

$$
\begin{aligned}
\sup _{x \in X}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right) & =\sup _{\mu \in \mathcal{P}(X)} \int_{X}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right) d \mu \\
& =\sup _{\mu \in \mathcal{P}(X)} \sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\mathcal{T}_{n}(\mu, \sigma)+n c(\mathcal{T})\right\} \\
& \geq \inf _{X} g-\inf _{\sigma, \mu} \mathcal{T}_{n}(\mu, \sigma)+n c(\mathcal{T}) \\
& \geq \inf _{X} g .
\end{aligned}
$$

The latter inequality follows from $\inf _{\mu, \sigma} \mathcal{T}_{n}(\mu, \sigma) \leq n c(\mathcal{T})$ (see Proposition 5.2.1).
3) Write

$$
\begin{aligned}
\sup _{x \in X} \limsup _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right) & \leq \limsup _{n} \sup _{x \in X} T_{n}^{-} g(x)+n c(\mathcal{T}) \\
& =\lim \sup _{n} \sup _{x \in X} \sup _{\sigma \in \mathcal{P}(X)}\left\{\int_{X} g d \sigma-\mathcal{T}_{n}\left(\delta_{x}, \sigma\right)+n c(\mathcal{T})\right\} \\
& \leq \sup (g)+\limsup _{n}\left\{n c(\mathcal{T})-\inf _{x \in X} \inf _{\sigma \in \mathcal{P}(X)} \mathcal{T}_{n}\left(\delta_{x}, \sigma\right)\right\} \\
& \leq \sup (g)+\limsup _{n}\left\{n c(\mathcal{T})-\inf _{(\mu, \nu)} \mathcal{T}_{n}(\mu, \nu)\right\} \\
& \leq \sup (g)+K
\end{aligned}
$$

The following lemma is perhaps not surprising; the key point is that a monotone decreasing sequence is guaranteed to be proper.

Lemma 5.6.2. Suppose $\mathcal{T}$ is a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$ such that $c(\mathcal{T})=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)<+\infty$ and $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right)<$ $+\infty$. If $g \in U S C_{b}(X)$ is such that $\left\{T_{n}^{-} g+n c(\mathcal{T})\right\}_{n \in \mathbb{N}}$ is a decreasing sequence in $n$, then $h(x):=\lim _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right.$ ) belongs to $U S C(X)$ (in particular, it is proper), and $T^{-} h+c(\mathcal{T})=h$.

Proof. The assumption $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$ implies that $T^{-}$ maps $U S C_{b}(X)$ to $U S C_{b}(X)$ (see Lemma 5.1.1). Therefore $T_{n}^{-} g+n c(\mathcal{T})$ is a decreasing sequence in $U S C_{b}(X)$, hence converges to its infimum $h$, which is therefore upper semi-continuous. To see that $h$ is proper, suppose for every $x$, it holds that $T_{n}^{-} g(x)+n c(\mathcal{T})$ decreases to $-\infty$. Then for each $x_{0}$, there is $n_{0} \in \mathbb{N}$ such that $T_{n_{0}}^{-} g\left(x_{0}\right)+n_{0} c(\mathcal{T}) \leq \inf _{y \in X} g(y)-1$. Since $T_{n_{0}}^{-} g+n c(\mathcal{T})$ is upper semi-continuous, the inequality for $T_{n_{0}}^{-} g\left(x_{0}\right)+n_{0} c(\mathcal{T})$ must hold in a neighbourhood of $x_{0}$. Since $X$ is compact and $T_{n}^{-} g+n c(\mathcal{T})$ is decreasing, it follows that there is $M \in \mathbb{N}$ such that $T_{M}^{-} g(x)+M c(\mathcal{T}) \leq \inf _{y \in X} g(y)-1$ for all $x \in X$. But from Lemma 5.6.1, we also conclude that

$$
\sup _{x \in X} T_{M}^{-} g(x)+M c(\mathcal{T}) \geq \inf _{x \in X} g(x)
$$

and the two inequalities together imply

$$
\inf _{x \in X} g(x) \leq \inf _{x \in X} g(x)-1
$$

an impossibility since $\inf _{x \in X} g(x)>-\infty$ as $g \in U S C_{b}(X)$. Therefore we conclude that $h$ is proper and therefore belongs to $\operatorname{USC}(X)$. Then by the monotonicity convergence Lemma 5.1.3, we conclude that
$T^{-} h+c(\mathcal{T})=\lim _{n \rightarrow \infty} T^{-}\left(T_{n}^{-} g+n c(\mathcal{T})\right)+c(\mathcal{T})=\lim _{n \rightarrow \infty}\left(T_{n+1}^{-} g+(n+1) c(\mathcal{T})\right)=h$.

The following theorem is then concerned with finding conditions which guarantee the existence of such a $g \in U S C_{b}(X)$ as in Lemma 5.6.2.

Theorem 5.6.3. Suppose $\mathcal{T}$ is a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$ such that $\mathcal{D}_{1}(\mathcal{T})$ contains all Dirac measures. Assume:

1. $c(\mathcal{T}):=\inf _{\mu} \mathcal{T}(\mu, \mu)<+\infty$,
2. $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right)<+\infty$,
3. there exists $K>0$ such that

$$
\limsup _{n \rightarrow \infty}\left\{n c(\mathcal{T})-\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{n}(\mu, \nu)\right\} \leq K
$$

4. there exists $g \in C(X)$, such that the function

$$
x \mapsto \liminf _{n \rightarrow \infty}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right)
$$

belongs to $U S C_{b}(X)$.
Then there exists $h \in U S C(X)$ such that $T^{-} h+c(\mathcal{T})=h$ on $X$.
Proof. Note that the second hypothesis implies that $T_{n}^{-} g \in U S C_{b}(X)$ for all $n \in \mathbb{N}$ and all $g \in U S C_{b}(X)$ (see Lemma 5.1.1).

We distinguish two cases:

Case 1: There is $g \in C(X)$ so that $\forall x \in X$, there exists $n \in \mathbb{N}$ with

$$
T_{n}^{-} g(x)+n c(\mathcal{T})<g(x)
$$

Since $T_{n}^{-} g$ is in $U S C_{b}(X)$, it follows that $T_{n}^{-} g+n c(\mathcal{T})<g$ on an open neighborhood $B_{x} \subset X$ of $x$. Indeed, otherwise if there was a sequence $x_{k} \rightarrow$ $x$ with $T_{n}^{-} g\left(x_{k}\right)+n c(\mathcal{T}) \geq g\left(x_{k}\right)$, then $T_{n}^{-} g(x)+n c(\mathcal{T}) \geq \lim \sup _{k} T_{n}^{-} g\left(x_{k}\right)+$ $n c(\mathcal{T}) \geq g(x)$, a contradiction.

Since $X$ is compact, there exists a finite number $\left\{x_{1}, \ldots, x_{k}\right\} \subset X$ such that $\left\{B_{x_{j}}\right\}_{1 \leq j \leq k}$ cover $X$. Set $N:=\max \left\{n_{x_{1}}, \ldots, n_{x_{k}}\right\}$ and define $\varphi_{N}(x):=$ $\inf _{1 \leq n \leq N}\left(T_{n}^{-} g(x)+n c(\mathcal{T})\right)$. We have $\varphi_{N} \in U S C_{b}(X)$, and moreover note by construction that for any $x \in X, \varphi_{N}(x) \leq g(x)$. By the monotonicity property of $T^{-}$, we have
$T^{-} \varphi_{N}+c(\mathcal{T}) \leq T^{-} g+c(\mathcal{T}) \quad$ and $\quad T^{-} \varphi_{N}+c(\mathcal{T}) \leq \inf _{2 \leq n \leq N+1}\left\{T_{n}^{-} g+n c(\mathcal{T})\right\}$.

Therefore, combining the two we deduce that

$$
T^{-} \varphi_{N}+c(\mathcal{T}) \leq \inf _{1 \leq n \leq N}\left\{T_{n}^{-} g+n c(\mathcal{T})\right\}=\varphi_{N}
$$

It follows that the sequence $\left\{T_{n}^{-} \varphi_{N}+n c(\mathcal{T})\right\}_{n}$ is decreasing and $\varphi_{N} \in$ $U S C_{b}(X)$. Hence by Lemma 5.6.2, we conclude the existence of $h \in U S C(X)$, such that $T^{-} h+c(\mathcal{T})=h$.
Case 2: We now assume that for any $g \in C(X)$, there exists $x \in X$ such that

$$
\begin{equation*}
T_{n}^{-} g(x)+n c(\mathcal{T}) \geq g(x) \quad \text { for all } n \in \mathbb{N} . \tag{5.50}
\end{equation*}
$$

By assumption, there exists $g \in C(X)$ such that $\tilde{g}:=\liminf _{n \rightarrow \infty}\left(T_{n}^{-} g+\right.$ $n c(\mathcal{T})$ ) belongs to $U S C_{b}(X)$. Then (5.50) implies there exists $x \in X$ such that $\tilde{g}(x) \geq g(x)>-\infty$, and by Lemma 5.6.1, $\sup _{x \in X} \tilde{g}(x) \leq \sup _{x \in X} g(x)+$ $K$.

Since $\inf _{m \geq n}\left\{T_{m}^{-} g+m c(\mathcal{T})\right\}$ is increasing to $\tilde{g}$ and $\tilde{g}$ is bounded above, we have by Lemma 5.1.3, that

$$
\begin{aligned}
T^{-} \tilde{g}+c(\mathcal{T}) & =\lim _{n \rightarrow \infty} T^{-}\left(\inf _{m \geq n}\left\{T_{m}^{-} g+m c(\mathcal{T})\right\}\right)+c(\mathcal{T}) \\
& \leq \liminf _{n \rightarrow \infty}\left(T_{n+1}^{-} g+(n+1) c(\mathcal{T})\right) \\
& =\tilde{g}
\end{aligned}
$$

It follows that the sequence $\left\{T_{n}^{-} \tilde{g}+n c(\mathcal{T})\right\}_{n \in \mathbb{N}} \subset U S C_{b}(X)$ is decreasing and $\tilde{g} \in U S C_{b}(X)$. Consequently, we may apply Lemma 5.6 .2 to conclude that there exists a function $h \in U S C(X)$ such that $T^{-} h+c(\mathcal{T})=h$.

The following provides a sufficient condition for $\lim \sup _{n \rightarrow \infty}\{n c(\mathcal{T})-$ $\left.\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{n}(\mu, \nu)\right\} \leq K$ of the previous theorem.

Proposition 5.6.4. Let $\mathcal{T}$ be a backward linear transfer on $\mathcal{P}(X) \times \mathcal{P}(X)$ such that $c(\mathcal{T})=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)<+\infty$. If $\mathcal{T}$ is bounded above on $\mathcal{P}(X) \times$
$\mathcal{P}(X)$, then

$$
\begin{equation*}
\frac{\mathcal{T}_{n}(\mu, \nu)}{n} \rightarrow c(\mathcal{T}) \quad \text { uniformly on } \mathcal{P}(X) \times \mathcal{P}(X) . \tag{5.51}
\end{equation*}
$$

In particular, we have $\lim \sup _{n \rightarrow \infty}\left\{n c(\mathcal{T})-\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{n}(\mu, \nu)\right\} \leq K$ for some constant $K>0$.

Proof. Note that $\left\{\frac{\sup _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)}{n}\right\}_{n \in \mathbb{N}}$ is a sub-additive sequence that satisfies,

$$
\frac{\sup _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)}{n} \geq \inf _{\mu, \nu} \mathcal{T}(\mu, \nu)>-\infty
$$

hence converges to its infimum (see e.g. [9] Lemma 1.18). Since

$$
c(\mathcal{T})=\lim _{n \rightarrow \infty} \frac{\inf _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)}{n} \quad \text { and } \quad \frac{\inf _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)}{n} \leq \frac{\sup _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)}{n}
$$

we conclude that

$$
c(\mathcal{T}) \leq \inf _{n \in \mathbb{N}} \frac{\sup _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)}{n}
$$

Therefore, for all $n \in \mathbb{N}$, it holds that

$$
\inf _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu) \leq n c(\mathcal{T}) \leq \sup _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)
$$

SO

$$
\begin{equation*}
\left|\mathcal{T}_{n}(\mu, \nu)-n c(\mathcal{T})\right| \leq \sup _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)-\inf _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu) \tag{5.52}
\end{equation*}
$$

At the same time, we have for any $\mu, \nu \in \mathcal{P}(X)\left(\right.$ writing $\inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T}_{n}$ for $\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{n}(\mu, \nu)$ for brevity),

$$
\inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T}_{n-2}+2 \inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T} \leq \mathcal{T}_{n}(\mu, \nu) \leq 2 \sup _{\mathcal{P} \times \mathcal{P}} \mathcal{T}+\inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T}_{n-2}
$$

from which follows that

$$
\begin{align*}
\sup _{\mathcal{P} \times \mathcal{P}} \mathcal{T}_{n}-\inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T}_{n} & \leq 2 \sup _{\mathcal{P} \times \mathcal{P}} \mathcal{T}+\inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T}_{n-2}-\inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T}_{n-2}-2 \inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T} \\
& =2 \sup _{\mathcal{P} \times \mathcal{P}} \mathcal{T}-2 \inf _{\mathcal{P} \times \mathcal{P}} \mathcal{T} \\
& =: K<\infty \tag{5.53}
\end{align*}
$$

Combining (5.52) and (5.53), we conclude that

$$
\left|\mathcal{T}_{n}(\mu, \nu)-n c(\mathcal{T})\right| \leq K \quad \text { for all } \mu, \nu \in \mathcal{P}(X) \text { and all } n \in \mathbb{N}
$$

which implies $\frac{\mathcal{T}_{n}(\mu, \nu)}{n} \rightarrow c(\mathcal{T})$ uniformly on $\mathcal{P}(X) \times \mathcal{P}(X)$.

Here is another situation where we can obtain weak KAM solutions.
Proposition 5.6.5. Suppose $\mathcal{T}$ is a backward linear transfer on $\mathcal{P}(X) \times$ $\mathcal{P}(X)$ such that $c(\mathcal{T})=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)<+\infty$, and $\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right)<$ $+\infty$. If there exists $u, v \in U S C_{b}(X)$ such that

$$
\begin{equation*}
T_{n}^{-} u+n v=u \quad \text { for all } n \in \mathbb{N} \tag{5.54}
\end{equation*}
$$

then there exists $h \in U S C(X)$ such that $T^{-} h+c(\mathcal{T})=h$ on $X$, where $T^{-}$ is the backward Kantorovich operator associated to $\mathcal{T}$.

Proof. By (5.54) and Lemma 5.6.1, we have $-v(x)=\lim \sup _{n} \frac{T_{n}^{-} u}{n} \leq-c(\mathcal{T})$. Therefore,

$$
T_{n}^{-} u+n c(\mathcal{T}) \leq u \quad \text { for all } n \in \mathbb{N}
$$

Applying $T_{m}^{-}$and using the linearity of $T_{m}^{-}$with respect to constants, we find $T_{m+n}^{-} u+n c(\mathcal{T}) \leq T_{m}^{-} u$, and hence

$$
T_{m+n}^{-} u+(m+n) c(\mathcal{T}) \leq T_{m}^{-} u+m c(\mathcal{T})
$$

So $n \mapsto T_{n}^{-} u+n c(\mathcal{T})$ is decreasing, and $u \in U S C_{b}(X)$. Consequently by Lemma 5.6.2, there exists $h \in U S C(X)$ such that $T^{-} h+c(\mathcal{T})=h$.

### 5.6.1 Linear transfers and ergodic optimization

This section was developed jointly with Dorian Martino [40]. We shall consider here linear transfers where the associated Kantorovich maps are affine operators that is of the form $T^{-} f(x)=T f(x)-A(x)$, where $T$ is a Markov operator and $A$ is a given function (observable). In this section, we shall see that the presence of $A$ allows the theory of transfers to incorporate ergodic optimization for expanding dynamical systems (see, for instance, [25]). For simplicity, we shall focus here on the case where the linear Markov operator is given by a point transformation $\sigma$.

We will in this section make use of the Fenchel-Rockafellar duality, and thus for convenience we record the statement of this theorem here.

Theorem 5.6.6 (Fenchel-Rockafellar duality (see e.g. 59] Theorem 1.9)). Let $E$ be a normed vector space, $E^{*}$ its topological dual space, and $h_{1}, h_{2}$ : $E \rightarrow \mathbb{R} \cup\{+\infty\}$ two convex functions on $E$. If there exists $z_{0} \in E$ such that

$$
h_{1}\left(z_{0}\right)<+\infty, h_{2}\left(z_{0}\right)<+\infty, \quad \text { and } h_{1} \text { is continuous at } z_{0} \text {, }
$$

then

$$
\inf _{z \in E}\left\{h_{1}(z)+h_{2}(z)\right\}=\sup _{z^{*} \in E^{*}}\left\{-h_{1}^{*}\left(-z^{*}\right)-h_{2}\left(z^{*}\right)\right\}
$$

where $h_{1}^{*}, h_{2}^{*}$, is the Fenchel-Legendre transform of $h_{1}, h_{2}$, respectively,

$$
h_{1}^{*}\left(z^{*}\right):=\sup _{z \in E}\left\{\left\langle z^{*}, z\right\rangle-h_{1}(z)\right\} .
$$

Proposition 5.6.7. Let $\sigma: X \rightarrow X$ be continuous and surjective, and assume there is a (sequentially) compact space $Y$ such that for each $y \in Y$, there exists a compact subset $X_{y}$ of $X$, and a continuous map $\tau_{y}: X_{y} \rightarrow X$, such that $\sigma \circ \tau_{y}(x)=x$ for all $x \in X_{y}$.

Define $Y_{x}:=\left\{y \in Y ; y \in X_{y}\right\}$, and assume the following continuity properties: If $x_{k}$ is a sequence in $X$ (resp. $y_{k}$ a sequence in $Y$ ) with $y_{k} \in Y_{x_{k}}$, then if $x_{k} \rightarrow x$ and $y_{k} \rightarrow y$, we have $y \in Y_{x}$, and $\tau_{y_{k}}\left(x_{k}\right) \rightarrow \tau_{y}(x)$. Moreover,
assume that the maps $\tau_{y}$ are unique, in the sense that if $\tau_{y}(x)=\tau_{y^{\prime}}(x)$ for all $x$, then $y^{\prime}=y$.

Let $A \in C(Y \times X)$ be a continuous function and consider the cost function $c: X \times X \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by

$$
c(z, x):= \begin{cases}\inf \left\{A(y, x) ; y \in Y_{x}, \tau_{y}(x)=z\right\} & \text { if } \sigma(z)=x \\ +\infty & \text { otherwise }\end{cases}
$$

Then, $c$ is lower semi-continuous, and the optimal mass transport $\mathcal{T}$ associated to the cost $c$ is simply the backward, and forward, linear transfer

$$
\mathcal{T}(\mu, \nu)= \begin{cases}\int_{X} \bar{A} d \mu & \text { if } \nu=\sigma_{\#} \mu \\ +\infty & \text { otherwise }\end{cases}
$$

which has backward (resp. forward) Kantorovich operator given by $T^{-} g(x)=g(\sigma(x))-\bar{A}(x), \quad\left(\right.$ resp.,$\left.\quad T^{+} f(x)=\inf _{y \in Y_{x}}\left\{f\left(\tau_{y}(x)\right)+A(y, x)\right\}\right)$.
where $\bar{A}(x):=c(x, \sigma(x))$.
Proof. To see that $c$ is lower semi-continuous, suppose $x_{k} \rightarrow x$ and $z_{k} \rightarrow z$. If for all but finitely many $\left(z_{k}, x_{k}\right)$ we have $c\left(z_{k}, x_{k}\right)=+\infty$, then there is nothing to prove. Therefore assume $\sigma\left(z_{k}\right)=x_{k}$, and hence

$$
c\left(z_{k}, x_{k}\right)=\inf \left\{A\left(y, x_{k}\right) ; y \in Y_{x_{k}}, \tau_{y}\left(x_{k}\right)=z_{k}\right\}
$$

Since $A$ is continuous and $\left\{y \in Y_{x_{k}} ; \tau_{y}\left(x_{k}\right)=z_{k}\right\}$ is a closed subset of the compact set $Y_{x_{k}}$, the infimum is achieved by some $y_{k}$, i.e.

$$
c\left(z_{k}, x_{k}\right)=A\left(y_{k}, x_{k}\right)
$$

The sequence $\left\{y_{k}\right\} \subset Y$ and $Y$ is sequentially compact, so we may select a convergent subsequence (that we relabel back to $y_{k}$ ). This $y$ has the property
that $y \in Y_{x}$ and $\tau_{y}(x)=z$ by assumption. Consequently,

$$
\liminf _{k \rightarrow \infty} c\left(z_{k}, x_{k}\right)=A(y, x) \geq \inf \left\{A(y, x) ; y \in Y_{x}, \tau_{y}(x)=z\right\}=c(z, x)
$$

We now compute the optimal transport

$$
\mathcal{T}(\mu, \nu)=\inf _{\pi \in \mathcal{K}(\mu, \nu)} \int_{X \times X} c(z, x) d \pi(z, x) .
$$

If $\nu \neq \sigma_{\#} \mu$, then $\pi \in \mathcal{K}(\mu, \nu)$ will give non-zero mass to a region $\{(z, x)\}$ where $\sigma(z) \neq x$. Since $c(z, x)=+\infty$ there, we deduce that $\mathcal{T}(\mu, \nu)=+\infty$ in this case. Otherwise assume $\nu=\sigma_{\#} \mu$. Then $\pi \in \mathcal{K}(\mu, \nu)$ is supported on $\{(z, \sigma(z)) ; z \in X\}$, so

$$
\begin{aligned}
\mathcal{T}(\mu, \nu) & =\inf _{\pi \in \mathcal{K}(\mu, \nu)}\left\{\int_{X \times X} c(z, \sigma(z)) d \pi(z, x)\right\} \\
& =\int_{X} c(z, \sigma(z)) d \mu \\
& =\int_{X} \bar{A} d \mu .
\end{aligned}
$$

We know from Section 2.6 that the backward (resp. forward) Kantorovich operator is given by

$$
T^{-} g(z)=\sup _{x \in X}\{g(x)-c(z, x)\}=g(\sigma(z))-c(z, \sigma(z))=g \circ \sigma(z)-\bar{A}(z) .
$$

and

$$
T^{+} f(x)=\inf _{z \in X}\{f(z)+c(z, x)\}=\inf _{y \in Y_{x}}\left\{f\left(\tau_{y}(x)\right)+c\left(\tau_{y}(x), x\right)\right\} .
$$

The final observation to make for $T^{+}$is that

$$
c\left(\tau_{y}(x), x\right)=\inf \left\{A\left(y^{\prime}, x\right) ; y^{\prime} \in Y_{x} \tau_{y^{\prime}}(x)=\tau_{y}(x)\right\}
$$

hence by assumption $y^{\prime}=y$, so that $c\left(\tau_{y}(x), x\right)=A(y, x)$.
Theorem 5.6.8. In the set-up described in the previous Proposition 5.6.7,
let $\mathcal{P}_{\sigma}(X)$ denote the subset of probability measures in $\mathcal{P}(X)$ which are invariant under $\sigma$. Let $\hat{X}$ denote the subset of $Y \times X$ consisting of points $(y, x)$ such that $x \in X_{y}$, and define $\mathcal{M}_{0}(\hat{X})$ as the subset of "holonomic" probability measures $\hat{\mu} \in \mathcal{P}(\hat{X})$ satisfying $\int_{\hat{X}}\left[f\left(\tau_{y}(x)\right)-f(x)\right] d \hat{\mu}=0$.

Then, the following duality formulae holds:

$$
\begin{aligned}
c(\mathcal{T}):=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu) & =\inf \left\{\int_{X} \bar{A}(x) d \mu(x) ; \mu \in \mathcal{P}_{\sigma}(X)\right\} \\
& =\inf \left\{\int_{\hat{X}} A(y, x) d \hat{\mu}(y, x) ; \hat{\mu} \in \mathcal{M}_{0}(\hat{X})\right\} \\
& =\sup _{f \in C(X)} \inf _{x \in X}\{f(x)-f(\sigma(x))+\bar{A}(x)\} \\
& =\sup _{f \in C(X)} \inf _{x \in X} \inf _{y \in Y_{x}}\left\{f\left(\tau_{y}(x)\right)-f(x)+A(y, x)\right\} .
\end{aligned}
$$

Remark 5.6.9. The equality of the second and fourth lines has already been established in [26] for the setting of symbolic dynamics (see the next section).

Proof. Let us first demonstrate the equality

$$
\begin{align*}
\inf \left\{\int_{X} \bar{A}(x) d \mu(x) ; \mu \in \mathcal{P}_{\sigma}(X)\right\} & =\sup _{f \in C(X)} \inf _{x \in X}\{f(x)-f(\sigma(x))+\bar{A}(x)\} \\
& =\sup _{f \in C(X)} \inf _{x \in X}\left\{f(x)-T^{-} f(x)\right\} . \tag{5.55}
\end{align*}
$$

We can write using the duality of optimal transport,

$$
\begin{align*}
\inf \left\{\int_{X} \bar{A}(x) d \mu(x) ; \mu \in \mathcal{P}_{\sigma}(X)\right\} & =\inf _{\mu \in \mathcal{P}(X)} \inf _{\pi \in \mathcal{K}(\mu, \mu)} \int_{X \times X} c(x, y) d \pi(x, y) \\
& =\inf _{\mu \in \mathcal{P}(X)} \sup _{f \in C(X)}\left\{\int_{X}\left(f-T^{-} f\right) d \mu\right\} \tag{5.56}
\end{align*}
$$

Comparing (5.55) and (5.56), it suffices to show that

$$
\sup _{f \in C(X)} \inf _{x \in X}\left\{f(x)-T^{-} f(x)\right\}=\inf _{\mu \in \mathcal{P}(X)} \sup _{f \in C(X)}\left\{\int_{X}\left(f-T^{-} f\right) d \mu\right\} .
$$

We would therefore like to apply Sion's minimax theorem (Theorem 2.7.6)
to the function $F: \mathcal{P}(X) \times C(X)$ defined by $F(\mu, f):=\int_{X}\left(f-T^{-} f\right) d \mu$, which is real-valued for all $f \in C(X)$ and all $\mu \in \mathcal{P}(X)$.

First, $\mu \mapsto F(\mu, f)$ is weak ${ }^{*}$ lower semi-continuous since $f-T^{-} f=$ $f-f \circ \sigma+\bar{A}$ is a lower semi-continuous function for each $f \in C(X)$. Moreover $\mu \mapsto F(\mu, f)$ is quasi-convex on $\mathcal{P}(X)$, i.e. $\{\mu \in \mathcal{P}(X) ; F(\mu, f) \leq \lambda\}$ is convex or empty for all $\lambda \in \mathbb{R}$.

On the other hand, $f \mapsto F(\mu, f)$ is upper semi-continuous, since if $f_{k} \rightarrow f$ in $C(X)$, then

$$
\begin{aligned}
\limsup _{k \rightarrow \infty} \int_{X}\left(f_{k}-T^{-} f_{k}\right) d \mu & \leq \int_{X}\left(f-\liminf _{k \rightarrow \infty} T^{-} f_{k}\right) d \mu \\
& \leq \int_{X}\left(f-T^{-} f\right) d \mu
\end{aligned}
$$

Moreover, $f \mapsto F(\mu, f)$ is quasi-concave on $C(X)$, i.e. $\{f \in C(X) ; F(\mu, f) \geq$ $\lambda\}$ is convex or empty for all $\lambda \in \mathbb{R}$.

We may therefore apply Sion's minimax theorem (Theorem (2.7.6)) to conclude that

$$
\begin{aligned}
\inf _{\mu \in \mathcal{P}(X)} \sup _{f \in C(X)} \int_{X}\left(f-T^{-} f\right) d \mu & =\sup _{f \in C(X)} \inf _{\mu \in \mathcal{P}(X)} \int_{X}\left(f-T^{-} f\right) d \mu \\
& =\sup _{f \in C(X)} \inf _{x \in X} \int_{X}\left(f-T^{-} f\right) d \mu .
\end{aligned}
$$

Next let us demonstrate the equality,

$$
\inf \left\{\int_{\hat{X}} A(y, x) d \hat{\mu}(y, x) ; \hat{\mu} \in \mathcal{M}_{0}(\hat{X})\right\}=\sup _{f \in C(X)} \inf _{x \in X} \inf _{y \in Y_{x}}\left\{f\left(\tau_{y}(x)\right)-f(x)+A(y, x)\right\}
$$

As mentioned, this has already been established in [26] for the setting of symbolic dynamics (see Theorem 1 there). For this, we shall use FenchelRockafellar duality. Recall $\hat{X}:=\left\{(y, x) ; x \in X, y \in X_{y}\right\}$, and define $h_{1}, h_{2}$ : $C(\hat{X}) \rightarrow \mathbb{R} \cup\{+\infty\}$ be defined by

$$
h_{1}(\phi):=\sup _{(y, x) \in \hat{X}}\{-\phi(y, x)+A(y, x)\},
$$

and
$h_{2}(\phi)= \begin{cases}0 & \text { if } \phi \text { is in the closure of }\left\{g \in C(\hat{X}) ; g(y, x)=f(x)-f \circ \tau_{y}(x) \text { for some } f \in C(X)\right\} \\ +\infty & \text { otherwise } .\end{cases}$
Note that $h_{1}(\phi)-h_{1}(\tilde{\phi}) \leq\|\phi-\tilde{\phi}\|_{\infty}$, so $h_{1}$ is continuous on $C(\hat{X})$. To compute their respective Legendre transforms, we have

$$
h_{1}^{*}(\hat{\mu})=\sup _{\phi \in C(\hat{X})}\left\{\int_{\hat{X}} \phi d \hat{\mu}-h_{1}(\phi)\right\} .
$$

If $\hat{\mu}(\hat{X}) \neq-1$, then

$$
h_{1}^{*}(\hat{\mu}) \geq \sup _{\lambda \in \mathbb{R}}\left\{\lambda(\hat{\mu}(\hat{X})+1)+\inf _{(y, x) \in \hat{X}} A(y, x)\right\}
$$

and the supremum is $+\infty$. Suppose now that $\hat{\mu}(\hat{X})=-1$, but $-\hat{\mu} \notin \mathcal{P}(\hat{X})$. Then there exists a sequence of functions $\phi_{n} \in C(\hat{X})$ such that $\phi_{n} \leq 0$ and $\lim _{n \rightarrow \infty} \int_{\hat{X}} \phi_{n} d \hat{\mu}=+\infty$. Then we have

$$
\begin{aligned}
h_{1}^{*}(\hat{\mu}) & \geq \int_{\hat{X}} \phi_{n} d \hat{\mu}-h_{1}\left(\phi_{n}\right) \\
& \geq \int_{\hat{X}} \phi_{n} d \hat{\mu}-\sup _{(y, x) \in \hat{X}} A(y, x)
\end{aligned}
$$

hence $h_{1}^{*}(\hat{\mu})=+\infty$. Finally suppose $-\hat{\mu} \in \mathcal{P}(\hat{X})$. Then

$$
\begin{aligned}
h_{1}^{*}(\hat{\mu}) & \geq \int_{\hat{X}} A d \hat{\mu}-h_{1}(A) \\
& =\int_{\hat{X}} A d \hat{\mu},
\end{aligned}
$$

while also since $\phi+h_{1}(\phi) \geq A$, then $\int_{\hat{X}}\left(\phi+h_{1}(\phi)\right) d \hat{\mu} \leq \int_{\hat{X}} A d \hat{\mu}$ (recall
$\hat{\mu}(\hat{X})=-1$, so we have

$$
\begin{aligned}
h_{1}^{*}(\hat{\mu}) & =\sup _{\phi \in C(\hat{X})}\left\{\int_{\hat{X}}\left(\phi(y, x)+h_{1}(\phi)\right) d \hat{\mu}\right\} \\
& \leq \int_{\hat{X}} A d \hat{\mu} .
\end{aligned}
$$

Therefore,

$$
h_{1}^{*}(\hat{\mu})= \begin{cases}\int_{\hat{X}} A d \hat{\mu} & \text { if }-\hat{\mu} \in \mathcal{P}(\hat{X}) \\ +\infty & \text { otherwise }\end{cases}
$$

We also have

$$
\begin{aligned}
h_{2}^{*}(\hat{\mu}) & =\sup _{\phi \in C(\hat{X})}\left\{\int_{\hat{X}} \phi d \hat{\mu}-h_{2}(\phi)\right\} \\
& =\sup _{f \in C(X)}\left\{\int_{\hat{X}}\left(f-f \circ \tau_{y}\right) d \hat{\mu}\right\} .
\end{aligned}
$$

If $\int_{\hat{X}}\left(f-f \circ \tau_{y}\right) d \hat{\mu} \neq 0$ for some $f$, then substituting $f$ with $\lambda f, \lambda \in \mathbb{R}$, implies this supremum will be $+\infty$. Let $\mathcal{S}_{0}:=\left\{\hat{\mu} \in \mathcal{M}(\hat{X}) ; \int_{\hat{X}}\left(f \circ \tau_{y}(x)-\right.\right.$ $f(x)) d \hat{\mu}(y, x)=0$ for all $f \in C(X)\}$. Then,

$$
h_{2}^{*}(\hat{\mu})= \begin{cases}0 & \text { if } \hat{\mu} \in \mathcal{S}_{0} \\ +\infty & \text { otherwise }\end{cases}
$$

It now suffices to apply Fenchel-Rockafellar:

$$
\inf _{\phi \in C(\hat{X})}\left\{h_{1}(\phi)+h_{2}(\phi)\right\}=\sup _{\hat{\mu} \in \mathcal{M}(\hat{X})}\left\{-h_{1}^{*}(-\hat{\mu})-h_{2}(\hat{\mu})\right\} .
$$

Finally, to complete the string of equalities stated in the theorem, the equality $c(\mathcal{T})=\inf _{\mu \in \mathcal{P}(X)} \mathcal{T}(\mu, \mu)=\inf \left\{\int_{X} \bar{A}(x) d \mu(x) ; \mu \in \mathcal{P}_{\sigma}(X)\right\}$ is immediate from Proposition 5.6.7. In addition, we observe by definition of
$\bar{A}(x)=c(x, \sigma(x)$ that for any $f \in C(X)$,

$$
\begin{aligned}
\inf _{x \in X}\{f(x)-f(\sigma(x))+\bar{A}(x)\} & =\inf _{x \in X} \inf _{y \in Y_{\sigma(x)}, \tau_{y}(\sigma(x))=x}\{f(x)-f(\sigma(x))+A(y, \sigma(x))\} \\
& =\inf _{z \in X} \inf _{y \in Y_{z}}\left\{f\left(\tau_{y}(z)\right)-f(z)+A(y, z)\right\},
\end{aligned}
$$

where the last equality holds by making the change of variable $z:=\sigma(x)$, along with the fact that $\sigma$ is assumed to be surjective. It therefore follows that
$\sup _{f \in C(X)} \inf _{x \in X}\{f(x)-f(\sigma(x))+\bar{A}(x)\}=\sup _{f \in C(X)} \inf _{x \in X} \inf _{y \in Y_{x}}\left\{f\left(\tau_{y}(x)\right)-f(x)+A(y, x)\right\}$
which concludes the demonstration of the equalities stated in the theorem.

Theorem 5.6.10. Suppose that

$$
x \mapsto \liminf _{n \rightarrow \infty} \sum_{k=0}^{n-1} \inf _{\mu \in \mathcal{P}_{\sigma}(X)} \int_{X} \bar{A} d \mu-\bar{A}\left(\sigma^{k}(x)\right)
$$

belongs to $C(X)$. Then there exists $h \in U S C(X)$ such that

$$
\begin{equation*}
h(\sigma(x))-\bar{A}(x)+c(\mathcal{T})=h(x) \quad \text { for all } x \in X, \tag{5.57}
\end{equation*}
$$

equivalently,

$$
\begin{equation*}
\inf _{y \in Y_{x}}\left\{h\left(\tau_{y}(x)\right)+A(y, x)\right\}-c(\mathcal{T})=h(x) \quad \text { for all } x \in X \tag{5.58}
\end{equation*}
$$

That is, $h$ satisfies $T^{-} h+c(\mathcal{T})=h$, and $T^{+} h-c(\mathcal{T})=h$.
Proof. To establish the existence of a function satisfying (5.57), note that this is equivalent to having a function $h$ such that $T^{-} h(x)+c(\mathcal{T})=h(x)$, hence it suffices to show that the assumptions of Theorem 5.6.3 are satisfied. For that, first note that by a theorem of Bogolyubov and Krylov ([51], Theorem 1.1), $\sigma$ has an invariant measure, hence $c(\mathcal{T})=\inf _{\mu} \mathcal{T}(\mu, \mu)<+\infty$.

In addition, we have for each $x \in X$,

$$
\sup _{x \in X} \inf _{\nu \in \mathcal{P}(X)} \mathcal{T}\left(\delta_{x}, \nu\right) \leq \sup _{x \in X} \bar{A}(x)<+\infty
$$

In order to show the condition (5.48), we let for each $n \in \mathbb{N}, \mu_{n} \in$ $\mathcal{P}(X)$ be such that $\mathcal{T}_{n}\left(\mu_{n},\left(\sigma^{n}\right)_{\sharp} \mu_{n}\right)=\inf _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu)$. Select a subsequence (which we relabel back to $n$ ) so that $\nu_{n}:=\left(\sigma^{n}\right)_{\sharp} \mu_{n}$ converges to some $\bar{\mu} \in$ $\mathcal{P}(X)$. Then the Césaro average $\frac{1}{n} \sum_{k=1}^{n} \nu_{k}$ converges to $\bar{\mu}$. Moreover, $\bar{\mu}$ is $\sigma$-invariant. Indeed,

$$
\sigma_{\sharp} \bar{\mu}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n}\left(\sigma^{k}\right)_{\sharp} \mu_{n}=\lim _{n \rightarrow \infty}\left(\frac{1}{n} \sum_{k=0}^{n-1}\left(\sigma^{k}\right)_{\sharp} \mu_{n}+\frac{1}{n}\left(\left(\sigma^{n}\right)_{\sharp} \mu_{n}-\mu_{n}\right)\right)=\bar{\mu} .
$$

Recall that $\bar{A}(x)=c(x, \sigma(x))$ is lower semi-continuous, so

$$
\limsup _{n \rightarrow \infty} \int_{X} \bar{A} d \bar{\mu}-\frac{1}{n} \sum_{k=0}^{n-1} \int_{X} \bar{A} d\left(\left(\sigma^{k}\right)_{\sharp} \mu_{n}\right) \leq 0 .
$$

Therefore, by selecting a further subsequence (which again we may relabel back to $n$ ), we may assume that this subsequence has the property that there exists $K>0$ such that

$$
\int_{X} \bar{A} d \bar{\mu}-\frac{1}{n} \sum_{k=0}^{n-1} \int_{X} \bar{A} d\left(\left(\sigma^{k}\right)_{\sharp} \mu_{n}\right) \leq \frac{K}{n}, \quad n \in \mathbb{N} .
$$

We then obtain the desired estimate,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty}\left(n c(\mathcal{T})-\inf _{\mu, \nu \in \mathcal{P}(X)} \mathcal{T}_{n}(\mu, \nu)\right) \\
& \quad \leq \limsup _{n \rightarrow \infty}\left(n \mathcal{T}(\bar{\mu}, \bar{\mu})-\mathcal{T}_{n}\left(\mu_{n},\left(\sigma^{n}\right)_{\sharp} \mu_{n}\right)\right) \\
& \quad=\limsup _{n \rightarrow \infty}\left(n \mathcal{T}(\bar{\mu}, \bar{\mu})-\sum_{k=0}^{n-1} \mathcal{T}\left(\left(\sigma^{k}\right)_{\sharp} \mu_{n},\left(\sigma^{k+1}\right)_{\left.\sharp \mu_{n}\right)}\right)\right. \\
& \quad=\limsup _{n \rightarrow \infty}\left(n \int_{X} \bar{A} d \bar{\mu}-\sum_{k=0}^{n-1} \int_{X} \bar{A} d\left(\left(\sigma^{k}\right)_{\sharp} \mu_{n}\right)\right) \\
& \quad \leq K .
\end{aligned}
$$

Finally note that for $g \equiv 0$,

$$
T_{n}^{-}(0)+n c(\mathcal{T})=\sum_{k=0}^{n-1}\left(\inf _{\mu \in \mathcal{P}_{\sigma}(X)} \int_{X} \bar{A} d \mu-\bar{A} \circ \sigma^{k}\right) .
$$

Since by assumption,

$$
x \mapsto \liminf _{n \rightarrow \infty} \sum_{k=0}^{n-1}\left(\inf _{\mu \in \mathcal{P}_{\sigma}(X)} \int_{X} \bar{A} d \mu-\bar{A} \circ \sigma^{k}(x)\right)
$$

belongs to $C(X)$, it follows that $\liminf _{n \rightarrow \infty} T_{n}^{-}(0)+n c(\mathcal{T})$ belongs to $C(X)$. Hence all the hypotheses for application of Theorem 5.6.3 hold, and we deduce that there exists $h \in U S C(X)$ such that

$$
T^{-} h+c(\mathcal{T})=h .
$$

Remark 5.6.11. A conjecture is that the assumption

$$
x \mapsto \liminf _{n \rightarrow \infty} \sum_{k=0}^{n-1}\left(\inf _{\mu \in \mathcal{P}_{\sigma}(X)} \int_{X} \bar{A} d \mu-\bar{A}\left(\sigma^{k}(x)\right)\right)
$$

belongs to $C(X)$, holds when $A$ is Hölder continuous. This matches exactly
the condition on $A$ required by Garibaldi and Lopes ([26], Theorem 4) - see the next section.

### 5.6.2 Ergodic optimization in the deterministic holonomic setting

We now apply the result of the previous section to the setting of symbolic dynamics. Fix $r \in \mathbb{N}$, and let $M$ be an $r \times r$ transition matrix, whose entries are either 0 or 1 , specifying the allowable transitions. Denote by

$$
\Sigma=\left\{x \in\{1, \ldots, r\}^{\mathbb{N}} ; \forall i \geq 0, M\left(x_{i}, x_{i+1}\right)=1\right\}
$$

the set of admissible words, its dual

$$
\Sigma^{*}=\left\{y \in\{1, \ldots, r\}^{\mathbb{N}} ; \forall i \geq 0, M\left(y_{i+1}, y_{i}\right)=1\right\}
$$

and consider the space

$$
\hat{\Sigma}=\left\{(y, x) \in \Sigma^{*} \times \Sigma ; M\left(y_{0}, x_{0}\right)=1\right\} .
$$

For each $x \in \Sigma$, we let $\Sigma_{x}^{*}=\left\{y \in \Sigma^{*} ;(y, x) \in \hat{\Sigma}\right\}$ and assume that $\forall x, \Sigma_{x}^{*} \neq \emptyset$. We will denote the words of $\Sigma$ with their starting letters, i.e., $\left(x_{0}, x_{1}, \ldots\right)$ while the words in $\Sigma^{*}$ will be identified with their ending letters, i.e., $\left(\ldots, y_{1}, y_{0}\right)$. We consider $\Sigma$ and $\Sigma^{*}$ as metric spaces with the distance $d(x, \bar{x})=2^{-\min \left\{j \in \mathbb{N} ; x_{j} \neq \bar{x}_{j}\right\}}$. In particular, all these sets are compact.
Consider now the two continuous maps $\sigma: \Sigma \rightarrow \Sigma$ and $\tau: \hat{\Sigma} \rightarrow \Sigma$ defined as

$$
\begin{equation*}
\sigma\left(x_{0}, x_{1}, \ldots\right)=\left(x_{1}, x_{2}, \ldots\right) \quad \text { and } \quad \tau(y, x)=\left(y_{0}, x_{0}, x_{1}, \ldots\right) \tag{5.59}
\end{equation*}
$$

The map $\sigma$ can be considered as the time-evolution operator. We will denote $\tau(y, x)$ by $\tau_{y}(x)$ and consider the set of holonomic probability measures

$$
\mathcal{M}_{0}(\hat{\Sigma}):=\left\{\mu \in \mathcal{P}(\hat{\Sigma}) ; \int_{\hat{\Sigma}} f\left(\tau_{y}(x)\right)-f(x) d \mu(y, x)=0\right\}
$$

E. Garibaldi and A. O. Lopes studied an Aubry-Mather theory for symbolic dynamics [26]; in particular, they prove the following results.

Theorem 5.6.12 (Garibali and Lopes [26], Theorem 1, Theorem 4). Under the set-up described above, given $A \in C(\hat{\Sigma})$, define $\beta_{A}:=\max _{\hat{\mu} \in \mathcal{M}_{0}(\hat{\Sigma})} \int_{\hat{\Sigma}} A(y, x) d \hat{\mu}(y, x)$. Then

$$
\beta_{A}=\inf _{f \in C(\Sigma)} \max _{(y, x) \in \hat{\Sigma}}\left\{A(y, x)+f(x)-f\left(\tau_{y}(x)\right)\right\}
$$

If $A \in C^{0, \theta}(\hat{\Sigma})$ is $\theta$-Hölder continuous, then there exists a function $u \in$ $C^{0, \theta}(\Sigma)$ such that

$$
u(x)=\min _{u \in \Sigma_{x}^{*}}\left\{u\left(\tau_{y}(x)\right)-A(y, x)+\beta_{A}\right\}
$$

By applying our results of the previous Section 5.6.1 in this symbolic dynamics setting, we obtain the following, using the notation $\beta_{A}$ of Theorem 5.6.12.

Proposition 5.6.13. Under the set-up described at the beginning of this section, given $A \in C(\hat{\Sigma})$, then the following hold:

$$
\begin{align*}
\beta_{A} & =\sup _{\mu \in \mathcal{P}_{\sigma}(\Sigma)}\left\{\int_{\Sigma} \bar{A} d \mu\right\}  \tag{5.60}\\
& =\inf _{f \in C(\Sigma)} \sup _{x \in \Sigma}\{f(\sigma(x))-f(x)+\bar{A}(x)\}  \tag{5.61}\\
& =\inf _{f \in C(\Sigma)} \sup _{(y, x) \in \hat{\Sigma}}\left\{f(x)-f\left(\tau_{y}(x)\right)+A(y, x)\right\} \tag{5.62}
\end{align*}
$$

where $\bar{A}(x):=\sup \left\{A(y, x) ; y \in \Sigma_{x}^{*}, \tau_{y}(\sigma(x))=x\right\}$.
Moreover, there exists $h \in U S C(\Sigma)$ such that

$$
\begin{equation*}
\inf _{y \in \Sigma_{x}^{*}}\left\{h\left(\tau_{y}(x)\right)-A(y, x)+\beta(A)\right\}=h(x) \quad \forall x \in \Sigma \tag{5.63}
\end{equation*}
$$

Proof. We will apply Proposition 5.6.7, Theorem 5.6.8, and Theorem 5.6.10, with $-A$ instead of $A$, and with the following identifications:

$$
X:=\Sigma, \quad Y:=\Sigma^{*}, \quad Y_{x}:=\Sigma_{x}^{*}, \quad \hat{X}:=\hat{\Sigma}
$$

and $\sigma, \tau_{y}$, as in (5.59).

### 5.6.3 Ergodic optimization in the stochastic holonomic setting

We now propose the following model:
Construct inductively, the following sequence: Let $X^{0} \in \Sigma$ be a random word, $B^{0} \in \Sigma_{X^{0}}^{*}$ a random "noise", and let $\bar{X}^{0}:=\tau_{B^{0}}\left(X^{0}\right)$. We then let $Y^{0} \in \Sigma_{\bar{X}^{0}}^{*}$ be a random "control", and consider $X^{1}:=\tau_{Y^{0}}\left(\bar{X}^{0}\right)$. We then choose $B^{1} \in \Sigma_{X^{1}}^{*}$ and let $Y^{1} \in \Sigma_{\bar{X}^{1}}^{*}$.

Iterating this process, an entire random past trajectory of $X^{0}$ is represented via the random family $\left(X^{n}\right)_{n} \in \Sigma^{\mathbb{N}}$. The goal is to minimise the long time average cost,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[\sum_{i=0}^{n-1} A\left(Y^{i}, \bar{X}^{i}\right)\right]
$$

among all possible such choices.
We assume that $B^{0}, Y^{0}$, satisfy the following "martingale-type" property:

$$
\begin{equation*}
\mathbb{E}\left[f\left(Y^{0}, \tau_{B^{0}}\left(X^{0}\right)\right) \mid X^{0}=\sigma(x)\right]=\mathbb{E}\left[f\left(Y^{0}, x\right)\right] \quad \text { for any } f \in C(\hat{\Sigma}) . \tag{5.64}
\end{equation*}
$$

For each such trajectory, consider for each $n \in \mathbb{N}$, the measure $\mu_{n} \in \mathcal{P}(\hat{\Sigma})$ defined via

$$
\int_{\hat{\Sigma}} \phi d \mu_{n}:=\frac{1}{n} \sum_{i=0}^{n-1} \mathbb{E}\left[\phi\left(Y^{i}, \bar{X}^{i}\right)\right], \quad \phi \in C(\hat{\Sigma}) .
$$

From $\left(\mu_{n}\right)_{n}$, one can extract a subsequence converging to some measure $\mu^{\left(X^{i}\right)_{i}}$ by compactness of $\mathcal{P}(\hat{\Sigma})$. We denote

$$
\mathcal{M}_{0}=\overline{\left\{\mu^{\left(X^{i}\right)_{i}}\right\}} \subset \mathcal{M}(\hat{\Sigma}),
$$

as the closure of all such $\mu^{\left(X^{i}\right)_{i}}$. For $f \in C(\Sigma)$ and $(y, x) \in \hat{\Sigma}$, denote

$$
\frac{1}{2} D^{y} f(x):=f\left(\tau_{y}(x)\right)-f(x)-\frac{f\left(\tau_{y}(x)\right)-2 f(x)+f(\sigma(x))}{2}=\frac{f\left(\tau_{y}(x)\right)-f(\sigma(x))}{2} .
$$

Note that the assumption made on the random noise $B^{0}$ yields an Itô-type formula: For all $f \in C(\Sigma), x \in \Sigma$, with $B^{0} \in \Sigma_{\sigma(x)}^{*} Y^{0} \in \Sigma_{\tau_{B^{0}}(x)}^{*}$,

$$
\mathbb{E}\left[f\left(\tau_{Y^{0}}\left(\tau_{B^{0}}(\sigma(x))\right)\right)-f(\sigma(x))\right]=\mathbb{E}\left[D^{Y^{0}} f(x)\right]
$$

Let also

$$
\mathcal{N}_{0}=\left\{\mu \in \mathcal{M}(\hat{\Sigma}) \mid \forall f \in C(\Sigma), \int_{\hat{\Sigma}} D^{y} f(x) d \mu(y, x)=0\right\}
$$

which is closed in $\mathcal{M}(\hat{\Sigma})$ as a kernel of a continuous linear map.
Lemma 5.6.14. We have $\mathcal{M}_{0} \subset \mathcal{N}_{0}$.
Proof. Each measure $\mu^{\left(X^{i}\right)_{i}} \in \mathcal{M}_{0}$,

$$
\begin{aligned}
\int_{\hat{\Sigma}} D^{y} f(x) d \mu_{n}(y, x) & =\frac{1}{n} \mathbb{E}\left[\sum_{i=0}^{n-1} f\left(X^{i+1}\right)-f\left(X^{i}\right)\right] \\
& =\frac{1}{n} \mathbb{E}\left[f\left(X^{n}\right)-f\left(X^{0}\right)\right]
\end{aligned}
$$

which tends to zero as $n \rightarrow \infty$ since $f$ is bounded.
Theorem 5.6.15. With the above notation, we have the following

$$
\begin{equation*}
\inf _{\mu \in \mathcal{N}_{0} \cap \mathcal{P}(\hat{\Sigma})} \int_{\hat{\Sigma}} A d \hat{\mu}=\sup _{f \in C(\Sigma)} \inf _{(y, x) \in \hat{\Sigma}} D^{y} f(x)+A(y, x) \tag{5.65}
\end{equation*}
$$

If
$x \mapsto \liminf _{n \rightarrow \infty}\left(n \inf _{\hat{\mu} \in \mathcal{M}_{0} \cap \mathcal{P}(\hat{\Sigma})} \int_{\hat{\Sigma}} A d \hat{\mu}-\inf \left\{\sum_{k=0}^{n-1} \mathbb{E}\left[A\left(Y^{k}, \tau_{B^{k}}\left(\bar{Y}^{k}\right)\right] ; Y^{k} \in \Sigma_{\tau_{B^{k}}\left(\bar{Y}^{k}\right)}^{*}\right\}\right)\right.$
belongs to $C(\Sigma)$, where $\bar{Y}^{k}$ is defined recursively via $\bar{Y}^{0}=x, \bar{Y}^{k}=\tau_{Y^{k-1}}\left(\tau_{B^{k-1}}\left(\bar{Y}^{k-1}\right)\right)$, $k \geq 1$, then there exists an $g \in U S C(\Sigma)$ such that $h:=-g$ satisfies

$$
\begin{equation*}
\inf _{\mu \in \mathcal{N}_{0} \cap \mathcal{P}(\hat{\Sigma})} \int_{\hat{\Sigma}} A d \hat{\mu}=\inf _{y \in \Sigma_{x}^{*}}\left\{D^{y} h(x)+A(y, x)\right\} \tag{5.66}
\end{equation*}
$$

Proof. The last equality in (5.65), i.e., is again an application of the FenchelRockafellar duality, similar to the previous section. Indeed, consider the functions $h_{1}, h_{2}: C(\hat{\Sigma}) \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by

$$
h_{1}(\phi):=\sup _{(y, x) \in \hat{\Sigma}}\{-\phi(y, x)+A(y, x)\}
$$

and

$$
h_{2}(\phi):= \begin{cases}0 & \text { if } \phi \in \overline{\left\{g \in C(\hat{\Sigma}) ; g(y, x)=D^{y} f(x) \text { for some } f \in C(\Sigma)\right\}} \\ +\infty & \text { otherwise. }\end{cases}
$$

Note that $h_{1}$ and $h_{2}$ are convex, with $\left|h_{1}(\phi)-h_{1}(\tilde{\phi})\right| \leq\|\phi-\tilde{\phi}\|_{\infty}$. To compute their Legendre transform, we have

$$
h_{1}^{*}(\hat{\mu})=\sup _{\phi \in C(\hat{\Sigma})}\left\{\int_{\hat{\Sigma}} \phi d \hat{\mu}-h_{1}(\phi)\right\}
$$

We have

$$
h_{1}^{*}(\hat{\mu}) \geq \sup _{\lambda \in \mathbb{R}}\left\{(\lambda+1) \hat{\mu}(\hat{\Sigma})+\inf _{(y, x) \in \hat{\Sigma}}\{A(y, x)\}\right.
$$

and therefore if $\hat{\mu}(\hat{\Sigma}) \neq-1$, the supremum is $+\infty$. Suppose now that $\hat{\mu}(\hat{\Sigma})=-1$, but $-\hat{\mu} \notin \mathcal{P}(\hat{\Sigma})$. Then there exists a sequence of functions $\phi_{n} \in C(\hat{\Sigma})$ such that $\phi_{n} \leq 0$ and $\lim _{n \rightarrow \infty} \int_{\hat{\Sigma}} \phi_{n} d \hat{\mu}=+\infty$. Then

$$
\begin{aligned}
h_{1}^{*}(\hat{\mu}) & \geq \int_{\hat{\Sigma}} \phi_{n} d \hat{\mu}-h_{1}\left(\phi_{n}\right) \\
& \geq \int_{\hat{\Sigma}} \phi_{n} d \hat{\mu}-\sup _{(y, x) \in \hat{\Sigma}} A(y, x)
\end{aligned}
$$

hence $h_{1}^{*}(\hat{\mu})=+\infty$. Finally suppose $-\hat{\mu} \in \mathcal{P}(\hat{\Sigma})$. Then we have

$$
h_{1}^{*}(\phi) \geq \int_{\hat{\Sigma}} A d \hat{\mu}-h_{1}(A)=\int_{\hat{\Sigma}} A d \hat{\mu}
$$

while on the other hand from $\phi+h_{1}(\phi) \geq A$, we have $\int_{\hat{\Sigma}}\left(\phi-h_{1}(\phi)\right) d \hat{\mu} \leq$
$\int_{\hat{\Sigma}} A d \hat{\mu}(\operatorname{recall} \hat{\mu}(\hat{\Sigma})=-1)$, so that

$$
\begin{aligned}
h_{1}^{*}(\phi) & =\sup _{\phi \in C(\hat{\Sigma})}\left\{\int_{\hat{\Sigma}}\left(\phi-h_{1}(\phi)\right) d \hat{\mu}\right\} \\
& \leq \sup _{\phi \in C(\hat{\Sigma})}\left\{\int_{\hat{\Sigma}}(\phi-\phi-A) d \hat{\mu}\right\}=\int_{\hat{\Sigma}} A d \hat{\mu} .
\end{aligned}
$$

Consequently,

$$
h_{1}^{*}(\hat{\mu})= \begin{cases}\int_{\hat{\Sigma}} A d \hat{\mu} & \text { if } \hat{\mu} \in \mathcal{P}(\hat{\Sigma}) \\ +\infty & \text { otherwise }\end{cases}
$$

Similarly, we have

$$
h_{2}^{*}(\hat{\mu})= \begin{cases}0 & \text { if } \hat{\mu} \in \mathcal{N}_{0} \\ +\infty & \text { otherwise }\end{cases}
$$

Indeed, if $\hat{\mu} \notin \mathcal{N}_{0}$, there exists $\bar{f} \in C(\Sigma)$ such that $\int_{\hat{\Sigma}} D^{y} \bar{f}(x) d \hat{\mu}(y, x) \neq 0$. Hence, we replacing $\bar{f}$ with $\lambda \bar{f}, \lambda \in \mathbb{R}$, we see that

$$
h_{2}^{*}(\hat{\mu})=\sup _{f \in C(\Sigma)} \int_{\hat{\Sigma}} D^{y} f(x) d \hat{\mu}(y, x)=+\infty
$$

If $\hat{\mu} \in \mathcal{N}_{0}$, by definition, $h_{2}^{*}(\hat{\mu})=0$.
Fenchel-Rockafellar then says that

$$
\inf _{\phi \in C(\hat{\Sigma})}\left\{h_{1}(\phi)+h_{2}(\phi)\right\}=\sup _{\hat{\mu} \in \mathcal{M}(\hat{\Sigma})}\left\{-h_{1}^{*}(-\hat{\mu})-h_{2}^{*}(\hat{\mu})\right\},
$$

which completes the proof of (5.65).
We now provide the proof of (5.66): Consider the functional $\mathcal{T}: \mathcal{P}(\Sigma) \times$ $\mathcal{P}(\Sigma) \rightarrow \mathbb{R} \cup\{+\infty\}$ defined via

$$
\mathcal{T}(\mu, \nu):=\inf \left\{\begin{array}{l|ll}
\mathbb{E}\left[A\left(Y^{0}, \bar{X}^{0}\right)\right] & \begin{array}{ll}
X^{0} \sim \nu & B^{0} \in \Sigma_{X_{0}}^{*} \\
\bar{X}^{0}=\tau_{B^{0}}\left(X^{0}\right) & \begin{array}{l}
1 \\
X^{1}=\tau_{Y^{0}}\left(\bar{X}^{0}\right) \sim \mu
\end{array} \\
Y^{0} \in \Sigma_{\bar{X}^{0}}^{*}
\end{array}
\end{array}\right\}
$$

We claim that $\mathcal{T}$ is a forward linear coupling with

$$
T^{+} f(x):=\inf \left\{\mathbb{E}\left[f\left(\tau_{Y^{0}}\left(\tau_{B^{0}}(x)\right)+A\left(Y^{0}, \tau_{B^{0}}(x)\right)\right] ; Y^{0} \in \Sigma_{\tau_{B^{0}}(x)}^{*}\right\}\right.
$$

Indeed, we have

$$
\begin{aligned}
\int_{\Sigma} T^{+} f d \nu & =\int_{\Sigma}\left(\inf \left\{\mathbb{E}\left[f\left(\tau_{Y^{0}}\left(\tau_{B^{0}}(x)\right)+A\left(Y^{0}, \tau_{B^{0}}(x)\right)\right] ; Y^{0} \in \Sigma_{\tau_{B^{0}}(x)}^{*}\right\}\right) d \nu\right. \\
& =\inf \left\{\mathbb{E}\left[f\left(\tau_{Y^{0}}\left(\tau_{B^{0}}\left(X^{0}\right)\right)+A\left(Y^{0}, \tau_{B^{0}}\left(X^{0}\right)\right)\right] ; Y^{0} \in \Sigma_{\tau_{B^{0}}\left(X^{0}\right)}^{*}, X^{0} \sim \nu\right\} .\right.
\end{aligned}
$$

Note then that $\sup _{f \in C(\Sigma)}\left\{\int_{\Sigma} T^{+} f d \nu-\int_{\Sigma} f d \mu\right\}$ will be $+\infty$, unless $\tau_{Y^{0}}\left(\tau_{B^{0}}\left(X^{0}\right)\right) \sim$ $\mu$, in which case the terms in $f$ cancel, leaving

$$
\begin{aligned}
\sup _{f \in C(\Sigma)}\left\{\int_{\Sigma} T^{+} f d \nu-\int_{\Sigma} f d \mu\right\} & =\inf \left\{\mathbb{E}\left[A\left(Y^{0}, \tau_{B^{0}}\left(X^{0}\right)\right)\right] ; Y^{0} \in \Sigma_{\tau_{B^{0}}\left(X^{0}\right)}^{*}, X^{0} \sim \nu, \tau_{Y^{0}}\left(\tau_{B^{0}}\left(X^{0}\right)\right) \sim \mu\right\} \\
& =\mathcal{T}(\mu, \nu) .
\end{aligned}
$$

We now show that the hypotheses for application of Theorem 5.6.3 to the (backward) linear coupling $\tilde{\mathcal{T}}(\mu, \nu):=\mathcal{T}(\nu, \mu)$, are satisfied.

First, it is easy to see that $\sup _{x \in \Sigma} \inf _{\nu \in \mathcal{P}(\Sigma)} \tilde{\mathcal{T}}\left(\delta_{x}, \nu\right)<+\infty$. Indeed, for a fixed $x \in \Sigma$, take any random noise $B^{0} \in \Sigma_{x}^{*}$ and random strategy $Y^{0} \in \Sigma_{\tau_{B^{0}}(x)}^{*}$, and denote the law of $\tau_{Y^{0}}\left(\tau_{B^{0}}(x)\right)$ by $\bar{\nu}_{x}$. Then
$\sup _{x \in \Sigma} \inf _{\nu \in \mathcal{P}(\Sigma)} \tilde{\mathcal{T}}\left(\delta_{x}, \nu\right) \leq \sup _{x \in \Sigma} \mathcal{T}\left(\bar{\nu}_{x}, \delta_{x}\right) \leq \sup _{x \in \Sigma} \mathbb{E}\left[A\left(Y^{0}, \tau_{B^{0}}(x)\right)\right] \leq \sup _{\hat{\Sigma}} A<+\infty$.
For the hypothesis, $\tilde{\mathcal{T}}(\mu, \mu)<+\infty$, and the condition 5.48 , they follow similarly as in the proof of Theorem 5.6.10. We finally need, in order to satisfy the hypotheses of Theorem 5.6.3, the existence of a function $g \in C(\Sigma)$ such that $\liminf _{n \rightarrow \infty}\left(\tilde{T}_{n}^{-} g+n c(\mathcal{T})\right)$ belongs to $U S C_{b}(\Sigma)$, where we recall that $\tilde{T}^{-}$is given by
$\tilde{T}^{-} g(x)=-T^{+}(-g)(x)=\sup \left\{\mathbb{E}\left[g\left(\tau_{Y^{0}}\left(\tau_{B^{0}}(x)\right)\right)-A\left(Y^{0}, \tau_{B^{0}}(x)\right)\right] ; Y^{0} \in \Sigma_{\tau_{B^{0}}(x)}^{*}\right\}$

Again, similar to the deterministic case, we can take $g \equiv 0$. Then

$$
\tilde{T}_{n}^{-}(0)(x)=-\inf \left\{\sum_{k=0}^{n-1} \mathbb{E}\left[A\left(Y^{k}, \tau_{B^{k}}\left(\bar{Y}^{k}\right)\right] ; Y^{k} \in \Sigma_{\tau_{B^{k}}}^{*} \bar{Y}^{k}\right)\right\}
$$

where $\bar{Y}^{k}$ is defined recursively via $\bar{Y}^{0}=x, \bar{Y}^{k}=\tau_{Y^{k-1}}\left(\tau_{B^{k-1}}\left(\bar{Y}^{k-1}\right)\right)$, $k \geq 1$. At the same time,

$$
\begin{aligned}
c(\mathcal{T})=\inf _{\mu} \mathcal{T}(\mu, \mu) & =\lim _{n \rightarrow \infty} \frac{1}{n} \inf _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu) \\
& =\lim _{n \rightarrow \infty} \inf _{\mu, \nu} \frac{1}{n} \sum_{i=0}^{n-1} \inf \left\{\mathbb{E}\left[A\left(Y^{i}, \bar{X}^{i}\right)\right]\right\} \\
& =\lim _{n \rightarrow \infty} \inf _{\mu, \nu} \inf _{X^{0} \sim \mu, X^{1} \sim \nu} \int_{\hat{\Sigma}} A d \mu_{n}^{\left(Y^{i}\right)_{i}} \\
& =\inf _{\hat{\mu} \in \mathcal{M}_{0} \cap \mathcal{P}(\hat{\Sigma})} \int_{\hat{\Sigma}} A d \hat{\mu} .
\end{aligned}
$$

Hence
$\tilde{T}_{n}^{-}(0)(x)+n c(\mathcal{T})=n \inf _{\hat{\mu} \in \mathcal{M}_{0} \cap \mathcal{P}(\hat{\Sigma})} \int_{\hat{\Sigma}} \operatorname{Ad} \hat{\mu}-\inf \left\{\sum_{k=0}^{n-1} \mathbb{E}\left[A\left(Y^{k}, \tau_{B^{k}}\left(\bar{Y}^{k}\right)\right] ; Y^{k} \in \Sigma_{\tau_{B^{k}}}^{*} \bar{Y}^{k}\right)\right\}$.
The hypothesis of the theorem ensures that at the liminf as $n \rightarrow \infty$, we get a continuous function. Therefore we have satisfied the hypotheses of Theorem 5.6.3, and conclude the existence of a $h \in U S C(\Sigma)$ such that

$$
\tilde{T}^{-} h(x)+c(\tilde{\mathcal{T}})=h(x), \quad \forall x \in \Sigma,
$$

which since $\tilde{T}^{-} h=-T^{+}(-h)$ and $c(\tilde{\mathcal{T}})=c(\mathcal{T})$, implies

$$
T^{+}(-h)-c(\mathcal{T})=-h
$$

or with $g:=-h$,

$$
\begin{equation*}
T^{+} g(x)-c(\mathcal{T})=g(x) \tag{5.67}
\end{equation*}
$$

Replacing $x$ with $\sigma(x)$ for $x \in \Sigma$ in equation (5.67), we have

$$
\left(T^{+} g\right)(\sigma(x))-g(\sigma(x))=c(\mathcal{T})
$$

Recalling the definition of $T^{+}$and the martingale assumption (5.64), we can write

$$
\begin{align*}
c(\mathcal{T})=\left(T^{+} g\right)(\sigma(x))-g(\sigma(x)) & =\inf _{Y^{0}}\left\{\mathbb{E}\left[g\left(\tau_{Y^{0}}\left(\tau_{B^{0}}(\sigma(x))\right)+A\left(Y^{0}, \tau_{B^{0}}(\sigma(x))\right)\right]\right\}-g(\sigma(x))\right. \\
& =\inf _{Y^{0}}\left\{\mathbb{E}\left[g\left(\tau_{Y^{0}}(x)\right)+A\left(Y^{0}, x\right)\right]\right\}-g(\sigma(x)) \\
& =\inf _{y \in \Sigma_{x}^{*}}\left\{g\left(\tau_{y}(x)\right)-g(\sigma(x))+A(y, x)\right\} \\
& =\inf _{y \in \Sigma_{x}^{*}}\left\{D^{y} g(x)+A(y, x)\right\} \tag{5.68}
\end{align*}
$$

Finally, the corresponding Mañé constant is given by

$$
\begin{aligned}
c(\mathcal{T})=\inf _{\mu} \mathcal{T}(\mu, \mu) & =\lim _{n \rightarrow \infty} \frac{1}{n} \inf _{\mu, \nu} \mathcal{T}_{n}(\mu, \nu) \\
& =\lim _{n \rightarrow \infty} \inf _{\mu, \nu} \frac{1}{n} \sum_{i=0}^{n-1} \inf \left\{\mathbb{E}\left[A\left(Y^{i}, \bar{X}^{i}\right)\right]\right\} \\
& =\lim _{n \rightarrow \infty} \inf _{\mu, \nu} \inf _{X^{0} \sim \mu, X^{1} \sim \nu} \int_{\hat{\Sigma}} A d \mu_{n}^{\left(Y^{i}\right)_{i}} \\
& =\inf _{\hat{\mu} \in \mathcal{M}_{0} \cap \mathcal{P}(\hat{\Sigma})} \int_{\hat{\Sigma}} A d \hat{\mu} .
\end{aligned}
$$

Since $\mathcal{M}_{0} \subset \mathcal{N}_{0}$, it follows that $c(\mathcal{T}) \geq \inf _{\hat{\mu} \in \mathcal{N}_{0} \cap \mathcal{P}(\Sigma)} \int_{\hat{\Sigma}} A d \hat{\mu}$. In view of the duality (5.65) together with (5.68), this implies that this inequality is actually an equality, hence (5.66) holds and concludes the proof.

Remark 5.6.16. Similar to the deterministic case, our conjecture is that when $A$ is Hölder continuous, the hypothesis of Theorem 5.6 .15 holds.
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