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Abstract

This thesis aims to develop and apply modern computational techniques to study

the interfacial dynamics involving complex fluids, where the underlying microstruc-

ture strongly affects the behaviour of the fluid. In particular, we have chosen two

case studies that are significant to the current state of knowledge in specific fluids.

In the first problem, we investigate the interaction between a pair of ferrofluid

drops subject to rotating magnetic fields. Through direct numerical simulation

using a volume-of-fluid method, we classify four different regimes of the ferrofluid

drop interaction. We closely examine the planetary motion regime and identify

hydrodynamic interaction to be dominant over magnetic dipole interactions. We

also discover a new interaction regime called drop locking, which is confirmed in

experiments inspired by our study.

In the second problem, we first develop a phase-field method to compute elasto-

capillary flows of nematic liquid crystals. The new formulation is able to simul-

taneously achieve a consistent description of structures of topological defects in

the material, as well as an accurate recovery of macroscopic interfacial forces in-

cluding surface tension and liquid crystal anchoring stress. This is made possible

by incorporating a hydrodynamic theory of liquid crystals based on a tensor or-

der parameter in a phase-field formalism approximating the sharp-interface limit.

Then the method is applied to the drop retraction problem. We characterize a va-

riety of different cases and examine their dynamics. Our numerical results reveal

quantitatively that the drop deformation is a hallmark of competition between bulk

distortional elasticity of the liquid crystal and surface tension. The new computa-

tional framework opens doors to a large class of fundamental problems concerning

colloidal interaction in coupled elasto-capillary fields.
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Lay Summary

Unlike water, the behaviour of complex fluids is strongly affected by their sophisti-

cated microstructures. Near a fluid interface, these microstructures cause complex

forces, coupled to the usual surface tension. We demonstrate how computer simu-

lations are used to understand the physics of such systems studying two complex

fluids: ferrofluid and liquid crystals.

We simulate how a pair of ferrofluid drops interact under a rotating magnetic

field. We explain physical mechanisms of the drop motion, and discover a new

type of motion. This study provides a building block for understanding ferrofluid

emulsions and developing a number of biomedical applications.

We propose a general method for simulating interfacial flows of liquid crystals

(LCs). Its advantage is capturing the LC microstructure and interfacial forces at the

same time. We demonstrate this method through a drop retraction problem. This

method opens doors to studying new classes of soft materials and active biological

matter.
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Chapter 1

Overview

1.1 Interfacial flows of complex fluids
Interfacial flow is ubiquitous in nature, from nanoscale droplets to the ocean sur-

face. The asymmetry of materials across the interface, and thus of molecular forc-

ing, gives rise to surface tension. In this thesis, we focus on interfacial flows at

small length scales, typically from hundreds of nanometers to a few millimeters,

such that surface tension plays a significant role. There are many classical exam-

ples where surface tension drives physical phenomena, which have been attracting

scientists’ attention for decades. These include, for instance, formation of drops

[33], capillary waves [4], Rayleigh-Plateau instability [28], and the Cheerios effect

[174].

Meanwhile, many flow phenomena involve complex fluids, whose rheology is

strongly affected by their microstructure [e.g., 83]. Common examples include

biological fluids such as saliva, food and drinks such as milk and smoothies, geo-

physical fluids such as snow and rocks in an avalanche, industrial fluids such as

polymer melts to manufacture plastics. One can find that many of complex fluids

consist of a phase dispersed in another. For more examples, corn starch suspended

in water, cosmetics liquids and creams, slurries, and foams are all of this type. One

characteristic of many complex fluids is that the shear stress does not grow linearly

with shear rate, together with other properties not seen in a simple fluid like water.

Interfacial flows of complex fluids arise when the two factors reviewed above
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meet. These flows are usually governed by the coupled surface tension and com-

plex rheology, thereby displaying rich behaviour. One such instance is viscoelastic

fluids like biological liquids. The elasticity of the fluids, often owing to long-chain

molecules such as proteins or polymers, significantly alters their interfacial behav-

ior. A consequence is that the high normal stress due to stretching of the molecules

in a straining flow of viscoelastic fluids suppresses liquid bridge pinch-off in late

stages of the Rayleigh-Plateau instability [184]. Another example involves vis-

coplastic fluids, featuring many everyday, industrial and geophysical fluids such

as toothpaste, colloidal gels, petroleum, and volcanic lava domes [84]. One effect

arising from the yield stress of viscoplastic fluids in interfacial dynamics is that it

suppresses fingering driven by surface tension in an advancing thin film [16]. Other

examples of interfacial flows of complex fluids include polymer blending, where

immiscible polymer melts are mixed together to make high-performance compos-

ite material [150], and polymer-dispersed liquid crystals, in which liquid crystal

droplets are dispersed in a polymer melt to obtain desirable optical properties [42].

Understanding these phenomena involving a moving interface with surface tension

and a complex fluid is thus crucial for both fundamental science and industrial

applications and economy.

1.2 Contribution of this thesis
In this thesis, our over-arching goal is to contribute to the understanding of how

complex rheology couples with surface tension in interfacial phenomena of com-

plex fluids. Toward this objective, we have chosen two case studies, both important

to the current state of knowledge: (i) ferrofluid drop interaction in rotating mag-

netic fields, and (ii) elasto-capillary flows of liquid crystals. The problems involve

complicated geometries (multiple ferrofluid drops in relative motion) and fluid con-

stitutive models (liquid crystal rheology). Therefore, we use computational tech-

niques to study them. Below we outline the main novelties in this thesis.

Ferrofluid is a stable suspension of nano-size magnetizable particles. Normally

it behaves as any Newtonian fluid, but reacts to magnetic fields. In terms of the

physics of ferrofluid drops, a lot has been known about the shape of a single drop

in a static magnetic field and a rotating field, as well as assembling of an array of
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drops in a static field. There has not been as much knowledge, however on how fer-

rofluid drops interact under a rotating field. Inspired by recent experiments which

have identified a planetary motion of drops, we use direct numerical simulation to

study drop interaction for the first time. We have investigated the planetary mo-

tion in detail, and demonstrated that the motion is dominated by a hydrodynamic

interaction through viscous flow. It explains features of the motion distinct from

magnetic dipole interactions. We have also identified a new drop locking regime

and explained the regime transition. This numerical discovery has been confirmed

in experiments by other researchers. Our study has provided a building block for

understanding more complicated phenomena involving drop interaction, such as

ferrofluid emulsions, and developing novel biomedical applications.

The second part of the thesis is motivated by two merging lines of research,

one on the interaction of colloids under elastic forces in the bulk of a liquid crystal,

and the other on the interaction of colloids with surface tension on a fluid-fluid

interface. Latest experiments have only scratched the surface of the rich behaviour

displayed in the colloidal interaction between particles trapped at an interface of a

liquid crystal. To tackle these problems, one needs reliable and flexible numerical

tools. In this thesis, we develop a phase-field model for computing the interfa-

cial flows of nematic liquid crystals. Thanks to our careful design exploiting the

diffuse-interface dynamics, our model is the first to capture both liquid crystal mi-

crostructure, in particular the topological defects, and interfacial forces including

surface tension and the anchoring stress of the liquid crystal. We then apply this

method to the drop retraction problem which validates our model by reproduc-

ing known features. Our study further provides a comprehensive map of defect

and drop configurations in drop retraction, as a function of material combinations,

anchoring conditions, and spatial dimensions. Using numerical data, we have dis-

covered a proportional relation between the drop deformation at steady state and

an intrinsic length scale. This new relation highlights the competition between ne-

matic distortional elastic energy with surface energy, mediated by anchoring energy

at the interface.

We will further justify the significance of these two problems in detail in Sec-

tion 2.1 and Section 3.1, respectively, and identify specific open problems. The

sections also review the mathematical descriptions of these two fluids. In Chapter 4
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on methodology, I start with a mini-review of numerical methods for multiphase

flows in general, relating to complex fluids. More detailed formulations associated

with our chosen problems are subsequently developed in the same chapter. We then

solve the problem of a pair of interacting ferrofluid drops under a rotating magnetic

field in Chapter 5. In Chapter 6, I show numerical examples to validate our new

method developed for interfacial flows of liquid crystals, and present the applica-

tion of this method to the drop retraction problem. Concluding remarks regarding

both problems are included in corresponding chapters. We recall the progress in

knowledge made in this thesis and discuss general future directions in Chapter 7.

1.3 Notational convention
Note that due to the breath covered in this thesis, a clash of notations is inevitable

between the two problems: ferrofluid and liquid crystals. The same symbols can

represent distinct quantities in different problems. However, the reader is also as-

sured that within each specific problem, the notation is consistent, and the mean-

ings of symbols shall be clear from their context.

Nevertheless, the following convention applies to the whole thesis.

• The operator ∂i· means partial derivative with respect to the variable i. Usu-

ally, i = t which means time, or i = 1, 2, 3 where the numbers denote the

first, second, and third spatial dimensions, respectively. They correspond to

x, y, z in Cartesian coordinates or r, θ, z in cylindrical coordinates.

• When invoking the index notation, we always assume Cartesian coordinates,

unless stated otherwise explicitly in the text.

• The gradient of tensors (including vectors) follows the same ordering rule for

the indices as in tensor products. For example, let A be a tensor of second

rank. Using the index notation, its gradient is defined as

(∇A)ijk = ∂iAjk. (1.1)

• In inner products of tensors, contractions start from the nearest indices. For
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example, letB be another second-rank tensor. Then

(A ·B)ij = AikBkj . (1.2)

• The divergence of tensors follows the two rules above, i.e.,

(∇ ·A)j = ∂iAij . (1.3)
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Chapter 2

Background of ferrofluid drop
interaction

2.1 Introduction
A ferrofluid is a suspension of magnetizable nano-particles in a carrier fluid. Ow-

ing to the ultra-fine particle size and the colloidal stability, a ferrofluid appears as

a homogeneous medium, but it displays a variety of novel interfacial phenomena

under an external magnetic field [34, 35, 51, 114]. As ferrofluids can be manip-

ulated remotely by a magnetic field, they find applications in mechanical seals,

damping systems and loudspeakers [15, 147, 171]. More recently, ferrofluids have

been studied for potential applications in drug delivery [175], treatment of reti-

nal detachment [110], control of microfluidic devices [168], and mechanical mea-

surement in biological tissues [152]. In these cases, the dynamics of deformable

ferrofluid drops suspended in an immiscible liquid plays an essential role.

The behaviour of a single ferrofluid drop in a static uniform field is well un-

derstood. It elongates in the field direction as the magnetic force pulls the drop

against interfacial tension. At small deformation, the equilibrium drop shape can

be calculated approximately by assuming a prolate spheroidal shape [12]. At large

deformations numerical computation is necessary [7, 148]. Zhu et al. [191] studied

the case of a drop resting on a hydrophobic substrate, with the field direction paral-

lel to the substrate. Other studies have examined the motion of a ferrofluid drop in
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a magnetic field driven by buoyancy [78] or a field gradient [6], drop rupture [50]

and drop relaxation [148].

In a rotating magnetic field, a single ferrofluid drop exhibits an array of interest-

ing dynamics. When the angular velocity of the field—called the driving frequency

hereafter—is low, a drop elongates as in a static field and follows the rotation of

the field. With increasing driving frequency, the prolate drop may bend [29, 80] or

even break up [86] because of viscous friction in the surrounding medium. At even

higher frequencies, the drop may assume several shapes depending on the field

strength, ranging from oblate spheroidal at low field strength to a “spiny starfish”

shape at high field strength [13, 30, 87, 116]. The recent boundary-integral com-

putation of Erdmanis et al. [48] has successfully reproduced many of these shapes.

A pair of ferrofluid drops interact in a static field because of mutually induced

magnetization. If their line of centers is initially perpendicular to the external static

field, the drops repel while rotating around each other so that their line of centers

aligns with the field. Meanwhile the radial force becomes attractive and the two

approach each other and may even coalesce [32]. A similar scenario occurs in the

equivalent problem of two bubbles interacting in a ferrofluid [89]. In both cases,

the magnetophoretic interaction can be understood by viewing each drop as an

effective magnetic dipole. If an array of ferrofluid drops are constrained in a plane

and a static external field is applied perpendicular to the plane, the drops assemble

into a hexagonal lattice owing to the magnetic repulsion among them [31, 169].

Note that the ferrofluid problem is equivalent to an electrohydrodynamic (EHD)

problem for perfect dielectrics, with no free charge and vanished conductivity.

Thus, the observations above have counterparts in EHD studies, e.g. on the equi-

librium shape of a dielectric drop in an insulating fluid [60, 154], the conical ends

of a drop under high field strength [163], and the dielectrophoretic alignment of

drops [18].

For a pair of ferrofluid drops in a rotating magnetic field, Chen et al. [32] ob-

served an intriguing “planetary motion”, illustrated in figure Figure 2.1. In their

experiments, the millimeter-sized drops elongate in the field direction into an ap-

proximately ellipsoidal shape and then spin in phase with the rotating field. The

driving frequency is too low for any of the shape instabilities [87]. In addition to

the self-spin, the drops revolve around each other in the same sense as the rotation
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Figure 2.1: Snapshots of the planetary motion of a pair of ferrofluid drops
under a magnetic field of uniform strength H0 = 4488 A/m that rotates
counterclockwise at a driving frequency of 1 Hz. The letter “R” marks
the drop initially on the right. Reproduced from Chen et al. [32] with
permission, ©Springer.

of the field. This planetary revolution does not proceed smoothly with a constant

angular velocity, but is punctuated by periodical reversals. The averaged angular

velocity is much lower than that of the field. Moreover, a larger number of drops

arrange themselves into a regular array that revolve in the sense of the rotating

field, at a much lower angular velocity.

For understanding the cause of the planetary revolution, the most closely re-

lated work is perhaps Bacri et al. [14], which concerns a pair of micron-sized

highly viscous ferrofluid drops in a rotating field. Because of the small size of

the drops, their high viscosity and presumably surface immobilization by surfac-

tant transport, the drops deform little and behave essentially as rigid particles. A

pair of solid particles are known to exhibit a revolution around each other [59, 67]

beyond a critical driving frequency. This can be rationalized by treating each par-

ticle as a magnetic dipole, and balancing the magnetophoretic forces with a Stokes

drag on the particle [14, 67]. Both studies also predict that the angular velocity of

the doublet revolution decreases with the driving frequency.

The experiment of Chen et al. [32] differs from the solid-particle studies in that

the drops are large (radius r0 ∼ 1 mm); they deform and are subject to inertial

effects. Can their planetary motion be explained by the same dipole model, or does

it involve distinct mechanisms? Are there other modes of interaction between de-

formable ferrofluid drops? These questions have motivated the current study. We

have conducted a careful two-dimensional (2D) numerical simulation of the inter-

action between a pair of ferrofluid drops in a rotating field. We have reproduced the

planetary revolution but found that it arises from different mechanisms. Although

the magnetophoretic forces play a role, the most important factor is the hydrody-
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namic interaction between the elongated drops termed “viscous sweeping”. We

have also discovered a novel “drop locking” regime, which has been confirmed by

other researchers in new experiments.

We choose to use the volume-of-fluid (VOF) formalism to solve the two-phase

ferro-hydrodynamics problem numerically. This is because the property of fer-

rofluid under a slow magnetic field, in the sense that magnetic relaxation is instant,

is simple enough so that a VOF formulation can be readily constructed. The VOF

method has also been used in [e.g., 6, 7] to investigate the shape and dynamics of

a single ferrofluid drop. The highly efficient and accurate VOF algorithms devised

in [101, 131] can be employed to tackle the physical problem we are faced with.

For more details of the VOF method, see Section 4.1. In the following, we review

the mathematical theory of ferrofluid hydrodynamics. This theory is incorporated

in a multiphase formulation in Section 4.2. For results of this problem, the reader

is referred to Chapter 5.

2.2 Mathematical description of hydrodynamics of
ferrofluid

Consider a general magnetizable fluid (either a ferrofluid or a simple viscous fluid).

It is Newtonian in its viscous stress and incompressible. Because we will use

matched density in our ferrofluid drop with the viscous medium, gravity or buoy-

ancy is immaterial. The equations of motion for such a fluid are [7]

∇ · v = 0, (2.1)

ρ (∂tv + v · ∇v) = −∇p+∇ · (2ηD) +∇ · τm. (2.2)

Here p is the pressure, v the velocity, ρ the density, and η the dynamic viscos-

ity. D = (∇v + ∇vᵀ)/2 is the rate of deformation tensor. The Maxwell stress

tensor τm represents the magnetic forcing on the fluid. All magnetic equations

and quantities in this thesis are in SI units. Both fluids are assumed to be dielec-

tric, with instantaneous relaxation of magnetic moments within the ferrofluid (i.e.,
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“superparamagnetic”) [55, 156, 167]. Hence,

τm = µHH − 1

2
µH2I, (2.3)

where µ is the magnetic permeability of the material. The surrounding fluid (de-

noted by subscript s) is non-magnetic, so its permeability µs equals that of vac-

uum µ0 = 4π × 10−7 N/A2. For the ferrofluid drop (denoted by subscript d),

µd = µ0(1 + χ) with χ being the magnetic (volume) susceptibility. H is the

magnetic field vector. As commonly done in the literature [7, 48], we assume mag-

netostatics so H = −∇ϕ is irrotational, ϕ being the magnetic potential, and the

Maxwell equations reduce to

∇ · (µ∇ϕ) = 0. (2.4)

In Section 4.2 we present this theory in a two-phase flow formulation.
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Chapter 3

Background of elasto-capillary
flows of liquid crystals

3.1 Introduction
In soft matter physics, two lines of research have been pursued fruitfully but inde-

pendently. One is colloidal interaction in the bulk of a liquid crystal where elastic

forces arise through disruption of order in the microstructure of liquid crystal. The

other is colloidal interaction on a fluid-fluid interface through surface tension. In

recent years, there is growing interest to merge these two lines and investigate col-

loids under coupled elasto-capillary effects. A model system consists of colloidal

particles straddling an interface of a liquid crystal.

Motivated by this trend, we construct a general method for direct numerical

simulation of such systems, with an accurate account of both elastic and capil-

lary forces. In this section, I review the basic physics in the two merging lines of

research, state-of-the-art in the understanding of elasto-capillary interactions, and

our approach.

As a remark, conventionally the subject of “elasto-capillary” phenomena con-

cerns an elastic solid interacting with capillary forces under small scales [146]. It

should be distinguished from the topic in this thesis where elasticity arises from

the microstructure of a fluid.
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3.1.1 Liquid crystals and their properties

In general, the building blocks of matter are anisotropic in shape. Their orienta-

tion gives rise to additional degrees of freedom of the material. A liquid crystal

(LC) is an intermediate state of matter (also called “mesophase”) characterized by

partial positional and/or orientational order of its building blocks. In other words,

LC molecules diffuse and advect more or less freely, but point toward some well-

defined direction to an extent. The alignment arises from the anisotropic interac-

tion potential between molecules. LC is a rich topic with many different kinds of

LCs. In this thesis, we only consider the simplest phase of LC, i.e., the nematic

phase. It consists of rod-like molecules which tend to align parallel to each other

and flow freely. A nematic has no positional order and only orientational order

along one direction. LCs can also be categorized into being thermotropic or ly-

otropic. Thermotropic LCs are those whose phase depends solely on temperature.

A Lyotropic LC is a solution whose phase depends on concentration of the solvent.

The examples visited in this thesis will only involve thermotropic LCs. However,

one just needs a minor generalization in our method to describe a lyotropic LC in

multiphase flows (see Section 3.2.3).

In a nematic LC, one way to describe molecular alignment is to introduce n as

the average direction of alignment of an ensemble of rod-like molecules. n(x, t)

is thus an order parameter, and is a pseudo-vector field since we don’t distinguish

between the head and tail of a nematic molecule. n is called the director (also

called the optical axis due to its interaction with electromagnetic fields).

On the boundary of an LC, its molecules usually take well-defined directions,

called easy directions, based on physical-chemical conditions of the contacting sur-

face. These are the so-called anchoring conditions. Conflict between the topology

of the boundary with that of the bulk of an LC material gives rise to singularities

in the n field, termed topological defects. On the molecular level, at these loca-

tions molecular order is decreased. Figure 3.1 illustrates several common types of

defects. The ellipses represent average molecular orientation in space (n), with

the green disks marking the defects. Figure 3.1(a) and Figure 3.1(b) are point de-

fects. They are called the radial and hyperbolic hedgehog defects, respectively.

Figure 3.1(c,d) are point defects in 2D or line defects in 3D.
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Figure 3.1: Common topological defects in the bulk of nematic LC with their
winding numbers s. The ellipses represent the average molecular ori-
entation (n). The green dots mark the loci of the defect. (a) Radial
hedgehog. (b) Hyperbolic hedgehog. (c,d) Two defects of opposite
half-integer winding numbers.

The winding number s (or defect strength, or topological charge) is a basic

topological property characterizing the structure of a defect [26, 38]. In loose

terms, s can be defined as follows. Away from the defects, the director field is a

continuous vector field, mapping an Euclidean space (physical space) to a configu-

ration space containing all possible directions ofn. We introduce a closed manifold

enclosing a defect. The winding number is defined as the number of times the n

map “covers” the configuration space. In 2D, the configuration space is the full

circle of unit radius S1. The winding number is the number of times n rotates by

2π along an arbitrary closed curve circling the defect core, counter-clockwise be-

ing positive and clockwise being negative. For example, the hedgehogs have s = 1

(Figure 3.1a) or s = −1 (Figure 3.1b) depending on if it is radial or hyperbolic. In

Figure 3.1(c,d), the defects have half-integer winding numbers. This also charac-

terizes line defects in 3D, where the value of s conveniently remains the same. For

point defects in 3D, one needs a surface to enclose the defect core. The configura-

tion space is the unit sphere S2. The number of times the range of n traverses S2
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is the winding number. Hedgehogs in 3D still have s = ±1 (Figure 3.1a,b). The

basic property of the winding number is that the sum of s is conserved, i.e., the s

value of a group of defects is equal to the sum of s values of each of the defects.

Readers are referred to [85, 111] for more details.

The spontaneous alignment of LC molecules endows the material with an elas-

tic energy. Elastic stress arises when the molecular alignment is disturbed. Due

to large distortions nearby, topological defects are sites of high elastic energy and

stress. Multiple topological defects interact with each other through long-range

elastic forces.

3.1.2 Colloidal particles in the bulk of LC

Anchoring and defects play important roles in colloidal suspensions in an LC. We

review here three most basic defect structures associated with a spherical particle

submerged in a nematic. They will also be instrumental for interpreting our results

in Chapter 6. On the particle surface, there are two kinds of common anchoring

conditions: homeotropic where nematic molecules are perpendicular to the sur-

face, and planar where nematic molecules are tangential to the surface. In the far

field, LC molecules are aligned uniformly in parallel in some direction. Figure 3.2

shows defect structures commonly observed in experiments. The solid black lines

are streamlines of the n field. Under homeotropic anchoring, a Saturn ring is a

line defect circling the particle in a plane perpendicular to far-field alignment with

winding number −1/2 (Figure 3.2a). In the vicinity of the line defect, molecular

alignment is similar to Figure 3.1(d). The director distribution around the particle

has a quadrupolar symmetry. Alternatively, a hyperbolic hedgehog (Figure 3.1b)

forms on one side of the particle (Figure 3.2b). The particle-defect pair lies in

parallel with far-field alignment, and the overall director distribution has a dipolar

symmetry. Which defect emerges depends on material properties, the particle size,

the domain size, and presence of other fields [52, 140] (also see Section 6.1.1).

Under planar anchoring, typically two surface defects of winding number 1, called

“boojums”, form (Figure 3.2c). The director field has quadrupolar symmetry.

When multiple colloids are in the bulk of an LC, each of them induces a com-

panion defect. These colloid-defect pairs interact through long-range elastic forces
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Figure 3.2: Common topological defects formed around a spherical colloid
submerged in a nematic LC. The solid black lines are streamlines for
the n field, and the green solid line/dots show the defects. (a) The
Saturn-ring defect under homeotropic anchoring. (b) The hyperbolic
hedgehog defect under homeotropic anchoring. (c) The boojum defects
under planar anchoring.

and could assemble into regular patterns [e.g., 118, 134, 135]. For more details on

LC colloids, refer to review articles [22, 56, 140, 157] and the references therein.

3.1.3 Capillary interaction of particles

In preparation for colloids trapped at LC interfaces, in this section we review the

basics of capillary interaction of colloids on interfaces of isotropic fluids. The

interaction is caused by lateral capillary forces, which originate from the overlap-

ping deformations of the fluid interface by the particles. Interfacial deformation

is determined by three factors: gravity, particle wetting conditions, and undulated

three-phase contact lines [37]. For a relatively large particle, a meniscus forms

for surface tension to balance gravity. Gravity-induced interfacial deformation is

immaterial if the particle is small. Nevertheless, deformation due to wetting con-

ditions is still operative even for nano-sized particles. The contact lines can be

distorted due to anisotropic particle shapes [90, 103] or heterogeneities of particle

surface properties such as chemical composition or surface roughness [106, 160].

These heterogeneities can be artificially created [127] or simply inevitable in prac-

tice.

Similar to elastic interactions of colloids in bulk liquid crystals, the capil-

lary interaction of colloids at an interface is long-ranged compared to molecular

forces. The energy scale is also much larger than thermal fluctuation, even for

nano-sized particles [37]. Besides, the capillary interaction by undulated contact

lines is anisotropic [127, 160]. For example, two cylindrical particles interact dif-
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ferently when they are placed side-to-side, or end-to-end, or side-to-end.

For more details regarding capillary interaction, refer to reviews [79, 100, 122]

and the references therein.

3.1.4 Coupled elasto-capillary systems

As mentioned above, both the elastic interaction of colloids in LC and capillary

interaction on an interface are long-ranged and dominate thermal fluctuation. Both

could be anisotropic. Therefore, it is natural to bring the above two lines of research

together and consider colloidal interactions under coupled elasto-capillary effects.

In particular, it is easy to design such systems in practice.

A number of experiments on this system have been done to probe the behaviour

of colloids in coupled elasto-capillary fields, showing rich results. A hexago-

nal lattice is formed by particles with either tangential or homeotropic anchoring

[61, 158]. In contrast, particles with homeotropic anchoring in a bulk nematic

assemble into a rectangular lattice [118]. At a high density, the particles with tan-

gential anchoring transition into a more compact lattice [121], while those with

homeotropic anchoring lose the order to become a dense amorphous state [61]. In

thin nematic films, particles form chains in the direction of global nematic align-

ment under both anchoring conditions [61, 158]. A few other studies have been

dedicated to colloids in an extremely thin nematic layer—with a thickness compa-

rable to the particle diameter [62, 73, 74, 99]. In this case, much larger separation

between the particle and its companion defect is observed compared with dipoles

in the bulk of a nematic, suggesting a strong influence of capillary action on elastic

interactions.

As for modeling of such systems, both theoretical and numerical studies are

scarce. Oettel et al. [123] derived interaction forces between a pair of particles

trapped on the interface of a nematic phase, in the limit of large particle separation.

Contrary to experiments, only when the nematic phase has a finite film thickness

could they recover an attractive capillary interaction force, which was neverthe-

less negligible compared to thermal fluctuation. Jeridi et al. [74] calculated defect

structures around a spherical particle in a thin nematic film. It shows a variety of

defect configurations as a result of the confinement from the thin film.
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3.1.5 Contribution of this thesis

With the above summary, we emphasize that understanding of elasto-capillary phe-

nomena concerning colloids is far from complete. First, from the experimental

studies, novel behaviour of colloids trapped at LC interfaces is found compared

to on Newtonian fluid interfaces. These phenomena await satisfactory explana-

tion from modeling. Second, there are many fundamental questions that need to

be answered. For example, how does interface capillarity affect defect configura-

tions around particles? How do the defects and associated elastic forces modify

drag forces on a particle straddling an interface? What are the characteristics of

elasto-capillary pair interactions (range, magnitude)? How does the LC/isotropic

interface curvature modify these interactions?

Moreover, there is a lack of reliable, versatile modeling tools to answer these

problems. First, due to their complexity, these problems remain theoretically in-

tractable. The approximate derivation presented by Oettel et al. [123] is incapable

to describe the strong interaction between colloids on nematic interfaces discovered

by experiments. Second, owing to the lack of numerical tools, computational re-

search is restricted to only limiting cases. The 3D calculations presented in Jeridi

et al. [74] follow the paradigm in Ravnik and Žumer [140] and only incorporate

minimization of the total energy. The fluid interface is kept flat, which only applies

to cases with a large surface tension.

Therefore, the objective of this part of the thesis is to bridge this gap and de-

velop a computational framework that is capable of modeling elasto-capillary in-

teractions. We do this by combining two well-developed lines of approaches mod-

eling interfacial flows and LC dynamics, respectively.

When choosing a formalism to describe the moving interface, the energetic

nature of LC dynamics makes it naturally amenable to Phase-Field (PF) methods

(see Section 4.1). In the case of liquid crystal flows, Yue et al. [181, 183], Zhou

et al. [188, 189] used their sharp-interface-approximating PF method to study a

category of elasto-capillary systems consisting of one or more soft drops dispersed

in the bulk of a nematic. The common drawback of these studies limiting their

applicability, however, is that they all used the regularized Leslie-Ericksen (LE)

theory to describe nematic order. For one, this simplified theory is based on the
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director n as the order parameter. It assumes that local alignment is not much

disturbed away from the defect core, which may not hold in strong flows (see Sec-

tion 3.2). For the other, in order to accommodate defects in the computation, a

regularization [93] was introduced, resulting in nonphysical defect structures (see

Section 3.2.2). These limit the applicability of the previous studies. On the other

hand, using a tensorial order parameter to describe molecular configuration is free

from these artifacts, and can reproduce consistent defect structures as observed in

experiments [140]. However, in this class of research, most of the existing compu-

tations [e.g. 74, 140] are incapable of modeling a moving interface. Lately some

studies used a phase-field model to describe two-phase mixtures including a ne-

matic phase [112, 113]. However, the relationship of their models to the sharp-

interface limit is unclear and the macroscopic interfacial forces are intractable.

Hence, we incorporate the tensorial description of nematic order and a tensor-

based model for hydrodynamics of LC, into the phase-field model proposed by

Yue et al. [181]. The advantage of our method over previous numerical tools is

to achieve accurate calculation of surface tension and consistent description of LC

microstructure simultaneously. For numerical approximation, we use a finite el-

ement method similar to [185], allowing for high flexibility in problem geometry

and mesh deployment compared with other interfacial calculations such as [112].

In Section 4.3, I present the generalization of the PF formulation in the tensorial

context and derive terms in various equations related to LC anchoring. We show the

capability of this method in Chapter 6. It includes a series of numerical examples

of increasing complexity for validation, as well as the application of the method on

the drop retraction problem where we develop novel physical insights into elasto-

capillary flows by computation.

3.2 Mathematical theory for nematic liquid crystals and
their hydrodynamics

We start by clarifying the construction of an order parameter in a nematic. Subse-

quently we review the Beris-Edwards theory for bulk LC flow. The theory covered

here will be incorporated into the PF formalism in Section 4.3.
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3.2.1 LC order parameter

Different conventions for LC order are used by different researchers, sometimes

without consent on a standard definition. Hence, here I define our choice of an or-

der parameter. The following description is from compilation of literature, applied

to our specific case. For more details, see [21, 38, 43, 83].

We limit our study to uniaxial nematic LCs consisting of rod-like molecules

which have rotational symmetry about some axis. Let the vector u denote a par-

ticular molecule’s orientation, e.g., the axis of rotational symmetry. Then it is a

point on the unit sphere S2. At equilibrium free from external forces, thanks to

the nematic alignment, the distribution function for the molecular orientation ψ(u)

would have complete rotational symmetry about a direction n, i.e., the director.

We further assume that there is always equal distribution between u and −u di-

rections. Then ψ(u) = ψ(−u) and we don’t distinguish head or tail of n. The

uniaxial building block assumption relieves us from considering additional orien-

tation vectors and order parameters. Note that when only “nematics” is used in

literature, it usually refers to uniaxial nematics, i.e., nematics made from uniaxial

building blocks. The anisotropy of the orientations of an ensemble of molecules

can be described by the following tensor of rank 2:

Q =

〈
uu− 1

3
I

〉
=

∫
S2

(
uu− 1

3
I

)
ψ(u) du, (3.1)

which is the traceless part of the moment of second order of ψ(u). I is the unit

tensor of second rank. The moment of first order vanishes thanks to the symmetry

u = −u. Note thatQ is symmetric and has zero trace.

We say that the nematic is in a uniaxial state if i.e., the molecular distribution

has rotational symmetry around n. Q can be written as

Q = q

(
nn− 1

3
I

)
. (3.2)

q is a constant, defined to be the scalar order parameter. It is a measure of how
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well the ensemble of molecules are aligned to n. Indeed, one can see

q =
3

2
n ·Q · n =

3

2

〈
(u · n)2 − 1

3

〉
. (3.3)

If u is distributed randomly, i.e., ψ(u) is isotropic, then q = 0. If all molecules

align exactly in the n direction, q = 1. If all molecules are perpendicular to n

but randomly distributed in the equatorial plane, then q = −1/2. Thanks to these

properties, we chooseQ to be our order parameter.

BecauseQ is symmetric, it has three real eigenvalues (not necessarily distinct)

and three mutually orthogonal eigenvectors. The molecular alignment state can be

identified through the eigenvalues. There are three cases in general.

(i) All three eigenvalues are equal. Then they all have to vanish. The molecular

distribution is isotropic. There is no particular orientational order.

(ii) Two of the three eigenvalues are equal. This is the uniaxial state in which

molecular distribution is rotationally symmetric. The eigenvalues must be

2q/3,−q/3,−q/3. The eigenvector corresponding to the largest eigenvalue

in magnitude gives the axis of symmetry n (See Equation 3.2). If identifying

n with the x-direction, then

Q =


2
3q 0 0

0 −1
3q 0

0 0 −1
3q

 . (3.4)

(iii) All three eigenvalues are distinct. In this case, the uniaxial nematic is said to

be in a biaxial state. It suggests strong distortions of molecular distribution.

This occurs near, for example, topological defects.

The above definition of the scalar order parameter q relies on the existence of

rotational symmetry about the director n. We would like to generalize the notion

of q in order to obtain an indicator of molecular alignment in all cases. Here we

describe two conventions commonly used in literature.
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(i) The Frobenius norm of the tensorQ multiplied with a constant

q =

(
3

2
Q : Qᵀ

) 1
2

. (3.5)

One can derive it from Q in the uniaxial state in Equation 3.2: Q : Qᵀ =

2q2/3. It is used in the classical Maier and Saupe theory [e.g., 52, 83].

(ii) The largest-in-magnitude eigenvalue of the tensor Q multiplied with a con-

stant

q =
3

2
λ|max|. (3.6)

Again, after diagonalizing Equation 3.2 we obtain Equation 3.4 and λ|max | =

2q/3. A few studies use this form [e.g., 10, 65, 70].

These two definitions are equivalent only under uniaxial state. In this thesis, we

use (i) to define the general scalar order parameter q, which clearly applies more

widely.

In this thesis we only consider cases in 2D, where we embed the geometry

in a 3D Euclidean space. Generally, in a Cartesian frame, individual molecular

direction u can “tilt” into the third (z) dimension, provided that every variable

satisfies the condition ∂3· = 0. In this thesis, for simplicity, we further assume that

the molecular distribution ψ(u) is symmetric about the 1-2 plane, thereby requiring

Q23 = Q13 = 0. In a cylindrical frame, the above assumptions remain the same

with the second dimension (θ) being the direction of symmetry and Q component

values changed accordingly.

Another commonly employed order parameter is the director n. From Equa-

tion 3.2, it is clear that n is a simplified form ofQ. When the molecular alignment

is uniaxial and q is approximately constant, n describes the local average orienta-

tion of molecules well. These assumptions require that the flow in the nematic is

slow, and distortion in the n field is small. Topological defects show up as singu-

larities in the vectorial order parameter n field.
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3.2.2 Theories for the hydrodynamics of bulk LC flow

All dynamic theories for LC flow share the following common features, some of

which are universal to describing complex fluids in general. A complete theory

consists of an evolution equation describing the microstructure in terms of an order

parameter, and a stress tensor representing the additional forcing on the fluid by

the microstructure. The evolution equation arises through the relaxation of total

elastic energy in the nematic. The origin of elastic energy can be classified into two

types: short-range distortion of the local molecular distribution (microelasticity)

and non-local, long-range distortion of the orientation of molecules (distortional

elasticity). The former only depends on the order parameter, and the latter depends

on the gradient of the order parameter. The stress tensor must obey the first law of

thermodynamics. It will augment the total stress in the Navier-Stokes equation.

The classical theory for LC hydrodynamics is the Leslie-Ericksen (LE) theory

based on the director n. For detailed accounts of the LE theory, see de Gennes and

Prost [38]. Here we only point out that due to the vectorial nature of n, molecular

elasticity is neglected. Thus the LE theory only applies to low-distortion, weak-

flow limits. This is generally not suitable for flows that are strongly correlated to

defects. It also brings about challenges in numerical calculation by introducing sin-

gularities in the n field. One idea of remedy is to allow the degree of alignment to

vary [49]. Lin [93], Lin and Liu [94] introduced a Landau-Ginzburg approximation

to regularize the defect cores in a simplified LE theory. Near defect cores in a small

region characterized by length scale δ, the length |n| falls below 1 at the expense

of an elastic energy penalty. This scheme was successfully applied in simulations

of simplified LE bulk dynamics [96], and the phase-field calculations by Yue et al.

[181, 183], Zhou et al. [188, 189]. However, the regularized LE theory suffers

from flaws in its physics. In the limit δ → 0, this model only permits isolated point

defects of winding numbers 1 or -1 [20]. Defects of half-integer strengths (i.e., line

defects) must reside on domain boundaries. Indeed, Zhou et al. [188] predicts a

surface ring rather than a Saturn ring in their simulations. Another manifestation

is that the theory admits defects of integer strength in 2D planar geometry. It is

at odds with calculations using more general tensorial theories, which predict that

integer-strength defects are energetically unstable in 2D and will split into a pair
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of half-strength defects [57] (see next paragraph). This also limits the applicability

of the work carried out in, e.g., Zhou et al. [189]. There the chaining of particle-

defect dipoles was a result of this artificial dynamics. Moreover, although less of

an essential issue, error and convergence of numerical approximations will depend

on the arbitrary parameter δ [96].

In contrast, a tensorial order parameter such asQ in Equation 3.1 is not limited

to uniaxial states. In defect cores and other regions where rotational symmetry is

lost from the molecular distribution ψ(u),Q remains smooth and bounded. There

is no undesirable physics such as the removal of Saturn rings introduced by artifi-

cial regularizations. Hence it is necessary to consider theories based on the more

general tensorial order parameters.

There are many theories based on the Q tensor for nematic hydrodynamics.

Some are of phenomenological origin [19, 124, 136, 159, 161]. Almost all of

them start from the Landau-de-Gennes expansion of the free energy in terms of

powers of the order parameter Q, and then derive the evolution equation through

some formalism governed by thermodynamic laws. Other models are from kinetic

approaches [43, 54, 66, 109, 176]. They begin by postulating elementary interac-

tion potentials between molecules, usually in a mean-field setting. The resulting

Fokker-Planck equation (also called the Smoluchowski equation) is integrated in

the molecular configuration space to arrive at an evolution equation for Q. Usu-

ally an assumption is needed to close the equation system because higher-order

moments of the distribution function ψ(u) often arise [53]. Phenomenological

theories enjoy simpler mathematical forms which are more amenable to numerical

treatment, while kinetic theories have a clearer physical picture and fewer empiri-

cal material parameters.

Overall, all these theories give the same qualitative results. See Willman [177]

and compare Tóth et al. [172] with Svenšek and Žumer [166]. Nevertheless, these

theories cannot recover one another and have different quantitative predictions. For

example, the kinetic theory developed by Feng et al. [54] predicts point defects in

3D, while under a phenomenological theory using the Landau-de-Gennes energy

the point defect opens up to a small ring [58, 141]. So far there has not been any

experimental evidence refined enough to judge the validity of these hydrodynamic

models. A comparison between them theoretically or experimentally is beyond the
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scope of this thesis.

3.2.3 The Beris-Edwards theory for dynamic LC flow

We choose the Beris-Edwards (BE) theory [19, 39, 40, 46, 47] since it appears to

be the most widely applied model. We also prefer the mathematically simple form

of the distortional elasticity terms in the equations thanks to the phenomenological

nature. This reduces numerical difficulties. Note that the phase-field framework

we use does not depend on the specific hydrodynamic model chosen for the LC. In

this sub-section, I summarize the BE theory in the context of our study.

The free energy density in the nematic can be expressed as

fb =
A

2
QijQij +

B

3
QijQjkQki +

C

4
(QijQij)

2 +
L1

2
(∂iQjk)(∂iQjk). (3.7)

The subscript b highlights it is the elastic energy density in the bulk of LC. Here

A, B, C are material property coefficients, and L1 is the bulk elastic constant.

The first three terms constitute the celebrated Landau-de-Gennes (LdG) free en-

ergy, which describes microelasticity and how local molecular distribution relaxes.

The values of A, B, C determine the local orientational configuration of the LC

molecules at equilibrium. Since we are only concerned with thermotropic LCs at a

fixed temperature in this thesis,A, B, C are constants. Lyotropic nematic LCs can

be described by making A, B, C dependent on concentration (see Section 3.1.1).

Minimizing the microelasticity part of fb under the uniaxial assumption gives the

equilibrium scalar order parameter

q±e =
3

4

− B

3C
±

√(
B

3C

)2

− 8A

3C

 . (3.8)

Roughly speaking, in a nematic with relatively strong interaction energy and thus

better alignment, only the “+” solution is admissible. In this thesis, we only con-

sider this parameter regime. Thus, we use

qe =
3

4

− B

3C
+

√(
B

3C

)2

− 8A

3C

 . (3.9)
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The last term in Equation 3.7, which is non-local, is for distortional elasticity and

describes relaxation of long-range orientation distortions. We have applied the

common one-constant approximation for simplicity, i.e., the different distortion

modes share the same elastic constant [38]. The total bulk free energy in a nematic-

filled domain Ω is thus

Fb =

∫
Ω

A

2
QijQij +

B

3
QijQjkQki +

C

4
(QijQij)

2 +
L1

2
(∂iQjk)(∂iQjk) dV.

(3.10)

In the BE theory, the evolution equation of Q and the LC stress tensor are

obtained by generalizing and applying Poisson brackets to dissipative systems

[19, 46]. Poisson brackets are operators which reflect symmetry in the underly-

ing physical system, such as conservation of energy and frame indifference. Q is

governed by
∂Q

∂t
+ v · ∇Q = S(∇v,Q) + ΓH(Q,∇Q), (3.11)

where v is the velocity vector. The tensor S describes the local molecular distri-

bution being rotated, sheared and stretched by the underlying flow. In the bulk of a

single nematic phase, it has the following expression

Sb(∇v,Q) =(ξD + Ω) ·
(
Q+

1

3
I

)
+

(
Q+

1

3
I

)
· (ξD −Ω)

− 2ξ (Q : (∇v)ᵀ)

(
Q+

1

3
I

)
, (3.12)

whereD is the rate of deformation tensor, and Ω is the vorticity tensor:

D =
1

2
((∇v)ᵀ +∇v) , Ω =

1

2
((∇v)ᵀ −∇v) . (3.13)

ξ is a material property parameter which plays a role in determining if the nematic

is flow-aligning or tumbling [38, 40].

Γ is the collective rotational diffusion coefficient and will be taken as a constant

in this thesis (for an example where Γ is not constant, see [e.g., 41]). The tensor

H is also called the molecular field. It describes how the Q profile is rotated and
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deformed by the nematic relaxation.

H = − δF
δQ

+
1

3
tr

(
δF

δQ

)
I. (3.14)

δF/δQ is the variational derivative of the functional F with respect to Q, which

results in a second-rank tensor

δF

δQij
=

∂f

∂Qij
− ∂k

(
∂f

∂(∂kQij)

)
. (3.15)

In the special case where only a nematic phase is present, we can use the bulk free

energy Fb solely, and obtain

Hb = M(Q) +∇ · (L1∇Q) , (3.16)

whereM is a polynomial inQ

M(Q) = −AQ−BQ ·Q− B

3
(Q : Qᵀ)I − C(Q : Qᵀ)Q. (3.17)

Note that Both Sb andHb are symmetric.

The LC stress tensor in the BE theory

(τp)ij =− ξHik

(
Qkj +

1

3
δkj

)
− ξ

(
Qik +

1

3
δik

)
Hkj

+ 2ξ

(
Qij +

1

3
δij

)
(QklHkl)− (∂jQkl)

∂f

∂ (∂iQkl)

+HikQkj −QikHkj . (3.18)

Since rod-like molecules in the nematic are subject to torques, the LC stress tensor

τ p is not symmetric, indicated by the antisymmetric part in the last line of the

above equation.

The BE theory can be reduced in different limits to the LE theory and Doi’s

kinetic theory [19, 40, 46].

Besides τ p, we assume that the rest of the stress in the bulk of the fluid can be

described by the Newtonian stress −pI + 2ηD where p denotes pressure and η is
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a viscosity (see Equation 4.59).

I will address the boundary conditions in Section 4.3 where we modify the

above equations to arrive at the phase-field formulation.
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Chapter 4

Methodology: multiphase flow
formulations

In this chapter, we first review briefly numerical methods for multiphase flows

based on continuum models. Subsequently, I present the mathematical theories for

ferrofluid (Section 4.2) and liquid crystals (Section 4.3) in the volume-of-fluid and

phase-field formalisms, respectively. The former follows well-developed results in

literature, while the latter is developed by this thesis. The numerical discretization

will be covered in the end.

4.1 Computational modeling of interfacial flows

4.1.1 Introduction

From the methodology point of view, there are two almost universal challenges to

computational studies of interfacial dynamics of complex fluids. First, a scheme is

needed to represent and track the moving interface. Related to the scheme is how

to impose Boundary Conditions (BCs) across the interface, particularly surface

tension. The second challenge comes from incorporating the complex rheology in a

multiphase formalism. The presence of complex fluids typically causes additional

stress and modifies the flow. It has two consequences. On one hand, one needs

to solve the evolution of the microstructure of the fluids and the complex stress. It
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sometimes requires complicated approaches. On the other hand, the complex stress

changes force balance conditions across the interface. In particular, for certain

fluids such as liquid crystals, additional interfacial rheology arises from special

microstructure configurations dictated by the interface. Complexities involving

the interfacial forces are harder to deal with because they exacerbate the issues of

calculating the forces accurately and in a balanced way.

Besides these conceptual challenges, on the discrete level, a difficulty that usu-

ally arises is the design of accurate and efficient numerical schemes to solve the

resulting governing equations. Owing to the complexity of these methods, numeri-

cal discretization often needs to be taken into account together with the formulation

of the model on the continuum level from the start.

In the following, I review a few popular methods for computing interfacial

flows, in the context of complex fluids. The general remarks above are also illus-

trated in these examples. Note that computations of interfacial flows have been

studied for decades and there is vast literature dedicated to the development, anal-

ysis, and application of these methods. In this brief chapter, I have no intention to

be exhaustive and to cover all the variants and their details. We restrict to contin-

uum methods based on describing the macroscopic behaviour of fluids. Molecular

Dynamics (MD) methods are based on microscopic behaviour of particles, and are

thus beyond our scope. So is the Lattice Boltzmann Method (LBM) which relies

on kinetic models of ensembles of fluid molecules. We also restrict to mesh-based

methods as they are currently the most widely used. Recently, mesh-free tech-

niques such as the Smoothed Particle Hydrodynamics (SPH) method [180] and

the Material Point Method (MPM) [162] have received growing attention. These

methods use discrete particles to represent fluid (and solid). The Lagrangian nature

is particularly suitable to model topological changes. However, incorporating in-

terfacial forces is non-trivial, and their application in interfacial flows of complex

fluids is limited. For comprehensive reviews on numerical methods of multiphase

flows, see [149, 178]. The recent review paper by Popinet [132] treats the same

topic from the perspective of numerical models for surface tension.

Consider a generic flow field with two immiscible fluids separated by a moving

interface (Figure 4.1). Microscopically, it is a thin mixing region governed by

intermolecular forces. However, the thickness of this mixing layer is far smaller
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Figure 4.1: Generic multiphase flow problem with two immiscible fluids sep-
arated by a sharp moving interface. n̂ and t̂ are the unit normal vector
and a unit tangential vector to the interface, respectively.

than the usual grid or particle resolution of a numerical description. Also we are

only interested in continuum models. Hence the interface is considered sharp with

a vanishing thickness.

The methods we look at can be loosely classified in Table 4.1. In general,

Eulerian Lagrangian

Sharp-interface methods
Volume-Of-Fluid (VOF)

Level Set (LS)
Interface-tracking

Diffuse-interface methods Phase-field (PF) (Not applicable)

Table 4.1: Commonly used numerical methods for multiphase flows.

Lagrangian methods track the interface explicitly through various objects, such

as mesh points or markers. In Eulerian methods, the fluids move through a fixed

mesh, with the interface implicitly represented by an evolving scalar field which is

approximated on the mesh.

4.1.2 Interface-tracking methods

Perhaps the most natural method is to deploy discrete markers on the interface

explicitly, following the velocity field of the fluids. This can be coupled with a
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fixed Eulerian mesh on which the fluid motion is computed [133, 170]. As the

flow field evolves, the marker distribution could be distorted, which needs to be

restored. Another type of this method uses mesh points as markers (moving mesh).

In order to accommodate large deformation of the mesh caused by fluid motion,

one can propagate the deformation along the mesh network to maintain overall

meshing quality, provided that the marker points stay on the interface. This leads

to the Arbitrary Lagrangian-Eulerian (ALE) methods [69]. The concepts for both

the markers and ALE techniques are shown in Figure 4.2. Because the location

and shape of the interface are known explicitly, computing geometrical properties

of the interface and imposing BCs are relatively easy. The interface stays sharp

throughout the calculation. However, the numerical procedure is either challenging

or costly with strong flows and large deformation.

Figure 4.2: Interface-tracking methods. (a) Markers are attached to the mov-
ing interface which evolves through a fixed Eulerian mesh. (b) ALE.
Mesh points are used as markers while the grid deforms and relaxes to
maintain mesh quality.

4.1.3 Sharp-interface Eulerian methods

Inevitably all methods based on a Eulerian grid have a diffuse interface after nu-

merical discretization, with the interfacial thickness at a size of at least one grid

cell. By sharp-interface Eulerian methods, we consider approaches in which the

mathematical description of the interface is sharp on the continuum level. This
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includes the Volume-Of-Fluid (VOF) methods [68, 91, 131] and the Level Set (LS)

methods [125, 126, 165]. Both methods are based on an advection equation for a

scalar function c describing the local phase.

∂c

∂t
+ v · ∇c = 0. (4.1)

In VOF, c is called the “colour function”. In a two-phase flow, it is defined as the

local volume fraction of one of the two fluids. Therefore, on the continuum level,

it takes the value 0 on one side of the interface, and 1 on the other side, with a jump

across the interface. Equation 4.1 describes the mass conservation of both phases.

It can then be discretized using different methods. For example, with finite vol-

ume discretization using cell-centred values, the discrete c field represents volume

fraction in mesh cells (Figure 4.3a). The interface needs to be reconstructed from

the c field. Figure 4.3(a) shows a commonly used approximation method called

Piecewise Linear Interface Construction (PLIC).

In LS, c is called the “level set function”, which is an artificial scalar function

defined in the computational domain. Its zero level set is the interface. It is usually

initialized as the signed distance function from the interface. Equation 4.1 enforces

that the motion of the interface follows advection by the flow field. The interface

location can be obtained by interpolating the c function. Figure 4.3(b) displays the

concept of the LS approach. The level set function is shown in the third dimension

additional to the 2D computational domain by the gray shade.

In VOF and LS, surface tension is usually represented by a body force or stress

term in the Navier-Stokes equation [24, 81], involving δ-functions supported on the

interface. In the discretization, the interfacial δ-function needs to be approximated,

typically by classical functions supported in a finite number of mesh cells near the

interface. With finite element methods, the interfacial δ-function results in line or

surface integrals on the interface. These integrals are again approximated discretely

[132, 178].

The implicit representation in Eulerian methods makes it rather easy to handle

large deformation and topological changes. Using a fixed mesh is also less costly

than Lagrangian methods. There are, however, disadvantages. Challenges arise

when imposing BCs and calculating interfacial forces. For instance, in VOF, due
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Figure 4.3: Sharp-interface Eulerian methods. (a) VOF. The values represent
the volume fraction of one of the fluids in each mesh cell. The interface
is reconstructed using the PLIC approach. (b) LS. The level set function
value is visualized by the gray shade, and the moving interface in the
2D domain is the zero level set of this function.

to the uncertainty in interface location and geometry, calculating surface tension

accurately and preserving force balance across the interface are non-trivial. Great

care needs to be taken to avoid “spurious currents” in VOF methods [131, 142]

(also existing in other methods). This is even more pronounced when incorporating

complex fluids in the VOF or LS formalisms. The force balance across the interface

is modified by complex rheology.

VOF and LS methods each have pros and cons of their own. Designed to track

fluid volume, VOF techniques are naturally good at mass conservation. However,

the discrete c field is subject to smearing by numerical error. One way to limit this

effect is to advect the reconstructed interface directly based on local velocity and

subsequently update the c field in the next time step [131]. This geometric scheme

ensures that the discrete interface is not smeared to span more than one mesh cell.

In contrast, in LS methods the interface stays sharp up to numerical error. On

the other hand, the distortion to the level set function during interface evolution

could cause large error in total mass. Reinitialization is required to restore mass

conservation [164].
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4.1.4 Diffuse-interface methods

The Phase-Field (PF) method assumes that the interface has a finite thickness

across which the fluids mix and all variables change smoothly. This starts from the

continuum description of the multiphase flow, and is therefore a diffuse-interface

method. When applied to immiscible fluids, the thickness of the interfacial region

used in the numerical model is usually much larger than physically realistic mixing

areas. Thus it should be considered as a regularization to the sharp-interface pic-

ture more than a physically consistent model. The PF method also employs a fixed

Eulerian mesh, combined with a phase variable φ to describe different fluids. Fig-

ure 4.4 shows the concept of the PF method in a two-phase flow. In this example,

we assign φ = −1 to one of the fluids and φ = 1 to the other.

Figure 4.4: The phase-field method. The two fluids are separated by a thin
(relative to flow length scales) interfacial region in which they mix and
all variables change smoothly.

The PF method is based on energetic arguments concerning the mixing of the

two fluids. Here we present a widely used variant (also used in this thesis) [181].

We introduce a mixing energy density for the two-fluid mixture,

fm =
λ

2
|∇φ|2 +

λ

4ε2
(
φ2 − 1

)2
, (4.2)

where λ is the mixing energy strength, and ε is a constant. The first term (gradient

term) favours the mixing of the fluids, while the second is a double-well potential

that favours phase separation. An equilibrium phase profile arises under the com-
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petition between these two terms. In an infinite domain in 1D, minimizing the total

mixing energy gives

φe(x) = tanh

(
x√
2ε

)
. (4.3)

It shows that ε is a capillary width controlling the span of the interfacial region.

The φ field is governed by an advection-diffusion equation, i.e., the Cahn-Hilliard

(CH) equation, where the diffusive flux is the gradient of the chemical potential µ.

∂φ

∂t
+ v · ∇φ = γ∇2µ, (4.4)

where γ is called the mobility (dimension of length4/(force×time)). The chemical

potential µ is defined as

µ =
δ
∫

Ω fm dV

δφ
= λ

(
−∇2φ+

φ(φ2 − 1)

ε2

)
. (4.5)

The CH equation describes the minimization of the total mixing energy, subject to

flow advection. The mixing energy causes a stress in the fluid, which can be written

as a stress term [181] or a body force term [185] in the Navier-Stokes equation. It

is the diffuse-interface version of surface tension.

The non-advective CH equation was initially proposed to model phase separa-

tion in a spinodal decomposition [27]. However, as mentioned above, for immis-

cible fluids far from critical events, the realistic interfacial thickness is at a length

scale much smaller than what the mesh can resolve. Then what is the relation-

ship between the PF model with the sharp-interface picture in two-phase flows as

constructed in Figure 4.1?

The efficacy of the PF method as a general technique for multiphase flows

hinges on the following two factors.

(i) The sharp-interface limit. The sharp-interface picture emerges as the asymp-

totic limit of the PF model as the capillary width ε → 0. This has been

discussed and established through a large body of literature [e.g., 9, 72, 95].

(ii) Recovery of macroscopic surface tension. The theoretical existence of the

sharp-interface limit does not address the attainment of this limit in com-
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putational practice, in particular the choice of numerical parameters in the

CH equation to recover interfacial forces, such as surface tension. In order

to bridge the macroscopic sharp-interface model to the PF model, Yue et al.

[181] proposed a relationship based on the assumption of local thermody-

namic equilibrium across the interface:

σ =
2
√

2

3

λ

ε
, (4.6)

where σ is the surface tension coefficient.

In light of the first condition above, one needs to use a small enough capillary

width ε to be close to the sharp-interface limit, and resolve the thin transition layer

with sufficient grid points. For the second requirement, besides a small ε value,

one has also to be judicious in selecting a value for the mobility γ. The authors

in [72, 181, 185] have realized this issue but not provided a clear theoretical in-

terpretation. Here we point out that the attainment of the sharp-interface limit is

made possible by the separation of time scales in the CH diffusion [128]. Asymp-

totically with a vanishing ε, on the time scale of O(ε2/γ), the interface is stabi-

lized into equilibrium with the hyperbolic tangent profile of φe in Equation 4.3.

On O(1/(εγ)) time scale, CH diffusion drives a curvature-dependent flow in φ

(Mullins-Sekerka flow [117]). Our choice of γ in combination of a small ε aims

to exploit this separation and put the flow time scale intermediate between these

two time scales. When this condition is satisfied, the stabilized diffuse interface

allows Equation 4.6 to be used, while being free from dampening by long-term CH

diffusion. In other words, the interface motion is governed by almost pure advec-

tion of the fluid flow under the correct forcing consistent with macroscopic surface

tension, i.e., near the sharp-interface limit. Best practices regarding approaching

the sharp-interface limit have been proposed and demonstrated in a series of nu-

merical experiments [181, 185, 186, 190]. See also Section 4.3 for how we choose

to incorporate liquid crystal elastic energies under this principle.

As a Eulerian method, the PF technique enjoys the same benefits of implicit

tracking of the interface, including the ease of handling topological changes. As an

energetic approach, it has further advantages over sharp-interface Eulerian meth-

ods. First, critical events are easily accounted for in the framework. For exam-
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ple, the incorporation of moving contact lines is natural as the stress singularity

is removed [187]. In methods such as VOF or LS, ad-hoc treatments are usu-

ally required to accommodate dynamic contact lines. Second, the PF method is

particularly suitable to model complex fluids, as long as the rheology can be de-

scribed by a free energy. Through variational principles, the complex stress tensor

including interfacial forcing can be readily derived. This power has been shown

in [181, 182, 188, 189]. There are two disadvantages of the PF method, however.

For one, the CH equation is of fourth order and expensive to solve numerically.

In addition, the interfacial region needs a highly refined mesh, typically requiring

a non-uniform grid in the computational domain. In cases with large motion of

the interface, an efficient mechanism to adaptively refine and coarsen the mesh is

needed. For the other, the CH diffusion brings about artificial dynamics, such as

drop shrinkage and mass loss [186] and long-term Mullins-Sekerka flow which

could dampen the advection of the velocity field. To mitigate these undesirable

effects, a careful choice of parameters needs to be exercised to approach the sharp-

interface limit.

In the two sections below, we apply the general knowledge reviewed here to our

two specific problems. We present descriptions of multiphase flows of ferrofluid

and liquid crystals, respectively.
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4.2 The volume-of-fluid formulation of ferrofluid drop
dynamics

The BCs across the moving interface between the two fluids are standard:

JvK = 0, n · Jτ η + τmK · t = 0, JϕK = 0, JµHK · n = 0. (4.7)

where J·K denotes the interfacial jump of a quantity. n and t are the unit normal and

tangential vectors, respectively, and τ η = 2ηD is the viscous stress tensor. The

normal component of the stress has a jump across the interface due to interfacial

tension:

n · Jτ η + τmK · n+ JpK = σκ, (4.8)

where σ is the constant interfacial tension and κ the curvature.

The VOF formulation modifies the governing equations in Section 2.2 in light

of the above interfacial BCs. First, the interfacial tension is accounted for through

a body force term that acts only on the interface [7, 131]:

ρ (∂tv + v · ∇v) = −∇p+∇ · (2ηD) +∇ · τm + σκδsn, (4.9)

where δs is the Dirac delta function supported on the interface. The volume fraction

function c(x, t) is introduced such that c takes the value of 1 in the ferrofluid and 0

in the surrounding medium (see Section 4.1). c evolves according to Equation 4.1,

which is repeated here for convenience:

∂tc+ v · ∇c = 0. (4.10)

We choose the following reference scales: the initial radius of the circular drops

r0, the matched density of both fluids ρ, the viscosity of the surrounding medium

ηs, and the magnitude of the uniform external magnetic field H0. The reference

time scale is chosen to be t0 =
√
ρr2

0/µ0H2
0 . It follows that the reference velocity

scale is v0 = r0/t0, and the reference pressure scale is p0 = µ0H
2
0 . Denoting all

dimensionless variables using the same symbols, the dimensionless Navier-Stokes
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equation becomes

(∂tv + v · ∇v) = −∇p+

√
1

Lam
∇ · (2ηD) +∇ · τm +

1

Bom
κδsn. (4.11)

The magnetic Laplace number Lam

Lam =
µ0H

2
0ρr

2
0

η2
s

(4.12)

represents the ratio of the magnetic and inertial forces over the viscosity force, and

can be interpreted as the square of a Reynolds number. The magnetic Bond number

Bom represents the ratio of magnetic force to interfacial tension,

Bom =
µ0H

2
0r0

σ
. (4.13)

Other dimensionless numbers that govern the problem are as follows: the dimen-

sionless frequency of the driving field,

f =
1

T

√
ρr2

0

µ0H2
0

, (4.14)

with T being the period of rotation of the field; the viscosity ratio

ξ =
ηd
ηs

; (4.15)

and the magnetic (volume) susceptibility of the ferrofluid

χ =
µd
µ0
− 1. (4.16)

The magnetic field strength in the current study is sufficiently low that we can

ignore the rotational viscosity of the ferrofluid [155] and assume linear magneti-

zation. Hence ξ and χ are both constants. The latter implies that the magnetic

force ∇ · τm = −(H2/2)∇µ amounts effectively to a surface force acting on the

interface only. From this point on, unless stated otherwise, we use dimensionless

variables normalized by the reference scales given above.
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The VOF computation is carried out using the open-source software package

Gerris [101, 130, 131], which uses a second-order accurate fractional-step pro-

jection method for time marching, and a finite volume spatial discretization with

a structured quad/octree grid. Both the time step and mesh are adaptive. The

quad/octree grid allows for efficient refinement and coarsening. The discretization

of the interfacial tension term σκnδs follows the Continuous-Surface-Force (CSF)

approach [24], with the curvature computed by the height-function method. To

interpolate the material properties in the interfacial cells, we use simple algebraic

average for viscosity and a weighted harmonic mean for the magnetic permeability

[7]:

η =
cηd + (1− c)ηs

ηs
= 1 + c (ξ − 1) , (4.17)

1

µ
=

(
c

µd
+

1− c
µ0

)
µ0 = 1 + c

(
1

1 + χ
− 1

)
. (4.18)

We adapt the EHD module in Gerris by setting the electric permittivity ε to the mag-

netic permeability µ, and the conductivity and free charge density both to zero. In

such a VOF formalism, all the BCs across the interface (Equation 4.7-Equation 4.8)

are naturally satisfied. For BCs on the outer bounding box, we prescribe the rotat-

ing magnetic field and impose no penetration of fluid but free slip on ∂Ω:

v
∣∣
∂Ω
· n = 0, n · τ η

∣∣
∂Ω
· t = 0,

∂ϕ

∂n

∣∣∣∣
∂Ω

= −Hn(t), (4.19)

whereHn(t) is the normal component of the time-dependent magnetic field strength,

which will be substantiated in Chapter 5.
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4.3 The phase-field formulation for elasto-capillary flows
of liquid crystals

4.3.1 Introduction

In this section, we consider a pair of isotropic and nematic fluids and develop a

phase-field (PF) formulation for this two-phase flow. Again as stated in Section 4.1,

in our ideal model, the two fluids are immiscible with a sharp interface between

them. The motion of the interface is purely governed by advection of the flow

field. The PF model is meant to approximate such a description.

We follow the procedure outlined in Yue et al. [181] closely. I first construct a

new diffuse-interface version of the free energy for LC anchoring, and then derive

interfacial terms due to anchoring in the equation ofQ and the stress tensor. These

constitute the core contribution of our PF formulation. All the equations are thus

generalized to apply globally to the two-fluid mixture.

4.3.2 Free energies

Our basic assumption is that the effect of complex rheology including interfacial

rheology, in this case the nematic LC, is additive to the effect of conventional

surface tension in the sense of free energies.

We introduce a phase variable φ to mark the different fluids. φ = −1 de-

notes the nematic and φ = 1 denotes the isotropic fluid. The mixing of these two

fluids in the thin interfacial region is described by the standard Landau-Ginzburg

energy density which has been introduced in Equation 4.2. We repeat it here for

convenience

fm =
λ

2
|∇φ|2 +

λ

4ε2
(
φ2 − 1

)2
, (4.20)

It is convenient to impose the anchoring condition on the fluid-fluid interface

weakly through an energy penalizing the LC molecules deviating from preferred

directions. Here we propose a diffuse-interface version of the anchoring energy

analogous to the classical Rapini-Papoular form. The latter has been used by a

number of researchers [74, 108, 140, 173]. Compared to other forms of anchor-

ing energy, e.g., in [17, 113], our formulation is more general and flexible. First
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consider a sharp interface between a nematic phase and an isotropic fluid. The

anchoring energy can be expressed phenomenologically by the Rapini-Papoular

surface energy density [120, 139]

fs =
Ws

2

∥∥∥∥Q− qe(ee− 1

3
I

)∥∥∥∥2

F

, (4.21)

whereWs is the surface anchoring energy density, and ‖·‖F is the Frobenius norm.

e is the easy direction preferred on the interface. Recall that qe is the equilibrium

scalar order parameter determined by the Landau-de-Gennes (LdG) free energy of

the nematic phase (Equation 3.8).

In analogy, in the diffuse-interface picture, we hope to have an anchoring en-

ergy of the form

f̂a =
Ŵ

2

∥∥∥∥Q− qe(ee− 1

3
I

)∥∥∥∥2

F

, (4.22)

where Ŵ is a volume energy density. We settle on the following form

fa =
W

2
|∇φ|4

∥∥∥∥Q− qe(ee− 1

3
I

)∥∥∥∥2

F

. (4.23)

W is a constant with the dimension of energy×length. We will derive W from Ws

below. The factor |∇φ|4 avoids singularities in the expression of ee, which will

become obvious once we substantiate the formula in two special cases below.

(i) Homeotropic anchoring. The easy direction is the unit normal vector n̂ =

∇φ/|∇φ| of the interface (or its negative). Hence

f⊥a =
W

2

∥∥∥∥|∇φ|2Q− qe(∇φ∇φ− 1

3
|∇φ|2I

)∥∥∥∥2

F

. (4.24)

(ii) Planar anchoring in 2D. In this thesis, we consider only a 2D geometry with

symmetry in a third dimension (see Section 3.2.2). The planar anchoring

condition requires that e is along the tangential direction to an interface. In

the case of 2D axisymmetric geometry, this condition corresponds to the so-

called monostable planar anchoring in the r-z plane in a cylindrical frame.

In 2D planar geometry, the easy direction can be written as (n̂2,−n̂1, 0) (or
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its negative) where n̂i is the i-th component of the vector n̂. It follows that

f‖a =
W

2

∥∥∥∥|∇φ|2Q+ qe

(
∇φ∇φ− 1

3
|∇φ|2J

)∥∥∥∥2

F

, (4.25)

where the tensor J can be written as

J =

 2 0 0

0 2 0

0 0 −1

 , (4.26)

which is rotationally symmetric in the 1-2 coordinate plane. In 2D axisym-

metric geometry with cylindrical coordinates, one just needs to swap the

second and third coordinates above.

Following these, the total free energy of the two-phase mixture is

F =

∫
Ω
f(φ,Q,∇φ,∇Q) dV =

∫
Ω
fm +

1− φ
2

fb + fa dV. (4.27)

Now I derive the anchoring strength parameter W . Consider a sharp interface

SW in some domain ΩW , and its corresponding diffuse-interface picture. We might

as well assume the special case where ‖Q− qe (ee− I/3)‖F is a constant, pro-

vided that we make ΩW sufficiently small. To have the same interfacial anchoring

energy, ∫
SW

1

2
Ws dS =

∫
ΩW

1

2
W |∇φ|4 dx. (4.28)

We can further assume that φ is in the equilibrium profile Equation 4.3 across the

interfacial thickness, because we are approximating the sharp-interface limit (see

more details in Section 4.1). Then φ becomes a function in the coordinate x normal

to the interface

W =
Ws∫∞

−∞ (φ′)4 dx
. (4.29)

Plugging φe into the above equation gives

W =
35

8
√

2
Wsε

3, (4.30)
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whereW bears the dimension of energy×length as expected. The above derivation

is similar to that in [181] which bridges the macroscopic surface tension with mi-

croscopic parameters in the PF model. This is an advantage of the present model.

Next, all the equations in the BE theory need to be modified in order to be valid

globally in the two-phase flow.

4.3.3 Modification of the LC evolution equation

Plugging the augmented free energy functional Equation 4.27 into the general

expression for the molecular field H Equation 3.14, we need to introduce two

changes in the expression ofH .

(i) Existing terms in Equation 3.16 and Equation 3.17 remain in the same form

except that all material parameters involved need to be multiplied by the

concentration (1− φ)/2.

(ii) The anchoring energy fa in F leads to new terms in H . Introducing the

dimensionless tensorG,

H⊥a = −WG⊥

:= −W |∇φ|2
(
|∇φ|2Q− qe

(
∇φ∇φ− 1

3
|∇φ|2I

))
, (4.31)

H‖a = −WG‖

:= −W |∇φ|2
(
|∇φ|2Q+ qe

(
∇φ∇φ− 1

3
|∇φ|2J

))
. (4.32)

Following these, we update Equation 3.16 to be

H =
1− φ

2
M −WG+∇ ·

(
1− φ

2
L1∇Q

)
. (4.33)

For Equation 3.11 to apply globally, it has to stay consistent throughout the in-

terfacial region and eventually vanish in the isotropic phase. The left hand side and

the new H satisfy this requirement. However, in the isotropic phase, S(∇v, 0) =

(2/3)ξD. Therefore, postulating the same phenomenology of interpolating ξ with
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the nematic concentration, we update Equation 3.12 to be

S(∇v,Q) =

(
(1− φ)ξ

2
D + Ω

)
·
(
Q+

1

3
I

)
(4.34)

+

(
Q+

1

3
I

)
·
(

(1− φ)ξ

2
D −Ω

)
− (1− φ)ξ (Q : (∇v)ᵀ)

(
Q+

1

3
I

)
. (4.35)

One may have the concern that this is not necessarily consistent with the underlying

energetics. But after all, provided that the interface is kept thin and theQ equation

vanishes in the isotropic phase, the resulting physics is correct.

With the updated H and S, Equation 3.11 remains to be valid. Remark that

the symmetry ofHb and Sb is preserved inH and S.

We consider four types of boundary conditions (BCs) for theQ equation. Con-

ditions (i-iii) are routinely used in literature.

(i) On some boundaries ΓQN , the gradient of Q vanishes, i.e., Q satisfies the

homogeneous Neumann BC. These can be used to mimic infinity.

n̂ · ∇Q|ΓQN
= 0. (4.36)

(ii) On boundaries with infinite-strength anchoring ΓQD, Q is specified as the

desired function QD (Dirichlet BC). Alternative to (i) above, this can also

be used on boundaries representing alignment at infinity.

Q|ΓQD
= QD. (4.37)

(iii) On boundaries with finite anchoring strength ΓQR, we introduce a surface

energy density, again in the Rapini-Popoular form

fs =
W̃

2
(Q− Q̃)2, (4.38)

where W̃ is the anchoring strength and Q̃ is the preferred order parameter

on the surfaces. We augment the total free energy Equation 4.27 with the
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surface anchoring energy

FR =

∫
Ω
f dV +

∫
ΓQR

1− φ
2

fs dS. (4.39)

For simplicity, we assume that the relaxation of Q on ΓQR is much faster

than in the bulk. This allows us to decouple Q on the boundary and con-

struct a BC, otherwise a dynamic equation has to be associated with ΓQR

and solved together with the existing equations. With a standard variational

procedure, we get the natural BC of Robin type(
W̃
(
Q− Q̃

)
+Kn̂ · (∇Q)

)∣∣∣
ΓQR

= 0. (4.40)

(iv) Symmetry boundaries are common devices to reduce computational cost and

enforce symmetry. On symmetry boundaries ΓS , it is not sufficient to im-

pose homogeneous Neumann BC for individual components of Q. Here I

present a geometrical argument. The proposed conditions are not necessar-

ily new, yet to the author’s knowledge, they are not commonly seen in recent

LC-modeling literature that uses tensorial order parameters. The eigenvec-

tors of the tensor Q give three symmetry planes of Q. It implies that one of

the eigenvectors must be along the normal direction of a symmetry bound-

ary. In this thesis, I only consider symmetry boundaries that are parallel to

coordinate planes in orthogonal curvilinear systems. Hence, the condition

can be stated as (i) diagonal terms of Q have zero gradients across ΓS ; (ii)

off-diagonal terms ofQ vanish on ΓS . That is the following mixed BC

n̂ · ∇ (Qii)|ΓS
= 0, Qij |ΓS

= 0 (i 6= j). (4.41)

Here ii and ij are simple subscripts which don’t follow Einstein summation.

Note that in the presence of a moving contact line where the free surface intersects

ΓQN , ΓQD, ΓQR or ΓS , the BCs can still be imposed on the whole boundary.

Since the equation of Q reduces to be trivial in the isotropic fluid, corresponding

degenerate equations are removed from the linear system after spatial discretization

in the computation. The nonphysical BCs in those regions do not play a role.
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4.3.4 Modification of the LC stress tensor

The key issue here is how the anchoring condition modifies the stress in the in-

terfacial region. Following the same approach used by de Gennes and Prost [38]

and Yue et al. [181], we decompose this effect into two parts, each governed by a

different virtual operation.

(i) From a virtual rotation and deformation of the molecular distribution with-

out motion of the fluid. This is already accounted for in the new H tensor

(Equation 4.33).

(ii) From a virtual motion of the fluid with the Q configuration frozen in each

fluid particle. This variational procedure will give rise to an additional stress

tensor associated with∇φ, caused by the newly proposed anchoring energy.

Following a similar naming convention in the LE theory [38], we call this

stress the anchoring Ericksen stress τ ae. Next I derive this term, following

the same procedure as in [181].

We consider how a general Ericksen stress is derived in the phase-field formu-

lation, and later narrow down to the effect of the anchoring energy fa. Introduce a

virtual displacement δu of the flow field1. Note that the operator δ here is following

material points, so it is not the ordinary variation.

δ(·) = δo(·) + δu · ∇(·), (4.42)

where the operator δo is the ordinary variation of a field in the Eulerian frame.

According to the Virtual Work Principle [43, 181], the resulting variation in the

total free energy F is related to the virtual strain by

δF =

∫
Ω
τ e : (∇δu)ᵀ dV, (4.43)

1Here u is different from that in Section 3.2 where it indicates the orientation of a single nematic
molecule.
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where τ e is the Ericksen stress. The variations of∇Q and ∇φ satisfy

δ(∇φ) = −∇(δu) · ∇φ, (4.44)

δ(∇Q) = −∇(δu) · ∇Q. (4.45)

which will be derived at the end of this section. It follows that

∂f

∂(∇φ)
· δ(∇φ) = − ∂f

∂(∇φ)
· (∇(δu) · ∇φ)

= − ∂f

∂(∂iφ)
∂i(δuj)∂jφ

=

(
− ∂f

∂(∂iφ)
(∂jφ)

)
∂i(δuj). (4.46)

Similarly,

∂f

∂(∂iQkl)
δ(∂iQkl) = − ∂f

∂(∂iQkl)
∂i(δuj)(∂jQkl)

=

(
− ∂f

∂(∂iQkl)
(∂jQkl)

)
∂i(δuj). (4.47)

The variation of F becomes

δF =

∫
Ω
δf dV

=

∫
Ω

(
∂f

∂φ
δφ+

∂f

∂Qkl
δQkl +

∂f

∂(∂iφ)
δ(∂iφ) +

∂f

∂(∂iQkl)
δ(∂iQkl)

)
dV.

(4.48)

For the first two terms in the integrand, because the variation is following material

points and we have assumed a frozen Q field, δφ = 0, δQ = 0. For the last two

terms, observe Equation 4.46 and Equation 4.47. Thus

δF =

∫
Ω

(
− ∂f

∂(∂iφ)
(∂jφ)− ∂f

∂(∂iQkl)
(∂jQkl)

)
(∂iδuj) dV. (4.49)
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Compared with Equation 4.43, we obtain

(τe)ij = − ∂f

∂(∂iφ)
(∂jφ)− ∂f

∂(∂iQkl)
(∂jQkl). (4.50)

We can recognize that the second term already exists in τ p (Equation 3.18), as

expected. The addition of fm and fa in the total f does not contribute to this term.

Through the first term, fm results in a tensor −λ∇φ∇φ, which is the usual stress

form of surface tension in the phase-field formalism. Note that similar to Yue et al.

[181], for simplicity we omit the incompressibility constraint in this variational

procedure. This constraint will contribute an isotropic stress equal to fmI , which

will be absorbed into pressure. Therefore, nothing is lost here. This stress for

surface tension can also be written in other forms [185]. Our key point is that, fa
contributes to a stress through the first term in Equation 4.50, which is the τ ae we

are after.

Plugging Equation 4.24 and Equation 4.25 into Equation 4.50, we get, respec-

tively

(
τ⊥ae

)
ij

= − ∂f⊥a
∂(∂iφ)

(∂jφ)

= −W
[
|∇φ|2Qkl − qe

(
(∂kφ)(∂lφ)− 1

3
|∇φ|2δkl

)]
·
[
2Qkl(∂iφ)− qe

(
δik(∂lφ) + (∂kφ)δli −

2

3
(∂iφ)δkl

)]
(∂jφ), (4.51)

(
τ‖ae

)
ij

= − ∂f
‖
a

∂(∂iφ)
(∂jφ)

= −W
[
|∇φ|2Qkl + qe

(
(∂kφ)(∂lφ)− 1

3
|∇φ|2Jkl

)]
·
[
2Qkl(∂iφ) + qe

(
Jik(∂lφ) + (∂kφ)Jli −

2

3
(∂iφ)Jkl

)]
(∂jφ). (4.52)

As expected, τ ae is not symmetric. We now update the total LC stress tensor in
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Equation 3.18 as

(τp)ij =− 1− φ
2

[
ξHik

(
Qkj +

1

3
δkj

)
+ ξ

(
Qik +

1

3
δik

)
Hkj

−2ξ

(
Qij +

1

3
δij

)
(QklHkl) + L1 (∂iQkl) (∂jQkl)

]
+HikQkj −QikHkj + (τae)ij , (4.53)

with the updatedH in Equation 4.33.

Mathematically, Equation 4.53 does not need a BC, although we know that on

ΓS boundaries, τ p satisfies the same conditions asQ.

n̂ · ∇
(
(τp)ii

)∣∣
ΓS

= 0, (τp)ij

∣∣∣
ΓS

= 0 (i 6= j). (4.54)

From numerical calculation results, we find that using our finite element formula-

tion (Section 4.3.7), it is necessary to impose Equation 4.54 in order to obtain phys-

ically correct results at ΓS boundaries In any event, by imposing Equation 4.54 we

can reduce the total number of unknowns.

Finally, we derive the identities Equation 4.44 and Equation 4.45. The same

formulae have been given in [181] without detailed derivation. Therefore I simply

aim to provide a footnote here for completeness. Consider δ(∇φ) first. After the

virtual displacement, φ becomes a new function (scalar field). Call it φ̃. We know

that φ̃(x) = φ(x− δu). In accordance with our material variation

δ(∇φ) =
∂φ̃

∂xi
(x+ δu)− ∂φ

∂xi
(x). (4.55)

Introduce a transform of coordinates

X = x− δu. (4.56)

We have

φ̃(x) = φ(X). (4.57)
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Therefore

δ(∇φ) =
∂φ̃

∂xi
(x+ δu)− ∂φ

∂xi
(x)

=

(
∂φ̃

∂Xj

∂Xj

∂xi

)∣∣∣∣∣
x+δu

− ∂φ

∂xi

∣∣∣∣
x

=

[
∂φ̃

∂Xj

(
δij −

∂δuj
∂xi

)]∣∣∣∣∣
x+δu

− ∂φ

∂xi

∣∣∣∣
x

=

[
∂φ

∂xj

(
δij −

∂δuj
∂xi

)]∣∣∣∣
x+δu

− ∂φ

∂xi

∣∣∣∣
x

=
∂φ

∂xi

∣∣∣∣
x+δu

−
(
∂φ

∂xj

∂δuj
∂xi

)∣∣∣∣
x+δu

− ∂φ

∂xi

∣∣∣∣
x

. (4.58)

Since δu is infinitesimal, take the limit δu → 0. Then we get Equation 4.44. As

for δ(∇Q), once we write it as δ(∂iQjk) in a Cartesian coordinate system, the

same procedure as above leads to Equation 4.45.

4.3.5 The Navier-Stokes equation and the Cahn-Hilliard equation

The classical continuity equation and Navier-Stokes equation for an incompressible

fluid govern the velocity and pressure fields:

∇ · v = 0,

ρ
∂v

∂t
+ ρv · ∇v = ρg −∇p+∇ · (2ηD) +∇ · τ p + µ∇φ. (4.59)

Here as standard treatment, ρ and η are the interpolated density and dynamic vis-

cosity of the two-fluid mixture

ρ =
1− φ

2
ρn +

1 + φ

2
ρi, η =

1− φ
2

ηn +
1 + φ

2
ηi, (4.60)

where the subscripts n and i refer to the nematic and isotropic fluids, respectively.

g is the vector of gravitational acceleration. The last term is a body-force form of

surface tension from the phase-field formulation [185]. The chemical potential µ

follows Equation 4.5.
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On the boundaries, standard BCs for v and p apply, which are omitted here. I

will specify these BCs for various applications considered in Chapter 6.

The Cahn-Hilliard (CH) equation is the same as Equation 4.4, repeated here.

∂φ

∂t
+ v · ∇φ = γ∇2µ, (4.61)

Again the chemical potential µ is

µ =
δ
∫

Ω fm dV

δφ
= λ

(
−∇2φ+

φ(φ2 − 1)

ε2

)
. (4.62)

As introduced in Section 4.1, we restrict the flow-related time scales to be

intermediate such that the local interfacial φ profile has been stabilized, while un-

desirable long-term Mullins-Sekerka flow is mitigated.

Note that in the CH equation, i.e., the evolution of φ is only governed by the

minimization of the total mixing energy
∫
fm dV , rather than the total free en-

ergy
∫
f dV . This is essential to recover both accurate surface tension and LC

anchoring. If including fb and fa in the chemical potential, the equilibrium inter-

facial profile of φe is unlikely to satisfy Equation 4.6, thereby leaving the value

of surface tension and anchoring strength untractable. Even the notion of a sharp-

interface limit and the asymptotic results regarding the CH equation may not hold

any more. On the contrary, our goal is to recover correct motion of the inter-

face under macroscopic surface tension and nematic anchoring. As pointed out

in Yue et al. [181], we are using the phase-field formalism as a numerical device.

Therefore, we should keep the gradient dynamics in the CH equation restricted to

minimizing the mixing energy. See also Section 4.1 for more details on the PF

method.

The fourth-order CH equation requires two BCs. The following conditions

are well established. One often requires that there is no diffusive flux across all

boundaries

n̂ · ∇µ|∂Ω = 0. (4.63)

The other BC is usually one of the following three types. Except for the first BC,

the other two specify a contact angle at the three-phase contact line where the fluid-

52



fluid interface intercepts a solid boundary.

(i) Specifying the phases on the boundary ΓPD

φ|ΓPD
= φD. (4.64)

(ii) Specifying a static contact angle θc on the solid boundary ΓPN

n̂ · ∇φ|ΓPN
= |∇φ| cos θc. (4.65)

Notice that the case of θc = π/2 reduces to the Neumann BC for φ, which

can also be used for symmetry boundaries ΓS .

(iii) Specifying a dynamic contact angle. This requires introduction of a wall

energy and a nominal contact angle. The dynamic contact angle is governed

by the competition between the wall energy and bulk free energy and fluid

motion. The net effect is similar to a dynamic contact line with a slip length

in a sharp-interface formalism. We omit details because they are not used in

this thesis. Interested readers can consult e.g., Yue et al. [187].
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4.3.6 Summary of the governing equations

The governing equations are summarized below.

∇ · v = 0,

ρ
∂v

∂t
+ ρv · ∇v = ρg −∇p+∇ · (2ηD) +∇ · τ p + µ∇φ.

∂φ

∂t
+ v · ∇φ = γ∇2µ,

µ =
δ
∫

Ω fm dV

δφ
= λ

(
−∇2φ+

φ(φ2 − 1)

ε2

)
.

∂Q

∂t
+ v · ∇Q = S(∇v,Q) + ΓH(Q,∇Q)

(τp)ij = −1− φ
2

[
ξHik

(
Qkj +

1

3
δkj

)
+ ξ

(
Qik +

1

3
δik

)
Hkj

−2ξ

(
Qij +

1

3
δij

)
(QklHkl) + L1 (∂iQkl) (∂jQkl)

]
+HikQkj −QikHkj + (τae)ij . (4.66)

4.3.7 Finite element approximation

We use a Galerkin finite element method to numerically approximate the solution

to Equation 4.66. It has been used in existing calculations by [188, 189] with the

regularized LE theory, but not in recent PF simulations of [112, 113]. The present

method allows for an unstructured mesh with a high degree of refinement in the

interfacial region. The construction of the weak form below is similar to that in

[185], with additional terms and treatment associated with the BE theory for LC

hydrodynamics.

Recall the Lebesgue space of square-integrable functions

L2(Ω) := {h | ‖h‖L2 <∞} . (4.67)

If h is a general tensor-valued function, then we say that h ∈ L2 when each

component of h is in L2. For an integer k ≥ 1, Hk is the Sobolev space

Hk(Ω) :=
{
h | ∇jh ∈ L2(Ω), ∀j = 0 · · · k

}
. (4.68)
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In the standard Galerkin formulation, the high-order derivatives of φ in the CH

equation and of Q in the NS equation through the stress tensor τ p require high

regularity of the variables. In this case, φ,Q ∈ H2(Ω). Discretization needs

quintic Argyris elements or Hermite elements of at least third order [11, 96]. To

avoid the associated high computational cost, we follow the approach in [97, 185]

and use a mixed finite element method. We introduce two auxiliary variables in the

weak form. For the CH equation, same as in Yue et al. [185], we introduce µ, and

split the CH equation into two second-order equations. For the NS equation, we

keep τ p so that the terms involvingQ in all equations are of second order at most.

The latter treatment is new in the current context.

For convenience in notation, we write τ p in the following form

τ p = −T (1)(Q,∇Q)−∇ · T (2)(Q,∇Q), (4.69)

where T (1) and T (2) are tensors of second and third ranks, respectively. They only

contain derivatives ofQ up to first order. T (1) and T (2) are, respectively,

T
(1)
ij =(ξp − 1)(Ma)ik ·Qkj + (ξp + 1)Qik · (Ma)kj +

2

3
ξp(Ma)ij

− 2ξp

(
Qij +

1

3
δij

)
(Qkl(Ma)kl) + Lp(∂iQkl)(∂jQkl)

− Lp(∂mQik)∂m(ξpQkj)− Lp∂m(ξpQik)(∂mQkj) (4.70)

− 2

3
Lp(∂mξp)(∂mQij)

− 2Lp∂m

(
ξp

(
Qij +

1

3
δijQkl

))
(∂mQkl)

− τae, (4.71)

T
(2)
mij =Lp(ξp − 1)(∂mQik)Qkj + Lp(ξp + 1)Qik(∂mQkj)

+
2

3
ξpLp(∂mQij)− 2ξpLp

(
Qij +

1

3
δij

)
Qkl(∂mQkl), (4.72)
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where ξp, Lp, Ma are interpolated material properties and augmentedM

ξp =
1− φ

2
ξ, Lp =

1− φ
2

L1, Ma =
1− φ

2
M(Q)−WG(Q,∇φ). (4.73)

Notice that on ΓQN boundaries, because n̂ · ∇Q = 0, T (2) vanishes

n̂ · T (2)
∣∣∣
ΓQN

= 0. (4.74)

Equation 4.66 is cast in the following weak form: Find (v, p, φ, µ, Q, τ p) ∈
H1 × L2 ×H1 ×H1 ×H1 ×H1 such that ∀(v̂, p̂, φ̂, µ̂, Q̂, τ̂ ) ∈ H1 × L2 ×
H1 ×H1 ×H1 ×H1,∫

Ω

(
ρ

(
∂v

∂t
+ v · ∇v − g

)
− µ∇φ−∇ · τ p

)
· v̂ + (−pI + 2ηD) : (∇v̂)ᵀ dV

+

∫
Ω

(∇ · v)p̂ dV

+

∫
Ω

(
∂φ

∂t
+ v · ∇φ

)
φ̂+ γ∇µ · ∇φ̂ dV,

+

∫
Ω

(
µ− λ

ε2
φ(φ2 − 1)

)
µ̂− λ∇φ · ∇µ̂ dV

+

∫
ΓPN

λ|∇φ|µ̂ cos θc dS

+

∫
Ω

(
∂Q

∂t
+ v · ∇Q− S − ΓMa

)
: Q̂
ᵀ

+ ΓKp(∂kQij)(∂kQ̂ij) dV

+

∫
ΓQR

1− φ
2

ΓW̃
(
Q− Q̃

)
: Q̂
ᵀ
dS

+

∫
Ω

(
τ p + T (1)

)
: τ̂ ᵀ − T (2)

kij (∂kτ̂ij) dV

+

∫
ΓQD∪ΓQR

n̂ · T (2) : τ̂ ᵀ dS = 0. (4.75)

There is a practical consideration related to the PF method. When computing

multiphase flows in a finite domain, due to relaxation of the total mixing energy,

after the interfacial profile is stabilized φ will not be exactly 1 or -1 in the bulk of

the two fluids. This phenomenon has been well documented [186]. In the current
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multiphase flow involving a nematic phase, an outcome is that anti-diffusion of

Q may arise in certain cases. This stems from the term ∇ ·
(

1−φ
2 L1∇Q

)
(see

Equation 4.33) when φ shifts slightly above 1. Spurious oscillations in the Q field

start growing as the simulation goes on. To mitigate this issue, we follow the

idea in [185] and introduce a thresholding scheme. Let hs(x) denote a smoothed

Heaviside function such that hs = 0 when x ≤ −d, hs = 1 when x ≥ d, and hs
transitions from 0 to 1 within [−d, d]. d is small to make the transition zone thin.

The thresholding operation is

(i) The advection term v · ∇Q in Equation 3.11 is multiplied by h(−φ+ φc).

(ii) The concentration factor (1 − φ)/2 involved in the Q equation and τ p is

multiplied by h(−φ + φc). This includes Equation 4.27, Equation 4.33,

Equation 4.34, Equation 4.53, Equation 4.73.

These steps are to enforce that the dynamics ofQ and the LC stress τ p vanishes in

regions where φ > φc. We choose the cutoff φc = 0.9 and d = 0.05 to ensure that

undesirable dynamics does not arise in the isotropic phase while maintaining LC

dynamics in the majority of the mixing zone in the interfacial area. In fact, provided

that we are close to the sharp-interface limit, what specific value the cutoff takes

has little impact. We have tested even smaller φc values and the overall dynamics

is hardly changed.

The model is implemented using the software package COMSOL Multiphysics®

[1]. This is to utilize a selection of well-developed time-marching algorithms and

numerical solvers. Equation 4.75 is discretized on an unstructured mesh of trian-

gles, using piecewise quadratic Lagrange elements (P2) for v, φ, µ, Q, τ p, and

piecewise linear Lagrange elements (P1) for p. The unstructured mesh is essen-

tial. We need a high mesh density in the interfacial region to resolve the φ profile

with a small ε, while in bulk regions where flow is slow, only a coarse mesh is

needed. Using a uniform mesh density throughout is not only unnecessary, but also

prohibitive given our computational resources. An Arbitrary-Lagrangian-Eulerian

(ALE) scheme or an Adaptive Mesh Refinement (AMR) scheme can be coupled

with our method to dynamically change mesh densities during the computation.

For time-stepping, we use a Backward-Difference-Formula (BDF) scheme with

adaptive time step sizes and adaptive orders of accuracy between first and second
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[25]. The adaptive time step size is crucial to resolve efficiently a range of time

scales over which physical phenomena happen. All equations are coupled together

and solved simultaneously. In each time step, the nonlinear system is solved by

a Newton’s method with possible damping. To solve each Newton iteration, we

choose the MUltifrontal Massively Parallel sparse direct Solver (MUMPS) [3, 8].

MUMPS is an efficient direct linear solver with excellent scalability. In this the-

sis, since we only deal with 2D problems, a direct solver is advantageous in its

robustness and accuracy, while the computational cost is reasonable.
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Chapter 5

Problem I: The interaction of a
pair of ferrofluid drops in a
rotating magnetic field

In this chapter, we set up the ferrofluid drop interaction problem and apply the VOF

formalism in Section 4.2 to solve this problem.

5.1 Problem setup
After extensive numerical experimentation, we have realized that a full 3D simu-

lation of two ferrofluid drops in a rotating magnetic field is computationally pro-

hibitive using our current tools. Thus, we will carry out a two-dimensional (2D)

simulation using the geometry of Figure 5.1. Two drops of initially circular shape

are placed symmetrically in a square domain Ω, which is large enough that the

magnetic field and the velocity field on the boundary ∂Ω are hardly disturbed by

the drops. A uniform external field rotates counter-clockwise with a constant speed

and the dimensionless driving frequency of Equation 4.14. Its orientation is given

by the phase angle θh = 2πft with respect to the x axis. Thus, on the outer bound-

ary we impose −Hn(t) = −n · (cos θh, sin θh) (Equation 4.19). In most of our

simulations, the pair of drops start from a horizontal initial orientation.

The parameter values are listed in Table 5.1 along with the experimental values
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Figure 5.1: The 2D computational domain is a square with the ferrofluid
drops initially placed symmetrically inside. On the outer boundary we
specify a rotational magnetic field and no-penetration condition with
free slip for the velocity.

in Chen et al. [32]. We use larger values for the magnetic Laplace number and

the viscosity ratio, since the experimental values, corresponding to a low-viscosity

ferrofluid and a high-viscosity surrounding liquid, tend to produce strong spurious

currents across the interface, which only diminish slowly with mesh refinement.

Despite these differences in parameters and the 2D geometry of the numerical sim-

ulations, we have been able to capture the key mechanisms governing the experi-

ment.

The spurious currents associated with the experimental parameters have not

been documented before. Normally, spurious currents are caused by imbalance be-

tween surface tension and pressure gradients, and decay with increasing viscosity

by enhanced dissipation [131]. In our case, however, undulations in the veloc-

ity field decrease with decreasing viscosity (increasing Lam). We believe that the

spurious currents at present are related to the numerical treatment of the magnetic

force. A more detailed investigation is beyond the scope of this study. We use

a larger viscosity ratio ξ to accelerate convergence of the calculation, thus reduc-

ing computational cost. Overall one can think of the surrounding medium in our

computation as having lower viscosity than in the experiments.

We have used two validation tests to assess the performance of the code for

simulating two-phase flows with magnetic effects. First, we compute the steady-

state shape of a ferrofluid drop in a static uniform field. This test problem is set
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Chen et al. [32] Simulations

χ = 2.14 χ = 2

f = 1/79 f = 1/120− 1/40

Bom = 1.81 Bom = 0.2− 2

Lam = 3.37 Lam = 50− 75

ξ = 0.0249 ξ = 0.2− 1

Table 5.1: Comparison of parameters used in the experiment of Chen et al.
[32] and in our simulations.

up in an axisymmetric domain, and we compute the equilibrium aspect ratio of the

drop b/a as a function of Bom and χ. If the field is weak and the deformation

is small, the drop shape can be assumed spheroidal and the problem admits an

approximate analytical solution [7]. Figure 5.2 compares the numerical results with

the analytical solution for two χ values. Excellent agreement is seen for relatively

mild elongation of the drop. At higher Bom or χ values, the drop shape deviates

from a perfect spheroid and the discrepancy between the numerical and theoretical

results begins to increase.

Further we demonstrate convergence with respect to grid size and time step re-

finement and the domain size for the full numerical solution of our drop interaction

problem as set up in Figure 5.1. The mesh generator requires specification of the

coarsest and finest grid sizes, and we adaptively refine the mesh to deploy the finest

grids at the interfaces [131]. For a simulation with a representative set of param-

eters (f = 1/80, Bom = 2, ξ = 1, Lam = 75 and initial separation D0 = 4),

Figure 5.3 illustrates mesh convergence using the horizontal velocity profile u(x)

at t = 80. The solution converges when the finest mesh size reaches 5 × 2−8

(Figure 5.3a) and the coarsest mesh size reaches 5 × 2−4 (Figure 5.3b). Such a

grid is used for the rest of the paper except for Section 5.2.3, in which the finest

mesh size is reduced to 5× 2−9 to better resolve the fluid film between the drops.

For time stepping, we have found the default adaptive scheme sufficient, with the

maximum time step limited by the Courant-Friedrichs-Lewy condition associated

with the advection of the fluid and the volume fraction field c [130, 131]. For the
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Figure 5.2: The steady-state drop aspect ratio b/a as a function of the mag-
netic Bond number Bom for two χ values. We compare the numeri-
cal results (symbols) with the small-deformation theory [7] for χ = 5
(solid line) and χ = 2 (dashed line). The axisymmetric domain is large
enough that the magnetic field on the boundary is not disturbed by the
drop. The finite-volume cells have sizes ranging from 5×2−9 to 5×2−6,
with finer cells concentrated on the drop interface.

(a) (b)

x

y

Figure 5.3: Convergence with mesh refinement (f = 1/80, Bom = 2, ξ = 1,
Lam = 75,D0 = 4). (a) u(x) for different finest grid sizes: 5×2−7 (N);
5× 2−8 (�); 5× 2−9 ( ). The coarsest grid size is fixed at 5× 2−4. (b)
u(x) for different coarsest grid sizes: 5×2−3 (N); 5×2−4 (�); 5×2−5

( ). The finest grid size is fixed at 5 × 2−8. Temporal discretization is
adaptive and the domain length is fixed at L = 20 to save computation
time, and the profiles are taken at t = 80. The inset in (a) shows the
shape and position of the drops at this moment.
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domain size, L = 40 is large enough for the solution to be independent of L.

5.2 Results and discussion

5.2.1 Regimes of interaction

Four regimes of pairwise interaction between the drops have been identified, which

can be observed by, for instance, varying the initial separation D0 of the drops

(Figure 5.4):

Figure 5.4: Regimes of interaction of the ferrofluid drop pair under a counter-
clockwise rotating magnetic field.

• When D0 is large, the drops spin individually in phase with the external

magnetic field, with negligible interaction.

• At intermediate values of D0, the drops perform planetary motion; they spin

while revolving around each other. The angular velocity of the global revo-

lution is lower than the rotating velocity of the field.

• At smaller values ofD0, the pair may attach to each other end-to-end without

coalescing, and form a doublet that rotates with the driving frequency. In

this “drop locking” regime, both the phase angle of individual drops and the
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orientational angle of the pair are locked to the external field, while the drops

maintain a small separation between them. This regime may be transient,

sometimes preceded by an episode of planetary motion, and usually ending

in coalescence.

• With an even smaller D0, coalescence takes place right away without going

through the locked rotation episode. Afterwards, the merged drop elongates

and spins with the field.

These regimes agree qualitatively with recent experimental observations [104].

The rest of Section 5.2 focuses on the planetary motion and the drop-locking

regimes, as well as transitions between different regimes.

5.2.2 Planetary motion

Figure 5.5 shows a typical simulation of the planetary motion. Each drop spins

with the driving frequency of the rotating field f , with little phase lag. This is ev-

ident from Figure 5.5, where the long axes of the drops align to the field direction

within 3◦. In the mean time, the drops revolve around each other in the same sense

as the rotating field, at a much lower rate. This is demonstrated in Figure 5.6(a)

by the increase of the pair orientational angle θd(t) (see Figure 5.5 for definition).

The revolution is not monotonic but suffers periodic small-scale reversals, a sig-

nature that agrees with experimental observations [32]. The drop separation D(t),

measured between the centroids of the drops (see Figure 5.5 for definition), shows

a similar oscillation, around a mean value that appears to approach a limit in time.

These features can be understood from the magnetic and hydrodynamic forces on

the drops.

Magnetic interaction

The planetary motion resembles the behaviour of two solid magnetic microspheres

in a rotating field, which has been accounted for by a dipole model [14, 67]. Thus,

our first enquiry is which of the features observed above can be explained by the

simple picture of magnetic dipole-dipole interactions in a viscous medium.

Assuming each drop is a magnetic point dipole, we can derive the following

dimensionless 2D dipolar forces on each drop [71]:
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Figure 5.5: Snapshots of a typical simulation of planetary motion for param-
eters f = 1/80, Bom = 2, ξ = 1, Lam = 75 and D0 = 4, showing the
drops and the magnetic field lines. The letter L marks the drop initially
on the left. We denote the distance between the centroids of the drops
by D, and the orientational angle of the pair by θd.

π/2

3π/4

π/4
tp ≈ 40

tp ≈ 40

(a) (b)

Figure 5.6: (a) The planetary revolution is manifested by the continual in-
crease in the angle θd(t). (b) The distance D(t) between the centroids
of the drops. f = 1/80, Bom = 2, ξ = 1, Lam = 75, D0 = 4. Note
the oscillation in both curves with a period tp ≈ 1/(2f) = 40.
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Fθ =

(
χ

2 + χ

)2 sin(2∆θ)

D3
, Fr = −

(
χ

2 + χ

)2 cos(2∆θ)

D3
, (5.1)

in the azimuthal and radial directions, respectively. The forces have been scaled by

4πµ0H
2
0r0. The former amounts to a magnetic torque that affects the rotation of the

line of the centroids, i.e. the angle θd. A positive Fθ implies a counterclockwise

rotation, in the same direction as the rotation of the magnetic field. The latter

affects the separation D, and a negative Fr attracts the drops toward each other.

Because the speed of field rotation (dθh/dt) is faster than the rate of planetary

revolution (dθd/dt) (Figure 5.6a), the phase lag ∆θ = θh − θd increases in time.

In each round of ∆θ, Fθ changes sign at ∆θ = 0, π/2, π and 3π/2. Thus, there

are four intervals in which the magnetic torque alternately rotates the pair forward

(in the same direction as the rotating field) or backward (counter to the field). This

explains the small-amplitude oscillations of θd in Figure 5.6(a). The oscillations

in D is similarly due to the change in sign of Fr, although at different ∆θ values.

Because dθh/dt is much larger than dθd/dt, ∆θ increases at almost the same rate

as θh. Hence, the appearance of 2∆θ in Equation 5.1 means that θd and D oscil-

late with a frequency roughly twice the driving frequency f (see the period tp in

Figure 5.6).

Furthermore, in an interval of ∆θ corresponding to a positive Fθ and forward

rotation of θd, the line of centroids chases the driving field so as to slow down

the increase of the phase lag ∆θ and prolong the time period of forward rotation.

Conversely, the time period of backward rotation is shortened. This difference

in duration is manifested in Figure 5.6(a). Accumulated over repeated cycles, it

produces a forward planetary revolution, in the same sense as the rotating field.

Similar arguments to the above have been made in Chen et al. [32]. In the

next two sections, we examine the hydrodynamic interaction between the drops

and interpret novel features in the planetary motion, which is original contribution

from this thesis.

Hydrodynamic interaction

Our ferrofluid drops are not point dipoles, however. For one, they have a finite size

and shape, and deform under the influence of the external field H . Their motion
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Figure 5.7: Instantaneous velocity field (f = 1/80, Bom = 2, ξ =
1, Lam = 75, D0 = 4 at t = 156.8). Only the central region of
the domain containing the drops is shown.

incurs viscous drag in the surrounding medium. As one elongated drop spins with

the driving frequency f , it creates a flow field that sweeps the other drop forward

and induces revolution around each other (Figure 5.7). This “viscous sweeping”

effect provides another potential mechanism for the planetary motion, and is key

to understanding several novel features of the planetary motion of ferrofluid drops

that are absent for point dipoles or solid particles.

To evaluate the magnitude of the viscous sweeping effect, we vary the drop

deformation by reducing the magnetic Bond number Bom from 2 to 0.2. This can

be interpreted as increasing the interfacial tension by ten times. In Figure 5.8(a),

the ovals represent the typical drop shape at each of the Bond numbers, at the

driving frequency f = 1/40. The drop deformation is indeed greatly reduced,

and so will be the viscous sweeping. This change in shape may potentially change

the magnetization of the drops and the strength of magnetic interaction. However,

Figure 5.8(a) shows little change in the mean value of D and its amplitude of

the oscillations. Because the radial oscillation is driven by magnetic attraction

or repulsion, it follows that there is little change in the magnitude of magnetic

forces. Meanwhile, in Figure 5.8(b), the rate of global revolution has decreased
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Bom = 2

Bom = 0.2

Bom = 2

Bom = 0.2
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5π/2

3π/2

π/2
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ω = 10.6×10-3

ω = 2.50×10-3

Figure 5.8: Effect of viscous sweeping probed by varying the magnetic Bond
numbers Bom and drop shape: Bom = 2 (thin line) and Bom = 0.2
(thick line), with f = 1/40, ξ = 1, Lam = 75, D0 = 4. (a) Evolution
of the radial distance D. The ovals represent the typical drop shapes for
the two Bond numbers. (b) Evolution of the pair angle θd. The angular
velocity ω = dθd/dt is calculated from the slope of straight lines fitted
to the latter part of the θd(t) curves.

from ω = 10.6 × 10−3 at Bom = 2 to ω = 2.50 × 10−3 at Bom = 0.2. Hence,

reducing viscous sweeping while keeping the magnetic effect roughly fixed has

approximately quartered the rate of planetary revolution. Simulations at other f

values have confirmed the same trend.

Taking the simplistic view that the dipolar magnetic interaction and viscous

sweeping contribute additive parts to the planetary motion, we deduce from the

above result that viscous sweeping is a more important mechanism than the mag-

netophoretic interaction. The same conclusion probably holds in the experiment of

Chen et al. [32], whose external fluid has higher viscosity than in our numerical

study, and thus is more efficient at viscous sweeping. As a side remark, the slower

revolution for Bom = 0.2 means that ∆θ = θh − θd increases slightly faster in

time (Figure 5.8b). This explains the slightly shorter period of oscillation for the

rounder drops that is evident in Figure 5.8(a). Its oscillation starts out in phase

with that of the elongated drop, but has gained a lead of more than half a period by

the end of the simulation.

Another novel feature, distinct from its counterpart in solid particles, is how

the angular velocity ω of the planetary motion changes with the driving frequency
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f = 1/40
ω = 10.6×10-3

f = 1/120
ω = 1.15×10-3
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ω = 1.99×10-3
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Figure 5.9: Effect of the driving frequency f on the planetary motion. (a)
The evolution of θd at three frequencies f = 1/120, 1/80 and 1/40.
The average angular velocity ω is calculated from the slope of straight
lines fitted to the latter part of the curves. (b) The evolution of drop
separationD under the same conditions. The other parameters are fixed:
Bom = 2, ξ = 1, Lam = 75, D0 = 4.

f .

With all other parameters fixed, increasing f causes the pair to revolve around

each other at faster ω (Figure 5.9a). This contrasts the dipole-based solution for

solid particles [14, 67], in which ω decreases with increasing f . The latter is be-

cause at a faster driving frequency f , the planetary revolution of the pair becomes

less significant in determining the phase lag ∆θ = θh − θd. As a result, the dif-

ference in durations of forward and backward rotation due to θd also diminishes as

the two become closer to cancelling each other. As a cumulative effect, the global

revolution ω due to dipolar interaction decreases with increasing f . The distinction

between ferrofluid drops and solid particles can be rationalized by viscous sweep-

ing, which increases with the spinning velocity f of each drop so much that it

compensates for any loss in the contribution due to magnetic dipolar interaction to

the planetary motion. Note that the drop separation tends to different limits at dif-

ferent frequencies, being closer for higher frequencies (Figure 5.9b). The reduced

separation may also have helped enhance the viscous sweeping.
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D0 = 4.4 D0 = 4.0

D0 = 3.2

Figure 5.10: Evolution of the radial distance between the drops starting from
different initial separations. f = 1/40, Bom = 2, ξ = 1, Lam = 75.

Limit separation

We turn to the last novel feature of the ferrodrop planetary motion: the drop sep-

aration D approaching a limiting mean value independent of the initial separation

D0. This has been noted in passing when discussing Figure 5.6 and Figure 5.9.

Figure 5.10 depicts three trajectories that start from different D0 toward the same

long-time limit mean separation, denoted by Ds. Initially, the oscillation in the

radial distance has smaller amplitudes for the drops starting farther away. This is

due to weaker magnetic force at larger distance. As the drops approach the same

Ds, the amplitudes for different cases converge to the same value.

The limit separation cannot be explained by dipole-dipole interactions. In pre-

vious studies of 3D spheres, the attractive radial magnetic force has greater magni-

tude and longer duration than the repulsive. Hence, the particles gradually attract

and move into contact despite the periodical repulsions [67]. In 2D, the radial

magnetic force Fr ∝ cos(2∆θ) (Equation 5.1) is symmetric between the attractive

and repulsive phases. Thus, the two cancel over each cycle and do not produce a

cumulative drift in D. Two solid particles would thus revolve in orbits that retain

the initial mean separation D0.

Here we examine three hydrodynamic mechanisms that have potentially con-

tributed to the limit separation. The first is inertia. As the magnetic radial force
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no inertial advection

Figure 5.11: The inertial effect. D0 = 3.2, f = 1/40, Bom = 2, ξ = 1,
Lam = 75. (a) Trajectory of the pair of drops in the D-∆θ phase
plane. The t-arrow indicates the progression of time. As ∆θ reaches
π, we fold the trajectory to the left end (∆θ = 0) because of the
cos(2∆θ) periodicity of the radial dipolar force Fr. (b) Evolution of
radial distanceD between the drops with (open ) or without (filled )
the nonlinear convection term.

Fr drives the drops apart or toward each other, the drops will not stop instanta-

neously when Fr switches between positive and negative values. Rather, inertia

carries them further, overshooting the zeros of Fr. Figure 5.11(a) illustrates the

overshoot in the D-∆θ phase plane by a representative trajectory, the D0 = 3.2

case in Figure 5.10. Fr changes from attraction to repulsion at ∆θ = π/4. But D

continues to shrink and reaches its minimum some time after Fr has turned repul-

sive. At such a small D, Fr achieves a larger repulsive value than if the overshoot

were absent, and drives the drops apart more forcefully. Similarly the maximum of

D overshoots ∆θ = 3π/4, such that part of the attractive phase happens at larger

separations. This results in a weaker attractive Fr that fails to bring the drops back

to the separation at the start of the previous cycle. Over each cycle, therefore, the

inertial overshoot favors the repulsive force over the attractive one, and amounts

to a net effect of separating the drops. As a test of the inertial effect, we turn off

the nonlinear convection term in the Navier-Stokes equation, and repeat the simu-

lation of Figure 5.11(a). Figure 5.11(b) shows that without the convective part of

inertia, the separation D does not increase as much from one cycle to the next and

approaches a smaller Ds. This provides a partial confirmation of the inertial effect.
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Minimum
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Figure 5.12: The velocity field around a single ferrofluid drop spinning
steadily in a rotating field. f = 1/80,Bom = 2, ξ = 1 and Lam = 75.
The dashed lines indicate locations where a second drop will be at
maximum or minimum separation from the one shown during plane-
tary motion.

The second is the viscous sweeping effect, which favors drop attraction. Fig-

ure 5.12 shows the velocity field around a single ferrofluid drop spinning in a ro-

tating field. We examine how a second drop, placed in different positions relative

to the first, would be pushed or pulled by the radial component of the flow field.

We prefer this simpler flow to the two-drop velocity field of Figure 5.7, as the

latter varies according to the location and orientation of the drops, and the added

complexity obscures the underlying physics. Here the flow is steady as far as the

rotating drop is concerned. For ease of discussion, we orient the x and y axes al-

ways at π/4 from the long axis of the drop. Thus, the flow field stays the same at

different times, and the second drop will be placed at different angular locations at

different times during its revolution.

We start by noting that the radial dipolar force vanishes if the second drop is

placed on the x or y axes (∆θ = π/4 or 3π/4, see Equation 5.1). Next, to follow

the increase of the phase lag ∆θ during planetary motion, we imagine the second
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Figure 5.13: Illustration of anisotropic viscous drag. Magnetic attraction in
(a) induces a smaller viscous drag Fη than the magnetic repulsion in
(b).

drop moving clockwise around the first, starting from the first quadrant. As the

second drop passes from above the x axis to below it, ∆θ increases past π/4. Fr
changes from attractive to repulsive, suggesting a minimum in separation D. Be-

cause of inertia, however, the minimum is attained further clockwise at an angle of

about 0.13π below the x axis. Similarly the farthest separation is at about 0.17π

past the y axis. The flow is mostly radially inward in the region around the mini-

mum D but outward in the region around the maximum D. As a result, the second

drop experiences stronger inward flow than outward flow during its revolution. Al-

though the overall radial flux around a drop necessarily vanishes, viscous sweeping

favors approach over separation on balance. Figure 5.9(b) provides direct evidence

for this argument. Raising the driving frequency f increases the spinning velocity

of the drops and the strength of viscous sweeping, which results in closer separa-

tion between the drops.

Finally, the third effect is anisotropic viscous drag, illustrated by the diagrams

in Figure 5.13. The radial magnetic force is attractive when the phase lag ∆θ has

a small magnitude (below π/4). As the drops approach, therefore, they present

relatively small cross-sections to each other and thus have smaller viscous drag Fη
(Figure 5.13a). Conversely, the separation phase sees the drops oriented away from

their line of centroids, and the large cross-sectional area induces more viscous drag

(Figure 5.13b). Overall the anisotropic viscous drag favors drop attraction.

With the three effects in simultaneous action, we can rationalize the attainment

of the limit separation Ds. When the drops are initially far apart, the inertial over-

shoot effect is weak, and the anisotropic drag and viscous sweeping effect bring the

drops closer together. If the initial separation D0 is small, the inertial overshoot is

amplified as the asymmetry between approach and separation becomes relatively

larger. This mechanism prevails over viscous sweeping and anisotropic drag to
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push the two drops apart. The limit separation will be achieved when all effects are

in balance.

Admittedly, the arguments above are mostly qualitative since it is difficult to

quantify each factor and analyze their variation with parameters such as f . For in-

stance, when we reduce the magnetic Bond numberBom in Figure 5.8, the rounded

shape of the drop reduces viscous sweeping and anisotropic drag, and hence should

increase the limit separation Ds. In the meantime, numerical results show that the

inertial overshoot is also suppressed for the round drop, probably by the reduction

in flow velocity. The outcome is thatDs only increases slightly. We can rationalize

the outcome thus, but cannot make the quantitative calculation to predict it.

5.2.3 Drop locking

Figure 5.14 shows a typical simulation in the drop locking regime, first discovered

by our calculation. Compared with the planetary motion of Figure 5.5, the viscosity

ratio and the initial separation D0 are both smaller. The drops initially approach

each other as if coalescing, and form a thin liquid film between them. Then the two

rotate as one at the same angular velocity as the external field. The locked rotation

lasts for about 1/2 of a cycle before coalescence.

Informed by our study, our collaborators went back to the laboratory to search

for the drop locking regime experimentally [104]. Indeed, starting with the con-

ditions that would produce the planetary motion and gradually reducing the initial

drop separation, we were able to confirm the drop locking regime experimentally.

Figure 5.15 shows snapshots of a pair of drops locked in close proximity and ro-

tating with the driving frequency. In this case, the drops are locked for about 5/4

cycles of rotation before coalescing, a longer duration than in our numerical solu-

tion. This duration varies among experimental runs, apparently stochastically. In

one extreme case, the drops remain locked for the entire duration of the experiment,

for more than 12 cycles. In a sense, we can view drop locking as intermediate be-

tween planetary motion and direct coalescence. The transition among the regimes

will be analyzed in the next subsection.

The reason that drop locking lasts much shorter time in the simulations than

in the experiment is likely two-fold. First, we have used a lower viscosity for
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Figure 5.14: A typical simulation in the drop locking regime, with snapshots
showing the drops and magnetic field lines. f = 1/80, Bom = 2,
ξ = 0.2, Lam = 75 and D0 = 3.5. The letter L marks the drop (or the
end of the combined drop) initially on the left.

Figure 5.15: Snapshots of drop locking observed in an experiment. The letter
L marks the drop (or the end of the combined drop) initially on the left.

the surrounding medium in the simulations (see Table 5.1), and this will produce

faster film drainage. Second, insufficient numerical resolution of the thin liquid

film between the drops may also lead to premature coalescence. As drop coales-

cence occurs upon rupturing of the thin liquid film separating them, its exact timing

depends on molecular-scale forces and cannot be predicted by purely continuum

models [182]. In simulations, therefore, rupture or coalescence is often precipitated

by incidental factors such as numerical errors.

5.2.4 Transitions between regimes

The last section suggests that drop locking is an intermediate regime between plan-

etary motion and direct coalescence. Naturally the question arises as to what con-
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ditions determine the transition between regimes. In Section 5.2.1, we have found

it convenient to describe the 4 regimes in terms of gradually reducing the initial

separation D0. This is not the only way to organize the regimes. Now we will

consider the transitions as the outcome of the various forces in competition.

Generally, the interaction of a pair of ferrofluid drops in a rotating field is de-

termined by the competition between the magnetic forces and viscous drag. The

former causes attraction and even coalescence, while the latter, by way of mod-

ifying the relative position and orientation of the drops, introduces the potential

for repulsion and sustained cyclic motion without coalescence. Much insight can

be gained from considering the simpler case of solid microspheres (or effectively

magnetic dipoles) that has been studied before [14, 67].

In this case, Helgesen et al. [67] derived a critical driving frequency based on

dipole interactions in 3D and the Stokes drag. Using our unit system and scaling

(see Section 2.2), this critical frequency can be written in dimensionless form as

fc =
2
√
Lam
π

(
χ

3 + χ

)2 1

D5
. (5.2)

At a driving frequency f < fc, the magnetic force dominates the viscous drag. The

pair rotates at the same speed as the driving field, with a phase lag ∆θ never ex-

ceeding π/4. Thus the magnetic radial force remains attractive at all times and the

spheres approach each other and then stay in contact. This behaviour is the coun-

terpart of our drop locking regime. When f > fc, the strong viscous drag causes

the phase lag ∆θ to exceed π/4. The two spheres periodically repel and separate,

and revolve around each other at a lower rate, as in our planetary motion. Bacri

et al. [14], Helgesen et al. [67] have also verified the predictions by experiments.

Extending this idea to the ferrofluid drops in our case, we can view the transi-

tions outlined in Figure 5.4 in a more general light. Increasing the initial separation

D0 tends to decrease the magnetic forces relative to the viscous drag, resulting in

the shift from direct coalescence to drop locking, and further to planetary motion

and independent spin. The same outcome can also be achieved by one or a com-

bination of the following means: gradually increasing the driving frequency f ,

reducing the magnetic susceptibility χ or reducing the magnetic Laplace number

Lam. In fact, as Lam decreases from 75 to 50 in the simulation of Figure 5.14,
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drop locking gives way to planetary motion. Furthermore, taking the experimental

parameters of Chen et al. [32], Equation 5.2 predicts the dimensional critical driv-

ing frequency to be 0.5 Hz. This is consistent with observations of the planetary

motion at a driving frequency of 1 Hz in the experiment.

To make direct comparison with our 2D numerical simulation, we assume Os-

een flow with small inertia to avoid the singularity of Stokes flow. Balancing the

dipole force in the azimuthal direction with the Oseen drag on a cylinder [82], we

can derive a 2D counterpart of Equation 5.2:

fc

ln
(

3.7
πD
√
Lamfc

) =

√
Lam
π

(
χ

2 + χ

)2 1

D4
, (5.3)

In our numerical simulations, planetary motion prevails at a frequency of f =

0.025 at D0 = 3.5, Lam = 75, χ = 2 and ξ = 0.2. Drop locking is realized at the

lower frequency of f = 0.0125. Thus, the threshold frequency lies between these

two values. Using the same parameters, Equation 5.3 predicts a critical frequency

of fc = 0.0075, smaller but on the same order of magnitude as the threshold

frequency in the simulations.

Of course, our ferrofluid drops are not point dipoles, and their deformation and

hydrodynamic interaction introduce new mechanisms into the picture. For one, we

have observed that near the boundary between regimes, the initial positioning of

the drops relative to the field can influence which behaviour prevails. In all the

simulations presented so far, the drops are initially aligned along the field direction

(horizontal in Figure 5.1). Thus, the two drops initially attract and approach each

other. If the two drops are placed in a vertical line, perpendicular to the initial field

direction, they repel each other at the start. For a relatively close D0 = 3.6 (the

other parameters being f = 1/120, Bom = 2, ξ = 1, Lam = 75), we have ob-

served the two drops coalescing directly from the horizontal initial configuration,

but separating and settling into a planetary motion from the vertical initial configu-

ration. In addition, the viscosity ratio ξ of the ferrofluid to the surrounding medium

affects the regimes. In the drop-locking example of Section 5.2.3, increasing ξ from

0.2 to 1 while keeping all other parameters the same will cause a transition from

drop locking to planetary motion. Increasing the viscosity of the ferrofluid drop
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makes it more rounded, and the reduced viscous sweeping tends to keep the drops

farther apart. These are manifestations of the ferrofluid drop dynamics as distinct

from that of magnetic dipoles.

A still more important factor is viscous sweeping, which can affect the drop

interaction significantly. On the one hand, it directly promotes the revolution of

the drops around each other through viscous forces. On the other, it tends to push

the drops toward each other, magnifying the magnetic forces in the mean time.

Thus, it is difficult to express its effects, say, as an algebraic generalization of

Equation 5.3. Given the computational cost, especially associated with resolving

thin films, we have not undertaken a comprehensive parameter sweep to determine

more precisely the boundaries among the regimes as part of this study.

5.3 Summary for Problem I
Inspired by the experimental observations of Chen et al. [32], we have used di-

rect numerical simulation for the first time to investigate the interaction between

a pair of ferrofluid drops suspended in an immiscible fluid inside a rotating uni-

form magnetic field. The driving field is of sufficiently low frequency that the

drops elongate and spin in phase with the field. We have observed four regimes of

pair-wise interaction within the range of parameters explored: independent spin,

planetary motion, drop locking, and direct coalescence. These are in qualitative

agreement with experimental observations.

Furthermore, we have probed the mechanisms behind these outcomes by inter-

rogating our numerical results. The transition between these regimes can be under-

stood as the outcome of the competition of two types of forces: magnetophoretic

forces that tend to attract the drops toward each other, and viscous drag that hin-

ders the drop motion and causes the drops to fall periodically into a configuration of

mutual repulsion. Thus, relatively strong magnetic forces favor coalescence, while

relatively strong viscous drag favors less interactive regimes. The drop locking

regime was discovered in the simulations first, and then confirmed by new labo-

ratory experiments. It represents an intermediate state between direct coalescence

and planetary motion.

We have analyzed the planetary motion in detail. A model of magnetic dipolar

78



interaction explains well the oscillations in the trajectory of the drops. Although

the magnetic interaction can also produce revolution of the two drops around each

other, we have found a type of hydrodynamic interaction—viscous sweeping—to

play a more important role. When an elongated drop spins with the driving field,

it produces a flow field that sweeps the second drop in the same direction. As a

result, drop interaction presents novel features that cannot be explained by dipolar

interaction. For example, the average angular velocity of the planetary revolution

increases with the driving frequency, contrary to predictions of the dipole model.

Besides, the drops in planetary motion approach a mean separation in time that is

independent of initial separations. This limit separation is smaller if the external

field rotates faster.

We should note that the simulations are limited by computational cost to two

dimensions, so quantitative comparison with experiments is difficult. The main nu-

merical challenge comes from resolving the thin film between two drops. Thanks

to the efficient adaptive mesh refinement, we have been able to use mesh sizes as

small as 5 × 2−9 times the initial drop radius near the interface. The solution for

the magnetic field and the need for a large enough domain to avoid boundary inter-

ference also add to the magnitude of a full 3D simulation. The main contribution

of this study, therefore, consists in elucidating qualitatively the mechanisms under-

lying the experimental observations of ferrofluid drops in a rotating magnetic field.

In this regard, the 2D predictions match well with the experimental observations,

including the transition between regimes (Section 5.2.1 and Section 5.2.4) and the

emergence of drop locking (Section 5.2.3). This indicates that the 2D simulations

have captured the essential physics. Beyond the pairwise interaction studied here,

the experiments have also demonstrated self organization of a cluster of drops into

regular patterns [32]. This, together with a full 3D numerical calculation using

more realistic material parameters, presents challenges for future theoretical and

computational studies.
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Chapter 6

Problem II: Elasto-capillary flows
of liquid crystals

In this chapter, we validate our PF method for computing interfacial flows of LCs

with numerical examples, and apply the method to solve the problem of drop re-

traction involving a nematic phase.

6.1 Validations
In this section, I present various examples of single-phase LC flow. The purpose is

two-fold.

(i) Validate our model by reproducing known results quantitatively.

(ii) Provide ground for our interpretation of more complicated behaviour in mul-

tiphase flows.

They are summarized below

(i) Formation of defects near a spherical particle. We consider two different

defect structures: the Saturn ring and polar ring.

(ii) Flow-aligning LC in simple shear flow. We consider the cases both without

and with anchoring on bounding walls.
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(iii) Annihilation of defects of opposite winding numbers. We simulate this pro-

cess with and without “back-flow”, to be explained below.

Because all these pertain to single-phase LC bulk flow, we turn off the second phase

as well as the interface treatment in our model and code. Note that the physics in

the following examples is well-known, and modeling and computation have been

carried out by other researchers.

6.1.1 Formation of defects near a spherical particle

Suppose a spherical solid particle is submerged in the bulk of a nematic, with

strong homeotropic anchoring on the particle surface and uniform alignment in the

far field. Consider the relaxation of the Q field and the nucleation of a defect near

the particle. Experimentally we typically see one of two possible stationary con-

figurations: Saturn ring (with quadrupolar symmetry) and a hyperbolic hedgehog

(with dipolar symmetry). In general, as the particle radius increases, the energet-

ically favoured defect configuration transitions from a Saturn ring to a hyperbolic

hedgehog [52]. In a certain parameter range, though, meta-stable configurations

co-exist due to the complicated energy landscape, which is both shown by ex-

periments [63] and predicted by computations [140]. Note that different theories

of nematic dynamics predict slightly different defects. True point hedgehogs are

predicted with a kinetic theory [52, 54], while phenomenological theories using the

LdG energy expansion with single-elastic-constant approximation (see Section 3.2)

always indicates that the point defect will open up to be a small ring [58, 140]. So

far, experiments have not validated one of these predictions against the other, as

current techniques do not have the resolution to probe the fine structures in defect

cores.

Here I calculate the formation of a Saturn ring and a polar ring, and demon-

strate meta-stability with different defects by starting from different initial guesses.

Results are compared with those in Ravnik and Žumer [140], where the total elastic

energy is minimized by solving its Euler-Lagrange equation with a numerical an-

nealing procedure. The solid particles are embedded using an immersed-boundary-

like scheme. We solve our BE dynamics using our own numerical technique, and

recover quantitatively the same steady state as the same elastic energy functional
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(LdG energy) is minimized.

We set up the problem in 2D axisymmetric geometry, exploiting rotational

symmetry. The computational domain is shown in Figure 6.1 in cylindrical co-

ordinates. As we are only interested in the steady-state defect configurations, flow

Figure 6.1: Computational domain and BCs for defect formation near a
spherical particle with homeotropic anchoring.

is irrelevant here. Hence, we only solve the evolution equation of Q in the bulk

of LC (Equation 3.11). Following [140], we impose homeotropic anchoring of fi-

nite strength on the particle surface (Equation 4.40), though the anchoring is rather

strong (see specific parameters below). The outer bounding walls mimic infinity,

so the BC in Equation 4.36 is used. On the symmetry axis r = 0, Equation 4.41 is

used. For convenience of comparing with [140], we use a dimensional parameter

system. The parameters are set as: A = −0.172 × 106 Pa, B = −2.12 × 106 Pa,

C = 1.73× 106 Pa, K = 4× 10−11 N, Ws = 1× 10−2 N/m, R = 0.5 µm, L = 2

µm. These give the equilibrium scalar order parameter as qe = 0.799 through
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Equation 3.8. Since there is no flow, ξ is irrelevant. Γ controls the time scale of

distortion relaxation and can thus be arbitrary, so we set it to be 1 Pa−1s−1. We

have confirmed convergence of our results by refining the mesh, and also ensured

steady state and domain-size independence.

Saturn ring

To recover the quadrupolar configuration, we prescribe an initial Q field with the

directors aligned in the z-direction and Q being in equilibrium state (Equation 3.2

and Equation 3.8). To resolve the defect core with sufficient mesh density, we spec-

ify a fine mesh of approximately uniform sizes in a circular region near expected

defect location, with progressively coarse mesh farther away from the defect. The

mesh used in our study is shown in Figure 6.2. We have also indicated the scalar

order parameter q at steady state through the grey scale. The brighter the colour

is, the better LC molecules are aligned. A defect core is clearly shown in the onset

which is sufficiently resolved by the mesh.

Figure 6.2: Mesh for computation of the Saturn ring near a spherical particle
with homeotropic anchoring. The Saturn ring defect is also visualized
through the scalar order parameter q indicated by the grey scale.
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The calculated molecular configuration is visualized in Figure 6.3. Figure 6.3(a)

displays an overview of the Saturn ring, with the iso-surface of q = 0.5 shown in

the green contour, representing the defect core. Figure 6.3(b) shows the defect

structure with a magnified view onto a dissected plane going through the particle

centre and perpendicular to the ring. We visualize the molecular distribution by

drawing ellipsoids representing the positive-definite tensorQ+ I/3. Their colour

shows the magnitude of the maximum eigenvalue. The more elongated the ellip-

soid is, the better molecules are aligned along its major axis. In the defect core

region, the ellipsoids become much more rounded due to reduced molecular order.

(a) (b)

Figure 6.3: The Saturn ring defect. (a) Overview of the Saturn ring near the
particle. The green contour shows the iso-surface for the scalar order
parameter q = 0.5. (b) The molecular distribution near the defect core.
The ellipsoids represent the tensor Q + I/3 and their colour signifies
the maximum eigenvalue. The more elongated an ellipsoid is, the better
local molecules align.

We compare our results with those from [140]. In Figure 6.4 we show the

calculated Q components along the line z = L/2 in the r-z plane, near the de-

fect core. They are compared with data extracted from Ravnik and Žumer [140]

(“RZ”). The location of the defect core and change in Q profiles match very well,

except that [140] has a more diffuse defect core. Considering the difference in

computational method, grid structure and resolution, particularly the approximate

surface representation in [140] we conclude that the agreement is satisfactory.
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Figure 6.4: Calculated Q components of the Saturn ring defect compared to
those from [140] (“RZ”).

Polar ring

For the dipolar configuration, we use the Ansatz postulated by Lubensky et al.

[105] as the initial condition. The Ansatz describes approximately the director

field around a hyperbolic hedgehog defect generated by a solid spherical particle.

Similar to the Saturn ring case, we use a non-uniform unstructured mesh which is

shown in Figure 6.5 together with the polar ring indicated by the colour map.

As expected [58, 140], the point defect opens spontaneously to reduce the total

energy. Figure 6.6 visualizes the steady-state polar ring from our calculation. In

Figure 6.6(a), the defect core is represented by the iso-surface contour of q =

0.5. In Figure 6.6(b) we visualize Q + I/3 near the polar ring, this time on two

dissecting planes through the particle centre and perpendicular to the ring.

We quantitatively examine the location and size of the polar ring to compare

with [140]. In our simulation, the centre of the polar ring is 1.26 µm from the

particle centre, which agrees well with the distance of 1.23 µm from [140]. We

determine the radius of the polar ring, defined to be the distance between the polar

ring centre and the geometric centre of the torus formed by the iso-surface q = 0.5,

to be 0.057 µm. This is smaller than 0.067 µm found by [140]. Again considering

the different numerical setup and ambiguity of grid resolution in [140], we believe

satisfactory agreement has been reached.
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Figure 6.5: Mesh for computation of the polar ring defect, which is visualized
through the inset. The grey scale indicates the scalar order parameter q.

(a) (b)

Figure 6.6: The polar ring defect. (a) Overview of the polar ring. The green
contour shows the iso-surface for the scalar order parameter q = 0.5.
(b) The molecular distribution (Q+ I/3) near the defect core.

6.1.2 Flow-aligning LC in simple shear flow

In the two examples of this section, we validate the coupling of the LC order with

flow. In both cases, we consider a square computational domain in 2D planar ge-

ometry (Figure 6.7). In the x-direction, periodic BC applies. In the y-direction, the
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domain is bounded by two solid walls in relative motion, creating a shear (Couette)

flow. Different BCs forQ on the bounding walls lead to the following two scenar-

ios. (i) Without anchoring on the walls, the flow field and molecular configuration

are homogeneous in the domain. (ii) With anchoring on the walls, distortion in the

Q field arises as the flow alignment competes with wall anchoring. The flow field

andQ configuration become inhomogeneous in the y-direction.

Figure 6.7: Computational domain for LC in a simple shear flow.

Homogeneous flow

In the first example, we consider a homogeneous LC configuration in essentially

an infinite domain of simple shear flow. Thanks to vanished spatial gradients of

Q, the LC stress tensor is divergence-free, and thus does not alter the flow field.

Therefore, in the calculation, we might as well decouple the flow from the Q evo-

lution equation by removing the LC stress tensor. On the two walls, no-slip BC is

imposed for the velocity field so that a simple shear flow with constant strain rate

κ develops after starting the simulation, unaffected by the LC alignment. No flux

BC (Equation 4.36) is used for theQ components to preserve spatial homogeneity.

We choose our material parameters and operating conditions such that the nematic

is in a uniaxial state under the flow-aligning regime [38]. In this case, the director

is well defined, and it is stationary at an angle θ (θ ∈ [0, π)) from the flow direction

(Figure 6.7).
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We use the parameters for a typical nematic LC such as 5CB, similar to those

from Hung et al. [70]. To better map their parameters, introduce the nematic inter-

action strength U [40, 43, 54], and a molecular elasticity energy density Ã. Let

A = Ã

(
1− U

3

)
, B = −ÃU, C = ÃU. (6.1)

It follows that dimensionless numbers govern the nematic order are: U, ξ and the

Deborah number

De =
κ

ΓÃ
, (6.2)

which denotes the ratio between LC molecular relaxation time and characteristic

flow time. In order to compare with theory, we choose De = 0.001 so that molec-

ular equilibrium is maintained and LC alignment is uniaxial. From Equation 3.8

one sees that U determines the equilibrium scalar order parameter qe. Figure 6.8(a)

shows that the calculated q using Equation 3.5 from simulations under different U

values (markers) are indeed in good agreement with the equilibrium values from

Equation 3.8 (solid line). In this case, one could derive a relationship [40]

ξ cos(2θ) =
3q

q + 2
. (6.3)

Figure 6.8(b) shows that our numerical results (markers) match the analytical pre-

diction (solid line) in a large range of q values.

Inhomogeneous flow with anchoring on the walls

In the second example, we take one step further and consider two-way coupling

between the nematic order and the flow. We impose homeotropic anchoring with

infinite strength on the bounding walls at equilibrium order qe (see Equation 4.37).

At steady state, long-range distortions in the Q field exists as the LC molecules

transition from the flow-aligned direction near the centre of the domain to being

approximately perpendicular to the flow direction at the walls. This spatial gradient

exerts an LC stress on the fluid flow. The velocity profile across the channel in the

y-direction is distorted and deviates from the linear profile in the last example.

Thus the strain rate κ is just nominal, used merely as a parameter to represent the
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Figure 6.8: Flow aligning of nematic in a simple shear flow. De = 0.001
(a) Calculated q values from simulations using Equation 3.5 (symbols)
match equilibrium scalar order parameter computed from Equation 3.8
(solid line). (b) Calculated director angles θ from simulations (markers)
match analytical prediction in Equation 6.3 (solid line).

sliding velocity of the top wall (Figure 6.7).

We set U = 6, ξ = 1. Since we do not insist on local equilibrium and uni-

axial alignment, we employ higher values of De between 10 and 160. The other

dimensionless groups governing the LC dynamics are:

(i) An Ericksen number

Er =
ηκL2

L1
, (6.4)

which represents the viscous force compared to elastic force in the flow. It

is in the range of 10 and 160. Note that this definition is adapted to our

BE-theory-based formulation, and is slightly different from the conventional

Ericksen number in the context of LE theory [38].

(ii) A Péclet number

Pe =
κL2

ΓL1
, (6.5)

which is the ratio between the rate of advection of Q by the flow to the rate

of diffusion of Q by distortional elastic relaxation. Pe is also taken to be

between 10 and 160.
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(iii) The Reynolds number

Re =
ρκL2

η
, (6.6)

which is kept small (< 0.4).

The values for these dimensionless numbers are chosen such that there are signifi-

cant distortions between the centre and boundaries of the domain, which is suitable

for testing our computation.

The numerical results for the case De = 40, Er = 40, P e = 40, Re = 0.1

are shown in Figure 6.9. Note that in this plot, the horizontal axis is y. Fig-

ure 6.9(a) visualizes the normalized dominating eigenvector of computedQ across

the channel along the y-direction. It shows the predominant alignment directions

of the nematic. The flow is from top to bottom. As expected, the molecules tend

to align along the flow in the centre of the domain, and gradually transition to be

perpendicular to the flow near the walls. The markers in Figure 6.9(b,c) show the

computed profiles for all independent Q components, the velocity component v1

(the x-component), and the shear stress τ21 in the LC stress tensor.
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Figure 6.9: Flow aligning of nematic in a simple shear flow with anchoring
on the walls. De = 40, Er = 40, P e = 40, Re = 0.1. (a) Normal-
ized dominating eigenvector ofQ across the channel in the y-direction,
showing predominant alignment directions. (b) Profiles of Q compo-
nents across the channel from both the full calculation and the 1D BVP
solution. (c) Profiles of the x-direction velocity component v1 and the
LC stress component τ21 across the channel, from both the full calcula-
tion and the 1D BVP solution.



The v1 profile displays an “S” shape which agrees qualitatively with the re-

sults obtained using the LE theory under extreme material properties [188]. This

is consistent with the increased value of the stress component τ21 near the walls.

Constrained by shear stress balance, this increase is compensated by reduced New-

tonian viscous shear stress, which is manifested in the reduced shear rate near the

top and bottom boundaries.

For a quantitative validation, thanks to homogeneity along the x-direction, we

reduce the problem of finding the steady state to a 1D Boundary Value Problem

(BVP) in terms of the dependent variable

w =
[
Q11 Q22 Q12 Q′11 Q′22 Q′12 v1 v′1

]
, (6.7)

where the derivativesQ′11, Q
′
22, Q

′
12, v

′
1 are taken in the y-direction. This 1D BVP

is solved in the software package MATLAB [2] using a collocation method [76].

The results are shown also in Figure 6.9(b,c) with solid lines (“1D BVP”). Almost

exact agreement between our full simulation and the reduced 1D BVP calculation

is achieved.

6.1.3 Annihilation of defects

In this section, we validate our calculation of the dynamics of defects in bulk LC.

Consider a pair of defects of winding numbers 1/2 and −1/2, respectively. They

can be regarded as points defects in 2D, or parallel disclination lines in 3D seen in

a 2D domain perpendicular to the defect lines. It is well-known that topological

defects of opposite winding numbers attract each other through elastic interactions

to minimize the total elastic energy. Eventually they annihilate and the orientation

field returns to a spatially uniform state consistent with the far-field alignment. The

phenomenon has been studied in detail in [e.g., 166, 172].

A configuration of two defects of opposite half-integer winding numbers is

initialized using the directors shown in Figure 6.10. The boundaries are for mim-

icking infinity. Therefore, they are non-penetrating walls with free slip for the flow

field, and for the Q field vanishing gradients are imposed (Equation 4.36). We

use the parameters from Tóth et al. [172] who solved the same BE model using a

hybrid Lattice-Boltzmann and finite difference scheme. As a side remark, [172]
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Figure 6.10: Computational domain for defects annihilation. The initial
alignment is visualized in directors and the dark dots symbolize de-
fect cores. The left defect has a winding number of -1/2 and the right
one has a winding number of 1/2.

prescribed an unrealistically large time scale (i.e., almost infinite density for the

fluid) presumably to facilitate numerical calculation. For comparison , we have

used the same setting. In our computation, to resolve the defect cores sufficiently,

we use a fine mesh in a rectangular region covering the trajectory of the defects.

The mesh gradually coarsens towards the boundary.

Our simulation faithfully captures the physical features of interest in this pro-

cess in the following two scenarios: (i) without flow, i.e., pure LC relaxation dy-

namics; (ii) with two-way coupling between flow, i.e., the LC stress induces a flow

which in turn modifies defect motion. However, quantitative agreement in annihi-

lation time with [172] is unfeasible because their exact initial distribution of Q is

unknown to us. And based on our calculation, a slight perturbation in the initial

configuration leads to drastic changes in the total time for annihilation. Therefore,

we consider that a satisfactory agreement is achieved if annihilation times on the

same order of magnitude as theirs are obtained.
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LC relaxation dynamics

First, we consider a decoupled system in which the LC stress tensor is removed. In

this case, without background flow, theQ field relaxes just by minimizing the total

elastic energy. Provided that the distortional elasticity is isotropic, i.e., within the

one-elastic-constant approximation (see Section 3.2), the trajectories of the two de-

fects are symmetric with respect to the central line of the domain. In Figure 6.11(a),

we show the time evolution of the loci of the two defect cores, together with that

from Tóth et al. [172] (“TDY”). The defect with winding number 1/2 sets off from

x = 0.5 µm, while the other sets off from x = −0.5 µm. Symmetry is cap-

tured well. From the slopes of the curves, one can also see the defects accelerate

while they approach, as expected. Our annihilation time is about two thirds of that

reported in [172].

0 5 10 15
-0.5

0

0.5 This study
TDY

0 5 10 15
-0.5

0

0.5 This study
TDY

(a) (b)

Annihilation Annihilation

Figure 6.11: Evolution of the x-coordinates of the annihilating defect lines.
The defect with winding number 1/2 sets off from x = 0.5 µm, while
the other sets off from x = −0.5 µm. (a) Without back-flow. (b) With
back-flow. Our results are compared with those taken from Figure 2 in
[172] (“TDY”).

Effect of back-flow

Next, we examine the situation when the Q relaxation is coupled with the flow. In

general, the velocity field is stirred by the elastic stress generated by LC relaxation,

and alters the Q evolution in turn. This phenomenon is termed “back-flow”. For
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our defects annihilation problem, it is well-known that there are two main effects

from back-flow [172]:

(i) Reduced order around the defects leads to a high effective viscosity. It fol-

lows that each defect behaves like a solid inclusion, the translation of which

creates a pair of vortices on both sides of its trajectory. These eddies advect

the defects forward and accelerate their motion. Therefore, overall, the time

to annihilation is shorter compared with the case without back-flow. This

effect is captured in our simulation through the shorter annihilation time in

Figure 6.11(b) compared to that in Figure 6.11(a).

(ii) The relaxation of nematic order creates additional vorticity in the flow field

near the two defects. These vortices act in concord with the aforementioned

effect to accelerate motion of the defect of winding number 1/2 (right defect),

while for the defect of winding number -1/2 (left defect) they hinder the

defect movement. Consequently, the symmetry in the trajectories of the two

defects breaks down and the 1/2-strength defect moves faster than the other.

Here we omit detailed explanation on the mechanism of this effect, but refer

the reader to [172]. One sees that in Figure 6.11(b), the 1/2-strength defect

has a steeper slope in its trajectory, resulting in annihilation to the left of the

middle point x = 0. In addition, we show the velocity field in this simulation

at t ≈ 3 ms in Figure 6.12. The velocity magnitude is indicated by the colour

map, as well as in logarithmic scale by the length of the velocity vectors. The

defect cores are visualized by the region of q ≤ 0.3 in green (Equilibrium

scalar order parameter qe = 0.5). The asymmetry in the speeds of the defects

is evident.

With back-flow, our annihilation time also compares favorably with that in [172].
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Figure 6.12: Velocity field near the annihilating defects with back-flow at t ≈
3 ms. The velocity magnitude is indicated by the colour map, as well
as in logarithmic scale by the length of the velocity vectors. The green
markers show the defect core regions (q ≤ 0.3).
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6.2 Drop retraction with a nematic phase

6.2.1 Introduction

In this section, we consider the problem of a micro-sized drop retracting in an-

other medium, for either a nematic drop in an isotropic fluid or the inverse case.

This problem serves two purposes. On one hand, it provides further validation

to our computational framework by reproducing known results concerning multi-

phase flows of liquid crystals in the presence of topological defects. On the other

hand, with the new model we uncover novel physical insight. It showcases the

capability of our method.

In addition, there are three more reasons why we choose drop retraction as a

model problem. First, drop retraction is driven by interfacial energy, which inter-

acts with the elastic energies of a nematic, including the bulk and anchoring elastic

energies. It provides a relatively simple ground for understanding the interplay

among the energies, which underlies more complicated colloidal interaction under

coupled elasto-capillary fields. Second, understanding drop retraction with a ne-

matic phase is of potential use for measuring surface tension of LCs, which has

been applied to Newtonian drops in isotropic fluids [115]. Third, understanding

individual drop dynamics with a nematic-isotropic interface is crucial for study-

ing more complex colloidal systems involving a nematic phase such as polymer-

dispersed liquid crystals (PDLC) [42] and inverted nematic emulsion [119, 135].

A Newtonian drop retracting in another Newtonian medium has been thor-

oughly studied [e.g., 64, 107, 115]. With slight differences, several theories have

predicted exponential decay of a drop deformation parameter in time. Rey pio-

neered a theoretical analysis of a nematic-isotropic interface using the LE theory

[143–145]. He predicted that LC anchoring significantly alters interfacial behav-

ior, including a Marangoni flow driven by anchoring energy gradient, and a bending

stress. Experimental studies of LC drops retracting in a matrix were performed by

a number of researchers [88, 179], who observed dependence of apparent surface

tension on several factors such as drop size and interfacial LC alignment. Yue et al.

[183] presented a brief computational study to probe a nematic drop retracting in

an isotropic host in 2D. They showed the dynamic coupling between LC configu-
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ration and surface tension. Consistent with earlier experimental observations, the

results indicated that the apparent surface tension is no longer a material constant.

The flow field and drop deformation also confirmed Rey’s predictions. Liu et al.

[98] used the same method and simulated an isotropic drop retracting in a nematic

phase. The same final drop shape, elongated in the direction connecting the two

surface boojums, was observed. These studies have provided a general theoretical

understanding on the behaviour of a nematic-isotropic interface, and direct sim-

ulations for only a few scattered scenarios. However, much remains unexplored

for more cases with different possible combinations of drop materials, anchoring

condition and spatial dimensions. Further, the defect configurations observed in

[98, 183] suffer from artificial constraints due to the regularized LC model used

(see Section 3.2.2).

At the end of the retraction, the drop usually attains a non-spherical shape due

to the elastic stress associated with the defect structure, which depends on other

factors (see Section 6.2.4 and following sections). There has been much litera-

ture devoted to the final configuration of defect structures, such as reviewed in

[85, 102, 151]. These investigations have elucidated how defects are affected by

topological constraints, anchoring energy magnitude compared to bulk elastic en-

ergy magnitude, and curvature of the boundaries. However, most studies consider

parameter ranges which result in negligible deformation, or in the other limit where

surface tension is negligibly small. Therefore, there has been a lack of attention

to interfacial deformation, especially quantitatively, and how it interplays with the

bulk and anchoring elastic energies.

Here using our new model, we continue the effort in [183] and perform a sys-

tematic numerical study of the drop retraction problem with one of the two fluids

being a nematic phase. We observe key features including the defect structures,

the drop deformation and retraction rate modified by LC elasticity, consistent with

earlier studies. We provide, however, a much more comprehensive map of drop

configurations under various possible setups. Using numerical data, we uncover a

proportionality relation between drop deformation at steady state and the elasto-

capillary length, which signifies the competition between bulk distortional elastic

force and surface tension. This linearity is explained by scaling arguments.
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6.2.2 Problem setup

The problem setup is shown in Figure 6.13. In all cases considered here, the ge-

ometry and nematic alignment have quadrupolar symmetry, so we only need to

simulate one quarter of the drop. On the symmetry boundaries, Equation 4.41

and Equation 4.54 apply. On outer boundaries, we use non-penetrating, free-slip

walls. For all cases where the nematic phase is outside the drop, we specify the

far-field LC molecules to be oriented in the vertical direction (y-direction in 2D

planar geometry, and z-direction in 2D axisymmetric geometry) at equilibrium or-

der. Hence, the BC of Equation 4.37 applies with q = qe, and qe is determined

by Equation 3.8. On these outer walls, we do not need to keep the boundary terms

for stress in the finite element formulation (Equation 4.74) because the box is large

enough for Equation 4.36 to hold approximately. The drop is always placed with an

initial elongation in the vertical direction. In most cases, we set the LC molecules

to be initially aligned in the vertical direction at equilibrium order. Exceptions will

be explained associated with the specific cases.

L

L

x (r)

y (z)

b

a

Figure 6.13: Computational domain of the drop retraction problem. In 2D
planar geometry it is in the x-y plane, while in 2D axisymmetric ge-
ometry it is in the r-z plane.

For the purpose of this study, we prescribe a sub-domain with highly refined,

near-uniform mesh size, covering the area through which the interface and defect

move. Outside this sub-domain mesh sizes gradually coarsen. Figure 6.14 shows
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the mesh structure in a typical simulation. From the time in Figure 6.14(a) to that

in Figure 6.14(b), the interface sweeps through the interior of the refined region

while the defect forms at the interface, detaches and moves towards the drop centre.

Comparing these two plots, one can see that the interfacial region and the defect

core are both well resolved from the start to steady state. Our setup is more efficient

than the calculations in [98, 183] using a spectral method, and less costly than those

in [188, 189] which adaptively refined their grids.

1

0

0.5
ϕ = 0.9

ϕ = -0.9

ϕ = 0

defect

(a) (b)

Figure 6.14: Mesh for drop retraction in a typical simulation where a nematic
drop retracts in an isotropic medium in 2D planar geometry with planar
anchoring at the interface. The contour lines show level sets of φ = 0
(nominal interface), φ = 0.9 and φ = −0.9. The colour map indicates
the concentration-weighted scalar order parameter 1−φ

2 q. (a) Overview
of the non-uniform triangular mesh at the initial time. (b) Details of
the refined mesh at steady state. The dark spot is a defect with winding
number 1/2, encircled by a green curve indicating the contour of q =
0.5.

Our material and geometry parameters are close to those for 5CB [70, 77, 138,

140]. For the LdG energy, again we use the Ã − U system (Equation 6.1). With

U = 6, the equilibrium scalar order parameter is qe = 0.8090. Following Yue

et al. [183], we employ a relatively large base value for the bulk elastic constant L1

in order to make the nematic effect on the interfacial dynamics more pronounced.

This factor will be taken into account in interpretation of the results. The numerical
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Parameter Symbol Value

Material Parameters
Bulk elastic constant L1 100 pN

LdG energy density Ã 105 Pa

Nematic interaction strength U 6

Nematic shape factor ξ 0.6

Collective rotational diffusion coefficient Γ 25 Pa−1s−1

Density of nematic ρn 103 kg/m3

Density of isotropic fluid ρi 103 kg/m3

Viscosity of nematic ηn 0.01 Pa·s
Viscosity of isotropic ηi 0.01 Pa·s

Surface anchoring strength Ws 0.01 N/m

Surface tension coefficient σ 0.01 N/m

Geometry Parameters
Domain half edge length L 5 µm

Nominal drop radius R 1 µm

Initial drop size (2D planar) b0 1.25 µm

a0 0.8 µm

Initial drop size (2D axisymmetric) b0 1.25 µm

a0 0.8944 µm

Phase-Field Numerical Parameters
Capillary width ε 20 nm

Mobility (2D planar) γ 4× 10−14 m2/(Pa·s)

Mobility (2D axisymmetric) γ 4× 10−15 m2/(Pa·s)

Table 6.1: Typical parameters in the drop retraction problem.

parameters ε and γ are to ensure that we are close to the sharp-interface limit while

not dampening interface motion with excessive CH diffusion (see Section 4.1 and

Section 4.3). Table 6.1 summarizes all the dimensional parameters and their typical

values used in this study.
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6.2.3 Validation

We have ensured convergence by refining the mesh. We have also tested differ-

ent box sizes, settings for the time-stepping algorithm, and numerical parameters,

and the results have negligible differences. As further validation, we simulate the

retraction of a Newtonian drop in isotropic fluid and match existing data.

We introduce the drop deformation parameter

D =
b− a
b+ a

, (6.8)

where a, b are semi-axes lengths in the vertical and horizontal directions, respec-

tively. Guido and Villone [64] gave a formula for the evolution of D under small

deformations:

D = D0 exp

(
− 40(β + 1)

(2β + 3)(19β + 16)
t∗
)
, (6.9)

where D0 is the initial deformation parameter, β the viscosity ratio of the drop

compared to the matrix. t∗ is a dimensionless time, scaled by the capillary time

ηmR/σ where ηm is the viscosity of the matrix. This formula applies to a 3D

spheroidal drop, thus we set our simulation in 2D axisymmetric geometry. We

compute two retraction examples with β = 1, 2 and compare with Equation 6.9.

To account for the assumption of small deformation, in agreement with [64, 190],

we take the first time step after D falls below 0.09 in the simulation to be the

start of the formula. For both β values, we have achieved satisfactory agreement

between the numerical result (markers) and the analytical prediction (solid line,

“GV”), as shown in Figure 6.15. Notice that deviation starts to appear at very

small deformation, when the finite mesh size cannot resolve the interface motion

any more [190].

6.2.4 Overview of different cases

We consider different scenarios including a nematic drop in an isotropic host and

the inverse case, with planar or homeotropic anchoring on the fluid-fluid interface,

in 2D planar (2D-planar) or axisymmetric (2D-axi) geometries. Figure 6.16 sum-

marizes the final defect and drop configurations observed in different cases consid-

ered by our study. It serves as a map for our analysis below. We will first describe
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Figure 6.15: Computed Newtonian drop retraction in an isotropic medium
for two different viscosity ratios, in comparison with the analytical
prediction under small deformation by [64] (“GV”).

general appearances of different cases. Then we address qualitative features, both

common and contrasting among the cases. Finally we further examine the inter-

play between energies quantitatively. Comparison with literature is made whenever

possible. In general, the configurations in Figure 6.16 have not been reported be-

fore except for Case 5, although many of them are not surprising. [98, 183] have

studied Cases 1-3, but reported different results due to nonphysical defects (see

Section 6.2.5).

Drop retraction in 2D-planar geometry

Case 1 in Figure 6.16 corresponds to a typical situation of a nematic drop retracting

in isotropic fluid with planar anchoring in 2D-planar geometry. A series of snap-

shots in time are displayed in Figure 6.17. The dimensionless time t∗ is scaled by

the capillary time ηiR/σ, and the colour map indicates the scalar order parameter

q. The interface is denoted by the red curve, while the defect core is visualized

using the contour of q = 0.5 in green. Initially the LC molecules are aligned in the

y-direction at equilibrium order (Figure 6.17a). The elongated drop starts retract-

ing under surface tension to minimize interfacial energy
∫
fm dV . Meanwhile, the

LC molecules near the interface reorient such that anchoring energy
∫
fa dV is re-

103



Figure 6.16: Overview of final defect and drop configurations after drop re-
traction with a nematic phase. Defects are marked by green points or
lines. The drop deformation may be exaggerated for clarity. P = planar
anchoring. H = homeotropic anchoring. These anchoring conditions
are illustrated in the cells for Cases 1 and 3.

duced. These are at the expense of the bulk elastic energy
∫ 1−φ

2 fb dV . Therefore,

as a pair of boojums nucleate at the top/bottom poles of the drop, a repelling elastic

force arises between these defects (Figure 6.17b,c). While anchoring continues be-

ing established, the defects detach from the interface and move into the bulk of the

drop, transitioning from surface boojums to a pair of defects of winding number

1/2. Eventually, the reduction in interfacial energy and anchoring energy balances

the rise in bulk elastic energy, and the retraction comes to an end (Figure 6.17d).

The drop maintains a slight elongation in the y-direction such that surface tension

is in balance with the elastic stress due to distortion in theQ field.

Case 2 has the same setup with Case 1, except that the drop is isotropic while

the matrix is nematic. Certainly the defects form outside the drop. At steady state,

a pair of defects of -1/2 winding number are at the poles of the drop, also detached
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(a) t* = 0 (b) t* = 0.493

(c) t* = 2.01 (d) t* = 200 

1

0
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Figure 6.17: Snapshots of a typical simulation of Case 1 in Figure 6.16 (N
in I, P, 2D-planar, only simulating a quarter of the domain). The gray
scale shows the scalar order parameter q. The nominal interface φ =
0 is marked in red, and the contour of q = 0.5 is marked in green
representing the boundary of the defect core. (a) Well-aligned state at
initial condition. (b) As the drop retracts, defects start to form at the
poles of the drop. (c) The defect forms at the interface. (d) The defect
detaches from the interface and moves inside the drop. Both the drop
shape and defect location come to steady state.

from the interface.

Case 3 shows a nematic drop retracting in an isotropic medium, with homeotropic

anchoring on the interface. The initial LC alignment is along the x-direction, still

at equilibrium order. This leads to a retraction procedure rather similar to Case 1,

resulting in a pair of s = 1/2 defects in the bulk of the drop near the poles.
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Case 4 displays the steady state of an isotropic drop after retracting in a nematic

phase, with homeotropic anchoring on the drop surface. A pair of defects of s =

−1/2 nucleate at the waists of the drop, and detaches to move inside the nematic

phase. This is the 2D analog to the Saturn ring defect shown in Section 6.1.1. After

retracting in the y-direction, the drop further stretches in the x-direction.

Drop retraction in 2D-axi geometry

We also assume axisymmetry and simulate the drop retraction problem in the r-z

plane. Cases 5 and 6 in Figure 6.16 both have planar anchoring on the drop surface,

with nematic in isotropic, and isotropic in nematic configurations, respectively.

Similar to Cases 1 and 2, two defects form at the poles of the drops. What is

different from the 2D-planar cases is that, the defects are attached to the surface

and are thus true boojums. This is a result of the different topology in 3D compared

to 2D (see Section 6.2.5).

Case 7 deals with a nematic drop inside an isotropic host with homeotropic

anchoring. The initial Q field is set up so that LC alignment is radial with respect

to the drop centre. A small ring defect forms around the centre. This is remi-

niscent of the polar ring, which opens up spontaneously from a point defect near

a spherical particle submerged in a nematic LC with parallel far-field alignment

and homeotropic anchoring at its surface (see Section 6.1.1). The ring is oriented

perpendicular to the z-direction, as determined by the initial alignment along the

z-axis. Thanks to the small size of the ring, the drop retracts to an isotropic sphere

almost completely.

Cases 8 reverses the materials in Case 7, still with homeotropic anchoring. The

initial Q configuration is alignment in the z-direction. The retraction results in a

Saturn ring and an oblate spheroid.

Note that the exact combinations of defect configuration and drop deformation

in Cases 1-4 have not been reported before for true nematic phases in 2D-planar,

nor has that for Case 8 in 3D. Case 1 has been investigated as a simplified 2D model

in [112] for the so-called “tactoids”, which are highly elongated nematic droplets

usually experimentally seen in lyotropic LCs. Only interface-bound defects have

been reported because of the low surface tension and high elongation. Cases 5 and
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6 have been studied with prior investigations [102]. Case 7 has also appeared in

earlier studies up to the difference of a point or ring defect in the centre. Hav-

ing described briefly all the different cases, we will now examine in more details

some qualitative features in the next two sections, as well as compare to existing

literature.

6.2.5 Defect structures

The establishment of anchoring and thus topological constraints leading to defects

are in line with the relationship of energy magnitudes in our study. We introduce

the dimensionless anchoring extrapolation length scaled by the nominal drop ra-

dius, l∗e = L1/(WsR), which is a dimensionless group representing the magnitude

of distortional elastic energy compared with anchoring energy. Using parameters

from Table 6.1, l∗e = 0.01 � 1. Hence, we are in a regime where anchoring

is enforced with existence of defects [85], in agreement with what we see in the

simulations.

As a necessary condition, all the defects we have obtained through the simu-

lations are consistent with topological constraints, which are results of the Gauss-

Bonnet theorem [75, 85, 151]. For nematic drops in 2D-planar (Cases 1 and 3), and

drops in 3D with planar anchoring (Cases 5 and 6), the total winding numbers of

the defects in our results satisfy the Poincaré theorem. In particular,, it dictates that

on the planar-anchored spherical surface (Cases 5 and 6), there must be defects of

total winding number s = 2. Therefore the two boojums in our simulations have to

be bound to the interface. The homeotropically anchored nematic drop in 3D and

its defect (Case 7) satisfy the Gauss-Stein theorem. All other cases with a nematic

medium (Cases 2, 4, and 8) have defect structures which, combined with the drop

surface itself, give total s = 0, consistent with uniform alignment in the far field.

These defect structures are also consistent with earlier studies in energetic sta-

bility. First, it has been well known that integer-strength defects described by the

LdG energy with one-constant approximation are unstable in 2D-planar [57]. In-

deed, for Cases 1-4, we have always predicted a pair of half-integer strength defects

instead of an integer-strength defect. To further verify the stability of the defects

pair, in Case 3 we test a different initial configuration, i.e., radial alignment of LC
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molecules. The transient phenomenon is different from the original simulation. A

defect of s = 1 nucleates at the drop centre. Nevertheless, as the drop retracts, this

defect splits up into two half-strength defects, settling into the same configuration

as in the original simulation with horizontal initial alignment. Second, for Case 7,

a small ring spontaneously opens up from a point defect of s = 1, which is remi-

niscent of the polar ring near a sphere with homeotropic anchoring (see [58, 140]

and also Section 6.1.1).

Cases 1 and 3 were probed previously by Yue et al. [183] who found differ-

ent defect structures than us. In [183], the defects pair are constrained on the

interface with planar anchoring, while a point defect of s = 1 forms at the cen-

tre with homeotropic anchoring. Both are artifacts caused by the regularized LE

theory (see explanations in Section 3.2.2). The same difference occurs for [98]

which briefly studied Case 2. Related to the discussions here, in experiments, free-

standing smectic-C films are often used to model 2D-planar LCs [44]. However,

due to the loss of head-tail symmetry of the LC molecules, it has different prop-

erties from a true nematic phase in 2D-planar. One example is that half-integer

strength defects are not allowed, thus defects in a cylindrical inclusion are surface-

bound with planar anchoring. The results in [183] are therefore more applicable to

those systems.

6.2.6 Drop deformation and Marangoni flow

For the deformation of the drop during and after the retraction, in Section 6.2.4, we

have provided an explanation for Case 1 from the perspective of competition be-

tween forces from different energy components. The same general argument works

for all other cases except for Case 8, where the Saturn ring does not necessarily re-

duce distortional elastic energy by expanding. To account for that, we turn to the

role of the nematic-isotropic interface which mediates the interaction between bulk

elastic and surface energies. Rey has pointed out that a bending force on the inter-

face results from a gradient of anchoring energy [144, 145], which has been numer-

ically verified in [183]. In Case 8, despite that our defect is not attached to the in-

terface as in [183], the proximity between the defect and the drop surface still leads

to small deviations in the Q configuration from perfectly anchored at the interface

108



near the drop waist. Consequently, there is higher anchoring energy at the waist

than the pole of the drop. This is clearly shown by the anchoring energy density

non-dimensionalized by the distortional elastic energy scale f∗a = fa/(L1/R
2),

towards the end of the retraction in Case 8 (t∗ = 149), in Figure 6.18. According

Saturn ring

0

4

8

12

r

z

Figure 6.18: Anchoring energy density and velocity field for Case 8 near the
end of the retraction (t∗ = 149). The colour map shows the dimen-
sionless anchoring energy density f∗a . The interface is shown by the
red curve, and the green area denotes the defect core (q ≤ 0.5). The
drop elongates slightly in the r-direction. The arrows show the veloc-
ity field in logarithmic scale, displaying the Marangoni flow caused by
the anchoring energy gradient.

to Rey’s theory, the higher anchoring energy at the waist of the drop will cause

enhanced bending of the interface, leading to increased curvature. This explains

the elongation of the drop in the r-direction observed in our simulation. Both these

arguments (energetic and force-based) have been used also in [98, 183].

The gradient in anchoring energy drives a Marangoni flow along the interface

from locations of low anchoring energy to those of high anchoring energy, pre-
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dicted by [143]. It has been captured in our simulations, as again shown for Case

8 in Figure 6.18 by the velocity field. Similar flows have been identified for other

cases as well. Note that in early time of retraction, this Marangoni flow is com-

pletely dominated by the global eddies created by the fast deformation of the drop.

Only towards the end of the retraction when the main flow field has more or less

died down can we observe the Marangoni flow clearly. By this time, though, the

anchoring energy gradient has declined much and the Marangoni flow has also

become much weaker. In [183] similar numerical results were observed.

6.2.7 Retraction rate

We analyze the retraction speed for Cases 1-4 in Figure 6.19, which shows the time

evolution of the deformation factor D in log scale. Cases 1-4 are compared with

a Newtonian drop retracting in an isotropic medium with the same fluid properties

(designated as “Case i”). Similar to a Newtonian drop retracting in an isotropic

host in 2D-axi (Section 6.2.3), the decay of D is exponential before it slows down

to approach steady state. Cases 1-3 all retract slower than Case i, because the

elastic repulsion between the defects in the y-direction hinders retraction. Case

4 retracts faster than Case i, because the drop stretches in the x-direction under

the inhomogeneous bending force on the interface, accelerating retraction in the y-

direction. In fact, since b− a in Case 4 eventually becomes negative, its retraction

curve tends to −∞.

The evolutions ofD for Cases 5-8 are shown in Figure 6.20 in comparison with

Case ii, which is the counterpart of Case i in 2D-axi. Early-time exponential decay

of D is again evident. Similar to the 2D-planar cases, Cases 5 and 6 retract slower

than Case ii as the surface boojums in the z-direction resist drop retraction. Case 7

almost overlaps Case ii because the defect at the centre hardly affects the retraction

rate nor the final drop shape. Finally, the drop in Case 8 retracts faster thanks to

elongation in the r-direction.

The retraction speed obtained here agrees with the trend observed in [183],

despite the different defect structures.
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Figure 6.19: Time evolution of drop deformation factor D in time for Cases
1-4 compared with Case i.
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Figure 6.20: Time evolution of drop deformation factorD for Cases 5-8 com-
pared with Case ii.

6.2.8 Drop shape in steady state

From the qualitative analysis in Section 6.2.6, we have established that the drop

deformation is mainly a consequence of competition between the bulk distortional

elastic energy and conventional interfacial energy (surface tension), mediated by

anchoring energy. To further strengthen this point, we examine the non-spherical
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drop shape in steady state quantitatively. We start by offering a simple analysis

predicting that the drop deformation is proportional to an intrinsic characteristic

length which comes out of the competition between the bulk distortion of Q and

surface tension. Then we show numerical data to validate this relationship. The

following analysis and data are original contribution of this thesis and have not

been published before.

Let bs, as denote the steady-state semi-axes lengths of the drop, in the vertical

(y or z) and the horizontal (x or r) directions, respectively. We consider how the

length bs − as could depend on the parameters in this problem. Among the length

scales admitted, the elasto-capillary length lec = L1/σ arises from the competition

between distortional elastic energy with surface energy. Hence, we hypothesize

that |bs − as| is proportional to lec.

We now make the proportionality argument more precise with a scaling anal-

ysis. Consider a drop in planar 2D geometry (Cases 1-4). Either the drop or the

matrix is a nematic phase. Without loss of generality, let us assume that bs > as.

We first conceive a virtual “base state”, in which a prescribed circular drop of ra-

dius R is held unchanged in shape, while the Q field has relaxed fully and the

defects pair have formed. In the nematic phase, the distortional elastic energy den-

sity is approximately fe ≈ L1/ζ
2, where ζ is the characteristic length scale of Q

distortions. One could pick the distance between the two half-strength defects as

ζ. If the drop is nematic, then ζ < 2R. If the host is nematic, then ζ > 2R. Now

we introduce a deformation of the drop such that it elongates by δl > 0 in one

direction, i.e., bs = R+ δl. Assume that δl is small, then considering conservation

of drop area, as = R− δl to leading order. This will change the distortional elastic

energy density approximately to L1/(ζ + 2δl)2. We assume that the characteristic

region with the average distortional elastic energy density fe has an area of Ae,

which approximately equals the drop area πR2 if the drop is nematic, but is likely

to be much larger if the surrounding medium is nematic instead. The change in

total distortional elastic energy (per unit length in 2D) is approximately

δFe ≈ −
4AeL1

ζ3
δl. (6.10)

As expected, the total distortional elastic energy decreases with enlarging distance
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between the defects.

The change in the circumference of the drop is 3πδl2/R to leading order.

Therefore, the change in surface energy is approximately

δFs ≈
3πσ

R
δl2. (6.11)

One can see that the reduction in distortional elastic energy scales with δl, while

the increase in surface energy scales with δl2. This gives an equilibrium δl corre-

sponding to the lowest total of the two energies. Equating the magnitudes of the

two energy changes we get

bs − as = 2δl ≈ 8AeR

3πζ3

L1

σ
=

8AeR

3πζ3
lec. (6.12)

Indeed under small deformations, bs − as is proportional lec.

The scaling relationships δFe ∝ L1δl and δFs ∝ σδl2 can be established in

3D with axisymmetry, in the same way as above. The proportionality between δl

and lec then follows.

Numerical data confirms this proportional relationship. Figure 6.21 shows

dimensionless drop elongation scaled by the nominal drop radius |b∗ − a∗| =

|b − a|/R, as a function of the dimensionless elasto-capillary length l∗ec = lec/R,

for Cases 1-4 in 2D-planar. The parameters presented in Table 6.1 give l∗ec = 0.01.

l∗ec = 0 corresponds to an infinitely large surface tension, with which the drop de-

formation should vanish. Other l∗ec values are obtained by changing surface tension

σ. In all cases, the deformation |b∗ − a∗| indeed is approximately proportional to

l∗ec. The same applies to 2D-axi cases (Cases 5-8), as shown in Figure 6.22. Case

6 is degenerate due to the vanished drop deformation.

As shown in the data, this scaling persists in situations where the deforma-

tion magnitude |b − a| is even moderately large, reaching almost 20% of the drop

nominal radius in 2D-planar cases, and more than 30% in 2D-axi cases. Further-

more, for some cases with a relative large l∗ec (e.g., Cases 2 and 4 with l∗ec ≥ 0.05),

the defects stay on the interface and never detach. It suggests that the low price

of interfacial energy (surface tension) combined with reduced distortional elastic

energy offsets the increased anchoring energy. Even then, the drop deformation
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Figure 6.21: Final drop deformation |b∗ − a∗| as a function of the elasto-
capillary length l∗ec for 2D-planar cases.
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Figure 6.22: Final drop deformation |b∗ − a∗| as a function of the elasto-
capillary length l∗ec for 2D-axi cases.

|b∗ − a∗| remains approximately proportional to l∗ec.

In 2D-planar, in Cases 1 and 3 (nematic drop in isotropic fluid), the drop defor-

mations at different l∗ec values are almost always the same. Examining the steady-

state configurations in these two cases, we find the defect locations are also almost

the same. It suggests effects from the strong confinement of the drop. The rates of
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increase in |b∗−a∗| with increasing l∗ec (slopes of the fitting lines in Figure 6.21) in

Cases 1 and 3 are lower than those in Cases 2 and 4. This is likely a consequence

of a much larger Ae or a much smaller ζ in Cases 3 and 4 with a nematic host

compared to LC being constrained inside the drop (see Equation 6.12).

The proportionality between |b∗−a∗| and l∗ec implies that mainly the interaction

between the distortional elastic energy and the surface energy, mediated by the

anchoring energy, determines the drop deformation, in the range of parameters we

have considered.

6.3 Summary for Problem II
In this part of the thesis, we have considered the problem of elasto-capillary phe-

nomena in liquid crystals. We have developed a computational framework that

integrates a tensorial description of molecular order in nematic LC with a phase-

field formalism that approximates the sharp-interface limit of two-phase flows.

This method allows consistent description of topological defect structures in the

LC, while capturing interfacial forces including surface tension and LC anchoring

stress accurately. The method is validated using various tests of single-phase LC

flows.

We further demonstrate the capability of our method by applying it to the prob-

lem of drop retraction involving a nematic phase. We have provided a comprehen-

sive map of drop-defect configurations in a variety of cases, including nematic drop

in an isotropic phase or vice versa, planar or homeotropic anchoring at the inter-

face, in 2D-planar or 2D-axi geometries. Most of the exact configurations have not

been reported or studied before. We have characterized the dynamic retraction pro-

cess in each case, and interpreted the resulting LC alignment and drop shape in the

language of competing energies and nematic-isotropic interfacial forces. These re-

sults agree with existing literature so as to validate our computation, and we further

contribute new physical insights by quantitatively examining the drop deformation

at steady state. For the first time, we report that the characteristic drop deforma-

tion |b∗ − a∗| is proportional to the elasto-capillary length l∗ec. This relation exists

in almost all configurations explored here, which indicates that the regimes under

consideration are dominated by the competition between bulk distortional elasticity
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and surface tension. These discoveries highlight the interplay between the elastic

energy and surface energy mediated through anchoring energy at the interface.

Future directions for this problem can be grouped in two aspects: methodology

and physics. From the methodology perspective, the drawback of our method, as

common in PF models, is the high computational cost. It is partly because of the

high order (fourth) of CH equation, and partly due to the demand of high mesh

density in the interfacial region. This is particularly limiting when extending to

3D calculations. Various possibilities exist to improve the computational speed.

Efficient adaptive meshing schemes such as in [130] can be considered. The recent

scalar auxiliary variable method developed by Shen et al. [153] is a promising

candidate to accelerate solution of the CH equation.

From the physics point of view, our PF method provides a flexible tool to study

a large class of problems involving coupled LC elasticity and capillarity. Possible

directions include the following.

(i) The drop retraction problem can be extended in two ways. First, our cur-

rent study has only explored drop retraction with a strong anchoring at the

interface (small l∗e). If the anchoring energy is low and comparable with

the distortional elastic energy, the drop retraction may display different dy-

namics. Second, we have restricted ourselves to be within the one-constant

approximation for the distortional elastic energy of LC. It is straight-forward

to include other bulk elastic constants to account for anisotropic distortional

energy [e.g., 38, 140]. Adopting a more refined description of distortional

elastic energy is likely to admit even richer configurations of the drop and its

associated defects.

(ii) In the case of solid particles trapped at interfaces of LCs, moving contact

lines can be readily incorporated into our computation. A moving mesh ap-

proach such as ALE (see Section 4.1) may be coupled with existing calcula-

tions to account for the particle motion. Then the elasto-capillary interaction

between colloids introduced in Section 3.1 can be fully addressed. One could

investigate a single particle or multiple interacting particles on the interface

of an LC, in both stationary or dynamic situations. These studies can be

carried out also for a globally curved interface.

116



(iii) By letting the LdG coefficients in Equation 3.7 be dependent on temperature

or concentration, we can extend our model to describe phase transition for

thermotropic LCs, or dynamics of lyotropic LCs. This allows for further

studies on LC multiphase flows near the isotropic-nematic transition. Such

phenomena have been studied thoroughly in the bulk of LC [e.g., 41], but

little in the presence of a fluid-fluid interface.
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Chapter 7

Conclusion

7.1 This thesis
In this thesis, we present two case studies in computational modeling of interfacial

dynamics of complex fluids. The problems we have chosen are (i) the interaction

between a pair of ferrofluid drops in a rotating magnetic field; (ii) elasto-capillary

flows of liquid crystals (LCs). There are two parts in (ii): development of a phase-

field (PF) method to compute the flow, and applying it to the drop retraction prob-

lem. We have justified the novelty of these two problems in the specific context of

knowledge on ferrofluid and LCs, in Chapter 2 and Chapter 3, respectively.

We have made detailed summaries on the methodology that has been taken,

results obtained, limitations and future directions for each problem in Section 5.3

and Section 6.3. Here, I recall the specific progress made by this thesis to the field

of interfacial dynamics in complex fluids.

The ferrofluid drop interaction problem

(i) Using direct numerical solution with a volume-of-fluid (VOF) method, we

have systematically classified interaction regimes of a pair of ferrofluid drops

in a rotating magnetic field. We have presented arguments to explain the

transition between these regimes.

(ii) We have demonstrated that the planetary motion of the drops is dominated by
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a hydrodynamic interaction, termed viscous sweeping. With this argument,

we are able to interpret features of the drop motion which are not explained

by magnetic dipole interactions.

(iii) The simulation has discovered a regime that is not known previously, i.e.,

the drop locking regime. Informed by our choice of parameters, new experi-

ments conducted at a collaborator’s lab have observed this regime.

The LC elasto-capillary flows problem

(i) We have constructed a PF formulation for computing the elasto-capillary

flows of nematic LCs. The advantage of this method over previous models

is to achieve a consistent description of the nematic order, including topo-

logical defects, and accurate recovery of interfacial forces, including surface

tension and nematic anchoring stress, simultaneously.

(ii) We have validated the model using a variety of numerical examples in the

case of single-phase, bulk nematic flow.

(iii) The method has been applied to the drop retraction problem. It further val-

idates our model by reproducing key features consistent with physical prin-

ciples and existing literature.

(iv) Our study of the drop retraction problem has provided a comprehensive map

of possible defect structures and drop shapes, as a result of different com-

binations of drop-matrix material pairs, anchoring conditions, and spatial

dimensions. Many of these configurations have not been reported before.

(v) We have found that the drop retraction dynamics and steady-state shapes are

mainly a result of competition between nematic distortional elastic energy

with surface energy, mediated by anchoring energy at the interface.

(vi) In particular, in the range of parameters considered, we have uncovered a

direct proportionality between the drop deformation at steady state and the

elasto-capillary length.
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7.2 Future directions in computational studies of
interfacial phenomena of complex fluids

The work presented in this thesis spans several topics in soft matter physics and

stages of developing and using computational tools. In the following, we put the

contribution of this thesis in a broader context, together with general research di-

rections for computational studies of interfacial dynamics of complex fluids. The

discussion can be from two aspects: computational methodology and application

to physics. These two aspects are closely related. The development of modern

methods has enabled studies at new frontiers of physics, while the need to solve

challenges by nature continues driving innovations in methodology.

Methodology

The development of computational models to compute flows with moving inter-

faces has been far from complete. The methods mentioned in Section 4.1 pro-

vide conceptual frameworks for modeling interfacial flows, while applying them to

complex fluids and obtaining results that can explain experiments are non-trivial. It

usually requires refinement of the model or development of new numerical schemes

based on the specific fluids under consideration.

We take the elasto-capillary flow problem as an example. In this thesis, we have

contributed a PF framework that takes into account of one nematic phase in a two-

phase flow. We are able to accurately capture macroscopic interfacial forces and

defect structures at the same time, which has not been satisfactorily addressed in

previous literature. It is a significant step in tackling the elasto-capillary interaction

problems (Section 3.1). Meanwhile, the limitation of the PF method, mainly the

computational cost, needs to be lifted. Note that the cost issue is not limited to

the LC material in our study, but also applies to the modeling of other complex

fluids as well. One direction of research, as already mentioned in Section 6.3,

is improved numerical schemes for solving the gradient dynamics including the

CH equation and possibly the evolution of the microstructure of the complex fluid

[e.g., 23, 153]. Another direction is to further develop sharp-interface methods to

overcome the challenges such as imposing interfacial force balance [e.g., 5, 92].

Extension along these two lines is valuable future work for computing multiphase
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flows of complex fluids, including LCs.

A trend worth noting in the computational studies of physics is the increas-

ingly important roles played by software packages. The stacking complexities in

the physics being considered and the sophistication of the numerical schemes em-

ployed call for specialization and collaboration among researchers. The work pre-

sented in this thesis is made possible by harnessing the power of well-developed

softwares, both open-source and commercial.

Applications

As introduced in Chapter 1, in various interfacial phenomena involving complex

fluids, the interplay between surface tension and complex rheology has been the

central theme. This thesis continues effort in this theme, and demonstrates such

novel interplay in two systems. For a pair of ferrofluid drops, individual drops

are driven by magnetic forces. Their motion causes a hydrodynamic interaction

(viscous sweeping) thanks to the magneto-capillary coupling. For a drop retracting

in a medium with one of the two phases being nematic, defect structures, dynamic

apparent surface tension, and drop deformation are all signatures of the interaction

among bulk elastic, anchoring, and interfacial energies. We have outlined future

plans along the same line of coupled physics in Section 5.3 and Section 6.3.

A further extension is on multi-scale problems. After understanding the dy-

namics of individual or a few drops or particles, it is natural to explore the be-

haviour of a large number of colloids under coupled surface tension and complex

rheology. For the case of ferrofluid, computation is promising to bridge the dynam-

ics of single droplets with the rheology of an emulsion of ferrofluid droplets [36].

For the case of LCs, as has been demonstrated experimentally [e.g., 158], colloidal

particles absorbed on the interface of an LC self-assemble into a structured lattice

with a high stability. The resulting soft material has properties that depend on the

elasto-capillary interactions. Computational studies could be used in the design of

such materials.

There is also a noticeable increase in applications of interfacial dynamics of

complex fluids in biological problems. As mentioned in Chapter 2, ferrofluid drops

have been proposed as a tool in biomedical applications [110, 152, 175]. In particu-
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lar, Serwane et al. [152] compared the relaxation of an elongated ferrofluid droplet

in a biological tissue to a reduced 1D model and successfully backed out the me-

chanical properties of the surrounding tissue. The 1D model was fitted from direct

numerical calculations of a 3D drop in [148]. In addition, complex fluids have

been used as model systems to understand behaviour of active matter. One such

instance involves a mixture of microtubules and molecular motors at the water-oil

interface [45]. Due to the cross-linking by the active molecular motors, the mi-

crotubules align in parallel spontaneously, which makes the mixture nematic. LC

hydrodynamic models can be extended to model such systems, and direct numeri-

cal simulations have showed the so-called “active turbulence”. The methods used

and developed in this thesis can be readily applied to the subjects above. Further-

more, morphogenesis, in which tissues undergo transitions in morphology during

the process of development, has also been studied from the perspective of interfa-

cial phenomena of complex fluids. In [129], tissue spreading has been shown to

be understood by a wetting transition of a fluid with an active stress. Proliferating

examples show that new frontiers are being opened up in life sciences, offering a

fruitful ground for interfacial flows approaches including computations.
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Z. M. Hockenbery, and O. Campàs. In vivo quantification of spatially
varying mechanical properties in developing tissues. Nature Methods, 14
(2):181–186, 2017. → pages 6, 121, 122

[153] J. Shen, J. Xu, and J. Yang. A new class of efficient and robust energy
stable schemes for gradient flows. SIAM Review, 61(3):474–506, 2019. →
pages 116, 120

[154] J. D. Sherwood. The deformation of a fluid drop in an electric field: a
slender-body analysis. Journal of Physics A Mathematical and Theoretical,
24(17):4047–4053, 1991. → page 7

[155] M. I. Shliomis. Effective viscosity of magnetic suspensions. 34(6):
1291–1294, 1972. → page 39

136



[156] M. I. Shliomis and K. I. Morozov. Negative viscosity of ferrofluid under
alternating magnetic field. Physics of Fluids, 6(8):2855–2861, 1994. →
page 10

[157] I. I. Smalyukh. Liquid crystal colloids. Annual Review of Condensed
Matter Physics, 9(1):207–226, 2018. → page 15

[158] I. I. Smalyukh, S. Chernyshuk, B. Lev, A. Nych, U. Ognysta, V. Nazarenko,
and O. Lavrentovich. Ordered droplet structures at the liquid crystal
surface and elastic-capillary colloidal interactions. Physical Review
Letters, 93(11):117801, 2004. → pages 16, 121

[159] A. Sonnet, P. Maffettone, and E. Virga. Continuum theory for nematic
liquid crystals with tensorial order. Journal of Non-Newtonian Fluid
Mechanics, 119(1-3):51–59, 2004. → page 23

[160] D. Stamou, C. Duschl, and D. Johannsmann. Long-range attraction
between colloidal spheres at the air-water interface: the consequence of an
irregular meniscus. Physical Review E, 62(4):5263, 2000. → page 15

[161] H. Stark and T. Lubensky. Poisson-bracket approach to the dynamics of
nematic liquid crystals. Physical Review E, 67(6):061709, 2003. → page
23

[162] A. Stomakhin, C. Schroeder, L. Chai, J. Teran, and A. Selle. A material
point method for snow simulation. ACM Transactions on Graphics, 32(4):
1–10, 2013. → page 29

[163] H. A. Stone, J. R. Lister, and M. P. Brenner. Drops with conical ends in
electric and magnetic fields. Proceedings of the Royal Society of London.
Series A. Mathematical and Physical Sciences, 455(1981):329–347, 1999.
→ page 7

[164] M. Sussman and E. Fatemi. An efficient, interface-preserving level set
redistancing algorithm and its application to interfacial incompressible
fluid flow. SIAM Journal on Scientific Computing, 20(4):1165–1191, 1999.
→ page 33

[165] M. Sussman, P. Smereka, and S. Osher. A level set approach for computing
solutions to incompressible two-phase flow. Journal of Computational
Physics, 114(1):146–159, 1994. → page 32

137
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