# Development of a prognostication model for breast cancer in British Columbia 

by<br>Joyce Epp<br>B.Sc., The University of British Columbia, 2015<br>A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF<br>MASTER OF SCIENCE<br>in<br>The College of Graduate Studies<br>(Computer Science)<br>THE UNIVERSITY OF BRITISH COLUMBIA<br>(Okanagan)

July 2020
© Joyce Epp, 2020

The following individuals certify that they have read, and recommend to the College of Graduate Studies for acceptance, a thesis/dissertation entitled:

DEVELOPMENT OF A PROGNOSTICATION MODEL FOR BREAST CANCER in British Columbia
submitted by Joyce Epp in partial fulfilment of the requirements of the degree of Master of Science

Dr. Jeff Andrews, I. K. Barber School of Arts \& Sciences Supervisor

Dr. Rasika Rajapakshe, I. K. Barber School of Arts \& Sciences Co-supervisor

Dr. John Braun, I. K. Barber School of Arts \& Sciences
Supervisory Committee Member

Dr. Ramon Lawrence, I. K. Barber School of Arts \& Sciences
Supervisory Committee Member

Dr. Abbas Milani, School of Engineering
University Examiner

## Abstract

Detecting breast cancer in its early stages improves patient outcomes, as the disease is often more treatable at early stages. In British Columbia, BC Cancer Breast Screening provides screening mammography as the primary means of early detection. As with any screening test, false positive results do occur. However, false positive results from screening mammography have been shown to be associated with the risk of a future breast cancer. Moreover, the mammographic features that indicate a mammogram is abnormal have been shown to stratify the increase in risk. Models to predict breast cancer risk currently have a modest ability to distinguish between who will be diagnosed and who will not, with concordances in the 0.55 to 0.71 range.

Using risk factor, screening, and diagnosis data from BC Cancer Breast Screening, we build several models that incorporate mammographic features with the aim of creating a risk prediction model that provides a better risk prediction than current models. We fit a Cox proportional hazards model, a time varying Cox model, an accelerated failure time model and a Poisson regression model. We found that mammographic features are associated with an increased risk of breast cancer and increased model concordance by about 0.006 . However, while the internal calibration was satisfactory, as it was close to 1 , the discrimination of the models was unsatisfactory, with concordances around 0.63 . Compared to several models in the literature, our model performance was similar, with concordances near 0.63 and internal calibration close to 1 for both ours and the published models examined. We conclude that breast cancer risk prediction is not substantially improved by the incorporation of mammographic features in a categorical format.

## Lay Summary

Sometimes when women get a screening mammogram there are features on the mammogram that indicate an abnormality, but after further testing no breast cancer is found. Though no cancer was found at the time, the features on the mammogram that indicated something was abnormal may increase the woman's risk of a future breast cancer down the road.

Here we use statistical models and mammographic features to predict the risk of a woman developing breast cancer using data from BC Cancer Breast Screening. We confirmed that mammographic features do increase the risk of breast cancer, but not enough to be useful for individual risk prediction.

## Preface

This thesis is covered by UBC-BCCA REB Certificate of Ethics Approval number H18-00172.
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## Chapter 1

## Introduction

Breast cancer is the most common cancer in Canadian women, accounting for a quarter of new cancer diagnoses each year $\left[\mathrm{BWD}^{+} 20\right]$. In 2020, it is estimated that over 27,000 women in Canada will be diagnosed with the disease and 5,100 will die from it $\left[\mathrm{BWD}^{+} 20\right]$. Fortunately, patient outcomes are improved by detecting a breast cancer in its early stages, while the disease is often more treatable [SBSTL15, KGR ${ }^{+} 95$ ].

The primary method for the early detection of breast cancer in Canada is screening mammography [oCS12]. Canada's first organized screening mammography program was BC Cancer Breast Screening, which started in 1988 and currently provides screening mammograms to women across the province of British Columbia through 36 fixed and 3 mobile screening sites [oC11, Scr18]. Symptom-free women aged 40-74 without a prior breast cancer diagnosis are eligible to self-refer to screening mammography subject to the guidelines of the program. These guidelines stratify the frequency and eligibility with which a woman is recommended to receive screening [Scr18]. In general, women assessed to be in a low risk group are recommended to attend screening less often than a woman deemed to be at a high risk of developing breast cancer. The risk factors currently used by BC Cancer Breast Screening to determine screening eligibility are age, family history and presence of a mutation in the breast cancer genes BRCA1 and BRCA2 [Scr18].

Due to the nature of screening tests, which balance the trade-off between correctly identifying a high number of those who have a disease and recalling an appropriate number for additional tests, an unavoidable byproduct of screening mammography is the phenomenon of false positives [Gor13, GSW $\left.{ }^{+} 17\right]$. False positives are defined as an abnormality detected by the radiologist that does not result in a cancer diagnosis after further assessments. Since this leads women to sometimes undergo invasive procedures as well as experience the emotional stress of a potentially looming diagnosis, false positives have traditionally been seen as a harm of screening mammography [ $\mathrm{EBM}^{+} 98$, VdSKDDVR11, MSG02].

However, it has been shown that false positives are associated with the
risk of a future breast cancer $\left[\mathrm{HHS}^{+} 15\right.$, vECRTV12, vECKV14, $\mathrm{CRR}^{+} 13$, WvECL ${ }^{+} 17$ ]. Further, recent work has shown that the mammographic features on a false positive mammogram are a promising risk factor to include in determining screening eligibility $\left[\mathrm{CTRP}^{+} 16\right]$. Mammographic features are the characteristics on a mammogram that a radiologist uses to determine if a mammogram is abnormal, and thus, whether a woman should go for additional procedures, such as a diagnostic mammogram, ultrasound or biopsy. The features BC Cancer Breast Screening radiologists, and radiologists worldwide, endeavour to detect are masses, calcification, architectural distortion and asymmetry. The presence of these features and the location they appear in on the mammogram are recorded in the Breast Screening registry.

These features stratify the increased risk from a false positive mammogram. For example, of the four features, calcifications have been shown to have the highest risk of a future diagnosis and the lowest increase in risk has been found in asymmetry and distortion $\left[\mathrm{CTRP}^{+} 16\right]$. Not only that, but women whose mammographic features change from one screen to the next show an even higher risk of developing a future cancer [CTRP $\left.{ }^{+} 16\right]$. The increased risks that these mammographic features provide are greater than or equal to that attributed to family history, which is currently used to determine screening frequency $\left[\mathrm{BJS}^{+} 17, \mathrm{Scr} 18\right]$. It has been suggested that incorporation of mammographic features into risk prediction models will improve the models that screening guidelines are based on by providing better risk stratification, and, in turn, improve the screening guidelines by increasing personalization $\left[\mathrm{CTRP}^{+} 16, \mathrm{WRB}^{+} 13\right]$.

Models that use risk factors to predict breast cancer risk in the literature currently do not incorporate this mammographic feature information. False positives and previous biopsies have been used, among other well-known risk factors, such as age, family history, mammographic breast density, and various lifestyle and reproductive factors. Further, the ability of these models to distinguish between who will develop breast cancer, and who will not, is fair at best. With the added risk that the false positives contribute, and the stratification from the mammographic features, it is possible that their inclusion could improve the predictive ability.

### 1.1 Objective and thesis outline

The objective of this thesis is to build a risk prediction model for British Columbian women attending screening mammography which incorporates
the mammographic feature information and predicts risk of breast cancer. The remainder of this thesis is laid out as follows. Chapter 2 will review the literature on models to predict breast cancer risk. In Chapter 3, we detail the methodology for the Cox proportional hazards, time-varying Cox, accelerated failure time, and Poisson models explored. In Chapter 4, we make a comparison of the results to the literature and explore the clinical relevance. Finally, Chapter 5 finishes with a summary and suggestions for future work.

## Chapter 2

## Background

In this chapter, we define some key concepts and terms and provide a review of breast cancer risk prediction models in the literature.

### 2.1 Terminology

### 2.1.1 Risk

Risk is the probability, or how likely it is, that an event will occur. This risk can be described as absolute, which is the number of events divided by the number of people in that group; or relative, which is the absolute risk of one group compared to the absolute risk of another [gro19]. In the context of breast cancer, absolute risk is the probability of developing breast cancer in a given period of time, while relative risk is how much more or less likely one group is to develop breast cancer compared with another.

### 2.1.2 Risk models, concordance and calibration

Risk models for breast cancer are statistical models that assess the probability that an individual will be diagnosed with breast cancer in a given period of time [AALY $\left.{ }^{+} 18\right]$. These are known as prognostication models, which are a type of prediction model $\left[\mathrm{SMvdW}^{+} 13\right]$. The main measures of validation reported in the literature are discrimination and calibration $\left[\mathrm{CGBB}^{+} 17\right]$.

Discrimination is the ability of a model to separate individuals who will have the disease from those who will not. This is usually reported as the concordance value [HJLM96, $\mathrm{HJLC}^{+} 84$ ]. A concordance of 1 indicates perfect discrimination, or women without a diagnosis had consistently lower risk scores than women who are diagnosed, and a value of 0.5 indicates that the model is no better than randomly guessing at distinguishing between who will get a diagnosis and who will not. It can be calculated as the proportion of concordant pairs, where a concordant pair occurs when the individual with the diagnosis has a higher risk than an individual without the
diagnosis. Graphically, a concordance of 1 would mean we see two distinct, non-overlapping curves on a risk distribution plot, with the higher risk curve for those who had a diagnosis. This would allow us to specify a threshold to divide individuals into diagnosis and no diagnosis groups. A concordance of 0.5 would mean the diagnosis and no diagnosis curves perfectly overlap each other and there is no distinguishing between them.

Calibration is a 'goodness-of-fit' measure which gives the ratio of the observed number of cases to predicted number of cases [vH00, Sch80]. A well-calibrated model will have a ratio close to 1 . For a stronger look at calibration, individuals may be grouped into quantiles and the observed to expected ratio examined for each quantile $\left[S^{+} 19\right]$.

### 2.1.3 Risk distribution

A risk distribution describes the frequency of absolute risk within the population $\left[\mathrm{S}^{+} 19\right]$. It is often shown with distinguishing between those with a diagnosis and those without a diagnosis to examine whether those with a diagnosis have a higher risk than those without. It may also be used to decide on risk cut-offs for preventive measures, where individuals above a specified risk threshold are eligible to receive the preventive measure [HJ15].

### 2.1.4 Hazard function

A hazard function, or the hazard at time $t$, can be defined as

$$
\begin{equation*}
h(t)=\frac{f(t)}{S(t)} \tag{2.1}
\end{equation*}
$$

where $f(t)$ is the probability density function and $S(t)$ is the survival function. $h(t)$ can be interpreted as the probability of experiencing the event in the next small interval of time, divided by the probability of surviving up to that time [TG00].

### 2.1.5 Surveyimpute procedure in SAS

The surveyimpute procedure in SAS can use hot-deck imputation to impute missing values [SAS19, Inc15]. Observations that do not have missing values are considered donor units ( $d$ ) and observations with missing values are considered recipient units $(m)$. For each recipient unit, a donor unit is selected at random and the missing values for that recipient unit are filled in with the values from the donor. The selection method chosen for this analysis was simple random sampling with replacement.

### 2.1.6 Schoenfeld residuals

Schoenfeld residuals are calculated using

$$
\begin{equation*}
r_{i}=z_{i}-E\left(Z_{i}\right) \tag{2.2}
\end{equation*}
$$

where $z_{i}$ is the observed value of the variable and $E\left(Z_{i}\right)$ is the expected value [Sch82]. The scaled Schoenfeld residuals can be calculated with

$$
\begin{equation*}
R_{i}=r_{i} \cdot d \cdot \operatorname{var}(\beta) \tag{2.3}
\end{equation*}
$$

where $r_{i}$ are the Schoenfeld residuals, $d$ is the number of events, and $\operatorname{var}(\beta)$ is the covariance matrix.

The expected value of the scaled Schoenfeld residuals can be approximated by adding the estimated coefficient to the coefficient as a function of time [TG00]. As such,

$$
\begin{equation*}
E\left(R_{i}\right) \approx \beta+\beta(t) \tag{2.4}
\end{equation*}
$$

Therefore, if the proportional hazards assumption is correct, then a plot of $\beta(t)$ vs $t$ should show an approximately linear line at zero.

### 2.1.7 dfbetas

A model diagnostic that can be examined to asses the influence of each observation on parameter estimation is the difference in an estimated coefficient when all of the data are used and when one observation is deleted from the data $\left[\mathrm{W}^{+} 86\right]$. The model is fitted with removing one observation at a time and the difference between the coefficient estimation with and without that one observation is computed. A simple plot of the change in coefficient against the observations will reveal if any observations have a large influence on parameter estimation and should be removed.

### 2.1.8 Martingale residuals

Martingale residuals can be used to assess the functional form of a variable [TGF90]. They are calculated with

$$
\begin{equation*}
m_{i}=\delta_{i}-H_{0}\left(t_{i}\right) \exp \left(z_{i}^{\prime} \beta\right) \tag{2.5}
\end{equation*}
$$

where $\delta_{i}$ is the censoring indicator, $H_{0}\left(t_{i}\right)$ is the integrated baseline hazard function, and $\exp \left(z_{i}^{\prime} \beta\right)$ is the linear predictor from the proportional hazards model. Since the Martingale residuals are asymmetric, deviance residuals are an attempt to make the Martingale residuals symmetric around zero.

### 2.1.9 Akaike Information Criterion

The Akaike Information Criterion (AIC) is given by

$$
\begin{equation*}
A I C=-2 l(\beta)+2 k \tag{2.6}
\end{equation*}
$$

where $l(\beta)$ is the value of the log-likelihood of the model and $k$ is the number of parameters in the model [SIK86]. The better the model fits the data, the smaller the value of $-2 l(\beta)$. The more complex the model, the larger $2 k$ is, which penalizes the model for complexity. Therefore, a better model should have a smaller AIC because it fits the data well with a small number of parameters.

### 2.1.10 Lexis split

A Lexis split allows for following individuals on multiple time scales [Kei90, Car07, $\left.\mathrm{PC}^{+} 11\right]$. These time scales may be age, calendar time, or time since exposure, to name a few. These times scales are cut into groups, or time bands. During the follow-up of an individual, they pass through different time bands. Each time band they pass through generates a new row in the data for that observation. The hazard is constant in each time band.

### 2.2 Breast cancer risk prediction models

Models to predict the risk of breast cancer are ubiquitous in the breast cancer literature $\left[\mathrm{LPB}^{+} 19, \mathrm{EF} 15, \mathrm{ATW}^{+} 12, \mathrm{CGBB}^{+} 17, \mathrm{AALY}^{+} 18\right]$. Possibly the most well known is the logistic regression Gail model published in 1989, which used white women's age at menarche, number of previous biopsies, age at first live childbirth and number of first-degree female family members who had a breast cancer diagnosis $\left[\mathrm{GBB}^{+} 89\right]$. The concordance of the model was not reported in the original paper.

Since then, it has been extensively externally validated and updated. For instance, [TCZK05] externally validated the Gail model for mixed ethnicities and updated it using a Cox regression model using the Gail risk factors with the addition of breast density. This resulted in a concordance of 0.68 , a promising update. Interestingly, in this same study, they fit a Cox model with age, ethnicity and breast density and this had the same concordance of 0.67 as when they validated the Gail model. [Hoe13] validated the Gail model on BC women attending screening mammography, and found that
while the calibration was good, the concordance was only 0.61 . Among others, BMI, alcohol use, diet and exercise have been added to the Gail model to improve the discriminatory performance and modify the model as new risk factors become available. It has since been validated and/or updated on various populations, such as Asian and African, in which it provides a low discrimination for and overestimates risk, respectively $\left[\mathrm{CGBB}^{+} 17\right]$. Most, if not all, of the modified Gail models used previous breast biopsies as a predictor, however they did not use false positives or the associated mammographic features.

Another well-known model is the Rosner-Colditz model, which was a logincidence model built from data on white women aged 30-64. This model began with primarily hormonal factors such as age at menarche, menopausal status, age, and age at first and subsequent births. With a concordance value no higher than 0.68 , it has been updated to include estrogen use, family history, weight, BMI, alcohol consumption and benign breast disease. Most recently, hormone biomarker measures have been added to this model and the Gail model, such as testosterone and estrogen levels, which show improvement to these models $\left[\mathrm{CGK}^{+} 19, \mathrm{ZRT}^{+} 18\right]$. It appears that most, if not all, of the updates to the model have used white women as well, thus this line of models may not be applicable to the multi-ethnic population of women attending screening mammography in BC. While benign breast disease is used in nearly all the updated Rosner-Colditz models, mammographic features and false positives have not been added to this model.

There is also a group of models that include detailed family history and presence of genetically inherited gene mutations. Since the Gail model performs best in women without a family history, [CRT93] built the Claus model for individuals with a family history before the discovery of the genetic mutation on the BRCA1 and BRCA2 genes. The Tyrer-Cuzick model is another genetically based model which uses a host of predictors, such as hormonal factors, biopsies, family history of breast and ovarian cancer, and BMI $\left[\mathrm{CGBB}^{+} 17\right]$. Though they did not report any performance measures in the original paper, it has been validated on high risk populations and performs better than the Gail and Claus models, although it tends to overestimate risk in certain sub-populations $\left[\mathrm{CGBB}^{+} 17\right]$.

There are also a number of independently derived models, such as the Thai risk prediction model, which is a logistic regression model for Thai women which attained a concordance of 0.65 and calibration of 1.0 using only 4 variables; age, contraceptive use, BMI and menopausal status [ATW ${ }^{+} 14$ ]. [Hoe13] built a stratified Cox model with BC women, which attained a concordance of 0.65 and 0.63 for in situ and invasive, respectively, and among
the typical variables of age, ethnicity, family history, biopsy and estrogen use, incorporated a variable indicating whether the baseline mammogram was abnormal. [UTT $\left.{ }^{+} 03\right]$ built a model for long term risk based on Japanese women using only age, BMI, family history, and age at menarche, but did not report concordance, while $\left[\mathrm{WGB}^{+} 14\right]$ built a model for Chinese women to fit the low-incidence population and achieved a concordance of 0.64.

While it has been found that false positives are associated with the risk of breast cancer, so far, only one published model has explicitly used them. False positives were added by $\left[\mathrm{BWBB}^{+} 06\right]$ which gave a concordance of 0.63 when fitting a logistic regression model with 11,638 diagnoses and 2 million screens.

## Chapter 3

## Methods

### 3.1 Data

The data used in this study were from the BC Cancer Breast Screening registry. It contained risk factor, screening, and diagnosis information collected during BC Cancer Breast Screening's routine operations from $6,455,264$ screening mammograms for $1,099,298$ women who attended screening mammography from 1988 to March 31, 2019.

Ethics approval was obtained from the UBC-BCCA Research Ethics Board with certificate number H18-00172. Access to the data was granted after a formal BC Cancer Data Access Request was approved by BC Cancer on July 22, 2018. Data were provided to us de-identified by BC Cancer Breast Screening with a randomly assigned numeric subject identifier.

Risk factors that are assumed to be unchanging when a woman first attends screening at BC Cancer Breast Screening are collected with a voluntary background survey at the first screening mammography appointment. These factors include ethnicity, highest education level achieved, number of full-term pregnancies, the age at the first full-term pregnancy, if applicable, and the age at menarche $\left[\mathrm{LZW}^{+} 12, \mathrm{DQ} 20, \mathrm{RCW}^{2} 4, \mathrm{MCL}^{+} 70, \mathrm{oHFiBC}^{+} 12\right]$.

Risk factors that can change over time are voluntarily surveyed at each screening visit. These include the woman's family history of breast cancer, current estrogen use, whether she has had a breast biopsy, menopausal status and if she has had a hysterectomy and ovary removal [PDD ${ }^{+} 97$, KKLL18, CG01, DYFC15, oHFiBC $\left.{ }^{+} 12, \mathrm{SPF}^{+} 97\right]$. Since the risk factor information in this dataset is obtained from voluntary surveys, it is subject to errors and missingness. The risk factors collected by BC Cancer Breast Screening have been shown to affect breast cancer risk and have been used in previous risk prediction studies.

Once screening mammograms are completed, they are assessed by credentialed and trained radiologists [CP12]. The radiologists ascertain and record the mammographic breast density, the abnormal status, and if abnormal, which mammographic features were observed along with their location. As such, the screening mammogram information available in the Breast

Screening registry relies completely on the radiologist's interpretation of the mammogram.

Screen-detected and non-screen detected cancers were also available in the data. Screen-detected cancers are those which are diagnosed as a result of abnormal findings from a screening mammogram. Non-screen detected cancers include: interval cancers, which are cancers discovered within the recommended screening interval from the last normal screen; false negatives, which are cancers discovered after additional assessments from an abnormal screen did not find cancer; and cancers that occur when a woman does not screen according to the recommended guidelines.

Each woman can have at most one diagnosis. Once a woman is diagnosed with ductal carcinoma in situ (DCIS) or invasive breast cancer then she is no longer eligible to attend screening mammography. Recurrences and treatment are not recorded in the BC Cancer Breast Screening Registry, but are in the BC Cancer Registry.

### 3.2 Participants

The individuals in the study can be divided into two groups; those who did not have a false positive and those who had at least one false positive. These two groups are important because normal screens for those who did not have a false positive serve as the reference category for which risks from false positive screens with mammographic features can be compared. As in $\left[\mathrm{CTRP}^{+} 16\right]$, for women who did not have a false positive, the start of follow-up was defined to begin from the first screening mammogram, but for women who did have a false positive, their follow-up began from the first false positive (Figure 3.1). This adjustment to the index screen was done to better understand the risk following a false positive screening mammogram. In the following analysis, the methods require choosing a time origin, which will be the index screening mammogram. From this index screen, women were followed for 5 years, until diagnosis, until their last screen if there was no diagnosis, or until study end, whichever came first. The official study end was Dec 31, 2016 as the data were considered complete (as of August 2019) by BC Cancer until this date, thus an additional censoring of all screens and diagnoses was done at this date.

Although all women who underwent screening at BC Cancer Breast Screening until March 31, 2019 were included in the data we received, we had to exclude some individuals prior to analysis (Table 3.1). First, 680 women were excluded due to missing diagnosis information or birth date.


Figure 3.1: Example follow-up of two women undergoing screening. Normal screens are black and abnormal screens are red.

Table 3.1: Exclusions made to get to the final cohort

| Reason removed | Women remaining | Women removed |
| :--- | ---: | ---: |
| all women | $1,099,298$ |  |
| incorrect diagnosis date | $1,099,288$ | 10 |
| missing birth date | $1,099,286$ | 2 |
| missing diagnosis details | $1,098,618$ | 668 |
| age outside 40-74 | $1,054,660$ | 43,958 |
| index screen after Dec 30, 2016 | 962,318 | 92,342 |
| true positive at index screen | 957,276 | 5,042 |
| false negative at index screen | 954,760 | 2,516 |
| one screen | 813,280 | 141,480 |
| Total | $\mathbf{8 1 3}, \mathbf{2 8 0}$ | $\mathbf{2 8 7}, \mathbf{7 3 6}$ |

As the screening program regularly screens women in the age range of 4074 , it is not helpful to predict risk for women outside these ages. Therefore, 43,958 women younger than 40 or older than 74 at the time of the index screen were excluded. 92,342 women who had their index screen after the study end date were also excluded.

We further excluded 5,042 women with a true positive at the index screen and 2,516 women with a false negative at the index screen. True positives were excluded because the cancer had developed prior to the start of followup and were only detected at the index screen because it was already present. False negatives were excluded because these ideally should have been true positives and would have been excluded for the same reasons as true positives. Lastly, 141,480 women who only had one screen were excluded, since no useful information could be learned from them.

This left us with a cohort of 813,280 women, 11,166 diagnoses and $2,347,901$ screening mammograms, an average of $2.9 \pm 1.3$ screens per person within the 5 years of follow-up (Figure 3.2). Of the $2,347,901$ screening mammograms, 296,774 (12.6\%) were false positives and 259,794 (87.5\%) of these false positives were the woman's first false positive (which occurred at the index screen as defined earlier for women with a false positive). The remaining $12.5 \%$ of the false positives were additional false positives, e.g. second or third, that occurred on a subsequent screen at some point during follow-up. The median follow-up for women with and without a false positive was 4.97 and 5 years, respectively.


Figure 3.2: Total number of screens in the cohort.

### 3.3 Variable characteristics

Data cleaning was undertaken prior to model fitting and the results are summarized in Table 3.2. First, there were several different ways missing entries were recorded in the data, such as 'Refuse to Answer', 'Unknown', ' NA ', ' N ', and sometimes a special numeric value such as 0 or 99 . These were recoded to a single value, 'NA', for consistency.

Second, at the start of the screening program, breast density was recorded as a binary variable, representing $<50 \%$ and $\geq 50 \%$ density. However, in 2005 , density started being recorded as a quaternary variable, representing $0-24 \%, 25-49 \%, 50-74 \%$ and $\geq 75 \%$ density, but the changeover was gradual and only $24 \%$ of the mammograms in the dataset are recorded in the new way. While less informative, to reduce the number of missing values, all breast density values were recoded as a binary factor.

Education and ethnicity were also recoded to contain fewer categories in an effort to make the categories more meaningful. European and British ethnicities were combined into one 'Caucasian' ethnicity. Education levels were grouped into more coarse groups defining no high school education ('No HS'), some or graduated high school ('Some/HS'), and some or graduated post-secondary ('Some/Co').

Family history was initially coded as a 19 level categorical variable representing combinations of family members ever diagnosed with breast cancer, such as 'mother and sister' or 'sister and father'. Family history was converted into a binary variable to indicate 'Yes' or 'No'. In light of the findings from [Hoe13], who found that the type of relationship is important and not just the presence of family history, two additional binary variables were created from the original family history variable indicating whether their mother or sister had a history of breast cancer. Women who indicated that their family history was unknown were given the baseline value of 'No' to both these variables.

The mammographic features also underwent some modifications. Originally, each of the four features was in its own data field; these were combined into one field. If a feature was seen at least once and was the only feature observed on the mammogram, it was labeled with 'feature_only'. For example, a mammogram with only calcification would be coded as 'calc_only'. If only two features were seen on the mammogram at least once each, this combination received its own category, but 3 or more distinct features were grouped into one category due to the low number of occurrences. While grouping the features into one variable and creating a category for each combination makes for many categories, it is important clinically to see the

Table 3.2: Table describing the final risk factors in the data

| Variable | Description | Values |
| :---: | :---: | :---: |
| age | age at index screen | numeric |
| ethnic | ethnic/cultural heritage of client | First Nations |
|  |  | African |
|  |  | East Asian |
|  |  | South Asian |
|  |  | Caucasian |
|  |  | Other |
| education | highest level of education achieved | No HS |
|  |  | Some/Co |
|  |  | Some/HS |
| num_full_term deliveries | number of full-term pregnancies | integer |
| age_at_1st | age at first full-term pregnancy | integer |
| _delivery |  |  |
| age_at_menarche | age menstruation began | integer |
| ever_mom | mother had breast cancer | 0 (No), 1 (Yes) |
| ever_sis | sister had breast cancer | 0 (No), 1 (Yes) |
| Ever_Estrogen | currently using estrogen | 0 (No), 1 (Yes) |
| Ever_Biopsymenstr | ever had a breast biopsy | 0 (No), 1 (Yes) |
|  | menopausal status | 0 (No), 1 (Yes) |
| hyster | had hysterectomy | 0 (No), 1 (Yes) |
| ovary | both ovaries removed | 0 (No), 1 (Yes) |
| result | abnormal status | 0 (No), 1 (Yes) |
| density | breast density | $1(<50 \%)$ |
|  |  | 2 ( $\geq 50 \%$ ) |
| feat | mammographic features | 3_or_more |
|  |  | arch_asym |
|  |  | arch_calc |
|  |  | arch_only |
|  |  | asym_calc |
|  |  | asym_only |
|  |  | calc_only |
|  |  | mass_arch |
|  |  | mass_calc |
|  |  | mass_only |
|  |  | missing |
|  |  | no_feat |

influence of the solo features and combinations. To handle missing features, an additional category 'missing' was created to represent screens that the data indicated were abnormal, but were missing the corresponding mammographic feature(s) present. This occurred for 107,525 screens, which is roughly a third of all the false positives (Table 3.3). Prior to 2003, only the presence and location of an abnormality was recorded, but not the type of mammographic feature, resulting in the missing features.

Table 3.3: Table showing the breakdown of false positives and other screens on the index screens and all screens

|  | Count | $\%$ |
| :--- | ---: | ---: |
| Index screen |  |  |
| normal screen | 553,486 | 68 |
| false positive | 259,794 | 32 |
| $\quad$ false positive with features recorded | 164,519 | 20 |
| $\quad$ false positive without features recorded | 95,275 | 12 |
| Total | 813,280 | 100 |
| All screens | $2,051,127$ | 87 |
| non-false positive screen | 296,774 | 13 |
| false positive | 189,249 | 8 |
| $\quad$ false positive with features recorded | 107,525 | 5 |
| $\quad$ false positive without features recorded | $2,347,901$ | 100 |
| Total |  |  |

After data cleaning, some exploratory analysis was performed to understand the data. We found that of the 813,280 index screens, $32 \%(259,794)$ were false positives (Table 3.3). Of these false positive screens, $37 \%(95,275)$ did not have mammographic features recorded (Figure 3.3). Therefore, of the 813,280 index screens, $20 \%(164,519)$ were false positives with features recorded and $12 \%(95,275)$ were false positives without any mammographic features recorded.

From Table 3.3, we note that roughly one third of the women who attended screening mammography had a false positive at some point during their screening journey. This is a similar finding to $\left[\mathrm{EBM}^{+} 98\right]$, who found that for women attending screening with a median of 4 screening mammograms, one third of the women screened had a false positive.

The distribution in Figure 3.3 of the index screens with mammographic features present reveals that asymmetry ('asym_only') is recorded most often $(32 \%)$ and the combination of architectural distortion with calcifications


Figure 3.3: Frequency of mammographic features for the index screens where there was an abnormality indicated.
('arch_calc') occurs least often ( $0.2 \%$ ). Examining the distribution of the mammographic features using all the features from all screens during followup revealed a nearly identical frequency distribution to the distribution of features on the index screen.

When examining education, it was found that $50 \%$ of the women had some college or completed a post-secondary degree, $36 \%$ had graduated high school or completed some high school, and $6 \%$ had no high school education. On further inspection, the average age of those women who reported they had no high school was 58.5 at the index screen, compared to the average age of 53.3 for those who had a high school education and 49.7 for those who had post-secondary education. Education was also found to be mildly related to the number of children. Figure 3.4 shows that as the education level increases the number of children decreases on average. We can also observe the increase in children for older women. When compared with birth year, it was found that women born in the 1920s and 1930s had the most children on average. It appears that both education and number of children are associated with age at index screen and birth cohort.

With respect to ethnicity, $47 \%$ reported one of the ethnicities that were used to create the Caucasian group, $10 \%$ reported East Asian, 3\% South Asian and only $1.2 \%$ and $0.2 \%$ First Nations and African, respectively. The remaining $38 \%$ of the women did not have an ethnicity recorded, with $4.1 \%$ responding 'other', $0.3 \%$ 'refused to answer', and $33.2 \%$ stated their ethnicity was 'unknown'. These were grouped into the category 'Other', making this 'Other' group comprised of $11.0 \%$ 'other', $0.7 \%$ 'refused to answer', and $88.3 \%$ 'unknown'. This category may be thought of as all individuals who did not place themselves into one of the predefined ethnicities.

We confirmed that the breast density decreases with age and is stratified by ethnicity (Figure 3.5). Breast density is a measure of how much fibroglandular tissue is seen on the mammogram, represented as a percentage of total breast area. On a mammogram, breast tissue appears white and fat appears dark [MRMTB14]. Of particular note is that the East Asian women have the highest breast density, while the First Nations women have the lowest.

When examining associations between age, mammographic breast density and the type of feature, we found that calcifications were associated with dense breast. Mass and calcification ('mass_calc') falls in between calcifications ('calc_only') alone and mass ('mass_only') alone. Figure 3.6 shows select features.

Table 3.4 provides a summary of the risk factor values for the cohort used in this analysis. For mammographic breast density and features, the values used represent the values recorded at the index screens. A summary


Figure 3.4: Average number of children per half decade of birth stratified by self-reported education level.


Figure 3.5: Average density for each age group at index screen stratified by ethnicity.


Figure 3.6: Average density for each age group at index screen stratified by select mammographic features.

Table 3.4: Table showing the values of the risk factors in the data

| Variable | Missing (\%) | Average or count (\%) |
| :---: | :---: | :---: |
| age | 0 | 51.8 |
| ethnic | 305,596 (37.5) |  |
| First Nations |  | 9,911 (1.2) |
| African |  | 1,794 (0.2) |
| East Asian |  | 85,512 (10.5) |
| Caucasian |  | 382,942 (47.0) |
| South Asian |  | 27,525 (3.4) |
| education | 60,897 (7.5) |  |
| No HS |  | 49,542 (6.1) |
| Some/Co |  | 407,344 (50.1) |
| Some/HS |  | 295,497 (36.3) |
| num_full_term_deliveries | 2,617 (0.3) | 1.9 |
| ever_mom | 0 |  |
| 0 |  | 753,566 (92.7) |
| 1 |  | 59,714 (7.3) |
| ever_sis | 0 |  |
| 0 |  | 779,616 (95.9) |
| 1 |  | 33,664 (4.1) |
| Ever_Estrogen | 6588 (0.8) |  |
| 0 |  | 702,591 (86.4) |
| 1 |  | 104,101 (12.8) |
| Ever_Biopsy | 5010 (0.6) |  |
| 0 |  | 730,691 (89.8) |
| 1 |  | 77,579 (9.5) |
| result | 0 |  |
| 0 |  | 553,486 (68.1) |
| 1 |  | 259,794 (31.9) |
| density | 143,807 (17.7) |  |
| 1 |  | 433,171 (53.3) |
| 2 |  | 236,302 (29.1) |
| feat | 95,275 (11.7) |  |
| 3_or_more |  | 578 (0.1) |
| arch_asym |  | 5,350 (0.7) |
| arch_calc |  | 452 (0.1) |
| arch_only |  | 9,941 (1.2) |
| asym_calc |  | 2,685 (0.3) |


| Variable | Missing (\%) |
| :--- | ---: | Average or count (\%)

of the subsequent screens will be provided when these screens are used in analysis.

### 3.4 Cox proportional hazards model

To model the risk of a future breast cancer we first use a Cox proportional hazards model (Equation 3.1) [Cox72]. The first point of this model is to determine which risk factors are important to breast cancer risk and by what magnitudes, an insight of clinical relevance. The second point is to obtain a risk estimate for each observation, which can be used to predict breast cancer risk at an individual level [Col15].

The overall framework of the model is as follows. Predictors, in our case, risk factors, are measured at an initial point. Here, that initial point is the index screening mammogram. Individuals are followed for a period of time, in our case, 5 years, and the outcome, diagnosis or no diagnosis, at the end of the 5 years and when it happened, is determined.

In this way, this semi-parametric model allows for incorporating the time to diagnosis while taking into account the censored observations. It has a baseline hazard function, $h_{0}(t)$, which makes no assumptions on the form of its distribution. The baseline hazard is the value of the hazard function, $h_{i}(t)$, when all the predictor values are set to zero. The predictors are an exponentiated linear combination, where $x_{j}$ is the $j^{t h}$ covariate in the model and $\beta_{j}$ the $j^{\text {th }}$ coefficient. The hazard function, $h_{i}(t)$, is the hazard at time $t$. This is the outcome of interest, or response [All10]. The assumptions of the model are proportional hazards, independent observations and that the predictors are multiplicative on the baseline hazard.

$$
\begin{equation*}
h_{i}(t)=\exp \left(\beta_{1} x_{1 i}+\beta_{2} x_{2 i}+\ldots+\beta_{p} x_{p i}\right) h_{0}(t) \tag{3.1}
\end{equation*}
$$

We can write Equation 3.1 more concisely as in Equation 3.2.

$$
\begin{equation*}
h_{i}(t)=\exp \left\{\sum_{j=1}^{p} \beta_{j} x_{j i}\right\} h_{0}(t) \tag{3.2}
\end{equation*}
$$

The hazard associated with a covariate is provided by $\exp \left(\beta_{j}\right)$. If it takes a value $>1$, then there is an increase in hazard, if it is $<1$ then there is a reduction in hazard. For continuous variables, $\exp \left(\beta_{j}\right)$ is the increase in hazard with one unit increase in the predictor, holding the other predictors constant (Equation 3.3).

$$
\begin{equation*}
\frac{\exp \{\beta(x+1)\}}{\exp (\beta x)}=e^{\beta} \tag{3.3}
\end{equation*}
$$

For categorical variables, a reference category must be chosen to take the baseline value of $\gamma_{1}=0$ and the hazard estimates are made with respect to that reference category. So for $j=1, \ldots, m$ groups, where $j=1$ is the reference category, the hazard function for an individual in the $j^{\text {th }}$ group is

$$
\begin{equation*}
h_{j}(t)=\exp \left(\gamma_{j}\right) h_{0}(t) \tag{3.4}
\end{equation*}
$$

Rearranging, we find that the relative hazard for someone in group $j$ relative to group 1, is $e^{\gamma_{j}}$.

$$
\begin{equation*}
\frac{h_{j}(t)}{h_{0}(t)}=e^{\gamma_{j}} \tag{3.5}
\end{equation*}
$$

Prior to model fitting, missing values for all variables were imputed with SAS's surveyimpute procedure [SAS19, Inc15]. This function imputes missing values by sampling from other values that are present for that variable. Next, the data was split into a randomly selected training and testing set where $70 \%$ was used for training and $30 \%$ for testing. To reduce the number of variables in the model, variable selection was performed using backwards selection through the selectCox () function in R , which uses the reduction in AIC as a stopping rule [R C19, MIG12, SIK86]. The resulting model is shown in Table 3.5.

From the model in Table 3.5, we find that the features that have the largest increase in risk compared to the reference category of no features ('no_feat') are when 3 or more (' 3 _or_more'), architectural distortion and calcifications ('arch_calc'), mass and architectural distortions ('mass_arch') and calcifications alone ('calc_only') are seen. We also note that the confidence intervals for the features are quite large, making it difficult to deduce how much hazard is actually attributed by the presence of these features.

Table 3.5: Cox proportional hazards model

|  | coef | exp(coef) | p-value | $2.5 \%$ | $97.5 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| age | 0.04 | 1.03 | 0.00 | 1.03 | 1.04 |
| featno_feat (ref) | 0.00 | 1.00 |  |  |  |
| feat3_or_more | 0.84 | 2.31 | 0.01 | 1.28 | 4.17 |
| featarch_asym | -0.04 | 0.96 | 0.81 | 0.71 | 1.31 |
| featarch_calc | 1.17 | 3.23 | 0.00 | 1.88 | 5.57 |
| featarch_only | 0.03 | 1.03 | 0.74 | 0.85 | 1.26 |
| featasym_calc | 0.42 | 1.53 | 0.01 | 1.09 | 2.15 |
| featasym_only | -0.12 | 0.88 | 0.00 | 0.81 | 0.96 |
| featcalc_only | 0.70 | 2.01 | 0.00 | 1.82 | 2.22 |
| featmass_arch | 0.96 | 2.62 | 0.00 | 1.52 | 4.52 |
| featmass_asym | 0.43 | 1.53 | 0.01 | 1.11 | 2.11 |
| featmass_calc | 0.46 | 1.58 | 0.03 | 1.04 | 2.41 |
| featmass_only | 0.03 | 1.03 | 0.56 | 0.92 | 1.16 |
| featmissing | 0.16 | 1.17 | 0.00 | 1.10 | 1.25 |
| density1 (ref) | 0.00 | 1.00 |  |  |  |
| density2 | 0.39 | 1.48 | 0.00 | 1.41 | 1.55 |
| ethnicCaucasian (ref) | 0.00 | 1.00 |  |  |  |
| ethnicFirst Nations | 0.21 | 1.23 | 0.04 | 1.01 | 1.50 |
| ethnicAfrican | 0.21 | 1.24 | 0.33 | 0.80 | 1.90 |
| ethnicEast Asian | -0.05 | 0.95 | 0.20 | 0.88 | 1.03 |
| ethnicOther | 0.01 | 1.01 | 0.58 | 0.96 | 1.06 |
| ethnicSouth Asian | -0.32 | 0.73 | 0.00 | 0.62 | 0.85 |
| Ever_Estrogen0 (ref) | 0.00 | 1.00 |  |  |  |
| Ever_Estrogen1 | 0.16 | 1.17 | 0.00 | 1.10 | 1.24 |
| Ever_Biopsy0 (ref) | 0.00 | 1.00 |  |  |  |
| Ever_Biopsy1 | 0.35 | 1.42 | 0.00 | 1.34 | 1.51 |
| ever_mom0 (ref) | 0.00 | 1.00 |  |  |  |
| ever_mom1 | 0.51 | 1.66 | 0.00 | 1.55 | 1.78 |
| ever_sis0 (ref) | 0.00 | 1.00 |  |  |  |
| ever_sis1 | 0.41 | 1.50 | 0.00 | 1.38 | 1.64 |
| educationNo HS (ref) | 0.00 | 1.00 |  |  |  |
| educationSome/HS | 0.27 | 1.31 | 0.00 | 1.19 | 1.45 |
| educationSome/Co | 0.32 | 1.38 | 0.00 | 1.25 | 1.53 |

Surprisingly, asymmetry ('asym_only') has a negative coefficient. Since the upper bound of the $95 \%$ confidence interval is very close to 1.0 , it is likely that this is not really significant, as found in $\left[\mathrm{CTRP}^{+} 16\right]$, but the large number of screens causes it to appear significant. Another interesting observation is that the First Nations group when compared to Caucasian have an increase in risk. Recall from Figure 3.5 that the First Nations had the lowest breast density. As such, this may suggest that a high breast density should be taken into account with ethnicity and other factors.

It is also intriguing to find that the education status shows up as significant, while none of the breast cancer risk prediction models we are aware of include it. It is possible that there is still some overfitting occurring or some behaviour that has been unaccounted for to make it appear as a significant risk factor. Alternatively, this education variable may be more of a measure of lifestyle than just strictly education. For example, we found that women who had more children also had the first child at a younger age. We also saw in Figure 3.4 that education is associated with number of children. It could be that higher educated women are having less children and at a later age, thus increasing their risk of breast cancer, resulting in education level as a significant risk factor [DQ20].

To assess whether this model adequately describes the data, we check for proportional hazards, influential observations, and non-linearity. Proportional hazards were checked using cox.zph() in the survival package in $R$ which checks the Schoenfeld residuals [Sch82, R C19, The15]. A global pvalue of $0.025<0.05$ shows us that this assumption may not be handled correctly. A graphical check in Figure 3.7 of the variables which failed the test reveal that high school education, missing features, family history and breast density don't seem to have any strong patterns with time [R C19, KK19]. A possible concern might be breast density, which shows a slight decrease until about 2 years after the index mammogram.

Influential observations were assessed using dfbetas [ $\mathrm{W}^{+} 86$, R C19, The15]. The cut-off for influential outliers was 1.0, but no values above 1.0 were observed. As well, non-linearity in the only numeric variable, age, was assessed using Martingale residuals, showing no concerning patterns [TGF90, R C19, The15].

The concordance for training and test set were 0.637 ( $95 \%$ CI 0.631 , 0.643 ) and 0.627 ( $95 \%$ CI $0.621,0.633$ ), respectively [R C19, The15]. From Figure 3.8, we can see that there is a serious amount of overlap between the risk distributions of those with a diagnosis and those without a diagnosis, a model producing a higher concordance value would reduce the overlap, allowing for better risk stratification. The calibration was assessed at 0.96


Figure 3.7: Checking the proportional hazards assumptions for the variables and variable categories that showed a significant p-value in the Schoenfeld residuals.
and 1.04 for 5 and 2-year risk, respectively, a value of 1.0 would indicate perfect agreement between observed outcomes and predictions $\left[\mathrm{SVC}^{+} 10\right.$, R C19, Har19]. The overall 5-year mean absolute risk was $1.61 \%$, while the mean absolute risk for those with no diagnosis and those with a diagnosis was $1.6 \%$ and $2.0 \%$, respectively ( $p<0.0001$ ) [ $\mathrm{R} \mathrm{C19}, \mathrm{KW52]}$.


No diagnosis $\square$ Diagnosis

Figure 3.8: The discrimination from the Cox model is quite low, as seen in the overlap of the curves for those who had a diagnosis and those who did not.

Table 3.6 shows the absolute risk predictions on the test set for 2 and 5 year absolute and stratified risk. Stratified risk was calculated by dividing the mean risk in each group by the mean risk in the low risk group and is used to observe how much more risk an individual above low risk has relative to an individual in the low risk group. We have broken the risk predictions
into risk groups corresponding to the NICE guidelines [fCEN+]. The NICE guidelines specify 10 -year risk divided into general, moderate and high at $<3 \%, 3-8 \%$ and $>8 \%$. To get 5 and 2 -year risk cut-offs we divided these by 2 and 5 , respectively. An additional low risk group was created since most of the risk fell in the general group. We observe that compared to the lowest risk group, the highest risk group has about 8 times more risk for 2 and 5 years. We also notice that a small proportion are in the high risk group, with most individuals classified as general risk. We can interpret the mean risk as saying that on average an individual in the moderate risk group has a $2.2 \%$ and $0.82 \%$ probability of developing breast cancer in the next 5 and 2 years, respectively.

Table 3.6: 2 and 5-year absolute risk predicted from Cox proportional hazards model

| Risk group | Risk range | \% at risk | Mean risk | Stratified risk |
| :--- | ---: | ---: | ---: | ---: |
|  | $5-$ Year |  |  |  |
| low | $0-0.75$ | 3.0 | 0.67 | 1.0 (reference) |
| general | $0.75-1.5$ | 55 | 1.1 | 1.6 |
| moderate | $1.5-4$ | 40 | 2.2 | 3.2 |
| high | $>4$ | 2.5 | 5.3 | 7.8 |
|  | $2-$ Year |  |  |  |
| low | $0-0.3$ | 34 | 0.24 | 1.0 (reference) |
| general | $0.3-0.6$ | 50 | 0.41 | 1.7 |
| moderate | $0.6-1.6$ | 14 | 0.82 | 3.4 |
| high | $>1.6$ | 0.43 | 2.0 | 8.6 |

We compare this risk distribution to $\left[\mathrm{ECP}^{+} 17\right]$, who used a logistic regression model with age, family history, BMI, estrogen use, and number of masses and microcalcifications interpreted by fully automated computeraided detection and found a concordance of 0.71 (0.69-0.73). From Table 3.7, we note that the increase in concordance allowed them to find a low risk group, whereas our concordance lumps most of our observations into the general risk group. They also determined a larger proportion to be at a high risk. While the proportions for the groups are different, the mean risk for these groups in our model and in $\left[\mathrm{ECP}^{+} 17\right]$ are astoundingly similar.

Since the concordance value is quite low, we move on to some alternative models to see if the performance may be improved.

Table 3.7: Comparison of 2-year risk predicted from our Cox model to $\left[\mathrm{ECP}^{+} 17\right]$

| Risk group | Risk range $\%$ at risk | Mean risk | Stratified risk |  |
| :--- | ---: | :---: | ---: | ---: |
| $\left[\mathrm{ECP}^{+} 17\right](c=0.71)$ |  |  |  |  |
| low | $0-0.15$ | 10 | 0.12 | 1.0 (reference) |
| general | $0.15-0.6$ | 65 | 0.33 | 2.8 |
| moderate | $0.6-1.6$ | 23 | 0.82 | 6.8 |
| high | $\geq 1.6$ | 2 | 1.95 | 16.2 |
| Our Cox model $(c=0.64)$ |  |  |  |  |
| low | $0-0.15$ | 0.37 | 0.14 | 1.0 (reference) |
| general | $0.15-0.6$ | 85 | 0.34 | 2.4 |
| moderate | $0.6-1.6$ | 14 | 0.82 | 5.8 |
| high | $\geq 1.6$ | 0.43 | 2.00 | 14.3 |

### 3.5 Time-dependent Cox regression model

From clinical knowledge, we know that the mammographic features can change over time. From the literature, we know that these changes are associated with an increased risk of developing breast cancer [CTRP $\left.{ }^{+} 16\right]$. Therefore, we fit a time-dependent Cox regression model to incorporate this changing behaviour of the mammographic features [FL99, R C19, The15]. Since the previous model measured hazard from the index screen, incorporating the more recent features from screens closer to a diagnosis and the changing behaviour may improve the model performance.

This time-varying model allows for the value of $x$ to change over time, denoted by $x(t)$ (Equation 3.6). This means that if the features change from one screen to the next, the value of $x$ changes. Note that this is the only change in the model equation from Equation 3.1 in the previous section. Baseline hazard, $h_{0}(t)$, is defined as the hazard function for someone who has a value of zero for every variable for all time [Col15].

$$
\begin{equation*}
h_{i}(t)=\exp \left\{\sum_{j=1}^{p} \beta_{j} x_{j i}(t)\right\} h_{0}(t) \tag{3.6}
\end{equation*}
$$

The relative hazard $e^{\beta_{j}}$ can be interpreted as follows. For two individuals $s$ and $r$ at a given time $t$ whose values differ by one unit, with the same values of the other predictors, the relative hazard is given by Equation 3.7 below.

$$
\begin{equation*}
\frac{h_{r}(t)}{h_{s}(t)}=\exp \left[\beta_{1}\left\{x_{r 1}(t)-x_{s 1}(t)\right\}+\ldots+\beta_{p}\left\{x_{r p}(t)-x_{s p}(t)\right\}\right] \tag{3.7}
\end{equation*}
$$

In order to capture the time-varying behaviour, the false positive abnormal screens and normal screens were selected. True positive and false negative screens were removed as the features on these screens are indicative of a cancer that is already present.

In order to set the data up for input into the tmerge() and $\operatorname{coxph}()$ functions in R, we had to take a subset of screens from the data according to a specific algorithm [R C19, The15]. All index screens were included. A subsequent screen was included if the values of at least one of the density or feature variables was different from the screen immediately preceding it. The missing features were treated as generic abnormal results, so if someone had an abnormal mammogram but the feature was missing, a subsequent abnormal with the feature present was included as there was no way to tell if the features were the same or not. Figure 3.9 shows the remaining screens used in this portion of the analysis. An individual with one screen means that they did not have any changes in their screens. A woman with 2 remaining screens had 1 change at some point during follow-up, and so on.

Figure 3.10 shows the distribution of features on the screens used in this analysis which had features present. $78 \%$ of the remaining 914,111 screens did not have features, leaving 101,441 screens with features. The relative frequency is nearly identical to when looking at the entire dataset, despite all the modifications made to get the data into the proper format. This was checked because it was unknown what the effect would be when moving from the original dataset with all screens to the dataset with only screens that were different from the previous screen.

Using the same methods as in the previous section, we fit a time-varying Cox model [FL99, R C19, The15]. We assessed goodness of fit using dfbetas and Martingale residuals, but there is no longer the assumption of proportional hazards, so we did not need to check that this time [Col15, TCA17, TGF90, BP88]. The dfbetas and Martingale residual plots are similar to the Cox proportional hazards model, so are not shown here [R C19, The15]. The resulting model is in Table 3.8. The concordance was 0.643 (95\% CI $0.637,0.649)$ for the training set.

We again see that 3 or more features, architectural distortion with calcification and mass with architectural distortion have large coefficients, indicative of an increase in risk. The $95 \%$ confidence intervals for the exponentiated coefficients are again quite large, making the estimates subject to


Figure 3.9: Number of screens remaining to use in the model that changed from the previous screen.


Figure 3.10: Remaining features on screens with a feature identified after formatting the data prior to fitting the Cox regression model.

Table 3.8: Cox time varying regression model

|  | coef | $\exp ($ coef $)$ | p-value | $2.5 \%$ | $97.5 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| age | 0.03 | 1.04 | 0.00 | 1.03 | 1.04 |
| featno_feat (ref) | 0.00 | 1.00 |  |  |  |
| feat3_or_more | 1.45 | 4.25 | 0.00 | 2.21 | 8.21 |
| featarch_asym | 0.56 | 1.75 | 0.00 | 1.21 | 2.54 |
| featarch_calc | 1.70 | 5.46 | 0.00 | 2.94 | 10.11 |
| featarch_only | 0.53 | 1.70 | 0.00 | 1.29 | 2.24 |
| featasym_calc | 0.73 | 2.08 | 0.00 | 1.35 | 3.20 |
| featasym_only | 0.39 | 1.48 | 0.00 | 1.33 | 1.65 |
| featcalc_only | 1.05 | 2.84 | 0.00 | 2.51 | 3.22 |
| featmass_arch | 1.52 | 4.56 | 0.00 | 2.45 | 8.48 |
| featmass_asym | 0.69 | 1.99 | 0.00 | 1.31 | 3.02 |
| featmass_calc | 1.05 | 2.86 | 0.00 | 1.83 | 4.47 |
| featmass_only | 0.51 | 1.66 | 0.00 | 1.43 | 1.92 |
| featmissing | 0.56 | 1.74 | 0.00 | 1.60 | 1.89 |
| density1 (ref) | 0.00 | 1.00 |  |  |  |
| density2 | 0.42 | 1.52 | 0.00 | 1.45 | 1.59 |
| ethnicCaucasian (ref) | 0.00 | 1.00 |  |  |  |
| ethnicFirst Nations | 0.21 | 1.23 | 0.04 | 1.01 | 1.50 |
| ethnicAfrican | 0.22 | 1.25 | 0.31 | 0.81 | 1.92 |
| ethnicEast Asian | -0.04 | 0.96 | 0.34 | 0.89 | 1.04 |
| ethnicOther | 0.03 | 1.03 | 0.29 | 0.98 | 1.08 |
| ethnicSouth Asian | -0.32 | 0.73 | 0.00 | 0.62 | 0.84 |
| Ever_Estrogen0 (ref) | 0.00 | 1.00 |  |  |  |
| Ever_Estrogen1 | 0.16 | 1.17 | 0.00 | 1.10 | 1.24 |
| Ever_Biopsy0 (ref) | 0.00 | 1.00 |  |  |  |
| Ever_Biopsy1 | 0.35 | 1.42 | 0.00 | 1.33 | 1.51 |
| ever_mom0 (ref) | 0.00 | 1.00 |  |  |  |
| ever_mom1 | 0.51 | 1.66 | 0.00 | 1.55 | 1.78 |
| ever_sis0 (ref) | 0.00 | 1.00 |  |  |  |
| ever_sis1 | 0.41 | 1.50 | 0.00 | 1.38 | 1.64 |
| educationNo HS (ref) | 0.00 | 1.00 |  |  |  |
| educationSome/HS | 0.27 | 1.30 | 0.00 | 1.18 | 1.44 |
| educationSome/Co | 0.31 | 1.36 | 0.00 | 1.23 | 1.50 |

much variability. While slightly better than the previous model, since the concordance is again quite low, namely too low to be used in individualized risk prediction, we abandon the Cox models and move on to other models to see if there is a better option available.

### 3.6 Accelerated Failure Time model

Accelerated failure time (AFT) models are a parametric alternative to the Cox regression model [Wei92, KP11, Col15, Moo16]. While they require stronger assumptions to be met, they can be used to predict the length of time to an event. The model can be described as in Equation 3.8, where $\eta_{i}=\alpha_{1} x_{1 i}+\ldots+\alpha_{p} x_{p i}$ is the linear combination of predictors, $h_{0}(t)$ is the baseline hazard function, and $t$ is time. The baseline hazard can be thought of as the hazard of diagnosis at time $t$ for someone who has the baseline value of zero for all predictors.

$$
\begin{equation*}
h_{i}(t)=\exp \left(-\eta_{i}\right) h_{0}\left(\frac{t}{\exp \left(\eta_{i}\right)}\right) \tag{3.8}
\end{equation*}
$$

A somewhat simpler way to view this model is the log-linear form as in Equation 3.9, where $\sigma$ is the scale parameter, $\mu$ is the intercept, and $\epsilon$ is the error which has a certain distribution depending on the type of model chosen. Interpreting the coefficients, we get that a positive $\alpha$ increases survival time, while negative values decrease survival time. Note that this is an exactly opposite interpretation to the previous Cox models, where a positive coefficient was indicative of an increase in risk and negative values decrease the risk.

$$
\begin{equation*}
\log T_{i}=\mu+\alpha_{1} x_{1 i}+\ldots+\alpha_{p} x_{p i}+\sigma \epsilon_{i} \tag{3.9}
\end{equation*}
$$

Using the same training and testing set and variable selection method as before, we fit an accelerated failure time model for several different types of AFT models, to determine which will satisfactorily fit the data [R C19, The15]. According to Table 3.9, the Weibull, lognormal or loglogistic are best suited as they have the lowest AIC (Akaike Information Criterion) [SIK86]. AIC was calculated with R's AIC() function and it is merely a way to compare models where the smaller the AIC, the better the fit [ R C 19 ].

We first examine how well the data follow a Weibull distribution. We can do this graphically, by plotting the log of survival time and the log$\log$ of the estimated survival (Figure 3.11) [Moo16]. The Kaplan-Meier estimate of survival is computed using the survfit() function in the survival

| Table 3.9: AIC of AFT models |  |
| :--- | ---: |
| Model | AIC |
| Lognormal | 102,521 |
| Loglogistic | 102,604 |
| Weibull | 102,612 |
| Exponential | 103,952 |
| Gaussian | 105,298 |



Figure 3.11: Plot of the log-log transformation of the Kaplan-Meier survival vs the log transformation of time. Used to assess whether the Weibull distribution is appropriate for the data.
package in R [R C19, The15]. The Kaplan-Meier survival estimates survival empirically without taking into account any predictors [KM58]. The log-log transformation of the survival estimate is plotted vs the log transformation of the time variable and a regression line through the points is fitted (Figure 3.11). The closer the points are to the straight line, the better. There is some concern in the bottom left of the graph where the points deviate from the line, but as this only concerns a few points, we proceed with this model.

We compared the plotted deviance residuals as a model diagnostic and found the distributions were reasonably comparable (Figure 3.12) [R C19, The15]. We also examined the dfbeta residuals for influential points, and


Figure 3.12: The deviance residuals of select variables in the AFT model. The distributions are similar.
found several influential points [ $\mathrm{W}^{+} 86$, R C19, The15].
Table 3.10 shows the coefficients. We see that the survival time for individuals with architectural distortion and calcification ('arch_calc') have a decrease in survival time by a factor of $\exp (-0.64)$, the most devastating impact of all the features. This is followed by the mass-architectural distortion combination and calcifications alone.

Table 3.11 shows some of the risk percentiles predicted by the model on test data. We decided to hold several variables constant and vary the mammographic features to examine the time to event prediction for the various features. Holding the other variables constant at age 40, Caucasian, mother who had breast cancer, high school education, has never used estrogen or had a biopsy, and a low breast density, we see how different features alter the time prediction. The median time to a breast cancer diagnosis for all features is quite high, and indicates that these women will not likely be diagnosed with breast cancer in their lifetime. However, women in the 1st percentile, or $1 \%$ of women, with architectural distortion and calcification on their mammogram, are predicted to have a breast cancer diagnosis in 2 years ( $95 \%$ CI: 1.3, 2.7). This agrees with the findings from the proportional hazards model, as there is a large majority of women who are not likely to be diagnosed with breast cancer, but a small proportion are at risk of diagnosis within a few years. The training concordance of this model was 0.637 ( $0.631,0.643$ ), which is again too low to be used clinically.

### 3.7 Poisson regression model

We now turn to Poisson regression. Poisson regression is used when the response variable is a count of a relatively rare event [MMVR12]. Since out of 813,280 individuals only $11,166(1.4 \%)$ had a diagnosis, the event can be considered as relatively rare. The point of using this model is to see if our risk factors influence the diagnosis count. The model is shown in Equation 3.10 where the $\beta \mathrm{s}$ are the coefficients and $g(\mu)$ is the link function. A positive coefficient indicates that the variable increases the number of diagnoses while a negative coefficient decreases the number of diagnoses.

$$
\begin{equation*}
g\left(\mu_{i}\right)=\beta_{0}+\beta_{1} x_{1}+\cdots+\beta_{k} x_{k} \tag{3.10}
\end{equation*}
$$

Prior to fitting the model, a Lexis split was run on the data $\left[\mathrm{PC}^{+} 11\right.$, R C19]. The Lexis split allows us to follow individuals on different time scales. Several different splits and combinations were tried, including age groups, calendar time and time since false positive. It was determined that

Table 3.10: Weibull AFT model

|  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Intercept) | coef | exp(coef) | p-value | $2.5 \%$ | $97.5 \%$ |
| age | 5.93 | 375.53 | 0.00 | 324.31 | 434.85 |
| featno_feat (ref) | -0.02 | 0.90 | 0.98 | 0.00 | 0.97 |
| feat3_or_more | -0.42 | 0.65 | 0.05 | 0.98 |  |
| featarch_asym | -0.04 | 0.96 | 0.65 | 0.73 | 1.00 |
| featarch_calc | -0.64 | 0.53 | 0.00 | 0.36 | 0.76 |
| featarch_only | -0.04 | 0.96 | 0.57 | 0.85 | 1.10 |
| featasym_calc | -0.35 | 0.70 | 0.00 | 0.57 | 0.87 |
| featasym_only | 0.06 | 1.06 | 0.03 | 1.00 | 1.12 |
| featcalc_only | -0.45 | 0.64 | 0.00 | 0.60 | 0.68 |
| featmass_arch | -0.49 | 0.61 | 0.02 | 0.41 | 0.92 |
| featmass_asym | -0.18 | 0.84 | 0.13 | 0.67 | 1.05 |
| featmass_calc | -0.30 | 0.74 | 0.03 | 0.56 | 0.97 |
| featmass_only | -0.07 | 0.93 | 0.06 | 0.87 | 1.00 |
| featmissing | -0.12 | 0.89 | 0.00 | 0.85 | 0.92 |
| density1 (ref) | 0.00 | 1.00 |  |  |  |
| density2 | -0.26 | 0.77 | 0.00 | 0.75 | 0.79 |
| ethnicCaucasian (ref) | 0.00 | 1.00 |  |  |  |
| ethnicFirst Nations | -0.14 | 0.87 | 0.03 | 0.76 | 0.99 |
| ethnicAfrican | -0.03 | 0.97 | 0.84 | 0.72 | 1.31 |
| ethnicEast Asian | 0.05 | 1.05 | 0.04 | 1.00 | 1.11 |
| ethnicOther | 0.01 | 1.01 | 0.48 | 0.98 | 1.04 |
| ethnicSouth Asian | 0.17 | 1.19 | 0.00 | 1.08 | 1.31 |
| Ever_Estrogen0 (ref) | 0.00 | 1.00 |  |  |  |
| Ever_Estrogen1 | -0.10 | 0.90 | 0.00 | 0.86 | 0.94 |
| Ever_Biopsy0 (ref) | 0.00 | 1.00 |  |  |  |
| Ever_Biopsy1 | -0.22 | 0.80 | 0.00 | 0.77 | 0.83 |
| ever_mom0 (ref) | 0.00 | 1.00 |  |  |  |
| ever_mom1 | -0.32 | 0.72 | 0.00 | 0.69 | 0.76 |
| ever_sis0 (ref) | 0.00 | 1.00 |  |  |  |
| ever_sis1 | -0.22 | 0.80 | 0.00 | 0.75 | 0.85 |
| educationNo HS (ref) | 0.00 | 1.00 |  |  |  |
| educationSome/HS | -0.13 | 0.88 | 0.00 | 0.83 | 0.94 |
| educationSome/Co | -0.17 | 0.84 | 0.00 | 0.79 | 0.90 |
|  |  |  |  |  |  |

Table 3.11: Time predictions for different percentiles

|  | feature/percentile | 1st | 2.5 th | 10 th | 50 th |
| ---: | :--- | :--- | :--- | :--- | :--- |
| 1 | no_feat | 4.4 | 8.0 | 20.4 | 69.9 |
| 2 | 3_or_more | 2.5 | 4.6 | 11.8 | 40.3 |
| 3 | arch_asym | 4.5 | 8.2 | 20.8 | 71.2 |
| 4 | arch_calc | 2.0 | 3.7 | 9.5 | 32.4 |
| 5 | arch_only | 4.3 | 7.9 | 19.9 | 68.2 |
| 6 | asym_calc | 3.3 | 6.1 | 15.4 | 52.7 |
| 7 | asym_only | 4.8 | 8.7 | 22.1 | 75.5 |
| 8 | calc_only | 2.8 | 5.1 | 12.9 | 44.1 |
| 9 | mass_arch | 2.3 | 4.3 | 10.8 | 37.0 |
| 10 | mass_asym | 3.3 | 6.1 | 15.4 | 52.7 |
| 11 | mass_calc | 3.2 | 5.9 | 15.1 | 51.6 |
| 12 | mass_only | 4.3 | 7.8 | 19.9 | 68.1 |
| 13 | missing | 4.0 | 7.3 | 18.4 | 63.1 |

splitting on time since false positive and 10-year age groups were most relevant to the problem and the model was adjusted for these variables. We note that architectural distortion with calcification and mass with architectural distortion have the largest impact on the diagnosis count (Table 3.12). The log link was used as this ensures that the predicted values will not be negative, which is an impossible count option. An offset of log-time was used to account for differing amounts of time contributed to each time band. The model was assessed for goodness of fit using deviance and influential diagnostics (Figure 3.13) [R C19].

The plots in Figure 3.13 show that the Poisson model is not a good fit as there is a pattern in the residuals [PS86, TC90]. Since the pattern involves a lot of zero values, a transformation of the data would result in a large amount of transformed zeros, which may not address the problem. Over and underdispersion were assessed using the dispersiontest() in R's AER package and a non-significant $p$-value meant the null hypothesis of the true dispersion equalling 1 could not be rejected [DL89, R C19, KZ08]. However, the deviance divided by the degrees of freedom showed a value of 0.29 , which is not close to 1 and thus this model is underdispersed. Various combinations of Lexis split were tried and the resulting models fitted, but none passed the diagnostic tests. Predictions made from this model would not be reliable. Future work could examine whether a generalized or zero-inflated Poisson model can accommodate for the problems in this model [CF92, Lam92].

Table 3.12: Poisson model

|  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | coef | exp(coef) | p-value | $2.5 \%$ | $97.5 \%$ |
| (Intercept) | -11.96 | 0.00 | 0.00 | 0.00 | 0.00 |
| Age40-50 | 0.00 | 1.0 |  |  |  |
| Age50-60 | 0.25 | 1.29 | 0.00 | 1.23 | 1.35 |
| Age60-70 | 0.61 | 1.84 | 0.00 | 1.74 | 1.94 |
| Age70+ | 0.90 | 2.47 | 0.00 | 2.31 | 2.64 |
| featno_feat (ref) | 0.00 | 1.00 |  |  |  |
| feat3_or_more | 0.64 | 1.89 | 0.02 | 1.04 | 3.12 |
| featarch_asym | -0.02 | 0.98 | 0.89 | 0.76 | 1.25 |
| featarch_calc | 0.87 | 2.38 | 0.00 | 1.34 | 3.86 |
| featarch_only | 0.06 | 1.06 | 0.51 | 0.89 | 1.25 |
| featasym_calc | 0.51 | 1.66 | 0.00 | 1.25 | 2.16 |
| featasym_only | -0.17 | 0.84 | 0.00 | 0.78 | 0.91 |
| featcalc_only | 0.62 | 1.85 | 0.00 | 1.70 | 2.02 |
| featmass_arch | 0.85 | 2.33 | 0.00 | 1.37 | 3.67 |
| featmass_asym | 0.38 | 1.46 | 0.01 | 1.10 | 1.91 |
| featmass_calc | 0.31 | 1.36 | 0.12 | 0.90 | 1.95 |
| featmass_only | 0.06 | 1.06 | 0.25 | 0.96 | 1.17 |
| featmissing | 0.24 | 1.28 | 0.00 | 1.21 | 1.35 |
| density1 (ref) | 0.00 | 1.00 |  |  |  |
| density2 | 0.35 | 1.42 | 0.00 | 1.37 | 1.48 |
| ethnicCaucasian (ref) | 0.00 | 1.00 |  |  |  |
| ethnicFirst Nations | 0.20 | 1.22 | 0.02 | 1.02 | 1.44 |
| ethnicAfrican | 0.01 | 1.01 | 0.95 | 0.65 | 1.49 |
| ethnicEast Asian | -0.07 | 0.94 | 0.06 | 0.87 | 1.00 |
| ethnicOther | -0.06 | 0.94 | 0.00 | 0.90 | 0.98 |
| ethnicSouth Asian | -0.31 | 0.74 | 0.00 | 0.64 | 0.83 |
| Ever_Estrogen0 (ref) | 0.00 | 1.00 |  |  |  |
| Ever_Estrogen1 | 0.18 | 1.20 | 0.00 | 1.14 | 1.26 |
| Ever_Biopsy0 (ref) | 0.00 | 1.00 |  |  |  |
| Ever_Biopsy1 | 0.38 | 1.46 | 0.00 | 1.38 | 1.54 |
| ever_mom0 (ref) | 0.00 | 1.00 |  |  |  |
| ever_mom1 | 0.45 | 1.57 | 0.00 | 1.48 | 1.67 |
| ever_sis0 (ref) | 0.00 | 1.00 |  |  |  |
| ever_sis1 | 0.39 | 1.47 | 0.00 | 1.36 | 1.58 |
| educationNo HS (ref) | 0.00 | 1.00 |  |  |  |
| educationSome/HS | 0.22 | 1.25 | 0.00 | 1.15 | 1.36 |
|  | 0.23 | 1.26 | 0.00 | 1.16 | 1.37 |



Figure 3.13: Diagnostics of Poisson model.

## Chapter 4

## Application

In this chapter, we refit some of the published models on our data and make comparisons to our models of Chapter 3, focusing on the concordance, risk distributions and calibration [R C19, The15, MIG12, Har19]. To that end, in this chapter we did not perform variable selection as the goal was to see how the combinations of predictors from published models perform on our data, and not to find them.

### 4.1 Concordance comparison to other models

### 4.1.1 Cox proportional hazards model concordance comparison

In this section we compare the concordance from our models to the published models. We begin with the model developed by [TCSB ${ }^{+} 08$, which included only age, breast density and ethnicity and achieved a concordance of 0.670 . When fitting this model to our data, we find that the concordance is only 0.609 (Table 4.1).

Table 4.1: Training and testing concordance values for published models, published model on our data, and the same model with mammographic features added

| Model | Published | Our data | Our data with features |
| :--- | ---: | ---: | ---: |
| Training concordance |  |  |  |
| $\left[\mathrm{TCSB}^{+} 08\right]$ | $0.660(0.650,0.670)$ | $0.609(0.603,0.615)$ | $0.618(0.612,0.623)$ |
| $[\mathrm{TCZK05]} \mathrm{no} \mathrm{BD}$ | $0.670(0.650,0.680)$ | $0.620(0.614,0.626)$ | $0.628(0.622,0.634)$ |
| $[\mathrm{TCZK05]} \mathrm{with} \mathrm{BD}$ | $0.680(0.660,0.700)$ | $0.632(0.626,0.638)$ | $0.638(0.632,0.645)$ |
| Testing concordance |  |  |  |
| $\left[\mathrm{TCSB}^{+} 08\right]$ | NA | $0.608(0.599,0.618)$ | $0.614(0.604,0.624)$ |
| $[\mathrm{TCZK05]} \mathrm{no} \mathrm{BD}$ | NA | $0.607(0.597,0.617)$ | $0.614(0.604,0.624)$ |
| $[\mathrm{TCZK05]} \mathrm{with} \mathrm{BD}$ | NA | $0.620(0.610,0.630)$ | $0.625(0.615,0.635)$ |

Aside from fitting the models on different training populations, two differences may account for some of the concordance difference. First, they had 4 -category breast density, while we have 2-category. Second, the ethnicity categories were slightly different as they could not be recoded in the
same way. They had 'Caucasian', 'African American', 'Latina', 'Asian' and 'Other'. We combined 'East Asian' and 'South Asian' into 'Asian' and 'First Nations' with 'Other', but we could not create a 'Latina' group as there was no 'Latina' category in our ethnicity variable. We fit the model using our previously coded ethnicity and compared it to the results with the adjusted coding and found that there was little difference in our model concordance with the recoding of the ethnicity.

Next, we move on to [TCZK05], which fit a Cox Gail model to their data with and without the addition of breast density. They had a training set of 81,777 women with 955 diagnoses, compared to our training set of 569,296 women and 7,859 diagnoses, which indicate a cancer rate of $1.2 \%$ and $1.4 \%$, respectively. This model uses age at menarche, number of biopsies, age, age at first child, and number of relatives with breast cancer, with interactions between family history and age at first birth and age and biopsy. In order to make a more fair comparison, some alterations to the coding had to be made to create similar levels and coding style as used in the paper. Age at menarche was recoded to a categorical variable with ' $\leq 12$ ', '12-13' and ${ }^{\prime} \geq 14$ '. Age at first child was converted to categorical with ' $\leq 20$ ', ' $20-24$ ', ' $25-29$ ', and ' $30+$ '. For women with no children, we set their age at first child to ' $25-29$ ', as done in the original Gail model $\left[\mathrm{GBB}^{+} 89\right]$ and the models we are comparing to [TCZK05]. We converted family history into a categorical variable with three levels, ' 0 ', ' 1 ', ' $2+$ ', representing the number of first degree female relatives who have had a diagnosis of breast cancer. We again used our 2-category density and our coding of ethnicity.

We found that the published models did not perform as well when refitted to our data as seen in our training concordance that is lower than the concordance values published (Table 4.1). The published training models had $95 \%$ confidence intervals of $(0.65,0.67),(0.65,0.68)$ and $(0.66,0.70)$ for the $\left[\mathrm{TCSB}^{+} 08\right]$ model, $[T C Z K 05]$ model and [TCZK05] with mammographic density, respectively, while our confidence intervals didn't even reach 0.64 . Adding the mammographic features resulted in improvement in the concordance for all models on the training set, but only by about 0.008 , while adding breast density increased the concordance by about 0.01 . For comparison, in our Cox proportional hazards model, age increases concordance by 0.1 , family history by 0.01 , breast density by 0.01 , mammographic features by 0.006 , and the remaining predictors by less than 0.002 , when all the other predictors are in the model. When mammographic features are the only predictor in the Cox model, they increase concordance by 0.04 , which is more than the 0.02 increase from a mother or sister with a history of breast cancer. We conclude that the addition of mammographic features was
statistically significant, as seen in comparing the models with and without features using anova() in $R$ [ $\mathrm{R} \mathrm{C19]}$, and shows a small increase in concordance. While the overall concordance is low, this increase in concordance may be of clinical interest.

Examining the testing concordance for the 6 models ( 3 models with mammographic features and the same 3 without mammographic features) could be more enlightening as this gives us a sense of how the model would predict for future observations, since the concordance values are estimated on data not used in the fitting of the model [R C19, The15]. In Table 4.1 we see that the test concordance with the mammographic features is higher than without the features, by about 0.006 . Therefore, the addition of mammographic features does appear to improve the concordance. We also note that the simple model's $\left[\mathrm{TCSB}^{+} 08\right]$ test concordance is in the confidence interval of the training concordance, but the other two models' test concordance falls out of the training concordance confidence interval [TCZK05], suggesting overfitting of the latter two models.

### 4.1.2 Cox proportional hazards model comparison of absolute risk predictions

We now examine the 5 -year absolute risk predictions. Predicted 5 -year absolute risk is the probability of getting a breast cancer diagnosis within 5 years. We use the model fitted on the training set to predict the absolute risk for the test set. We compare the 5 -year absolute risk predicted for the test set for these 6 models to our Cox model shown in Figure 3.8 (Figure 4.1). In this figure, we are plotting on the x -axis the predicted 5 -year absolute risk from our Cox model. The 5 -year predicted absolute risk from the published models is on the $y$-axis, where the left column $y$-axes in the figure contain the published models, while the right column y-axes contain the published models with the addition of mammographic features. The 5 -year absolute risk was calculated using predictSurvProb() function in the pec package in R [ R C19, MIG12]. This function calculates the survival probability at specific time points. The resulting predictions were subtracted from 1 to get the risk, and multiplied by $100 \%$ to get the risk value as a percentage. The dotted red line represents the line of best fit, calculated using a simple linear regression with our model risk predictions as the predictors and the published models risk predictions as the response. The solid blue line is the $45^{\circ}$ line. If the predictions from our model and a given published model were exactly the same, all the points in the plot would fall on this blue line. In other words, it is a visual measure of how different the predicted values


Figure 4.1: (a) $\left[\mathrm{TCSB}^{+} 08\right]$, (b) $\left[\mathrm{TCSB}^{+} 08\right]$ with features, (c)[TCZK05] no BD, (d) [TCZK05] no BD, with features, (e) [TCZK05] with BD, (f) [TCZK05] with BD and features. Comparison of the absolute risk predicted by our model and the published models. The blue line is the $45^{\circ}$ line. The red dashed line is the line of best fit.
are for each individual in the test set.
Examining Figure 4.1 we note that the [TCZK05] model with mammographic density included, graph (e), performs most similarly in terms of predicted absolute risk compared with the proportional hazards model of Section 3.4, as seen by the tight grouping of predictions in (e) to the $45^{\circ}$ line and how closely the line of best fit matches the $45^{\circ}$ line. The least similar appears to be (a), the [ $\left.\mathrm{TCSB}^{+} 08\right]$ model with only age, ethnicity and density. We note that this model predicts most risk to be below $5 \%$. Why the predicted risk only falls from $0-5 \%$ when using these predictors leads one to question whether the risks in the $5-15 \%$ range are exaggerated or if these 3 variables are not enough for individual risk stratification.

Upon comparing the risk distribution of these models (Table 4.2) by breaking risks into 4 risk groups, we note that most of the individuals fall in the general and moderate risk groups. When comparing these proportions between the models with and without features, there does not seem to be much, if any, increase in risk stratification when features are included. Despite using different variables, the results are similar to our model in Table 3.6.

Repeating the process for 2-year predicted risk shows similar behaviour, with (a) again not predicting hardly anyone to be at a high risk and model (e) predicting most similarly to our model. The risk distributions held the majority of observations in the general group, however, the low risk group held roughly $30 \%$ of the observations and the moderate groups held about $14 \%$. These are similar to the findings of Table 3.6.

Subsetting the test data to only those with complete follow-up, i.e. those with a diagnosis or those with a follow-up time of 5 years, showed no differences in the absolute risk plots and risk distribution. This subset held 184,007 observations with 3,307 diagnoses, compared with 243,984 observations and 3,307 diagnoses in the full test set.

### 4.1.3 Time-dependent Cox model concordance comparison

We follow a similar process and fit these models using time varying breast density and features (Table 4.3). For this, we take the published Cox models re-fitted to our data and convert it into a time varying model following the same techniques used in Section 3.5, including allowing for time varying breast density and mammographic features. We note that there is not much difference in concordance, as they are all in the 0.61-0.64 range. However, we do see an improvement in concordance with the addition of mammographic features of about 0.01 . As well, the simple model [TCSB $\left.{ }^{+} 08\right]$

Table 4.2: Risk distribution for published models with and without mammographic features added.

| Risk group | Risk range | \% at risk | Mean risk | Stratified risk |
| :---: | :---: | :---: | :---: | :---: |
| Without features |  |  |  |  |
| (a) $\left[\mathrm{TCSB}^{+} 08\right]$ |  |  |  |  |
| low | 0-0.75 | 1.0 | 0.6 | 1.0 (reference) |
| general | 0.75-1.5 | 51.6 | 1.2 | 1.8 |
| moderate | 1.5-4 | 46.7 | 2.1 | 3.3 |
| high | >4 | 0.8 | 4.4 | 6.7 |
| (c) [TCZK05] |  |  |  |  |
| low | 0-0.75 | 0.8 | 0.7 | 1.0 (reference) |
| general | 0.75-1.5 | 56.6 | 1.2 | 1.7 |
| moderate | 1.5-4 | 41.0 | 2.2 | 3.2 |
| high | >4 | 1.6 | 4.9 | 7.2 |
| (e) [TCZK05] with BD |  |  |  |  |
| low | 0-0.75 | 4.3 | 0.7 | 1.0 (reference) |
| general | 0.75-1.5 | 53.4 | 1.1 | 1.6 |
| moderate | 1.5-4 | 39.8 | 2.2 | 3.2 |
| high | >4 | 2.6 | 5.3 | 7.8 |
| With features |  |  |  |  |
| (b) $\left[\mathrm{TCSB}^{+} 08\right]$ |  |  |  |  |
| low | 0-0.75 | 1.4 | 0.7 | 1.0 (reference) |
| general | 0.75-1.5 | 53.4 | 1.1 | 1.7 |
| moderate | 1.5-4 | 43.7 | 2.1 | 3.3 |
| high | >4 | 1.5 | 5.0 | 7.6 |
| (d) [TCZK05] |  |  |  |  |
| low | 0-0.75 | 3.1 | 0.7 | 1.0 (reference) |
| general | 0.75-1.5 | 53.0 | 1.1 | 1.7 |
| moderate | 1.5-4 | 41.9 | 2.2 | 3.2 |
| high | >4 | 2.0 | 5.0 | 7.3 |
| (f) [TCZK05] with BD |  |  |  |  |
| low | 0-0.75 | 1.3 | 0.7 | 1.0 (reference) |
| general | 0.75-1.5 | 57.0 | 1.1 | 1.7 |
| moderate | 1.5-4 | 39.5 | 2.2 | 3.2 |
| high | >4 | 2.2 | 5.2 | 7.7 |

again has a lower concordance than the other two models, but the addition of mammographic features brings the concordance into the same range as the more complicated models, and uses only four predictors to do it.

Table 4.3: AIC of our time varying Cox model and the time varying Cox models using the published predictors.

|  | Model | AIC | training c | $2.5 \%$ | $97.5 \%$ |
| :--- | :--- | ---: | ---: | ---: | ---: |
|  | Our time varying Cox model | 203,702 | 0.643 | 0.637 | 0.649 |
| (a) | [TCSB $\left.^{+} 08\right]$ | 204,657 | 0.612 | 0.606 | 0.618 |
| (b) | [TCSB | 08] with features | 204,166 | 0.625 | 0.619 |
| 0.631 |  |  |  |  |  |
| (c) | [TCZK05] no BD | 204,474 | 0.620 | 0.614 | 0.626 |
| (d) | [TCZK05] no BD, features | 203,980 | 0.632 | 0.626 | 0.638 |
| (e) | [TCZK05] with BD | 204,152 | 0.634 | 0.628 | 0.640 |
| (f) | [TCZK05] with BD, features | 203,696 | 0.644 | 0.638 | 0.650 |

### 4.1.4 AFT model concordance comparison

We now take the 3 published models and use them to fit AFT models with and without mammographic features. For this, we are still using the published model set-up (predictors and interactions), but this time we are using them in an AFT model with the Weibull baseline hazard distribution, as in Section 3.6. With respect to the AIC in Table 4.4, we note that the models have a similar AIC, although our model is among the lowest two. With respect to the concordance, which was calculated using the concordance() function in the survival package in $R$ [ $\mathrm{R} \mathrm{C19}, \mathrm{The15]}$, that the $c$ values are again in the 0.61-0.64 range and that mammographic features increase the concordance by about 0.008 , on average.

Table 4.4: AIC of our AFT model and the AFT models using the published predictors.

|  | Model | AIC | training c | $2.5 \%$ | $97.5 \%$ |
| :--- | :--- | ---: | ---: | ---: | ---: |
|  | Our AFT model | 103,081 | 0.637 | 0.631 | 0.643 |
| (a) | $\left[\mathrm{TCSB}^{+} 08\right]$ | 103,800 | 0.609 | 0.603 | 0.615 |
| (b) | $\left[\mathrm{TCSB}^{+} 08\right]$ with features | 103,552 | 0.618 | 0.612 | 0.624 |
| (c) | [TCZK05] no BD | 103,574 | 0.620 | 0.614 | 0.626 |
| (d) | [TCZK05] no BD, features | 103,334 | 0.628 | 0.622 | 0.634 |
| (e) | [TCZK05] with BD | 103,293 | 0.632 | 0.626 | 0.638 |
| (f) | [TCZK05] with BD, features | 103,076 | 0.638 | 0.632 | 0.644 |

Overall, the concordance values among the Cox proportional hazards, time varying Cox and AFT models do not go past 0.64 and are in fact quite similar between models. Since we have compared different models, including different predictors with some models having interactions and some without, as well as different types of models, and found similar results among all of them, it may not be possible to improve the concordance using these data. To be used clinically, we would prefer to have concordances above 0.7 , which we have not seen with these data and these models.

### 4.2 Calibration comparison to other models

We now examine the calibration. Calibration looks at the agreement between predictions and observations. In other words, if our model predicts a $20 \%$ probability of a breast cancer diagnosis for some individuals, then we should see $20 / 100$ of those individuals diagnosed with breast cancer. Further, a perfectly calibrated model will have a slope of 1 and an intercept of 0 when plotting the observed outcomes and predictions $\left[\mathrm{S}^{+} 19\right]$.

### 4.2.1 Cox proportional hazards model calibration comparison

First we check the calibration on the Cox model developed in Section 3.4. Figure 4.2 shows the calibration on the training and test set, on the left and right respectively for 2,4 and 5 year survival, on the top, middle and bottom rows, respectively. Using calPlot() in R, survival probabilities were grouped into quantiles and the averages for the predicted and observed proportions were calculated [R C19, MIG12]. The blue line is the linear regression line of best fit. The red line is a flexible calibration line fitted to the data. The black line is a $45^{\circ}$ line which is the ideal calibration. The closer the other two lines are to the black line, the better the calibration [ $\left.\mathrm{S}^{+} 19\right]$.

The calibration appears satisfactory for the training and test set, even while a larger standard error is present for the test set. A larger standard error on the test set is expected, as the test set observations were not used in the fitting of the model. Calibration on the training set is not particularly informative even with cross-validation measures, thus we examine it only as a baseline to compare with. Since the red and blue lines overlap with the black line, the training calibration is 1 , as it should be $\left[\mathrm{S}^{+} 19\right]$. The bottom left corner of the test plots suggest that we are overestimating risk for the high risk individuals.


Figure 4.2: Calibration of our Cox model for training set (left) and testing set (right) for 2, 4 and 5 year survival. The blue line is the linear model line. The red line is a flexible calibration line fitted to the data. The black line is a $45^{\circ}$ line, the ideal calibration.

Figure 4.3 shows the calibration on the test set to the comparison models for 5 year risk. We note that the calibration appears satisfactory for the higher survival quantiles, or individuals with lower risk, but the lower survival quantiles, or individuals at higher risk, show that the calibration is not ideal. We see this in graphs (c)-(f) where the black line is not inside the shadowed area. Models (a) and (b) appear to have the best calibration graphically and are most similar to our training calibration, suggesting a lack of overfitting.

To quantify the calibration, we examine the coefficients of the blue line in Table 4.5. The ideal line would have a slope of 1.0 and an intercept of 0 . We note that the models appear to be satisfactorily calibrated, though the

Table 4.5: Comparisons of Cox model calibration on test set

|  | model |  | coef | $2.5 \%$ | $97.5 \%$ |
| :--- | :--- | :--- | ---: | ---: | ---: |
| 0 | ideal | intercept | 0.00 |  |  |
|  |  | slope | 1.00 |  |  |
| (a) | $\left[\mathrm{TCSB}^{+} 08\right]$ | intercept | -0.01 | -0.10 | 0.07 |
|  |  | slope | 1.02 | 0.93 | 1.10 |
| (b) | $\left[\mathrm{TCSB}^{+} 08\right]$ with features | intercept | 0.04 | -0.05 | 0.14 |
|  |  | slope | 0.96 | 0.86 | 1.05 |
| (c) | $[\mathrm{TCZK05]} \mathrm{no} \mathrm{BD}$ | intercept | 0.11 | -0.03 | 0.24 |
|  |  | slope | 0.89 | 0.75 | 1.03 |
| (d) | $[\mathrm{TCZK05]}$ no BD, features | intercept | 0.11 | -0.03 | 0.25 |
|  |  | slope | 0.89 | 0.75 | 1.03 |
| (e) | $[\mathrm{TCZK05]}$ with BD | intercept | 0.14 | 0.01 | 0.28 |
|  |  | slope | 0.85 | 0.72 | 0.99 |
| (f) | $[\mathrm{TCZK05]}$ with BD, features | intercept | 0.12 | -0.01 | 0.25 |
|  |  | slope | 0.87 | 0.74 | 1.01 |
|  | our model | intercept | 0.10 | -0.04 | 0.24 |
|  |  | slope | 0.90 | 0.75 | 1.04 |

slopes are a bit on the lower side. A calibration coefficient much less than 1 is an indicator of overfitting [RACOO17]. Except for model (a), our point estimates are lower than 1 , but the confidence intervals all contain 1 , except for model (e), which has an upper bound of 0.99 . Thus, the calibration measures are reasonable. The amazing calibration in model (a) suggests a lack of overfitting.


Figure 4.3: Calibration of the comparison Cox models. (a) [TCSB $\left.{ }^{+} 08\right]$, (b) $\left[\mathrm{TCSB}^{+} 08\right]$ with features, (c)[TCZK05] no BD, (d) [TCZK05] no BD, with features, (e) [TCZK05] with BD, (f) [TCZK05] with BD and features. The blue line is a linear model line. The red line is a flexible calibration line fitted to the data. The black line is a $45^{\circ}$ line, the ideal calibration.

### 4.2.2 AFT model calibration comparison

Next, we examine the calibration slope and plots for the AFT model for 2,4 and 5 year survival on the training and testing set (Figure 4.4) [R C19, MIG12]. We note that the calibration plots are quite similar to our Cox model. As before, there is a larger standard error on the testing calibration than the training and the predictions are better for the lower risk (higher survival) quantiles. Next we examine the calibration plot for


Figure 4.4: Calibration of our AFT model for training set (left) and testing set (right) for 2, 4 and 5 year survival. The blue line is the linear model line. The red line is a flexible calibration line fitted to the data. The black line is a $45^{\circ}$ line, the ideal calibration.
the comparison models on the test set (Figure 4.5). To quantitatively examine the calibration, we see in Table 4.6 that the simple model of only age, ethnicity and breast density has an amazing calibration, with a slope of 1 and intercept of 0 . The other models' calibration is satisfactory, according to the same reasoning as used previously.

Table 4.6: Comparisons of AFT model calibration on test set

| model |  |  | coef | 2.5 \% | 97.5 \% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | ideal | intercept | 0.00 |  |  |
|  |  | slope | 1.00 |  |  |
| (a) | $\left[\mathrm{TCSB}^{+} 08\right]$ | intercept | 0.00 | -0.08 | 0.08 |
|  |  | slope | 1.00 | 0.92 | 1.09 |
| (b) | $\left[\mathrm{TCSB}^{+} 08\right]$ with features | intercept | 0.05 | -0.04 | 0.14 |
|  |  | slope | 0.95 | 0.85 | 1.04 |
| (c) | [TCZK05] no BD | intercept | 0.11 | -0.03 | 0.25 |
|  |  | slope | 0.89 | 0.74 | 1.03 |
| (d) | [TCZK05] no BD, features | intercept | 0.13 | 0.00 | 0.26 |
|  |  | slope | 0.87 | 0.74 | 1.00 |
| (e) | [TCZK05] with BD | intercept | 0.12 | -0.03 | 0.27 |
|  |  | slope | 0.88 | 0.73 | 1.03 |
| (f) | [TCZK05] with BD, features | intercept | 0.15 | 0.02 | 0.29 |
|  |  | slope | 0.84 | 0.70 | 0.98 |
|  | our model | intercept | 0.11 | -0.02 | 0.24 |
|  |  | slope | 0.89 | 0.76 | 1.02 |

### 4.3 Birth cohort and risk

Recent work has shown that predictions of breast cancer risks may be influenced by calendar time [ $\left.\mathrm{SRC}^{+} 15\right]$. Using all 813,280 participants, we adjusted for birth cohort by breaking birth year into whether they were born prior to 1946 , between 1946 and 1965, and after 1965, corresponding to the trend seen in Figure 3.4. We also adjusted for number of births by grouping this variable into 0 children, 1 child, and 2 or more children. We found that First Nations have a larger relative risk compared to Caucasian despite adjusting for birth cohort and number of children (Table 4.7). We also note that for this group of women it takes two or more children to see a protective effect compared to having no children.

When fitting a separate model for each birth cohort, we found that the


Figure 4.5: Calibration of the comparison AFT models. (a) [TCSB $\left.{ }^{+} 08\right]$, (b) $\left[\mathrm{TCSB}^{+} 08\right]$ with features, (c)[TCZK05] no BD, (d) [TCZK05] no BD, with features, (e) [TCZK05] with BD, (f) [TCZK05] with BD and features. The blue line is a linear model line. The red line is a flexible calibration line fitted to the data. The black line is a $45^{\circ}$ line, the ideal calibration.

Table 4.7: Proportional hazards model adjusted for birth cohort and number of births

|  |  | coef | exp(coef) | p-value | $2.5 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | 0.03 | 1.03 | 0.00 | 1.03 | 1.03 |
| age | 0.00 | 1.00 |  |  |  |
| featno_feat (ref) | 0.67 | 1.96 | 0.02 | 1.14 | 3.37 |
| feat3_or_more | 0.06 | 1.06 | 0.64 | 0.83 | 1.36 |
| featarch_asym | 1.01 | 2.75 | 0.00 | 1.68 | 4.50 |
| featarch_calc | 0.07 | 1.07 | 0.40 | 0.91 | 1.27 |
| featarch_only | 0.59 | 1.81 | 0.00 | 1.38 | 2.37 |
| featasym_calc | -0.10 | 0.91 | 0.01 | 0.85 | 0.98 |
| featasym_only | 0.67 | 1.96 | 0.00 | 1.80 | 2.14 |
| featcalc_only | 0.92 | 2.51 | 0.00 | 1.56 | 4.04 |
| featmass_arch | 0.41 | 1.51 | 0.00 | 1.15 | 1.98 |
| featmass_asym | 0.39 | 1.47 | 0.04 | 1.02 | 2.14 |
| featmass_calc | 0.10 | 1.11 | 0.04 | 1.00 | 1.22 |
| featmass_only | 0.17 | 1.18 | 0.00 | 1.12 | 1.24 |
| featmissing | 0.00 | 1.00 |  |  |  |
| density1 (ref) | 0.39 | 1.47 | 0.00 | 1.42 | 1.53 |
| density2 | 0.00 | 1.00 |  |  |  |
| ethnicCaucasian (ref) | 0.22 | 1.25 | 0.01 | 1.06 | 1.47 |
| ethnicFirst Nations | -0.00 | 1.00 | 0.99 | 0.67 | 1.49 |
| ethnicAfrican | -0.05 | 0.95 | 0.13 | 0.89 | 1.01 |
| ethnicEast Asian | -0.00 | 1.00 | 0.88 | 0.95 | 1.04 |
| ethnicOther | -0.28 | 0.75 | 0.00 | 0.66 | 0.85 |
| ethnicSouth Asian | 0.00 | 1.00 |  |  |  |
| Ever_Estrogen0 (ref) | 0.17 | 1.18 | 0.00 | 1.12 | 1.24 |
| Ever_Estrogen1 | 0.00 | 1.00 |  |  |  |
| Ever_Biopsy0 (ref) | 0.34 | 1.40 | 0.00 | 1.33 | 1.47 |
| Ever_Biopsy1 | 0.00 | 1.00 |  |  |  |
| ever_mom0 (ref) | 0.48 | 1.61 | 0.00 | 1.52 | 1.71 |
| ever_mom1 | 0.00 | 1.00 |  |  |  |
| ever_sis0 (ref) | 0.39 | 1.48 | 0.00 | 1.37 | 1.59 |
| ever_sis1 | 0.00 | 1.00 |  |  |  |
| educationNo HS (ref) | 0.24 | 1.27 | 0.00 | 1.17 | 1.38 |
| educationSome/HS | 0.28 | 1.33 | 0.00 | 1.23 | 1.44 |
| educationSome/Co | 0.00 | 1.00 |  |  |  |
| num_deliv0 (ref) | 0.01 | 0.99 | 0.69 | 0.93 | 1.05 |
| num_deliv1 | 0.09 | 0.92 | 0.00 | 0.88 | 0.96 |
| num_deliv2+ | 1.00 |  |  |  |  |
| birth_yearpre1946 (ref) | 0.00 | 0.90 | 0.00 | 0.84 | 0.95 |
| birth_year1946-65 | 0.88 | 0.02 | 0.80 | 0.98 |  |
| birth_year1965+ | -0.12 |  |  |  |  |

relative risk of 0.74 for East Asian compared to Caucasian found by [Hoe13] was corroborated with a relative risk of 0.73 for East Asian women in only the cohort born prior to 1946 (Table 4.8) [R C19, The15].

Table 4.8: Cox proportional hazards model stratified by birth cohort. Only showing the coefficients for ethnicity as the rest remained stable.

| ethnicity | coef | $\exp ($ coef $)$ | p-value | $2.5 \%$ | $97.5 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| born prior to 1946 |  |  |  |  |  |
| First Nations | 0.13 | 1.14 | 0.36 | 0.86 | 1.51 |
| African | 0.20 | 1.22 | 0.51 | 0.68 | 2.21 |
| East Asian | -0.32 | 0.73 | 0.00 | 0.64 | 0.83 |
| Other | -0.02 | 0.98 | 0.57 | 0.93 | 1.04 |
| South Asian | -0.41 | 0.66 | 0.00 | 0.53 | 0.83 |
| born between 1946 and 1965 |  |  |  |  |  |
| First Nations | 0.19 | 1.21 | 0.08 | 0.97 | 1.51 |
| African | -0.64 | 0.53 | 0.09 | 0.25 | 1.11 |
| East Asian | 0.06 | 1.06 | 0.17 | 0.97 | 1.15 |
| Other | 0.01 | 1.01 | 0.85 | 0.94 | 1.08 |
| South Asian | -0.20 | 0.82 | 0.01 | 0.70 | 0.96 |
| born after 1965 |  |  |  |  |  |
| First Nations | 0.69 | 1.99 | 0.01 | 1.16 | 3.42 |
| African | 1.22 | 3.38 | 0.00 | 1.50 | 7.61 |
| East Asian | 0.15 | 1.16 | 0.22 | 0.91 | 1.49 |
| Other | -0.02 | 0.98 | 0.78 | 0.83 | 1.15 |
| South Asian | -0.55 | 0.58 | 0.02 | 0.36 | 0.94 |

This is not surprising as $\left[\mathrm{SRC}^{+} 15\right]$ found that the incidence rates of East Asian and Western women are converging. They suggest that the previously seen protective effect of Asian ethnicity was likely due to lifestyle. Asian women living in BC are subject to the same change as they adapt a more Western lifestyle. These changes include earlier age at menarche, later age at first birth, low number of children, rising body mass index, and shifts in diet. Further, women born prior to 1946 had access to screening at an older age as BC Cancer Breast Screening began operations in 1988. These women would not have had the advantages that come with screening for the same length of time as women born in later years.

Further, as these women born prior to 1946 have become too old to participate in screening mammography, the influence from this cohort on predictions will continue to diminish. In the same way, over $80 \%$ of women attending screening born after 1975 have at least some post-secondary education. Thus, including education with 'no high school' as the reference may not be relevant in a few years. A more useful predictor would be a more
comprehensive measure of lifestyle, that is left for future work.

## Chapter 5

## Conclusion

This research attempted to predict risk of breast cancer for BC Cancer Breast Screening participants using several different models. Compared to the literature, the performance metrics of calibration and concordance were similar. We did find that the mammographic features seen on a false positive increased the risk of breast cancer, but since the numbers of women who have these features was not very large and the increase in risk was not substantial enough, they did not make a meaningful contribution to the model discrimination.

The goal of providing a risk prediction model using the mammographic features was not achieved. While the calibration was fair, the concordance was too low to be used clinically.

The strengths of the research included the large number of individuals and many predictors to examine. Limitations included how the risk factors were collected; personal risk factors were from the participants' memory and the mammographic information was dependent on the radiologists' interpretation.

The models should not be applied in clinical settings. Since the ability of the models to distinguish who will be diagnosed with breast cancer is unsatisfactory, the mammographic features cannot be recommended to BC Cancer Breast Screening for use in their screening eligibility guidelines. However, as there was a small increase in the concordance with the addition of mammographic features and most of the mammographic features had significant hazard ratios with increased risks, further investigation into the mammographic features may be recommended instead.

Radiologists only point out the features that are concerning on an abnormal mammogram, thus the data available in the Breast Screening registry does not provide a complete picture of the evolution of mammographic features. Possible future research may include machine learning techniques on serial mammographic images themselves [ $\left.\mathrm{YLS}^{+} 19\right]$, which would provide a more detailed picture of the evolution of the mammographic features.
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