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Abstract 

 

As the world has become more digitized, with records datafied, aggregated, sold and resold by 

data brokers, and analyzed by algorithms, there has been hue and cry about privacy. 

Simultaneously, “transparency” has achieved almost talismanic status, invoked in contexts 

from privacy policies to open government movements as a means to achieve more accountable, 

democratic processes. As old fears of surveillance by Big Brother have yielded to 

multiveillance of individuals, communities and groups by a multitude of corporate and 

government entities, records, especially digital records, have become a site of conflict for 

questions about access, about how and by whom one is known, and about how to negotiate the 

space “between knowing and not knowing” (Han, 2015, 247). 

 

This dissertation examines the relationship between privacy and transparency in digital records 

from an archival perspective. Using a qualitative research design, it explored the legal, social, 

technical, and practice-oriented aspects of privacy and transparency with regards to digital 

records in Canadian and American archival practice. Doctrinal legal research provided an 

overview of the legal requirements. A critical interpretive synthesis of the literature revealed 

major lines-of-argument for both privacy and transparency. A case study examined the 

challenges of privacy and transparency in novel information technology, and the impact of 

data-centric, as opposed to records-based, approaches. Document analysis of privacy and 

access policies from a variety of archival institutions, and a focus group interview with 

archivists, records managers, and privacy officers, explored the lived reality of privacy and 

transparency.   
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The findings show “privacy” and “transparency” function as umbrella constructs, 

encompassing practices, values, actions, and contextual factors, which can conflict or overlap. 

Indeed, the constructs can contradict themselves; transparency, for example, functions as 

metaphor for both visibility and invisibility depending upon context. Furthermore, this study 

found that recordkeeping practices are fundamental to enabling/constraining privacy and 

transparency outcomes.  Finally, the study found that the transactional nature of legal and 

bureaucratic records is key to their transparency and accountability functions, but digitization 

has turned documents and non-legal records into records through mediation. The study 

concludes with a framework for making privacy and transparency decisions about digital 

records.  
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Lay Summary 

This dissertation explores the relationship between privacy and transparency from the 

perspective of recordkeeping and recordkeepers. Using five studies – a legal analysis, a 

literature analysis, a case study, an analysis of privacy policies, and a focus group – this 

research found that privacy and transparency both serve as “umbrella constructs” with a huge 

number of values and actions under each umbrella: some in conflict, some in harmony. It found 

that a third concept – secrecy – is necessary for the state to make decisions and perform certain 

functions such as national security. It also found that our notions of both privacy and 

transparency have arisen concurrently with our use of records and recordkeeping; in order to 

make appropriate decisions about privacy, transparency, and secrecy, good recordkeeping is 

critical. Finally, this research presents a framework for decision making about privacy and 

transparency in digital records.  
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Chapter 1: Introduction 

In Lewis Carroll’s Alice in Wonderland, Alice and the Queen of Hearts have the 

following confrontation during the trial of the Knave of Hearts: 

 “No, no!” said the Queen. “Sentence first – verdict afterwards.” 
 “Stuff and nonsense!” said Alice loudly. “The idea of having the sentence first!” 
 “Hold your tongue!” said the Queen, turning purple. 
 “I won’t!” said Alice. 

“Off with her head!” the Queen shouted at the top of her voice. Nobody moved. (73) 
 

While most people recognize “Off with her head!” as being from Alice in Wonderland, most 

probably would not realize (or remember) it came from this particular exchange. The line, often 

played comically, becomes more sinister in context, reminding us that the Queen is not just a 

bombastic blowhard, but a terrifying tyrant, willing to behead anyone who even questions the 

authority of her rule. Further context – the fact that Alice has, at this point in the story, grown 

such that the Queen and her court are again “nothing more than a pack of cards” reveals why 

nobody moved. Context, then, provides a means of interpreting and understanding information 

(in this case, “Stuff and nonsense!” or “Off with her head!). Context also allows people to 

manage their vulnerability. One who knows “Off with her head!” in its common, nearly 

comical usage, might misunderstand the risk the Queen poses, and make themselves overly 

vulnerable. Knowing that the Queen is a tyrant who literally has her subjects decapitated 

regularly changes how one would respond to her. Further knowing, as Alice does, that the 

Queen is merely a playing card, changes the calculus again. Alice can speak freely, because 

she knows the Queen has no power over her.  

 Of course, the above example of context is from literature. There is no question of 

privacy implicated, and digital mediation of information was a reality for a future century. 

However, the same questions of values and interests are fundamental to interactions between 
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Alice and the Queen as to those between data subjects and data processors. Ultimately, the 

decision to share information about oneself is at least partly a decision to be known by, and 

therefore potentially vulnerable to or intimate with, someone else. Such decisions, when made 

by humans or human institutions (as opposed to artificial agents), are made holistically, 

accounting for what the data subject knows about his/her/their counterparties and the risks and 

benefits posed. “In the course of people’s lives we act and transact not simply as individuals 

in an undifferentiated social world, but as individuals acting and transacting in certain 

capacities as we move through, in, and out of a plurality of distinct social contexts” 

(Nissenbaum, 2009, 129). The Queen’s capacities as a queen make her threats meaningful to 

her subjects; her lack of any such capacity as a card make them meaningless to Alice. Alice 

knows all of this. The power dynamics, the context of her decisions – and the changes in those 

contexts, as she grows from card size to human size – are transparent to her.  

Of course, perfect privacy and transparency have never existed. There have always 

been liars, corrupt organizations, and badly managed records.  Before people were deleting 

emails from servers, they were shredding, burning, or ripping up files. But datafication and the 

proliferation of information and communication technologies (ICT), in particular the reliance 

upon algorithmic decision making, increasingly decontextualize data, unbalancing the “deeply 

entrenched power relationship within fields” (Nissenbaum, 2010, 130) that have long regulated 

both legalistic controls on privacy and transparency and context-relative informational norms. 

Datafication, “the process of translating the flux of life into discrete, machine readable, 

measurable, manipulable bits and bytes” (Hildebrandt, 2013, 6), obscures (or strips entirely) 

the contexts in which information arises.  Decision making based on decontextualized, datafied 

information leads to “sentence first – verdict afterwards” results. And, because the data 
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processing and data controlling systems – both the information systems and broader 

sociotechnical systems – are so opaque, average users have little chance of knowing whether 

they’re making themselves vulnerable to Queens or playing cards.12 

 

1.1 Research Problem 

Appropriately managing access to records while respecting personal privacy is an archival 

problem that has become increasingly serious as more records have been digitized (Duchein, 

1983; Newhall, 1989; MacNeil, 1992; Todd, 2006; Iacovino and Todd, 2007). However, 

privacy as a field has undergone tremendous change as the information and communication 

technologies have become increasingly distributed, with records flowing through multiple 

jurisdictions, under uncertain custody and control, and the increasing use of automated 

techniques and agents (such as artificial intelligence or the consensus mechanisms of 

blockchain technologies) to make decisions about and through records. The legal privacy 

landscape, in response to this change, has also become more complex, leaving archivists in an 

uncertain position as to their obligations. Schiphof, in 2018, notes that “It has been estimated 

that the US has some 700 state and federal privacy law” (303) and notes that neither of the 

guides to legal issues and/or privacy in archives (Behrnd-Klodt, 2008; Behrnd-Klot and Wosh, 

2005) is currently up to date.  

 

 

1 Of course, it’s entirely possible for one entity to be both, depending upon their counterparties.  
2 The foregoing portion of the introduction was included in a conference paper, Hofman, D., and Royal, K. 
“Privacy and Transparency in Their Context: A Problem of Power.” 2018 Amsterdam Privacy Conference. 
October 5 – 8, 2018: Amsterdam, Netherlands. This section was written entirely by Hofman and is included 
with permission from Ms. Royal.  
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1.2 Research Questions 

The overarching research question that animates this research is:   

What is the relationship between transparency and privacy in the digital records environment 

from an archival perspective? In order to better address this broad question, this research 

investigated four sub-questions: 

1) What is the role of transparency in privacy rights and privacy protection 
strategies, such as purpose limitation and privacy self-management? 
 
2) How do new digital technologies – such as blockchain, machine learning, and 
big data analytics – influence the relationship between records privacy and the role of 
transparency? 

 
3) How can transparency help records professionals enact their concurrent duties 
to individual privacy and societal memory? 

 
4) How can transparency be made meaningful to privacy, given such challenges 
as the mutability of “personally identifiable information,” information asymmetry 
between data subjects and data controllers, and the potentially trans-jurisdictional 
nature of the digital records environment? 
 

 
1.3 Initial Theoretical Framework 

At the macrolevel, this research takes archival theory (see, e.g., Eastwood, 1994) as its 

theoretical framework.  

The archival body of knowledge had its origin in the legal disciplines and developed 

over the centuries through integration with philological and historical disciplines. In 

other words, archival science grew out of humanistic knowledge and reached its 

maturity as a humanistic science, which addressed its own research questions using a 

method derived from its body of interdisciplinary theory, the ‘archival method,’ as it 

was called when developed in the 19th century” (Duranti and Michetti 2012, 1).   
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A number of archival concepts, including “record” (a document created (made or received) by 

a physical or juridical person in the course of activity and set aside for future action or 

reference), trustworthiness (reliability, authenticity, and accuracy), and the characteristics of 

archives (impartiality, authenticity, naturalness, interrelatedness, and uniqueness; Eastwood, 

1994), informed this research.  

 At the mesolevel, this research sought to build a theory of the relationship between 

transparency and privacy in the digital records environment in an iterative, grounded3 way. 

That said, this research drew on a number of concepts and theoretical frameworks in the 

existing literature at the mesolevel. For its initial theory of “privacy,” this research used 

Westin’s theory of privacy (1967). Westin’s definition of privacy is: “the claim of individuals, 

groups, or institutions to determine for themselves when, how, and to what extent information 

about them is communicated to others” (1967, 7). Westin’s theory holds that “privacy is both 

a dynamic process […] and a non-monotonic function [...and a] means for achieving the overall 

end of self-realization” (Margulis, 2011, 10). It posits that privacy functions at various levels 

(individual, group, and organization/institution) has Four States (solitude, intimacy, 

anonymity, and reserve), and serves Four Functions (personal autonomy, emotional release, 

self-evaluation, and limited and protected communication) (Westin, 1967).   

 It is more challenging to state the initial theoretical framework of transparency. 

Although Westin’s theory is not the singular, accepted theory of privacy, it is nonetheless a 

widely influential theory, cited across disciplines for over fifty years. Transparency does not 

 

3 This study is not, however, a grounded study theory; there are significant methodological requirements to 
conduct either Straussian or Glaserian grounded theory research which are not being adhered to in this research.  
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have an equivalent to Westin’s theory of privacy. Instead, transparency appears, initially, to be 

a construct that works at different levels, imbued with different theoretical assumptions 

depending upon the role that it is playing. Thus, in the organizational management literature, 

transparency is understood in relation to organizational theory (see, e.g., Schnackenberg and 

Tomlinson, 2016); in the literatures of administrative law, political science, and archival 

science, transparency is understood in relation to democratic theory (see, e.g., Fenster, 2015; 

Janssen and van den Hoven, 2015). However, there have been some attempts to theorize about 

transparency: Schnackenberg and Tomlinson’s work does provide a framework from which to 

begin. As mentioned supra, they define transparency “as “the perceived quality of intentionally 

shared information from a sender” (Schnackenberg and Tomlinson, 2016, 1788). They also 

offer a model of transparency, trustworthiness, and trust, which captures some dimensions of 

transparency that may be useful to this research (Figure 1, infra). While Schnackenberg and 

Tomlinson’s focus is on stakeholder trust and organizational trustworthiness – concepts that 

are directly applicable to the privacy self-management regime, trust and trustworthiness also 

play a significant role in transparency as a construct in democratic theory.  
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Figure 1: “Conceptual Model of Mechanisms to Manage Transparency and the Association 

Between Transparency, Trustworthiness, and Trust” (Schnackenberg and Tomlinson, 2016, 

1802). 

  

Also writing on organization management, Bernstein theorizes transparency differently 

from Schnackenberg and Tomlinson. Bernstein claims that “the logic of transparency is 

fundamentally based on the premise that more – and more accurate – awareness of others 

improves learning and control and therefore improves performance, as shown by the positive 

(+) relationships in [Figure 3]” (Bernstein, 2017, 223):  

 

Figure 2: “Existing Paradigm for Transparency” (Bernstein, 2017, 223) 
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In considering the effect of transparency on the observed, and not just the observer, Bernstein 

develops a model of transparency and privacy that captures the “empty archives” fears of Todd 

(2006) and Hentonnen (2017) as a desire for privacy triggered by the awareness of others 

watching: 

 

Figure 3: “Behavioral Update to Figure 1, Linking Transparency with Privacy” (Bernstein, 2017, 

263) 

 

Two other models attempt to capture the relationship between privacy and transparency, one 

situating the concepts specifically with regards to the ethical concerns of business 

organizations’ adoption of ICTs (Vacarro, 2006, Fig. 5), and the other trying to situate privacy 

and transparency within their broader social context (Janssen and van Hoven, 2015, Fig. 6).  
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Figure 4: “The Three Dimensions of the Model” (Vaccaro, 2006, 249) 

  

 Vacarro’s model (above) is meant to provide a means to “frame the main ethical 

problems arising from the adoption and use of ICT for [business organizations’] activities” 

(2006, 248); less apparent from the model is that it is meant to be both an internal and external 

(two-level) model (Vacarro, 2006, 248). Despite the seeming simplicity of Vacarro’s model, 

however, he, like, Westin, posits that issues of transparency and ethics are “dynamic social 

processes [imbued with] the complexity, interdependence, and dynamism of the individual, 

collective, and social variables involved in such processes” (2006, 255). In contrast, Janssen 

and van den Hoven’s model (below) attempts to capture the complexity and interrelatedness 

of the privacy-transparency dyad in the context of Big Open Linked Data (BOLD) for e-

government purposes. As Fenster notes, a number of assumptions from democratic theory 

(2015) are embedded in models such as Janssen and van den Hoven’s, which take the a priori 
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stance that “[t]ransparency and privacy are considered as important societal and democratic 

values that are needed to inform citizens and let them participate in democratic processes” 

(2015, 363). Most of the assumptions of democratic theory embedded in Janssen and van den 

Hoven’s model of transparency are shared by archival theory, and these ideas determined this 

author’s choice of making of it the a priori construct for theory-building going forward.  

 

 

Figure 5: “Elements and dependencies comprising transparency and privacy landscape,” Janssen 

and van den Hoven (2015, 367) 

 

1.4 Dissertation Structure 

This chapter presented the research problem, the research questions, and the initial theoretical 

framework of the research. Chapter 2 provides a selective review of the archival, legal and 
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regulatory, and computer science literature. It begins with key definitions, drawing on a 

number of different disciplinary literatures to arrive at initial definitions to support the work, 

then traces the major themes in the literature by discipline, beginning with archival literature, 

then legal, and then computer science. Chapter 3 outlines the research design, beginning with 

the world view and theoretical foundations, then outlining the methodology and methods.  

Chapter 4 presents the doctrinal legal research and its findings, organized into the two research 

areas, privacy and transparency, presenting the major findings of that research and synthesizing 

the findings regarding the two areas of law. Chapter 5 presents the results of the critical 

interpretive synthesis of the literature and its findings, again organized into the two major areas 

of study – privacy and transparency – which each area subdivided into the major lines-of-

argument (LOA) found in the research. Chapter 6 presents the three empirical studies and their 

findings: the case study, the document analysis, and the focus group. Finally, Chapter 7 

synthesizes and discusses the findings of the five studies in response to the research questions, 

presenting a novel framework for decision making about privacy and transparency in digital 

records. Chapter 7 concludes with discussions of the significance and limitations the research 

and directions for future research.  
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Chapter 2: Literature Review 

2.1 Introduction 

This section situates privacy and transparency in digital records as inextricably linked to one 

another, and as an archival problem through a selective, though extensive, review of literature 

from archival science, law, organizational theory, and computer science. This literature review 

is of necessity selective because of the breadth of privacy and transparency literature; a search 

of “privacy and archives” returns over 100,000 dissertations/theses, 88,000 books, and 66,000 

journal articles. Smith, Diney, and Xu, tracing the evolution of information privacy research, 

found four distinct eras of development in the information privacy literature: 

 

 

Figure 6: Smith, Dinev and Xu (2011): Evolution of Information Privacy Research 

 

Given the foregoing, this literature review does not consider the entire corpus of privacy 

literature; rather, it is limited to that which helps address the issue at hand – privacy literature 

related to the questions of transparency and digital records. It begins with the definitions of 



13 

 

“privacy” and “transparency” from which this study started, and proceeds through the major 

lines of inquiry supporting this study. While it acknowledges the disciplinary perspectives from 

which literature arises, the highly interdisciplinary nature of both the problem and much of the 

existing literature dictated a thematic approach.  

Furthermore, because the initial case study that grounded this research falls under 

Canadian and American law, this literature review focuses primarily on “privacy” as 

understood in those jurisdictions. This is an important limitation, as the dominant North 

American conception of “privacy” is certainly not the only one. As Duranti notes, “records are 

created in an administrative context, within a juridical system, not within the limited 

boundaries of a specialized discipline or technology; therefore, the terms that [archivists] apply 

to the records must have the meaning given to them by the administrative-juridical context of 

the records themselves” (1991, 11).  Thus, the understandings of “privacy” and “transparency” 

this research seeks to uncover will of necessity reflect the administrative-juridical context of 

the records under study. This limitation is understood at law as well: “[O]ur conceptions of 

privacy result from our ‘juridified intuitions’—intuitions that reflect our knowledge of, and 

commitment to, the basic legal values of our culture” (Whitman, 2004, 1160). In the dominant 

North American juridical context, privacy thus refers to “an aspect of liberty [. . . ] the right to 

freedom from intrusions by the state” (Whitman, 2004, 1160). Thus, the vast corpus of privacy 

literature from non-dominant North American and non-North American juridical contexts is 
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not covered4 in this literature review, not because it is less important, but because that literature 

embodies different “juridified intuitions” from those in which this study operates. 

 

2.2 Key Definitions 

Privacy and, to a lesser degree, transparency are polysemous concepts, taking in their sweep, 

respectively, “nondisclosure, autonomy and dignity” (Krotoszynski, 2013, 888) and 

monitoring, process visibility, surveillance, and disclosure (Bernstein, 2017, 218).  While these 

polysemous dimensions are addressed through the course of the study, it is necessary to 

initially define what is under study.  

 

2.2.1 Defining Privacy 

Warren and Brandeis offered one of the most succinct and still widely cited definitions 

of privacy when they described it in 1890 as “the right to be let alone” (193), to control when 

and to what extent one will engage with others and share oneself. However, Warren and 

Brandeis’ simple formulation is not enough to make privacy rights meaningful; Western 

literature has been ever since grappling with the contours of “privacy,” which has been 

conceptualized as freedom from others, freedom for acting autonomously as a “universal 

sociological form” (Simmel, 1906, 463) that permits social relationships to exist, and as a 

relationship mediated by trust (Waldman 2018).  

 

4 Some reference is made to the European General Data Protection Regulation, as American and Canadian 
institutions are likely to be within the scope of that legislation, and moreover because of the impact of the 
GDPR on legislative thinking about data privacy globally. The Canadian House of Commons, for example, in 
its review of Canada’s omnibus privacy legislation, considered a number of principles and practices from 
GDPR for inclusion in PIPEDA.  
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 Many subsequent definitions of privacy, particularly within law, have accepted Warren 

and Brandeis’ fundamental concept, while wrestling with its limits and implementation. The 

United States’ Department of Health, Education, and Welfare Secretary’s Advisory Committee 

on Automated Personal Data Systems, in its 1973 report on Records, Computers, and the 

Rights of Citizens (Ware, 1973, known generally as the HEW Report), in defining privacy, 

cites from Westin’s seminal Privacy and Freedom: “Privacy is the claim of individuals, groups, 

or institutions to determine for themselves when, how, and to what extent information about 

them is communicated to others” (Ware, 1973, 39, citing Westin,1967, 7); it is “the right of the 

individual to decide for himself, with only extraordinary exceptions in the interests of society, 

when and on what terms his acts should be revealed to the general public” (Ware, 1973, 39, 

citing Westin, 1967, 373). Westin’s definition of privacy seems straightforward compared to 

what Solove characterizes as the “sweeping concept” (2002, 1088) of privacy, including 

“freedom of thought, control over one’s body, solitude in one’s home, control over information 

about oneself, freedom from surveillance, protection of one’s reputation, and protection from 

searches and interrogations” (Solove, 2002, 1088).  

In the American legal tradition in which Solove is writing, the Supreme Court of the 

United States (SCOTUS) has upheld privacy claims on the basis of not just the Fourth 

Amendment of the U.S. Constitution – which provides the “right of the people to be secure in 

their persons, houses, papers, and effects, against unreasonable searches and seizures” – but 

also upon First Amendment (free speech) grounds (see, e.g., Stanley v Georgia, 394 U.S. 557 

(1969)) and Ninth Amendment (rights not expressly granted the government reserved to the 

people) and Fourteenth Amendment (due process) grounds (see, e.g., Griswold v. Connecticut, 

381 U.S. 479 (1965); Roe v. Wade, 410 U.S. 113 (1973); Lawrence v. Texas, 539 U.S. 558 
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(2003)). The diversity of sources that the Supreme Court of the United States relies upon to 

protect privacy is partly due to the way American privacy legislation is set up. Although neither 

the Constitution of the United States of America nor the Canadian Charter of Rights and 

Freedoms provide specifically for a right to privacy, Canada has omnibus privacy legislation 

(the Privacy Act, RSC 1985, c. P-21) which has been held to have quasi-constitutional status 

(Lavigne v Canada (Office of the Commissioner of Official Languages), 2002 SCC 53, [2002] 

2 SCR 773), while the U.S. has no such equivalent. However, even jurisdictions with omnibus 

legislation, such as Canada, have been struggling with privacy, because it is so extensive and 

fundamental, and because the changing technological landscape has made it harder and harder 

to ensure that, absent extraordinary circumstances, the individual always decides when and 

under what conditions his/her/their information is collected, used, and shared. Thus, although 

Abdo is writing in an American context (Fourth versus First Amendment) about the appropriate 

framework to protect dissent and intellectual freedom, the privacy concern at the heart of his 

article – how to defend private spaces for thinking, communicating, and knowing against 

omnipresent surveillance – touches all jurisdictions (2017).  

Much of the complexity in defining privacy comes from the many aspects of human 

life wherein people prefer to be let alone, and the broader democratic values that privacy in 

those areas defends. “Privacy is fundamental to constitutional democracy, affecting a citizen’s 

ability to participate in deliberative democracy and to engage in robust governing dialogues 

(Reidenburg, 2014, 152). Koops, et al., tried to capture privacy’s many facets in their typology: 
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Figure 7: A Typology of Privacy (Koops et al., 2017, 483) 

 

Despite the complexity encompassed in their typology, however, Koops et al. ultimately arrive 

back at Westin’s definition of privacy as “the claim of individuals, groups, or institutions to 

determine for themselves when, how, and to what extent information about them is 

communicated to others” (1967, 7) through the overarching value of informational privacy. 

“[E]ach ideal type of privacy contains an element of informational privacy – that is, a privacy 

interest exists in restricting access or controlling the use of information about that aspect of 

human life” (Koops et al., 2017, 553).   Koops et al.’s definition provides a reasonable ground 

from which to begin engaging with the problems of privacy and transparency in digital records. 

This definition was chosen, firstly, for the primacy it places upon “informational privacy,” 

which is the primary type of privacy implicated in the creation and use of records to provide 

evidence of past acts and facts. Secondly, the focus on access and control reflects the main 

privacy tools currently available to archivists. 
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2.2.2 Defining Transparency 

 Transparency is also a concept that is understood in many ways and operates at a 

number of levels. “Transparency, as anyone familiar with the history of enterprise and 

regulation knows only too well, is a shifting concept and usually equates to shutting the stable 

door after the horse has bolted, only to discover that the bolts were not fixed as firmly as they 

might have been. So, we apply new ones” (Moss 2011). Much like privacy, which spans 

disciplines, transparency has a distinctive set of literature in organizational theory, computer 

science, law, and human-computer interaction. Bernstein captures the challenge of defining 

transparency well, even within the limited boundaries of organization theory: “the concept of 

transparency has proven to be a powerful aggregate term for a number of constructs [including] 

[t]ransparency as monitoring […] [t]ransparency as process visibility […] [t]ransparency as 

surveillance […and] [t]ransparency as disclosure” (2017, 219 – 220). Overall, however, these 

definitions tend to arrive at some common ideas: almost all include a sharing of information 

on the part of an organization or other entity with stakeholders for the purposes of trust or 

decision-making. 

At the level of individual data privacy, Hedbom defines transparency as “the 

possibilities that a person has to know what really happens with her personal data, i.e., what 

data about her are collected and how they are further processed, by whom, and for what 

purposes” (2009, 67).  Hosseini, et al., writing from the perspective of modeling transparency 

requirements for information systems, define transparency as “the information which flows 

amongst stakeholders for the purpose of informed decision-making and taking the right action” 

(2017, 1), and note that “transparency can be viewed as a regulatory or voluntary requirement” 
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(2017, 2). Schnackenberg and Tomlinson, based upon a synthesis of transparency literature in 

the organizational management domain, define transparency as “the perceived quality of 

intentionally shared information from a sender” (2016, 1788); they then discuss “transparency 

[as] an antecedent to trustworthiness,” (2017, 1798), based on the fact that “[d]isclosure, 

clarity, and accuracy […] enable accountability, whereby the organization can be rewarded for 

trustworthy behavior and punished for untrustworthy behavior. Hosseini, et al., in their 

discussion of voluntary (as opposed to coercive) transparency, also note that information can 

be “supplied voluntarily, as a means to increase information receivers’ trust or increase 

information providers’ accountability” (2017, 14, citing Lodge, 2004).  

However, transparency’s definitions within the literature also focus on broader social 

aspects. As Hansen, Christensen, and Flyverbom explain, “[m]any contemporary societal 

projects […] generally assume that transparency can effectively steer individual and collective 

behavior towards desirable outcomes” (2015, 117). Although the literature is sharply divided 

over whether or not transparency can actually deliver such outcomes, there is general 

consensus as to how transparency as accountability works at a definitional level. Fenster, who 

ultimately rejects transparency as an unworkable concept, both theoretically and practically, 

provides an exhaustive explanation of transparency as a bureaucratic mechanism for public 

engagement and government accountability in democratic systems:  

[Transparency] operates in the first instance in the humdrum world of administrative 

laws (‘freedom of information and ‘right to know’ Acts and the like), with its legal and 

bureaucratic systems that enforce transparency through the mandatory disclosure of 

government information to citizens. But transparency’s animating principle operates in 

a political and social theory as well, where it serves as a foundational element of 
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democratic participation and accountability […] the state that is made visible proves to 

be more truly democratic, as well as more accountable and efficient. Transparency 

enables – and indeed, forces – this virtuous chain of events (2015, 150 – 151). 

Zarsky, writing in the legal tradition, arrives at a similar definition of transparency as Fenster, 

although Zarsky does not share Fenster’s skepticism regarding the concept5, portraying 

transparency as “mandatory disclosure to promote equality, enhance performance, generate 

efficiency, and assure a fair democratic process” (2004, 997).  

Lemieux and Trapnell focus on the central role of the right to information (RTI) in 

achieving state transparency; “transparency is a key to holding governments accountable. 

Further, we understand that transparency depends on the critical element of access: the right 

of a country’s people to access information created and maintained by their government and 

governmental institutions.” Cohen (2008); and Ananny and Crawford (2016) question whether 

“transparency” – with its metaphorical focus on the visual (Cohen, 2008, 181 – 183) and its 

assumption that “[t]he more that is known about a system’s inner workings, the more 

defensibly it can be governed and held accountable” (Ananny and Crawford, 2016, 2) – is 

actually the right mechanism for protecting privacy and holding systems accountable. Finally, 

Janssen and van den Hoven explicitly define transparency and privacy in relationship to one 

another and broader societal structures: “transparency should ensure that the actions and 

decisions of government can be monitored, whereas privacy should ensure that citizens are not 

 

5 It should be noted, however, that Zarsky does reject David Brin’s idea of a totally transparent society, in which 
all data is available at all times to all people. 
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monitored and are free to express their opinions […] Transparency is a balance and control 

mechanism needed for ensuring a well-functioning democratic society” (2015, 364).   

For the purposes of this research, Schnackenberg and Tomlinson’s definition of 

transparent as “the perceived quality of intentionally shared information from a sender” (2016, 

1788) offers a reasonable place from which to work. Like Koops et al.’s definition of privacy, 

Schnackenberg and Tomlinson’s definition of transparency focuses upon the role of 

information. While the accountability (Ananny and Crawford, 2016; Lemieux and Trapnell, 

2017) and democratic (Jansen and van den Hoven, 2015) aspects of transparency are important 

purposes for the creation, preservation, and use of records, the archivist discharging privacy 

duties is under legal, professional, and organizational obligations that focus upon personally 

identifiable information and notice-and-choice. 

 

2.2.3 Other Key Concepts 

Throughout this study, the terms “archivist” and the “archival profession” have been 

used to encompass those professionals who manage records throughout their lifecycle and, in 

the American tradition, are typically divided into records managers and archivists. Archivists, 

specifically, are tasked “with responsibility for management and oversight of an archival 

repository or of records of enduring value” (Pearce-Moses, 2005), whereas records managers 

are those who are “responsible for systematically managing the recorded information generated 

and received by the organization” (Association of Records Managers and Administrators 

International, 2007). 

This research also accepts the concepts of “records” and the characteristics of 

“archives” found within archival theory. Records are defined as "documents (i.e., recorded 
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information) created (i.e., made or received and set aside for action or reference) by a physical 

or juridical person (i.e., an individual or an entity capable of rights and duties) in the course of 

a practical activity, as a means and instrument for it (Duranti, 2001, 272). As Eastwood writes, 

“[the archival] discipline stands on two propositions, which certainly need extensive 

contemplation: that archival documents attest fact and acts, and that their trustworthiness is 

dependent upon the circumstances of their generation and preservation” (1994, 126). Of 

particular significance to this study are the characteristics of archives, namely, their 

impartiality, authenticity, naturalness and interrelatedness, and uniqueness (Eastwood 1994, 

127). 

 

2.3 Archival Science Literature 

Privacy and its challenges are inextricable from archival work. As Henttonen explains, 

“records and archives management [is] a focal point of privacy issues because its goal is to 

transfer information from one context place and point in time to other contexts places and 

points in times” (2017, 285). The philosopher Nissenbaum reminds us that “the contexts in 

which activities are grounded shape expectations that, when unmet, cause anxiety, fright, and 

resistance” (2011, 38). Thus, the very work of the archives is fraught with, and archivists must 

navigate expectations regarding privacy throughout a record’s life cycle; long before a record 

crosses the archival threshold, it may well have crossed many contextual boundaries within the 

creator (Hentonnen, 2017, 290). This is made all the more complex by the fact that the 

fundamental purposes of the archives, include “providing legal and administrative evidence, 

protecting the rights of individuals and organizations, and forming part of the cultural heritage 

of society” (Society of American Archivists, 2011), require preservation of and access to 
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records, including those with private information. This is no small matter; decisions balancing 

privacy and transparency are not simply a checkbox legal matter. Decisions about privacy are 

decisions about the boundaries between private and public, about consent and control, and 

about accountability and power. Privacy is a problem that lies at the heart of archives, and 

indeed of records themselves. The question facing archivists remains much the same as Heather 

MacNeil asked in 1992:  

How do archivists negotiate access to records containing personal information when 

they are faced with recordkeeping environments that are statutorily confusing, 

contradictory, and occasionally incoherent with respect to their confidentiality? (127) 

 

2.3.1 Archival Science and Privacy 

Privacy is not a new archival problem. Michel Duchein authored a report on “Obstacles 

to the Access, Use, and Transfer of Information from Archives: A RAMP Study” on behalf of 

UNESCO in 1983. In 1985, at the Twenty-third International Archival Round Table 

Conference Proceedings, Eric Ketelaar “attempt[ed] to establish basic terms of reference for 

the concepts of access and privacy. He mentioned the landmark 1890 article by Samuel Warren 

and Louis Brandeis” (Newhall, 1989, 99) and then discussed the archival relationship between 

privacy and access. Since that meeting thirty four years ago, the relationship between privacy 

and access – and now transparency – has been an ongoing theme in the archival literature.  

 Heather MacNeil published Without Consent: The Ethics of Disclosing Personal 

Information in Public Archives in 1992, arguably the most extensive treatment of privacy and 

access in government archives to date. Indeed, the “essential questions” MacNeil identifies 

remain without satisfactory answer: “how do we define privacy? On what moral grounds can 
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we defend a "right to privacy'? And, finally, to what extent is this moral right supported in 

law?” (1992, 10). MacNeil traces the moral and legal dimensions of privacy rights, outlines 

the public goods that come from access to archives, discusses the questions of equity and ethics 

attendant to providing or denying access, and the practical aspects of administering access to 

records which might have personal information within them (1992). She explores some ways 

in which archives were managing the issue at the time, including data anonymization strategies 

and provision of access through screening procedures and research agreements, and then offers 

some ethical considerations regarding research using personal information (MacNeil 1992).  

Unfortunately, many of the issues that MacNeil identifies remain unresolved two decades later. 

Archivists still face uncertain guidance from legislatures, particularly given privacy federalism 

in the U.S., wherein the federal government sets a floor, but states are free to impose higher 

standards for protection. As discussed infra, the situation in Canada is not much clearer, as 

there exist a number of provincial/territorial privacy statutes, some of which apply to public 

bodies, and some of which apply to private entities. The analysis to determine which law 

applies can be far from clear cut.  

Livia Iacovino and Malcolm Todd, under the auspices of InterPARES 2, took up the 

problems of privacy and access. As Todd writes, “As archivists, we have a trusted role in 

determining access to archives in our care. This is an area that, owing to the onward march of 

technology, develops rapidly in its administration even if the overall aim is constant: ensuring 

appropriate access to documentary heritage” (2006, 182).  One of the major changes Todd 

identified as having arisen is globalization, such that even archivists working in jurisdictions 

with relatively settled privacy and access regulatory regimes face uncertainty (2006, 183). 

Iacovino and Todd, in 2007, published a comparative study of personally identifiable 
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information in records from the perspectives of archival and privacy regulation models in the 

European Union, Australia, Canada, and the United States. They found that, even where 

privacy/data protection regimes provide exemptions for archival purposes, in cases where 

personal data is “an integral part of the record,” the privacy statute prevents archival 

institutions from fulfilling their statutory mandates to ensure the ongoing availability and 

trustworthiness of records (2007, 119). They recommend an integration of archival and 

freedom of information regimes into privacy regimes (2007, 125) which has yet to happen.  

 

2.3.2 Privacy and “Empty Archives”: The “Threat to Archive Building” 

Privacy – and transparency – so greatly concern archivists in part because of the 

potential chilling effect on the archival endeavor.  “[O]nce we realize that information can 

reach anyone, we’ll err on the side of caution, and if in doubt censor ourselves rather than risk 

incalculable damage” (Mayer-Schonberger, 2011, 111). “For archives, this creates a danger of 

[…] “empty archives” syndrome: to avoid responsibility or blame information is sanitized or 

meetings conducted in ways […] that do not create a record” (Hentonnen, 2017, 290). Todd 

refers to this as the “threat to archive building” (2006, 183). In other words, if all records are 

destroyed, there will be nothing to preserve in the archives. Tim Cook provides a forceful 

statement of the risks privacy and data protection legislation pose to the archival purpose (from 

Cook’s Canadian perspective):  

Some privacy advocates have suggested that once data has been compiled and used for 

its original purpose, it should be destroyed, arguing that any type of information can be 

used against citizens. This includes data as valuable […] as the national census itself 

[...] By this mind-set, government accountability, individual rights, history, and 
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heritage are to be sacrificed to this fear over possible misuse of personal information. 

[…] The destruction of archival records to accommodate privacy concerns will imperil 

the rights of all Canadians to know one another, to understand themselves, and to 

embrace their place within Canadian society and history (2002, 96).  

Of course, this is a risk that exists not just from privacy regulation, but from absence 

of transparency and ignoring requirements of disclosure. “Open government laws inevitably 

provide some privilege for the state to withhold secret documents to protect national security, 

law enforcement, and privacy, privileges that provide government officials reasons, both good 

and bad, to choose which documents to release, when to release them, and which material to 

selectively black out or ‘redact’” (Fenster, 2015, 158). As Bernstein (2012, 2017) notes, 

increased transparency can in fact increase hiding behaviour on the part of those observed. One 

need look no further than the “triple delete” scandal in the government of British Columbia, 

where provincial government employees routinely “triple deleted” emails subject to access 

under the Freedom of Information and Privacy Protection Act, RSBC 1996, c 165 (Denham, 

2015), to see the fear of accountability through transparency played out. Fenster runs through 

the many strategies by which transparency requirements may be evaded: “officials frequently 

choose not to reduce certain information to writing, instead delivering it orally; they may evade 

official channels and use personal email accounts to transmit information; they may produce 

documents in an iterative process and destroy or make unavailable certain versions” (2016, 

158), which demonstrates the ways in which privacy and transparency can both lead to empty 

archives.  
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2.3.2.1 Privacy and Records Trustworthiness: The “Threat to Archive Integrity” 

 Even where records are created (i.e. made or received and set aside for further action 

or reference) and preserved, stringent privacy controls threaten the identity and integrity of the 

records, and ultimately, the identity of archives themselves. Todd names this the “threat to 

archives integrity” (2006, 183). Todd explains the historical approach, which he then contrasts 

with the sub-record approach to privacy management now required of archives 

when public bodies, whether records creators or archives, could generally retain records 

containing personal information under generous “blanket” provisions with an impunity 

derived from restrictions on access (except in some cases for the data subject). These 

could derive from general security or “sunset” clauses such as those in many statutory 

archival regimes. Provided the records were protected from unauthorized access for the 

period specified or some other appropriate and defensible period, archival institutions 

could look forward to releasing rich archival resources to public use. (2006, 183) 

 

Indeed, Todd argues that extremely stringent privacy regulation is nothing less than an 

existential threat to the archives: “It boils down to whether we [archives and archivists], in a 

plural democratic society, have the public’s mandate to maintain what we see as our mission 

[…] is there a public interest in the archived collective memory that is higher than some of the 

mantras of the privacy lobby […]?” (2006, 185). In particular, Todd feared that, if taken to an 

extreme, privacy legislation would undermine archives’ ability to ensure the trustworthiness 

of records (2006, 185).  

Privacy legislation that requires the redaction (or even deletion) of personally 

identifiable information after the purpose for which the data was collected is fulfilled threatens 
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the trustworthiness of records by destroying the ability to tie a record to a particular context of 

creation (Todd, 2006). This poses a threat both to record reliability, and to record authenticity. 

A record’s reliability is contingent upon the circumstances of its creation, including the 

competence (authority and capacity) of its author; no subsequent action can be taken to make 

an unreliable record reliable. “The degree of reliability of the contents of a record depends on 

how much is captured of the identity of the persons involved in the record’s creation, their 

credibility, their authority (their competencies) and the consent of the parties to the transaction” 

(Iacovino 2006, 60). Should privacy/data protection concerns lead to records being denuded of 

the persons who participated in their creation (diplomatically, the author, the writer, and the 

addressee, and the originator), it becomes much more difficult, if not impossible, to assert any 

degree of reliability for a record. Furthermore, stringent privacy regulation threatens record 

authenticity by undermining the archivist’s ability to prove the record’s identity (Todd 2006, 

188 – 9) and by threatening its integrity. “Identity” has a very precise meaning with regards to 

records in the archival literature, and is, with integrity, the foundation of record authenticity6: 

The identity of a record refers to the distinguishing character of a record, that is, the 

attributes of a record that uniquely characterize it and distinguish it from other records. 

From an archival-diplomatic perspective, such attributes include: the names of the 

persons concurring in its formation (i.e., its author, addressee, writer, and originator); 

its date(s) of creation (i.e., the date it was made, received, and set aside) and its date(s) 

of transmission; an indication of the action or  matter in which it participates; the 

 

6 “[A]n authentic record is a record that is what it purports to be and is free from tampering or corruption” 
(InterPARES Authenticity Task Force 2007, 2) 
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expression of its archival bond, which links it to other records participating in the same 

action (e.g., a classification code or other unique identifier); as well as an indication of 

any attachment(s) since an attachment is considered an integral part of a record. 

(Duranti, 2005, p. 20).  

Extremely stringent privacy and data protection threatens to strip a number of the 

identity attributes from records, including the names of persons concurring in the record’s 

formation, the action or matter in which it participates, and potentially even the archival bond. 

For example, blockchain technology is often forwarded as an ideal recordkeeping solution for 

a number of problems because of its strong privacy protection (indeed, frequently 

pseudonymous) ability. However, as Lemieux and Sporny assert, blockchain systems have no 

means to “instantiate and preserve the archival bond” (2017, 1). Even in more traditional 

recordkeeping systems, it is easy to imagine privacy requirements negatively impacting the 

ongoing trustworthiness of records. For example, Article 17 of the European Union’s General 

Data Protection Regulation (GDPR), which likely includes certain Canadian and American 

entities within its scope (European Data Protection Board, 2018), provides for a “right to 

erasure”: 

[a] data subject shall have the right to obtain from the controller the erasure of personal 

data concerning him or her without undue delay and the controller shall have the 

obligation to erase personal data without undue delay where [one of the legislative] 

grounds applies (Article 17, Section 1). 

While the GDPR provides exceptions for archival purposes (“personal data may be stored for 

longer periods insofar as the personal data will be processed solely for archiving purposes in 

the public interest, scientific or historical research purposes” (Article 5, Section 1(b)), there is 
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very little recourse if the records have been destroyed or denuded of attributes before crossing 

the archival threshold.  

It would be difficult to overstate the importance of the archival bond in understanding 

the problems of heavy-handed privacy policy with regard to records. Without the archival 

bond, a document is not a record. “[T]he archival bond is the primary identifying component 

of each record, as several identical documents become as many distinct records after they 

acquire the archival bond” (Duranti 1997, 216). By forcing archivists to strip information from 

individual records – to work at what Todd dubs the “sub-record” level (2006) – privacy 

protections can come perilously close to eliminating records as records. “This is the reason 

why selection at the item level has always been considered unacceptable: it would destroy the 

archival bond and, consequently, the remaining records as records” (2006, 217). Ultimately, 

as Todd explains, “The collective droit de mémoire is effectively undermined by the exercise 

of the individual droit de l’oubli. The enshrining of the latter in the jurisprudence of data 

protection and privacy more widely seems to pose a significant threat to the archival mission” 

(2006, 204 -5). Furthermore, aggressively redacting records – particularly if such redaction is 

irreversible – severs records from their ability to serve as evidence. The European Archives 

Group (EAG), in its guidelines on the implementation of the General Data Protection 

Regulation in the archival sector, recommends that pseudonymization, if used for data 

protection in the archival context, must be reversable (2018, 25).  

The Australian “Who Am I?” project has already shown that redacting or destroying 

records to preserve third party privacy can have a substantial impact on people’s ability to use 

those records as evidence, as well as demonstrating the problems of leaving public policy level 

questions of what to redact on the shoulders of individual professionals or even agencies: 
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“About half of those interviewed raised the issue of information that had been deleted […] [the 

care leavers7] understood that others had the right to privacy […] [e]ven so, there was a 

concerning level of inconsistency in the ways in which the decisions about what would be 

deleted were made” (Murray 2011).  The situation seems almost perverse when one considers 

that privacy considerations might well force archivists and records managers – custodians – to 

sever evidence of past acts and facts from the records that could contextualize such evidence, 

while data analytics – unaccountable and alien to the transaction – can discover the same 

private information, decontextualized, and make decisions based upon that information. 

 

2.3.3 Archival Science and Transparency 

Transparency in recordkeeping has long been understood to be one of the pillars of 

privacy. The “HEW Report,” published in 1973, takes as its concern the fact that “[c]omputers, 

linked together through high-speed telecommunications networks are destined to become the 

principal medium for making, storing, and using records about people” (Ware, v). Although 

the report is concerned with a computerized future, it begins with Cabinet No. 1 of the Musée 

des Antiquités Nationales in Paris, where a 14,000-year-old wing-bone from an eagle is man’s 

most ancient evidence of record keeping (Ware et al., 1973, 1). They trace the history of the 

divide between public and private in record keeping through the letters patent and letters close 

that emerged during King John’s rule in early 1200’s England. “As custom and statute more 

and more provided that government records should be open to the public, the justification for 

closed or secret records came to be their pertinence to the defense and security of the state” 

 

7 Individuals taken into, and later leaving, the custody of the state. 
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(Ware et al., 1973, 3). Those closed records, “files of information on the identity and activities 

of citizens or aliens who were considered a threat to the state or the sovereign” (Ware et al., 

1973, 3), emerged as a distinct class of records from the general administrative records, 

becoming known as intelligence records (Ware et al., 1973). A third category of records, the 

statistical file, emerged to “gain information the public might otherwise be reluctant to give 

[and therefore] foregoes some of the power over individuals that administrative records 

containing the same data would afford” (Ware et al., 1973, 4). The authors of the report state 

that “by and large, administrative records are considered public; intelligence records, secret; 

and statistical records, anonymous,” (Ware et al., 1973, 6) organized by three rules overarching 

the maintenance of government records in democratic countries: 

1. “An organization should only record information that has a clear-cut relevance to 

its concerns” (what would now be called “data minimization”); 

2. “As much as possible, information that has been collected should be held in public 

files so that public scrutiny can act as a check on the arbitrary exercise of 

administrative authority” (“transparency); and 

3. “The three types of records [administrative, secret, and statistical] should be held 

separately, and each should be used only for its nominal purpose [purpose 

limitation…] Records that do not fall neatly into one category, and record systems 

whose structure or use blurs the boundaries between types of records, demand 

special safeguards to protect personal privacy” (1973, 7).  

The HEW Report recommended five principles for safeguarding a person’s privacy in 

government records. The first two of those five principles point directly towards transparency: 
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• There must be no personal data record-keeping systems whose very existence 

is secret. 

• There must be a way for an individual to find out what information about him 

is in a record and how it is used (Ware et al., 1973, p. xx). 

These principles reflect the centrality of liberty – and consent - in the dominant North 

American conception of privacy (and in the dominant European conception of “data 

protection”) (Hofman, Duranti, How, 2017); the reason that recordkeeping systems must not 

be secret, and that individuals must know about their data and how it is used is that such 

information is necessary for the data subject to be able to assert his/her/their right to privacy. 

One of the most notable works about transparency is Lemieux and Trapnell’s Public 

Access to Information for Development: A Guide to the Effective Implementation of Right to 

Information Laws (2016). Lemieux and Trapnell lay out the access – transparency – 

accountability argument that is common to the transparency literature: 

Thanks to national democratization movements, the Open Government Partnership 

with 69 member countries, international organizations such as the United Nations and 

the World Bank, and the leadership and encouragement of civil society organizations, 

we hear loudly and clearly that transparency is a key to holding governments 

accountable. Further, we understand that transparency depends on the critical element 

of access: the right of a country’s people to access information created and maintained 

by their government and governmental institutions (2016, ix).  

Lemieux and Trapnell highlight the importance of good recordkeeping to effective 

transparency, with poor records management leading to delays in response, “lower-quality and 

even unreliable information about government actions” (2016, 44).  
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2.3.3.1 Archival Science, Transparency, and Open Governance 

A recent line of study of archives, recordkeeping, and transparency has arisen in 

relationship to open government and open data movement. Open government, as defined by 

InterPARES Trust, seeks to “provide greater access to unrestricted information held by public 

bodies in order to promote transparency, accountability, and citizen engagement and 

participation” (2016), directly linking information access to transparency. Evans, Frank, and 

Chen capture the Canadian approach in their report on social media and trust in Canadian and 

U.S. local governments:  

the Canadian action plan focuses on the importance of open government “to increase 

transparency, accountability, civic engagement, and trust in government” (Treasury 

Board, 2014, p. 2). In Canada, open government begins with the expectation that 

government data and information is “open by default”, based on proactive release 

except where privacy, security and confidentiality restrictions apply (Treasury Board, 

2014, p. 7). (Evans, Frank, and Chen, 2018, 20).  

Shepherd et al., reporting on open government data from the English archival 

perspective, found that, “the relationships between open government data, public records, 

freedom of information, linked data, and the role of information managers and data scientists 

are complex, overlapping, and not fully understood” (2019, 153). One of the local authorities 

interviewed “equated open government data with ‘transparency […] being able to give data to 

the public when they ask for it and being open about it” (2019, 158), and making the data 

openly available was part of the UK government’s transparency agenda (160). Ultimately, they 

found a lack of transparency around the policies and approaches to publishing open data, 
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stating that “publishing data is not enough, it needs to exist within a technical infrastructure 

and information context that renders it meaningful and usable to the public” (2019, 162). 

Shepherd et al. conclude by recommending that information and records management 

professionals could fill the skill gap to ensure that open government data initiatives meet their 

intended purposes (2019, 164).  

Tough, examining “issues around accountability, openness and record keeping” takes 

the view that contemporary transparency is not the purview of the archivist. Rejecting the idea 

that “‘whistle-blowing’ is an honourable or at least an acceptable practice,” (2011, 233), he 

argues that “the primary role of archivists in a plural democracy should be to secure the record 

for the future, not to get entangled in contemporary controversies” (2011, 233).  

 

2.3.4 Archival Literature on the Relationship between Privacy and Transparency 

For those who wish to avoid accountability, excessive claims of privacy can provide a 

convenient means to thwart transparency. Niño and Sanz refer quite bluntly to “[l]a  protección  

de  la  intimidad  de  las  personas  como  excusa  para  impedir  el  acceso a la documentación 

histórica” (“the protection of personal privacy as an excuse to impede access to historical 

documents”), describing a legal regime where “privacy regulations [have] severely curtailed 

access to historical documents” (2012, 312).  They further point to the “amplio margen a la 

arbitrariedad e inseguridad jurídica” (“significant margin of arbitrariness and judicial 

uncertainty”) inherent in interpreting and implementing privacy regulations that discuss data, 

not records, as this has resulted in severely restricting access to records and freedom of 

information in order to protect archives from the results of privacy violations (Niño and Sanz, 

2012, 312 – 313). 
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Even within laws that ostensibly enable access to records and information, such as right 

to information laws, privacy can be pernicious. Exemption provisions that limit the release of 

information on a number of grounds, including privacy, play an important role in the design 

and implementation of right to-information laws (Lemieux and Trapnell, 2016, 21). While such 

exemptions are necessary, they can be abused. “Exemption provisions, including those that 

protect personal privacy and national security interests, can be misused – used to cover up or 

benefit vested interests unfairly – rather than being used as intended to protect the rights of 

individuals or the public interest” (Lemieux and Trapnell, 2016, 28).  

Unfortunately, many of the current threats to privacy – and solutions for the 

management of those threats – operate at Todd’s “sub-record level,” the level of data. Sillitoe, 

writing at the birth of data protection and freedom of information legislation in the U.K., 

concluded, “In this fast-moving environment, archives and records services are about to be 

caught in new legislation for which they were not the primary target. Data protection today, 

freedom of information tomorrow. Whether we like it or not, we are involved.” (1998, 13).  

In 2017, the potential solutions that Hentonnen identifies – “(1) […] the purpose 

limitation principle, (2) […] information self-management and […] the right to be forgotten, 

(3) destroy information, (4) anonymize information, or (5) create for personal information a 

safe haven where information is kept protected until it can be opened for public access” (290) 

– were deeply embedded in a data framework of privacy (and the shortcomings of all except 

the fifth, which is largely access restrictions rewritten for digital records, are discussed supra). 

Indeed, datafied technologies are becoming increasingly common, with decision-making 

algorithms embedded in fields from criminal law, to health care, to finance, and the Internet of 

Things collecting constant streams of data (boyd, 2014; Christin, Rosenblat, and boyd, 2015; 
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Corbett-Davis et al., 2017; Selbst et al., 2019; Tene and Polonetsky, 2017). Datafication, “the 

process of translating the flux of life into discrete, machine readable, measurable, manipulable 

bits and bytes” (Hildebrandt, 2013, 6), obscures (or strips entirely) the contexts in which 

information arises. Yet context is critical to both privacy (see, e.g., Nissenbaum, 2011, 

Hildebrandt, 2013, Hildebrandt, 2017) and archival science.  

Hildebrandt, summarizing Nissenbaum, writes that: 

The crucial ‘constituents of a context where information is shared are defined as actors 

(sender, receiver, referent; which may overlap); attributes (types of information; noting 

that appropriateness of information flows is not one-dimensional, nor binary); and 

transmission principles (for instance, confidentiality, reciprocity, desert, entitlement, 

compulsion, need; this entails a rejection of [simple] dichotomies such as those between 

access and control) (2014, 46).  

Most archivists would recognize the coherence between the elements of Nissenbaum’s 

contextual integrity and the elements of diplomatics, “the study of the Wesen [being] and 

Werden [becoming] of documentation, the analysis of genesis, inner construction, and 

transmission of documents, and their relationship with the facts represented in them and with 

their creators” (Cencetti, 1985, translated by Duranti, 1989). Yet, while the privacy and 

transparency discussions have taken a tremendous number of disciplines into their sweep, the 

archival discussion has largely remained ethical and pragmatic.  
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2.4 Legal and Philosophical Perspectives on Privacy  

2.4.1 Introduction 

Unsurprisingly, the legal literature on privacy is vast; in just charter/constitutional law, 

there are distinct lines of literature that address privacy and freedom of expression/speech 

(Balkin, 2013; Citron, 2009; Cohen, 2012; Gray and Citron, 2013; Richards, 2008, 2015); 

privacy and criminal law (Claes, Duff and Gutwirth, 2006; Murphy, 2012; Posner, 2008; 

Rothenberg, 1998; Rothstein and Talbott, 2006); sexual and family privacy (Citron, 2018; 

Franks, 2015; Garrow, 2015; Richards, 2017); and privacy and the right to terminate life-saving 

medical treatment (Wright, 2017). Given the moral and ethical dimensions claimed for privacy, 

it is equally unsurprising that a number of philosophers have weighed in on privacy as well 

(Moore, 2003, 2008; Nissenbaum, 1998, 2010, 2011; Reiman, 1976; Thomson, 1975; Van Den 

Hoven and Weckert, 2008). Transparency arises in the legal literature with regards to the rights 

of indigenous peoples (Lyster, 2011); corporate control and governance (Bushman and 

Piotroski, 2004; Hermalin, 2014); and international law (Biachi and Peters, 2013), but most 

literature about transparency arises from other disciplines, including political administration 

and public policy; for that reason, it is discussed separately infra. Privacy and transparency in 

digital records can, depending upon the specific facts, touch on any of these areas; this section 

touches on the literature that is most directly relevant to the question of the relationship 

between privacy and transparency in digital records.  
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2.4.2 Warren and Brandeis, Prosser and Posner8 

Understanding the development of the legal scholarship on privacy in the United States 

and, to a degree, Canada, is impossible without some understanding of the evolution of the 

privacy torts from Warren and Brandeis to Prosser, and their later criticism by Posner. Warren 

and Brandeis, in the article formulating their famous “right to be left alone,” argued for the 

expansion of the law of tort, which provides redress for wrongs that one natural or legal person 

commits against another person’s self, property, or reputation, to include a cause of action for 

the dissemination of private information that harms another person’s reputation or business 

interests. This article had an immediate and strong reception; it continues to be central to 

privacy law in the United States. Neil Richards argues that the article, with Brandeis’ dissent 

in Olmstead v United States, forms “the foundation of American privacy law” (2013, 1295).  

The next major figure in American privacy law is William Prosser, whose famous torts 

treatise, Handbook of the Law of Torts (1941)  and law review article, “Privacy” (1960) argued 

that Warren and Brandeis’ privacy tour actually “comprises four distinct kind of invasion of 

four different interests of the plaintiff […] 1. Intrusion upon the plaintiff’s seclusion or solitude, 

or into his private affairs; 2. Public disclosure of embarrassing private facts about the plaintiff; 

3. Publicity which places the plaintiff in a false light in the public eye; 4. Appropriation, for 

the defendant’s advantage, of the plaintiff’s name or likeness” (1960, 389). Prosser, who served 

as chief reporter for the Second Restatement of Torts, then incorporated his privacy torts into 

the Restatement. Prosser’s privacy torts became majority doctrine, largely setting the terms by 

 

8 Discussed in greater detail infra, Section 4.2.2.1.1 “Tort Law” 
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which privacy is considered in American law (and Canadian law, given that the Ontario courts 

have adopted the tort of intrusion upon seclusion, Jones v Tsige (2012),108 O.R. 241 (CA).  

Finally, Richard Posner, in his law review article, “The Right to Privacy,” presented an 

instrumentalist view of privacy, based on an economic analysis of the value of information 

privacy in the market. Posner’s argument (which has been taken up again with regards to 

personal data) is that, given “[t]hat disclosure of personal information is resisted by, i.e., is 

costly to, the person to whom the information pertains yet is valuable to others may seem to 

argue for giving people property rights in information about themselves and letting them sell 

those rights freely” (1978, 397). Posner emphasizes that privacy is largely meant to conceal 

and deceive: “To the extent that people conceal personal information to mislead, the economic 

case for according legal protection to such information is no better than that for permitting 

fraud in the sale of goods” (1978, 401). Posner has continued to be one of privacy’s strongest 

critics, and his critiques have played a central role in the American and Canadian conception 

of privacy.  

 

2.4.3 Privacy Law and Digitization 

Solove posed a “thought exercise” back in 2002: 

Imagine that the government had the power to compel individuals to reveal a vast 

amount of personal information about themselves […] Then imagine that the 

government routinely poured this information into the public domain – by posting it on 

the Internet where it could be accessed from all over the world, by giving it away to 

any individual or company that asked for it […] Also imagine that in many cases, the 
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[data subject] might not be able to explain any concerns raised by this information or 

even know that such information was used. (1138) 

 

Of course, this “thought exercise” was anything but; the nightmare of “Access and 

Aggregation” that Solove invited his readers to picture was – and is - reality. Although the 

proliferation of ICTs has increased the urgency of the problem, the struggle to find the balance 

of privacy and transparency is neither a new nor a technology-bound challenge for archivists. 

Margaret Hedstrom noted in 1981 that, “many discussions of the threat of computers to 

personal privacy fail to recognize that the threat is not inherent in computer technology. Rather, 

it stems from the misuse of the technology and from inadequate or unenforceable restraints on 

records linkage, centralization of information, and dossier building” (8). However, while 

managing privacy was a challenge for analog archives as well, much of the privacy work was 

done implicitly through obscurity: “records were only available locally. Finding information 

about a person often involved a treasure hunt around the country to a series of local offices to 

dig up records” (Solove, 2002). Blanket restrictions on access to records with personal 

information for a particular period of time were typically sufficient to protect privacy while 

still permitting the preservation of records in a manner that provided for their continuing 

trustworthiness.  

Digitization, however, has eviscerated the protections provided by obscurity; 

Gadzheva, reflecting on Ambient Intelligence, wrote in 2008 that “in the future much more 

data will be gathered, analyzed, linked, and used, leading to a situation where sensitive personal 

information is diffused in an uncontrollable way throughout society” (60). The future came 

quickly. The problem of access, aggregation, and dossier-building is particularly acute in the 
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case of public records, which are required to be accessible and transparent. Public records have 

traditionally been accessible under the assumption that “sunlight is […] the best disinfectant” 

(Brandeis 2009, 92). However, the advent of sophisticated data mining techniques, the 

monetization of personal data, and the increasing accessibility of public records through 

digitization means have led to uses that Brandeis, originally writing in 1913, could scarcely 

have imagined:   

Public records […] are often a principal source of information for businesses in the 

construction of their databases. Marketers stock their databases with public record 

information, and the uses to which these databases are put are manifold and potentially 

limitless. The personal information in public records is often supplied involuntarily and 

typically for a purpose linked to the reason why particular records are kept. The 

problem is that, often without the individual’s knowledge or consent, the information 

is then used for a host of different purposes by both the government and businesses. 

(Solove 2011, 149) 

 

It seems unlikely that the government will cease digitizing public records in order to 

preserve privacy. Doing so is much like shutting the barn door: the horses have already bolted. 

In the first half of 2019, there were 3,800 publicly disclosed data breaches in which 4.1 billion 

records were exposed; breaches in the “government” category, which included the U.S. Federal 

Emergency Management Agency (FEMA), the city of Palm Bay, Florida’s utility payment 

portal, and the Aurora City School District in Aurora, Ohio (Rafter, 2019; Hlavaty, 2019), 

show the massive amounts of data that’s already been culled, curated, and circulated.  
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2.4.4 Personally Identifiable Information 

Furthermore, unfortunately, the current approach to privacy in North America focuses 

primarily upon personally identifiable information (“PII,” an approach that in Europe is 

labelled “data protection”). In Canada, the Privacy Act’s purpose is to “protect the privacy of 

individuals with respect to personal information about themselves held by a governmental 

institution and that provides individuals with a right of access to that information.” (1985) 

“Personal information” is further defined as “information about an identifiable individual that 

is recorded in any form.” This is similar to other privacy and data protection legislation in both 

Canada and the United States, including provincial freedom of information legislation, such as 

British Columbia’s Freedom of Information and Privacy Protection Act (RSBC 1996, c 165) 

and various sectoral pieces of legislation at the federal and state/provincial level in both 

jurisdictions.9 There are also sector specific forms of PII – the Health Insurance Portability and 

Accountability Act of 1996 (Public Law 104-191, hereinafter, “HIPAA”), the major federal 

health privacy legislation in the United States, that addresses individually identifiable health 

information/protected health information (PHI) 

Although it addresses privacy as a concern of “identifiable individuals,” the data 

protection approach is proving increasingly unworkable. Ohm, in his forceful article on the 

failure of anonymization to protect privacy, condemns personally identifiable information (PII) 

as a game of “whack-a-mole,” due to the increasing ability to identify individuals from 

seemingly innocuous data, such as “movie ratings and search queries” (2010, 1742).  While 

Ohm’s proclamation that PII is over is, at best, premature - Schwartz and Solove (2011, 1817) 

 

9 Unlike Canada, which has omnibus coverage, the United States has only sectoral privacy legislation. 



44 

 

argue for “PII 2.0,” and most data protection law still relies upon the PII approach – he correctly 

identified the increasing difficulty of distinguishing “identifiable” from “non-identifiable” 

personal information as data analytics and digitization improve. 

2.4.5 Privacy Self-Management 

Solove explains the current, informed consent-based approach, which is termed 

“privacy self-management,” thus: “the law provides people with a set of rights to enable them 

to make decisions about how to manage their data. These rights consist primarily of rights to 

notice, access, and consent regarding the collection, use, and disclosure of personal data. The 

goal of this bundle of rights is to provide people with control over their personal data, and 

through this control people can decide for themselves how to weigh the costs and benefits of 

the disclosure of their information" (2013, 1880). Ultimately, it is through consent – either its 

giving or withholding – that the individual exercises his/her/their liberty, after presumably 

weighing the costs and benefits of doing so. Consent, of course, is meaningless in a case where 

the individual does not understand what he/she/they are consenting to; this is why, for example, 

the law prohibits children from consenting to sexual activity. We assume that children cannot, 

and therefore do not, understand the import of such a consent, and any such consent is thus per 

se invalid.  Even in the case of legally competent adults, however, the model of consent is built 

on a number of assumptions, including that “‘information is easily discernable and legible 

[and] that audiences are competent, involved, and able to comprehend’ the information made 

visible” (Ananny and Crawford, 2016, 3, citing Christiensen and Cheney, 2015, 74). However, 

a growing body of literature indicates that these assumptions may well be false. Indeed, Obar 

goes so far as to call privacy self-management itself a fallacy: “the fallacy of data privacy self-

management, or the misconception that digital citizens can be self-governing in a digital 
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universe defined by Big Data is perpetuated by governments the world over, refusing to move 

beyond flawed notice and choice policy” (2015, 2).  

The first assumption of privacy self-management – that information regarding privacy 

decisions is “easily discernable and legible,” or transparent – fails at several levels. As 

discussed in the Problem Statement, supra, Nissenbaum characterizes the notice-and-choice 

regime as being plagued by a “transparency paradox,” wherein a notice that gives enough 

information for an individual to make a truly informed choice likely gives too much 

information for most people to either spend the time reading or to understand at all (2011, 36). 

Even if adequately transparent, accessible notices could be constructed for websites; however, 

the changing technoscape means that personal data are being collected in ways for which 

adequate notice is likely impossible. Individuals no longer need to actively participate (such as 

by signing on to a website) for their data to be collected; it can be collected ambiently, without 

any obvious juncture at which the data subject may consent (or withhold his or her consent). 

Furthermore, “the [data controller] controls future uses of the data. All future uses are unlikely 

to be known at the time of disclosure and may be subject to change” (Bruneing and Culnan, 

2016, 560). As Solove explains, when an individual discloses Fact 1 at one point in time, and 

Fact 2 at another point in time, they often have no ability to predict that such disclosures will 

later be combined to expose Fact 3 (2013, 1887). The data subject is consenting with little 

ability to predict the net results of that consent.  Although Fenster is concerned with 

transparency as a political construct, his critique of legal transparency mechanisms – that “the 

state’s complexity and sprawl, along with bureaucratic practice, make law an imperfect tool 

for revelation” (2015, 161) – seems equally applicable to the private sector.  
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The assumption that “individuals are competent, involved, and able to comprehend” 

(Ananny and Crawford, 2016, 3, citing Christiensen and Cheney, 2015, 74) is also flawed. 

Most individuals are competent10 to make decisions about their information privacy; they 

possess “[t]he mental ability to understand problems and make decisions” (Garner, 2004, 228). 

Even competent adults, however, are subject to the “cognitive problems [which] plague 

privacy self-management” (Solove, 2017, 1883). Lowenstein, Sunstein, and Golman, 

examining the impact of required information disclosure, found that factors such as “limited 

attention, motivated attention, and biased assessments of probability on the part of information 

recipients can significantly diminish, or even reverse, the intended effects of disclosure 

requirements” (2014, 391). The assumption that individuals are involved in privacy self-

management is equally flawed; if people were actually reading their privacy notices, it would 

cost $781 billion in lost productivity per year (McDonald and Cranor, 2008). Finally, the 

comprehension assumption points directly back to Nissenbaum’s transparency paradox. 

Fenster, in his critique of transparency as both a practical and theoretical concept, refers to “a 

unitary, competent modern public capable of engaging intelligently with the modern state” as 

“the imaginary public” (2015, 159).  

Fung, Graham, and Weil, writing about the American case, note how contingent the 

implementation of transparency laws is upon the intentions and attitude of the individuals and 

institutions actually implementing those laws: Presidential leadership remained critical in 

establishing a climate of openness or secrecy […] unilateral executive actions, typically 

 

10 “Competence” is a term of art in law; a breadth of both statutory and case law addresses determination of 
competence of individuals in a diversity of legal matters, such as competence to contract and competence to 
stand trial. For the purposes of this discussion, “competence” is used in the diplomatic sense of an individual 
having the authority and capacity to make decisions regarding his/her/their privacy.  
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adopted without public debate, demonstrated once again how much discretion officials had to 

foster or restrict public access to information (2007, 26 - 7). Indeed, the authors note that “the 

Justice Department began work on a policy […] supporting agency actions to keep any 

information secret when there was a ‘sound legal basis’ for withholding it” (Fung, Graham, 

and Weil, 2007, 27). Privacy is one such basis, however, to withhold information – even 

information critical to protect the rights or interests of the public. “Privacy” in such cases is 

merely a pretense for withholding information.  

 

2.4.6 Transparency Beyond the Archives 

With transparency, as with privacy, we begin with Supreme Court Justice Louis 

Brandeis11, who wrote in 1913 Harper’s Weekly article, “What Publicity Can Do,” that 

“sunlight is said to be the best of disinfectants.” Brandeis carried the privacy-transparency dyad 

through his career; as a practicing attorney, he advocated disclosure, open meetings, and the 

role of the press in disseminating information (such as the city payroll) to engage the public to 

fight corruption in cases ranging from liquor lobbyists bribing legislators to an attempted 

monopoly takeover of the subway (Berger, 2009). Indeed, Brandeis wrote of his plan (though 

he never carried it out) to prepare a companion piece to “The Right to Privacy” entitled “The 

Duty of Publicity,” which in some ways seems to anticipate what we now know as the duty to 

document12.  As the Office of the Information and Privacy Commissioner of British Columbia 

 

11 Native of Kentucky! 
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explains, “Access to information rights depend on public agencies documenting their key 

activities and decisions […] A duty to document address these concerns by establishing a 

positive duty for public servants and officials to create a full, accurate and complete record of 

important business activities” (2016, 1).  

Brandeis’ paradigm for bringing sunlight into government largely aligns with the legal 

apparatus that forms the foundation of transparency in the modern administrative state: public 

record laws, open meeting laws, and open record/freedom of information laws (known in the 

U.S., from Brandeis’ saying, as sunshine laws). Garsten and Lindh de Montoya go so far as to 

say that transparency is a “panacea for the ills that a concentration of power can imply” (2008, 

1).  

However, much like privacy and Justice Potter’s pornography in Jacobellis v Ohio, the 

general understanding of transparency seems to be “I know it when I see it.” “Transparency 

appears as a term of art in the scholarly literature of many fields — corruption, disarmament 

and arms control, economic development, environmental protection, financial markets, 

governance, international organizations, political economy, regulation, and trade” (Mock, 

1999, 1078, internal citations omitted). The definitions of that term of art run the gamut. “A 

simple definition of transparency is: “provid[ing] information for citizens about what their 

Government is doing” (Evans, Franks, and Chen, 2018, 39, citing Mergel, 2013, p. 330). 

However, many accounts of transparency go far beyond Mergel’s simple one. Bahramirad, 

reviewing the literature relating to transparency to accountability, argues that the literature 

advances either a direct relationship between transparency and accountability (Bertot, Jaeger, 

& Grimes, 2012; Fox, 2007; Koppell, 2005; Lourenço, e Sá, Jorge, & Pattaro, 2013; Meijer, 

2014; Meijer & Schillemans, 2009; Schillesmans, 2011) or an inverse relationship wherein 
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“transparency reduces the need for accountability to a vertical forum because actors can be 

held to account through transparency of the ‘public eyes.’ (Bahramirad, 2018, 17; citing 

Mabillard & Zumofen, 2017; Meijer, 2014). Mock defines transparency as “a measure of the 

degree to which the existence, content, or meaning of a law, regulation, action, process, or 

condition is ascertainable or understandable by a party with reason to be interested in that law, 

regulation, action, process, or condition” (1999, 1082).  

Mock identifies a set of elements that help provide an analytical framework for 

transparency and unite these disparate threads: 

1. “[t]ransparency arises in the context of governmental and organizational action”;  

2. “transparency […] involves the availability of information”;  

3. There is an “audience for or recipient of the information provided or made available”;  

4. “The fourth element of ‘transparency’ involves fundamental accuracy and clarity. This 

may take the form of concern over the presentation of data. It may be expressed in 

broad requirements that information be, for example, […] readily understandable” 

(1999, 1079 – 1080, internal citations omitted).  

Bernstein, a management scholar with a focus on transparency (2012, 2014, 2017), 

including transparency’s relationship to privacy (2017), describes the state of the transparency 

and privacy literatures in relation to management literature:  

To date, the transparency and privacy literatures have talked past each other. MIT 

sociologist Gary Marx observed that “the field is diffuse, scholars lack agreement on 

many important issues and knowledge is not very cumulative” (Marx, 2012: xxvii), 

leading him to identify the research as “multi-disciplinary” rather than interdisciplinary 

(2012: xxvii). […] Thus, the problem is not that transparency and privacy are 
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undertheorized. The theoretical groundings for those literatures are deep and well 

explored, ranging from Goffman's (1959) backstage/frontstage to Foucault’s (1977) 

Panopticon. Rather, these two bodies of knowledge have not been rendered actionable 

for management scholarship and have not been sufficiently linked within it. 

Management academia has thus mirrored management practice, in which transparency 

is the purview of executives and IT while privacy is relegated to the legal and HR 

departments. This silo-ization continues despite the fact that, in real working life, 

transparency and privacy are clearly related, each commonly experienced as a 

compromise or even violation of the other. 

The silo-ization that Bernstein identifies is not exclusive to management; records and 

archives management have a role in both privacy and transparency, but the literature has yet 

to be rendered actionable. He shows how the literature has evolved from “observation” to 

“transparency” in the management realm, bringing ever more disciplines into its sweep: 
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Figure 8: Bernstein (2017): Evolution of Observation into "Transparency" in Management 

 

The literature examining specific aspects of the transparency architecture reveals that 

further steps must be taken to ensure that those mechanisms, in and of themselves, remain 

transparent (similar to Shepherd et al.’s findings, supra, with regards to open government data 

initiatives). The table below, from Piotrowski and Berry, provides policy recommendations for 

open meetings to actually function as effective transparency mechanisms:  
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Figure 9: Piotrowski and Borry 2010: Eight Components of Open Meetings and Policy Recommendations 

2.5 Privacy and Transparency in Computer Science 

Computer science has a tremendous amount of literature on privacy, including both 

theoretical and empirical work. This section reviews some of the major approaches to privacy 

in the computer science literature, including data analytics, big data, and privacy; differential 
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privacy and k-anonymity; encryption and cryptography; federated machine learning and 

synthetic data; and technology, values, and privacy.  

2.5.1 Data Analytics, Big Data, and Privacy 

As noted in Section 2.4.3, supra, digitization has led to increased privacy problems 

because records and data that were previously protected by privacy through obscurity are now 

cheaply, easily, and quickly accessible. Access and aggregation (Solove, 2002) have led to a 

world in which “information that was once private through obscurity now becomes 

technologically accessible. Information that was once merely accessible now becomes 

transparent and receives wide publicity” (Reidenburg, 2014, 143). Additionally, a third “A” 

has been added to Solove’s “access and aggregation” (2002): analytics. The pool of auxiliary 

information increases ceaselessly, as does the accessibility of that information and our ability 

to mine it to de-anonymize the anonymous. Digitization allows private actors to turn public 

records into dossiers of intelligence records and makes private spaces public. 

 These ever-growing dossiers have given rise to “Big Data” and data analytics that are 

breathtaking in scope. “The general practice of amassing and saving all kinds of data is called 

“big data,” and the science and engineering of extracting useful information from it is called 

‘data mining’” (Schneier, 2015, 39). Big data, specifically, is “a term applied to data sets whose 

size or type is beyond the ability of traditional relational databases to capture, manage and 

process the data with low latency” (IBM, 2020).  

The impact of big data is commonly described in terms of three “Vs”: volume, variety, 

and velocity. More data makes analysis more powerful and more granular. Variety adds 

to this power and enables new and unanticipated inferences and predictions. And 

velocity facilitates analysis as well as sharing in real time (Kerry, 2020).  
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The increasing availability of big data sets, as well as the computing power and techniques to 

gain insights from those data sets has supported the development of “big data analytics,” “the 

use of advanced analytic techniques against very large, diverse data sets that include structured, 

semi-structured, and unstructured data, from different sources and in different sizes from 

terabytes to zettabytes” (IBM, 2020). The insights from big data analytics have been employed 

in everything from health care (Dey et al., 2019) to agriculture (Pattnaik, et al., 2020), to 

refugee scenarios (Salah et al., 2019). Big data analytics are also increasingly used to profile – 

arguably, surveil – people in their roles as citizens (state actors) and consumers (non-state 

actors).  

Non-state actors – companies like Google’s mother company, Alphabet, as well as 

Facebook and Amazon – are collecting, using and selling the data we leave behind 

while surfing the internet. Aggregating and mining this data – that is, big data analytics 

– can then be used to produce nuanced profiles of users, thereby making it easier to 

predict and influence their behaviour (Steiger, 2019, 73).  

Big data analytics, however, can be deeply problematic from a privacy perspective. 

Simply because a pattern exists in the data does not make that pattern meaningful; “to discover 

an a posteriori pattern in data is just that – a pattern” (Cheney-Lipold, 2017, 58, emphasis 

added). As every law student is told repeatedly, “Correlation does not equal causation.” Indeed, 

economist Gary Smith describes it as nothing less than “Big Data Hubris” for one “to think 

that data-mined correlations must be meaningful” (2019, capitalization in original). Big data 

analytics can, in fact, come to resemble nothing so much as a dragnet. Consider the example 

of “geofence warrants” or “reverse location search warrants,” wherein law enforcement 

requests all of the relevant device data – initially anonymized – from a commercial entity such 
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as Google from a specific geographic area and a set time period (Underwood, 2019, 20). 

Searching the data for patterns, law enforcement can then request that Google identify the 

owners of devices whose patterns are of interest (Ibid). Beyond the fact that the pattern may 

be nothing more than correlation – consider the example of a man who became a robbery 

suspect for riding his bicycle within his neighbourhood (Schuppe, 2020) – even the notoriously 

data hungry Google described as “a significant incursion on privacy” (Ibid). Such warrants 

give law enforcement access to the data of literally every person who happens to walk by the 

location in question with a device, subjecting large numbers of innocent passerby to scrutiny 

of their data. Particularly when the location where the crime is commissioned is sensitive – a 

house of worship or an abortion clinic, for example – such analytics raise serious privacy 

concerns. 

The justification of geofence warrants on the ground that the data is initially 

anonymized by Google raises the larger issue of the “arms race between re-identification and 

de-identification” (Bellovin, Dutta and Reitinger, 2019, 50). As discussed at length infra, 

seemingly anonymized information might well become re-identifiable in the future, as new 

auxiliary information becomes available or as new analytic techniques can be applied to the 

data. It was noted supra that personally identifiable information (PII) is a problematic 

approach, because of both the need to precisely identify those categories of information that 

must be obscured as PII, and also because the information by which data can be tied to a 

particular individual continues to expand. “[D]e-identification requires precise definitions of 

‘unique identifiers,’ […and it also] suffers from an aging problem” (Bellovin, Dutta, and 

Reitinger, 2019, 17). In short, as Bellovin, Dutta, and Reitinger, explain, “In actuality, 
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identifying individuals using seemingly non-unique identifiers is far easier than a data sanitizer 

might hope” (2019, 15).  

Furthermore, there is a balance to be struck between privacy, data utility, and 

innovation. With regard to privacy and data utility, Bellovin, Dutta, and Reitinger provide the 

example of a heavily redacted record returned in response to a freedom of information request 

– by redacting all personally identifiable information (de-identifying the record), the 

respondent protects privacy. (2019, 19). But if the record is too heavily redacted, it loses all 

utility. The challenge from the perspective of many in computer science, then, is to find a way 

beyond the “negative-sum game [of] less data for more privacy” (Bellovin, Dutta, and 

Reitinger, 2019, 22), and to find a way to preserve privacy and utility. Furthermore, large data 

sets are required for innovation; machine learning and artificial intelligence rely on large 

training data sets to train algorithms. This poses a problem when trying to train algorithms in 

sensitive areas such as health, as there is a risk of leaking private information in the process, 

yet not training these algorithms risks slowing or halting important discoveries. A number of 

approaches have been developed to try to make data useful and accessible while still protecting 

privacy, however, each approach has its own vulnerabilities as well as its strengths.  

2.5.2 Differential Privacy and k-anonymity 

In “Differential Privacy,” Dwork argues that semantic security, wherein “access to a 

statistical database should not enable one to learn anything about an individual that could not 

be learned without access” (2006, 2) is impossible. “The obstacle is in auxiliary information, 

that is, information available to the adversary other than from access to the statistical database” 

(Dwork, 2006, 2), which, when combined with the information in the statistical database, yields 

the information the adversary seeks. Dwork then proposes “differential privacy,” an approach 



57 

 

wherein “the risk to one’s privacy, or in general, any type of risk, such as the risk of being 

denied automobile insurance, should not substantially increase as a result of participating in a 

statistical database”13 (2006, 2). Differential privacy has become an important privacy 

mechanism, addressing “the paradox of learning nothing about an individual while learning 

useful information about a population” (Dwork and Roth, 2014, 5). Abadi et al., for example, 

show that differential privacy provides a useful framework for privacy for deep neural network 

training (2016). However, differential privacy does not provide perfect privacy; there is a given 

amount of information leakage that is accounted for through a “privacy budget” (Dwork and 

Roth, 2014). Setting the privacy budget correctly is critical, and sometimes impossible. 

Frederickson et al. found that there was no privacy budget that could be set to “simultaneously 

improve genomic privacy while retaining desirable clinical efficacy” (2014, 17). In the 

pharmacogenetic context of Frederickson et al.’s study, “for privacy budgets effective at 

preventing attacks, patients would be exposed to increased risk of stroke, bleeding events, and 

mortality” (Ibid, emphasis in original).  

Another computer science privacy technique is k-anonymity, introduced by Samarati 

and Sweeney to address “the problem of releasing person-specific data while, at the same time, 

safeguarding the anonymity of the individuals to whom the data refer” (1998, 1).  

k-anonymity maintains privacy by guaranteeing that for every record in a database 

there are some number "k' of indistinguishable copies. Stated otherwise, no single row 

 

13 Hilton defines differential privacy thus: A randomized function κ gives ∈-differential privacy if for all data sets D1 and 
D2 differing on at most one element, and all S ≤ Range( κ ), Pr[κ(D1) ∈ S ] ≤ exp() × Pr[κ(D2) ∈ S] ∈ is the statistical 
distance we use to define the strength of the privacy. A mechanism κ satisfying this definition addresses concerns that any 
participant might have about the leakage of her personal information x: even if the participant removed her data from the 
data set, no outputs (and thus consequences of outputs) would become significantly more or less likely. For example, the 
presence or absence of an individual in a database should not significantly affect their chance of receiving insurance 
coverage (2012, 1 -2).  
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in the table is unique because it cannot be distinguished from at least k others. The 

fundamental guiding principle of k-anonymity is that it tries to map at least k entities 

to what is considered identifying information in a database (Bellovin, Dutta, and 

Reitinger, 2019, 18, emphasis in original). 

Machanavajjhala et al., however, have shown that, when using k-anonymity, “an attacker can 

discover the values of sensitive attributes when there is little diversity in those sensitive 

attributes [homogeneity attack]. Second, attackers often have background knowledge, and we 

show that k-anonymity does not guarantee privacy against attackers using background 

knowledge” (2007, 1).  

2.5.3 Encryption and Cryptography 

 One of the most important tools in the privacy/security toolbox is encryption. As 

Schneier explains, “I just described Internet security as an arms race, with the attacker having 

an advantage over the defender […] Encryption, and cryptography in general, is the one 

exception to this” (2015, 168). 

Cryptography is a method of storing and transmitting data in a form that only those it 

is intended for can read and process […] cryptography is an effective way of protecting 

sensitive information as it is stored on media or transmitted through untrusted network 

communications paths (Harris and Maymi, 2016, 335).  

Encryption is the process by which a message – the plaintext – is transformed into an illegible, 

seemingly random form – the ciphertext. Making the ciphertext legible – decrypting the 

message to read the plaintext – requires access to the encryption key (Harris and Maymi, 2016, 

340). “Cryptosystems can provide the following services: confidentiality […], integrity […], 

authentication […], authorization […and] nonrepudiation” (Harris and Maymi, 2016, 344). 
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The necessary components for encryption and decryption taken as a whole are called a 

“cryptosystem”; “[t]he strength of an encryption method comes from the algorithm, the secrecy 

of the key, the length  of the key, the initialization vectors, and how they all work together 

within the cryptosystem” (Harris and Maymi, 2016, 343). An incredibly strong encryption 

algorithm will be defeated if the user is careless with their key. 

 A number of different encryption algorithms exist. They’re often divided into 

symmetric and asymmetric (or public key) algorithms. A symmetric algorithm uses a single, 

shared secret key, whereas an asymmetric algorithm uses “public and private keys that are 

related to each other mathematically” (Harris and Maymi, 2016, 366). It’s perhaps easiest to 

think of the public key as an address; anyone can look up my address and send mail to my 

house. The private key, on the other hand, opens the front door so I can read the mail that’s 

been put through the slot; only I have the private key to my house and can read my mail. Public 

key infrastructure (PKI) uses public key cryptography with a number of other parts, such as 

certificate authorities (CAs), registration authorities, certificates, keys, and users to “enable a 

wide range of dispersed people to communicate in a secure and predictable fashion […] PKI 

establishes a level of trust within an environment” (Harris and Maymi, 2016, 399). PKI is 

foundational to blockchain technologies, discussed infra.  

 Cryptography research is extremely active, developing and refining new techniques. 

For example, secure multi-party computation (SMPC) has been an active area of ongoing 

research for over twenty years. “Secure multi-party computation is an area of cryptography 

which deals with two or more parties computing a function on their private inputs. They wish 

to do so in a way that means that their private inputs still remain private” (Smart, 2016, 439). 

As Zhao et al. explain, the current technological moment, when data collection is increasingly 
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distributed and decentralized, has brought SMPC back to the forefront, as “the development of 

privacy-preserving data processing methods in multi-party setting [sic] has become an urgent 

task” (2019, 358). SMPC “encompasses a range of cryptographic techniques that facilitate joint 

computation over secret data distributed between multiple parties […] The goal of SMPC is 

that each party is only allowed to learn its own result of the computation, and no intermediary 

results” (Farokhi, 2020, 180). As can be seen from Figure 10 by Zhao et al., infra, the research 

areas related to SMPC are diverse. Several will be discussed.  

 

Figure 10: Zhao et al., 2019: Research areas related to Secure Multi-Party Computation 

Another potentially privacy-preserving cryptographic approach is homomorphic 

encryption; homomorphic encryption “makes it possible to analyze or manipulate encrypted 

data without revealing the data to anyone” (Marr, 2019). Encryption can be somewhat or fully 
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homomorphic. An “encryption scheme has the (multiplicative) homomorphic property if given 

the encryptions of m1 and m2 we can determine the encryption of m1*m2, without knowing 

m1 or m2” (Smart, 2016, 297); in addition to the multiplicative homomorphic property, an 

encryption scheme may possess the an additive homomorphic property wherein, given the 

encryptions of m1 and m2, we can determine the encryption of m1 + m2, without knowing m1 

or m2. If an encryption scheme has one homomorphic property, it is somewhat homomorphic; 

if it has both, it is fully homomorphic. Homomorphic encryption, by enabling data to be 

analysed without being decrypted, permits the use of potentially private data without having 

to reveal the data itself, enabling uses such as health research without researchers having direct 

access to patient data.   

 

2.5.4 Federated Machine Learning and Synthetic Data 

Balancing privacy and utility in computer science often requires combining 

approaches. Consider privacy-preserving federated learning, also called federated machine 

learning. As Yang et al. explain, federated learning has arisen, in part, to solve the challenge 

of advancing AI when “the traditional machine learning approaches that are based on 

centralized data collection [are] no longer compliant with strict data protection laws” (2019, 

143). Federated learning utilizes secure multiparty computation, k-anonymity/differential 

privacy, and homomorphic encryption together:  

federated learning has emerged, requiring a novel distributed learning framework that 

allows the model training to be performed over geographically-distributed (private) 

datasets. Federated learning allows the data owners to collaboratively train a model 

without sharing its data with others, thus protecting data privacy (Cao et al., 2020, 3). 



62 

 

In other words, federated learning leaves the data on its original device, sending out only 

(encrypted) data summaries and training results to the federated learning server as the 

algorithm trains on the data. While it’s still under development, Cao et al. showed that a 

federated learning approach can greatly improve data privacy: “[t]he proposed framework also 

significantly reduces the amount of data exchanged between the master and training workers 

by up to 34% compared to existing work” (2020, 1).  

Another novel technological approach to data privacy is the use of synthetic data. 

Synthetic data is meant to fill the need for useful training data when anonymization is 

insufficient to protect privacy, for the reasons discussed supra. “Synthetic data is artificially 

generated to replicate the statistical components of real-world data but doesn't contain any 

identifiable information” (Macaulay, 2019).  

Synthetic data may be thought of as "fake" data created from "real" data. The beauty 

of it stems from its grounding in real data and real distributions, which make it almost 

indistinguishable from the original data. Its impetus, in this context, comes from the 

fact that there are many times when, legally, real data cannot be shared, but, practically, 

deidentified data lacks sufficient utility. (Bellovin, Dutta, and Reitinger, 2019, 22).  

Synthetic data has shown positive results, with Patki et al. finding that “scientists can 

be as productive with synthesized data as they can with control data” (2016, 409). However, 

as Bellovin, Dutta and Reitinger point out, synthetic data is not a “silver bullet”; it can still 

leak information and ideally must be combined with other techniques, such as differential 

privacy (2019, 36 – 38). 
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2.5.5 Technologies, Values and Privacy 

It must be noted that the many computer science approaches discussed supra do not exist 

in a vacuum. Information and communications technologies, and especially information and 

communications infrastructures, are sociotechnical systems and often reflect the values 

commitments of their creators and users. Blockchain technologies, for example, were the 

subject of the case study in this resesarch; blockchains arose from cypherpunk/crypto-anarchist 

roots. Crypto-anarchism has a strong commitment not just to privacy, but anonymity. As May 

wrote in his “Crypto Anarchist Manifesto”:  

Computer technology is on the verge of providing the ability for individuals and groups 

to communicate and interact with each other in a totally anonymous manner. Two 

persons may exchange messages, conduct business, and negotiate electronic contracts 

without ever knowing the True Name, or legal identity, of the other. Interactions over 

networks will be untraceable, via extensive re-routing of encrypted packets and tamper-

proof boxes which implement cryptographic protocols with nearly perfect assurance 

against any tampering. Reputations will be of central importance, far more important 

in dealings than even the credit ratings of today. These developments will alter 

completely the nature of government regulation, the ability to tax and control economic 

interactions, the ability to keep information secret, and will even alter the nature of trust 

and reputation. (May, 1988) 

As de Filippi and Wright note, “Blockchains are, in many ways, the ‘tamper-proof boxes’ 

envisioned by May […] They blend together several existing technologies […] to create what 

can be thought of as a highly resilient and tamper-resistant database” (2018, 2).  
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Public, permissionless blockchains – such as the Bitcoin blockchain – are built with an 

emphasis on pseudonymity, allowing people to transact without knowing who is on the other 

end of the transaction. Of course, pseudonymity is not anonymity14; additional techniques are 

employed in conjunction with blockchains to further protect privacy. For example, by looking 

at the public content available about transactions in cryptocurrency blockchains, one can infer 

some private information about the participants in a transaction by tracing the cryptocurrency. 

One solution is the use of a mixer (also known as a tumbler or laundry); “A mixing service, 

first presented by Chaum (1981), allows users to hide who a participant communicates with as 

well as the content of the communication” (Feng et al., 2019, 49).  Another solution is the use 

of a ring siganture, which “enables a user (also a member of a set) to sign a message on behalf 

of the ‘ring’ of members but [with] no way to tell [who was] the real one who signed” (Feng, 

2019, 51). In a ring signature, the signer signs the transaction with his/her/their private key and 

also with the public keys of all of the participants in the ring; the verifier can tell that the 

transaction was signed by a participant in the ring, but cannot tell which participant signed.  

Yet another approach to increasing privacy that has been popular in the blockchain space 

is zero knowledge proofs (ZKPs). “[S]uppose that Alice wants to convince Bob that she knows 

something without Bob finding out exactly what Alice knows. This apparently contradictory 

state of affairs is dealt with using zero-knowledge proofs” (Smart, 2016, 425). Ishai et al. 

explain that “[z]ero-knowledge protocols can be viewed as a special case of secure two-party 

computation, where the function verifies the validity of a witness held by the prover” (2009, 

1122). A special kind of zero knowledge proof, a zk-SNARK, or zero-knowledge succinct non-

 

14 And, as discussed above, anonymity is not always enough to protect one’s privacy.  
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interactive argument of knowledge, are computationally-efficient (“succinct” ) zero-

knowledge proofs in which prover and verified only have to exchange one proof (“non-

interactive”); zk-SNARKS “are considered computationally sound, meaning that a dishonest 

prover has a very low chance of successfully cheating the system  without actually having the 

knowledge (or witness) to support their statement”(Binance Academy, 2020). It should be 

noted, however, that “[t]he field of zero-knowledge proof constructions is continuously 

evolving, introducing optimizations, improvements such as updatable proving and verification 

keys, and new constructions” (Petkus, 2019, 63), so the long-term role of ZKPs and zk-

SNARKs in privacy – both within and beyond blockchains – remains to be seen.  

However, as blockchain technologies have moved beyond the crypto-anarchist space and 

the cryptocurrency applications from which they emerged, their designs and implementations 

have changed to reflect the needs and values of their creators and users in new contexts. The 

blockchain in the case study, for example, is not – indeed, could not be – pseudononymous; it 

is a private, permissioned blockchain in which users’ legal identities must be verified. The trust 

model in a private, permissioned blockchain dealing with health data, as in the case study, is 

very different from that in a public, permissionless blockchain designed for cryptocurrency 

transactions. Managing privacy in various digital systems, while potentially supported by 

technical approaches and solutions, is more than just a technical problem, even within 

computer science. 

 

2.6 The Role of this Study  

As Bernstein argues, privacy and transparency are “interrelated yet conflicting […] 

levers that require balance. The time is ripe to ask how, when, and why they jointly [work]” 
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(2017, 72). There is a wealth of literature examining privacy in the face of changing 

information and communication technologies, most of it anchored to a data perspective. While 

some older works, including the HEW Report and a few studies from within archival science, 

have taken a records-oriented perspective (Duchein, 1983; Clifford Newhall, 1989; MacNeil, 

1992), privacy and transparency remain a challenge to be made actionable for the records and 

archives community. “It might be said that a price to be paid for life in a community is some 

sacrifice of privacy. The proper extent of that sacrifice is conditioned by an ever-shifting debate 

about personal privacy versus 'public interest'” (Sillitoe, 1998, 5). As it stands now, however, 

the price for life in a society mediated by digital technologies is unknown. Reliance on a model 

of privacy self-management based on consent and transparency is based on assumptions that 

don’t stand up to scrutiny.  

   Ultimately, these problems arise due to the conflict between personal privacy for the 

data subjects of the records, and the transparency needs of the broader society that records 

meet. Transparency, as shown earlier, is a multifaceted concept; one scholar found no less than 

three co-existing notions of transparency, including “transparency as a public value embraced 

by society to counter corruption, transparency synonymous with open decision-making by 

governments and non-profits, and transparency as a complex tool of good governance in 

programs, policies, organizations, and nations. In the first metaphor, transparency is subtly 

intertwined with accountability. In the second, as transparency encourages openness, it 

increases concerns for secrecy and privacy. In the third, policymakers create transparency 

alongside accountability, efficiency, and effectiveness” (Ball, 2009, 293). In each of these 

theories, the information to be made opaque or transparent is fundamentally entrenched in 

questions of power and control. As Fenster notes, “secrecy and transparency both require the 
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power to control information – but as [Chelsea, née Bradley] Manning, and the countless 

unauthorized leakers of less information since Daniel Ellsberg’s important mass leak of the 

Pentagon papers make plain, it is a power that modern states have a difficult time achieving 

and using” (2015, 156). For archivists and records managers to appropriately balance those 

many concerns, a richer theoretical understanding of the relationship between privacy, 

transparency, and their role in records and archives management is necessary.  



68 

 

Chapter 3:  Research Design 

3.1 Introduction 

This section introduces the research design. It details the rationale behind the methods chosen, 

the research process, the data sources, the approaches to data analysis, and the limitations of 

the study. The study takes a critical realist worldview using a mix of qualitative methods, 

including doctrinal legal research, critical interpretive synthesis, case study, document 

analysis, and focus group research. The study is situated in two juridical contexts, Canada and 

the United States of America; this arose because the case study, described in greater detail in 

Section 3.5.1.3, infra, relied on three testbeds, two in Canada, and one in the United States.  

 

3.2 Worldview 

“The recent debate in the philosophy of the social sciences has turned on two related 

polarities, that between a 'subjectivist' and an 'objectivist' pole, and that concerning the 

relationship of agency to structure. The first has been haunted by the specter of philosophical 

idealism, the second by that of a world without agents” (Archer et al., 2013, 314). Critical 

realism is a third approach, which acknowledges the postmodernist critique of positivist and 

empirical approaches to social science without accepting pure interpretivism. “Critical realism 

accepts the challenge of ontological difference between physical and social reality […] and it 

dissociates itself completely from the empiricism which was traditionally foundational to 

'scientific sociology'” (Archer et al., 2013, 189). Critical realism accepts both structure 

(collectivist) and agency (individualist) factors as fundamental to effective social science; 

while the perspectives and interpretations of individuals are fundamental, they cannot be 

divorced from the broader social structures in which they emerge: 
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Put simply, while it is true that the social world is constituted by agents and has 

meaning by virtue of this and that, accordingly, we must appeal to the cognitive 

resources of agents if we are to offer adequate descriptions of the social world, it may 

be the case that the understandings that agents have of their social world is incorrect 

(Gellner, 1970; MacIntyre, 1970). Social science needs to do more than give a 

description of the social world as seen by its members (ethnography); it needs also to 

ask whether members have an adequate understanding of their world and, if not, to 

explain, why not (Archer et al., 201e, 193).  

Critical realism views structure and agents as subject to the double-contingency; each creates 

and is created by the other. “[S]ociety is incarnate in the practices and products of its members. 

It doesn't exist apart from the practices of individuals; it is not witnessable; only its activities 

and products are” (Manicas 2015, 319) However, the fact that society is incarnate in the 

practices of its members does not, from the critical realist perspective, justify methodological 

individualism (such as was common to positivistic sociology). Rather, “individuals are persons 

and their acts are situated, not simply in a 'natural' world but in a world constituted by past and 

ongoing human activity, a humanized natural and social world” (Manicas, 2015, 319). In 

critical realism’s “Transformative Model of Social Action” (TMSA), “social structure is a 

necessary condition for, and medium of, intentional agency,” while intentional agency is “in 

turn a necessary condition for the reproduction or transformation of social forms” (Bhaskar, 

2008: 154). 

It is also important to note that in the critical realist approach to social science research, 

social systems are per se open (rather than closed, experimental) systems because they involve 

people: 
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To the realist, the one factor which guarantees that social systems remain open (and 

even forbids thought experiments about closure) is that they are necessarily peopled. 

Since realism insists upon a stratified view of the social, like any other reality, then 

there are properties and powers particular to people which include a reflexivity towards 

and creativity about any social context which they confront. If, per impossible, we 

could shut the door of any social situation against the intervention of extraneous factors 

(thus effecting extrinsic closure) we would only have closed in those whose 

innovativeness enables them to design a new exit or creatively to redesign their 

environment (absence of intrinsic closure). There is, in short, no such thing as an 

enclosed order in society because it is not just the investigators but the inhabitants who 

can engage in thought experiments and put them into practice. (Archer et al., 2013, 

190) 

 

This is a compatible framework for this research for several reasons. Firstly, much of the 

conceptual complexity of the privacy-transparency dyad arises from the co-creative individual 

and structural elements inherent in both. Secondly, critical realism has been applied in law to 

bridge the gap between sociological approaches (socio-legal studies) and critical approaches 

(critical legal theory) to enable an account that addresses both structural (social/historical) and 

ethical dimensions of legal problems (Norrie 2000); a similar accounting is required for this 

research. Thirdly, critical realism embraces a “‘domain agnosticism’ and stratified nature 

[…that is] compatible with a wide array of other theoretical (though not ontological) positions” 

(Vincent and O’Mahoney 2016). Finally, realist synthesis (Pawson 2006, 2012) offers an 

approach that acknowledges both complexity and the practical limits of research, “preferring 
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to pose the question, ‘what works for whom in what circumstances and in what respects?’” 

(Pawson 2013).  

 

3.3 Initial Assumptions 

Privacy and transparency are incredibly contested concepts, both theoretically and 

practically, with some scholars rejecting privacy self-management through notice-and-choice 

(Obar, 2015), and some even going so far as to reject transparency itself (Fenster, 2015). Thus, 

while acknowledging the disputed nature of the dyad at the core of the study, this research took 

as its initial basis the current assumptions that underlie Canadian and American privacy law, 

as well as some assumptions from archival theory, that: 

1. privacy is (or least includes) an individual right to exercise control over access to 

and use of a natural person’s information; 

2. transparency regarding, at a minimum, the data practices of data controllers and 

processors with whom a data subject interacts, is a necessary, if not sufficient, condition 

for individuals to exercise their privacy rights; 

3. transparency also functions as a mechanism for regulating trust in organizations 

(including governments) by providing accountability (or at least an illusion thereof); 

4. records are preserved as evidence of past acts and facts; 

5. the evidence in trustworthy (reliable, authentic, and accurate) records can be used to 

make organizations and governments more transparent by making their past acts and 

facts visible; 

6. transparency, in its accountability function, is likely to conflict with privacy when 

information sources that provide accountability also contain personal information; and, 
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7. as records capture both personal and organizational/state information, they are likely 

to be a particularly contested site of negotiation between privacy and transparency, both 

theoretically and practically.  

 

3.4 Methodology 

“Critical realist research methods are primarily focused on understanding, rather than 

merely describing, social reality. To this end, critical realist research is ecumenical in its 

approach to research, fitting designs and methods to the problem in hand” (Vincent and 

O’Mahoney 2016). To this end, critical realism embraces a number of qualitative and 

quantitative research methods. “The centrality of identifying mechanisms to explain why things 

happen means that critical realists put theory first” (Vincent and O’Mahoney 2016).  In 

particular, critical realism holds that the appropriate methodological choices “depend on the 

nature of the object of study and what one wants to learn about it” (Sayer, 1999, 19).  

 

3.5 Methods 

This section describes each method used in this study. This research, although aimed 

at adding to archival theory, of necessity draws on multiple disciplines. As Iacovino points out 

in her report on a project that was also at the nexus of archival science and law, “complex 

research questions that cross disciplinary boundaries need to draw from a number of research 

paradigms and conceptual understandings, which assist in breaking down the barriers with 

knowledge domains that have to date, had limited contact with archival science” (2004, 267; 

Duranti and Michetti, 2012).  In order to break down such barriers, this research combines not 

just deductive and inductive approaches, but also abstraction and retroduction to understand 
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the related phenomena of privacy and transparency, based in a particular historical moment, 

and arising from multiple viewpoints. The theory generated operates at a relatively high level 

of abstraction, in order to be applicable in a diversity of archival contexts.  

 

 

3.5.1.1 Doctrinal Legal Research 

Although the privacy-transparency dyad extends well beyond the law, its legal 

regulation and context must be understood.  The Pearce Committee in Australia (a common 

law country like Canada and the United States) defined doctrinal legal research as that “which 

provides a systematic exposition of the rules governing a particular legal category, analyses 

the relationship between rules, explains areas of difficulty and […] predicts future 

developments” (Pearce Committee, 1987, cited by Hutchinson and Duncan, 2012, 101). While 

this work is oriented at developing an archival theory, it must nonetheless be informed by a 

strong legal understanding of the “rules […] relationship between rules […] areas of difficulty 

[…] and […] future developments” (Pearce Committee, 1987, cited by Hutchinson and 

Duncan, 2012, 101) regarding privacy and transparency. To undertake this analysis in the 

context of a general systematic review, divorced from the case-based reasoning and doctrinal 

assumptions that underlay the legal paradigm, would not have provided an understanding of 

the specific duties, liabilities, and defenses imposed or provided by the law in the specific 

contexts of the research’s subjects.  Thus, this study began with doctrinal legal research into 

privacy and data protection, freedom of information and right to information, administrative, 

contract, informed consent, and disclosure legislation, regulation, and case law in the United 

States and Canada. These two jurisdictions were chosen because the case study, discussed in 
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greater detail, integrated both Canadian and American sites, and therefore required an 

understanding of the legal requirements and challenges in both jurisdictions.  

 

3.5.1.2 Critical Interpretive Synthesis 

This study also employed a critical interpretive synthesis (Dixon-Woods, Bonas, et al., 

2006; Dixon-Woods, Cavers, et al., 2006; McFerran, et al., 2017) of the archival, 

organizational, and computer science literature to establish the existing framework(s) of 

privacy and transparency for recordkeeping. A critical interpretive synthesis “aims to develop 

new knowledge based on capturing and critiquing the key ideas from existing literature” 

(McDougall, 2015, 525). A critical interpretive synthesis is the appropriate choice for this 

research due to both the nature of the research questions and the study’s focus on iterative, 

interactive theory building. McDougall describes why a critical interpretive synthesis is more 

appropriate to her field, bioethics, than the systematic literature review that is more common 

in other health fields: “In bioethics work, our questions tend to focus on ethical justifiability 

and deal in conceptual analyses and arguments” (2015, 526); a strong, justifiable argument is 

not weighed by one more study in the same way that a more quantitative question, such as the 

efficacy of a particular intervention, would be (McDougall, 205, 527). This study, too, is 

interested in justifiable analyses and arguments; for the purposes of this research, a persuasive 

argument is more meaningful than one that merely appears frequently. Additionally, critical 

interpretive synthesis is an explicitly iterative, theory generating method:  

In addition to its explicit orientation towards theory generation, perhaps what most 

distinguishes CIS from conventional systematic review methods is its rejection of a 

‘stage’ approach to review. Processes of question formulation, searching, selection, 
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data extraction, critique and synthesis are characterised as iterative, interactive, 

dynamic and recursive rather than as fixed procedures to be accomplished in a 

predefined sequence (Dixon-Woods et al., 2006, 9).  

 

 

 
3.5.1.3 Case Study Research 

As part of this research, and under the auspices of the “Records in the Chain”, the aim of 

which was to this author led the production of a case study through participation in two phases 

of a project entitled “User-centric genomics data exchange and aggregation with BlockChain 

technologies” as a means to contribute to knowledge base of case studies to meet the objectives 

of the Records in the Chain Project, which were:  

• to investigate the conditions (including legal requirements, standards, principles, 

techniques, and technologies) needed to ensure the long-term preservation of the 

trustworthiness of records created and/or maintained using blockchain systems. 

• to investigate the suitability of blockchain technology to support 

recordkeeping/archival functions and activities. 

Within Aim 1, the specific research objectives were: 

• to determine what kind of blockchain systems generate and store records; 

• to define the conceptual requirements for guaranteeing the reliability and authenticity 

of records in blockchain systems; 

• to identify and examine in depth the social, management, operational, legal, and 

technical issues surrounding the generation and storage of records using blockchain 
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systems in order to determine the possible effects of blockchain systems on the lives of 

citizens, institutions and governments; 

• to assess the conceptual requirements for guaranteeing the reliability and authenticity 

of records in blockchain systems against different administrative, juridical, cultural and 

disciplinary points of view; 

• to develop guidelines to assist blockchain system developers to integrate requirements 

for guaranteeing the reliability and authenticity of records in their blockchain systems; 

Within Aim 2, the specific research objectives will be: 

• to assess the capabilities of blockchain systems to support recordkeeping/archival 

functions (e.g., registration, records classification, appraisal, legal discovery 

management, retrieval, transfer, and system migration); 

• to develop guidelines, procedures and methods for records professionals on the use of 

blockchain systems in recordkeeping functions; 

• to develop guidelines and methods for blockchain system developers to integrate 

requirements to support recordkeeping/archival functions into blockchain systems. 

1. The project will also have two further general objectives: 

• to refine and further elaborate diplomatic and archival theory and methods, concepts 

and principles on the basis of the results of the above activities; 

• to ensure transfer of the knowledge generated by this research – including actual 

examples and success stories – to appropriate local, national, international stakeholders, 

and Canadian citizens as well as to those involved in blockchain standard making 

initiatives, such as the Canadian mirror committee TC307 working on an International 

Standard on Blockchain Technology and W3C’s Blockchain Community Group, 
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working on web blockchain standards, in which initiatives the Principal Investigator is 

a participating member. 

The project upon which the contributing case study was based, which belongs to the 

Prevention of Organ Failure (PROOF) Centre of Excellence, focused primarily upon “the 

development of a platform that aims to remove siloes in data sharing between health 

researchers, caregivers and patients while giving the latter more control over their personal 

information. Using BlockChain [sic], the peer-to-peer technology behind Bitcoin, the project 

worked toward proving the concept that this technology can be applied to health and genomics 

data and be scalable for the future. Ultimately, the project [sought] to prove that decentralizing 

data storage and applying peer-to-peer technology can remove siloes and allow for integrating 

diverse multidimensional data where data analyses can be performed to generate useful 

knowledge bases that could spark new discoveries in personalized medicine.” (Genome British 

Columbia, 2016).  My participation in this research aimed at theory-building, allowing for an 

exploration of the first two sub-questions of the research questions: What is the role of 

transparency in privacy rights and privacy protection strategies?, and How do new digital 

technologies impact records privacy and the role of transparency?  

This case study was useful for answering the first sub-question15 in that it allowed direct 

engagement with the privacy design of a system for extraordinarily sensitive (medical 

research) data. Given the case’s focus on “giving [patients] more control over their personal 

information,” and the assumptions of control and transparency that such an approach relies 

 

15  What is the role of transparency in privacy rights and privacy protection strategies, such as purpose limitation 
and privacy self-management? 
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upon, it was a particularly appropriate case for this research question. This case study’s use of 

blockchain, a fairly novel digital technology, also helped understand the question of privacy 

and technology16.  

The early stages of the doctrinal legal research and the critical interpretive synthesis 

helped establish the a priori constructs for the case study17. Eisenhardt, in her groundbreaking 

article on generating theory from case studies, advocates for the use of a priori constructs:  

A priori specification of constructs can also help to shape the initial design of theory 

building research. Although this type of specification is not common in theory-building 

studies to date, it is valuable because it permits researchers to measure constructs more 

accurately. If these constructs prove important as the study progresses, then researchers 

have a firmer empirical grounding for the emergent theory. (1989, 536).  

The case study phase of the research was grounded in a qualitative, exploratory, 

participant-observer case study of a single, holistic, revelatory case. This method is appropriate 

for the question at hand because it seeks to understand an issue that, at the mesolevel, is still 

fairly novel in the field, grounded within a particular context. “The fundamental goal of case 

study research is to conduct an in-depth analysis of an issue, within its context with a view to 

understand the issue from the perspective of participants” (Harrison, 2017). “Case studies are 

the preferred research strategy when the phenomenon cannot be divorced from its context, the 

focus is on contemporary events, and the experience of the actors is important. The case study 

 

16 How do new digital technologies – such as blockchain, machine learning, and big data analytics – influence the 
relationship between  records privacy and the role of transparency? 
 
17 Case study, herein, is a method, and not a methodology, although the work on the case study as a qualitative 
methodology by scholars such as Yin (2014) and Merriam (2009) obviously impacts how it is implemented as a 
method. 
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is the most common qualitative method used in information systems research (Myers, 2003), 

and is “particularly suited to the study of information systems in organisations” (Iacono, 

Brown, and Holtham, 2009, 40).  

The case study followed Eisenhardt’s (1989) overarching process for building theory 

from case studies. Moser, et al., created the following visual representation of Eisenhardt’s 

research framework (2011, 106): 

 

Figure 11: Eisenhardt's Research Framework (Moser et al., 2011, 106) 

 

This is an appropriate method for the phenomena under study in large part because a “[t]heory-

building research is [best] begun as close as possible to the ideal of no theory under 

consideration and no hypotheses to test” (Eisenhardt, 1989, 536). While there are a number of 

theories of privacy that have been asserted, such as Nissenbaum’s contextual privacy 
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(Nissenbaum, 2010); Westin’s theory of privacy (Westin, 1967); Altman’s theory of privacy 

(Altman, 1975); and communication privacy management theory (CPM) (Petronio, 1991), 

there was and is no accepted, definitive theory. While there is a growing body of literature 

about transparency, it, too, is strongly contested, to the point where Fenster asserts that “both 

transparency and secrecy, transparency’s opposite, are implausible in their normative goals 

and as theoretical constructs” (2015, 152, emphasis in original). While there is literature on the 

relationship between the two (see, e.g., Adjerid, Acquisti, Brandimarte, and Loewenstein, 

2013; Bruening and Culnan, 2016; Cohen, 2008; Zarsky, 2004), there simply is no theory of 

the relationship between transparency and privacy in archival science. However, this does not 

imply that the research was conducted without a theoretical framework. As Yin points out, 

inexperienced case study researchers – such as this researcher – will struggle to produce 

convincing results from a case study unhinged from any theoretical perspective (although such 

a design can “break the mold” in the hands of an experienced researcher) (2014, 6). Thus, the 

case study was anchored in the macro-level theoretical perspective of normative archival 

theory, taking as its a priori constructs such archival concepts as “record,” “record lifecycle,” 

and “custody.”  

 

 

 

3.5.1.4 Document Analysis and Focus Group Interview 

The document analysis consisted of an analysis of the privacy policies (construed 

broadly to include consent forms, publicly available donor agreements, and other documents 

reflecting institutional policy regarding privacy and transparency) from a purposive sample of 
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Canadian and American archival institutions (institutions listed in Table 3); the archival 

institutions in the sample were chosen to reflect a diversity of institution sizes, budgets, and 

missions. Document analysis is particularly useful “as a way to verify findings or corroborate 

evidence from other sources” (Bowen, 2009, 30). In this case, the document analysis served as 

what Silva and Sorrell refer to as “testing to verify […] theory through critical reasoning,” 

which “highlights strengths and imposes problems inherent in a line of reasoning […helping] 

to clarify ambiguities [and] fill gaps” (1992, 17). While a document analysis cannot provide 

full insight into the role of transparency and privacy in archival work, it can provide insight 

into how archival institutions see these constructs at the level of policy, and how institutions 

try to implement that understanding. The documents were analyzed using framework analysis 

(see infra) in order to generate findings useful for triangulating the findings of the theory-

generating methods.  

The documents analysis was complemented by an experiential focus group interview 

with archivists.  As stated by Fern, “[e]xperiential focus groups are used in two ways for theory 

applications – triangulation and confirmation […]. By theory confirmation, I mean comparing 

the information gathered from focus groups with the researchers’ prior beliefs” (2001, 8). In 

this case, the focus group was used for “theory confirmation” in a very qualitative sense. It was 

not expected to produce statistical proof of the theory, but rather, evidence for or against the 

coherence of the theory with how archivists understand the intersection of their work with 

privacy and transparency. The basis for the use of a focus group as theory confirmation comes 

from Calder (1977), who in his philosophy of science directly related the “world of everyday 

knowledge and experience” to “scientific concepts and terms.” Comparison of the latter with 

the former is one means of confirming the coherence of scientific concepts and terms. 
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Figure 12: "Overview of a Philosophy of Science Perspective" Calder, 1977. 

At the heart of the experiential focus group is what Calder (citing Schutz) terms 

intersubjectivity: “the common-sense conceptions and ordinary explanations shared by a set of 

social actors” (1977, 358).   Because the focus group for this research was experiential, “[the 

group was] homogeneous with respect to the relevant characteristics of the population of 

interest” (Fern, 2001, 7). In this case, the relevant characteristics are professional: the focus 

group was a purposive sample of archivists working directly in privacy and transparency, 

recruited through professional listservs, including Arcan-L, the Archivists Association of 

British Columbia, and the Society of American Archivists’ listservs. The group consisted of 

five archivists and had adequate group coherence so that all group members felt comfortable 

sharing. A moderator guide (Appendix C) was prepared, with an awareness that group 

processes require openness to allowing the discussion to proceed under the direction of the 

group.  

 

1.5.2.2 Data Collection 
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The doctrinal legal research relied upon statutes, regulations, case law, and other legal 

documents, including legal literature, gathered through legal research in the areas of law 

outlined supra. The critical interpretive synthesis began with purposive sampling initially to 

select papers that clearly address the relationship between transparency, privacy, and/or 

records. Moving from there, further literature was examined as part of a “constant dialectic 

process conducted concurrently with theory generation” (Dixon-Woods, et al., 2006, 38).  Data 

collected during the case study included field notes, artefacts such as data models, direct 

observation, and participant-observation (Yin, 2009). Finally, the data collected for the 

document analysis consisted of publicly available privacy policies from a purposive sampling 

of archival institutions.  

 

3.5.2  Data Analysis 

This study required analyzing a number of different types of data; the analytical 

approach depended upon the data type, as described below.  

 

3.5.2.1 Statutes, Regulations, Case Law, and Legal Documents 

Statutes, regulations, case law, and other legal documents were analyzed using legal 

doctrinal analysis (Hutchinson and Duncan, 2012). “In this method, the essential features of 

the legislation and case law are examined critically and then all the relevant elements are 

combined or synthesized to establish an arguably correct and complete statement of the law on 

the matter at hand” (Hutchinson, 2017, 10).  “[T]his process of analysis [is] aimed at 

incorporating new elements of the law, whether legislation or principles from recent case law, 
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into the existing system of law. Doctrinal researchers undertake a constant search for legal 

coherence” (Hutchinson, 2017, 10).  

 

3.5.3 Critical Interpretive Synthesis of Privacy and Transparency Literature 

Dixon-Woods, et al., who developed critical interpretive synthesis as a distinct research 

method, describe the analytic stage of this method thus:  

The analysis should be aimed towards the development of a synthesizing argument: a 
critically informed integration of evidence from across the studies in the review. The 
synthesizing argument takes the form of a coherent theoretical framework comprising 
a network of constructs and the relationships between them. The synthesizing argument 
links synthetic constructs (new constructs generated through synthesis) and existing 
constructs in the literature (2006, 45). 
 

Analysis in a critical interpretive synthesis is an iterative process, requiring immersion in the 

literature, identifying themes and patterns, and returning to the literature with the new 

understanding. The analysis therefore began with the literature compiled for the literature 

review herein; immersion in that literature and iterative theme identification identified the next 

vein of literature and themes to be explored. Dixon-Woods, et al., used a predecessor to QSR’s 

NVivo software to track themes as they occurred in the literature (2006, 47). In that sense, the 

analysis in a critical interpretive synthesis is “similar to that undertaken in primary qualitative 

research. […] A key feature of this process that distinguished it [is] its aim of being critical” 

(Dixon-Woods, et al., 2006, 47). Thus, the goal was not just to identify the themes and 

arguments that emerge, but to question and engage with them, an approach that Dixon-Woods, 

et al., characterize as “playing a key role in theory generation” (2006, 47). The collection and 

analysis of the critical interpretive synthesis were iterative and ongoing throughout the 
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research. The figure below represents the iterative cycle of critical interpretive synthesis, with 

critical analysis present throughout: 

 

Figure 13: Critical Interpretive Synthesis 

 

3.5.4 Case Study 

 The case study data was analyzed throughout the study in an iterative manner; 

once data collection was complete, a more formal data analysis was performed using thematic 

data analysis (Braun & Clarke 2006). By the point of formal data analysis and more formalized 

theory-building, the foundational constructs of the study had emerged through informal 

dialogue and iterative legal and archival research for and with the researchers18 within the case 

study research site. Thus, the first two steps of Braun and Clarke’s process of thematic analysis 

 

18 The case study was embedded in a larger research project aimed at developing a blockchain system for the 
management of informed consents in medical research. The larger project involved a number of researchers, 
including medical doctors, research data specialists, computer scientists, and data scientists.  
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(familiarize oneself with the data and generate initial codes) were largely being done through 

the participatory, iterative process of informal data collection and analysis (2006). This author 

then took the artefacts and existing constructs embedded in the larger project; and examined 

them through the rest of the steps of Braun and Clarke’s process of thematic analysis 

(“searching for themes,” “reviewing themes” and “producing the report”) (Braun and Clarke, 

2006).  

 

 

Figure 14: Braun and Clarke's Thematic Analysis (2006, 35) 

 

 

Phase 1

• Familiarising yourself with the data.
• Transcribing data (if necessary), reading and re-reading the data, jotting down initial 
ideas.

Phase 2

•Generating initial codes.
• Coding interesting features of the data in a systematic fashion across the entire data 
set, collating data relevant to each code

Phase 3

•Searching for themes.
•Colating codes into potential themes, gathering the data relevant to each potential 
theme.

Phase 4

•Reviewing themes.
•Checking the themes application in relation to the coded extracts (Level 1) and the 
entire data set, generating a thematic "map" of the analysis.

Phase 5

•Defining and naming themes.
•Ongoing analysis to refine the specifics of each theme, and the overall narrative by 
the analysis; generating clear definitions and names for each theme.

Phase 6

•Producing the report
•The final opportunity for analysis. Selecting vivid, compelling extract examples, final 
analysis of selected extracts, relating back of the analysis to the research question 
and literature, producing a scholarly report on the analysis.
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3.5.5 Document Analysis of Privacy Policies and Focus Group Interviews 

The documents gathered for the document analysis were examined through framework 

analysis (Ritchie and Spencer, 1994). This was done after the theory generation from the other 

methods was complete, because “[f]ramework analysis is better adapted to research that has 

specific questions, a limited time frame, a pre-designed sample and a priori issues” (Srivastava 

and Thomson, 2009). Framework analysis for policy relies on five stages of data analysis: 

familiarization, identifying a thematic framework, indexing, charting, and mapping and 

interpretation (Ritchie and Spencer, 1994, 178), although there is an expected degree of 

iteration and creativity in the application of those stages. It is appropriate to this phase of the 

research because framework analysis is designed to address contextual, diagnostic, evaluative 

and strategic questions in the realm of policy (Ritchie and Spencer, 1994, 174).  

 

Figure 15: Ritchie and Spencer's Framework Analysis 

The focus group data was analysed using micro-interlocutor analysis (Onwuegbuzie et 

al., 2009). This is a relatively novel method of focus group data analysis meant to capitalize 

on the rich interaction data available from focus groups, which tends to be obscured by data 

analysis techniques that take either the individual or the group as the unit of analysis, 

discounting the role of interaction (Catterall and Maclaran, 1997; Onwuegbuzie et al., 2009). 

“A particular challenge is substantively to address the interactive nature of focus group data: a 

surprising limitation of focus group research is the rarity with which group interactions are 

analyzed or reported” (Wilkinson, 2004, citing Kitzinger, 1994, Wilkinson, 1999). Micro-
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interlocutor analysis (Onwuegbuzie et al., 2009) focused on this interaction in its analysis of 

focus group data, utilizing detailed attention to the dynamics of communication in the data 

collection stage and conversation analysis in the data analysis stage.  

Conversation analysis, as utilized in micro-interlocutor analysis, proceeded according 

to the following process (Onwuegbuzie et al., 2009, 14 - 15 citing Markee, 2000): 

 

Figure 16: Conversation Analysis in Micro-interlocutor Analysis 

The focus group was, with consent from all participants, video recorded and then transcribed 

by this author. During the transcription process, this author utilized the data collection method 

suggested in Onwuegbuzie et al., 2009, to capture interaction data, using the following 

template provided by Onwuegbuzie et al. as a means of documenting agreement/dissent by all 

members of the focus group, in part to ensure that dissent was captured. 
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1 
 
2 

      

 
3 

      

 
….. 

      

The following notations can be entered in the cells: 
 
A = Indicated agreement (i.e., verbal or nonverbal) 
D = Indicated dissent (i.e., verbal or nonverbal) 
SE = Provided significant statement or example suggesting agreement 
SD = Provided significant statement or example suggesting dissent 
NR = Did not indicate agreement or dissent (i.e., nonresponse) 
 

Figure 17: "Matrix assessing level of consensus in focus group." Onwuegbuzie et al., 

2009, 8. 

 

The transcription was then analysed in an iterative way to identify themes and constructs. Thus, 

the focus group data was examined both for its verbal content, and the dissenting voices and 

interactions that could be missed from a text-only analytical approach.  

 

3.5.6 Issues Relating to Validity and Trustworthiness of Research and Limitations 

As Patton reminds us, “issues of quality and credibility intersect with audience and 

intended research purposes. Research directed to an audience of independent feminist scholars 

for example, may be judged by criteria somewhat different from those of research addressed 

to an audience of government policy researchers” (1999, 1189 – 90). Indeed, Rolfe goes so far 

as to argue that “any attempt to establish a consensus on quality criteria for qualitative research 

is unlikely to succeed for the simple reason that there is no unified body of theory, methodology 

or method that can collectively be described as qualitative research; indeed that the very idea 
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of qualitative research is open to question” (2006, 305). That said, this research attempts to 

employ Guba’s now widely-accepted constructs of trustworthiness for qualitative research: 

credibility, transferability, dependability, and confirmability (Guba, 1981; see also Schwandt, 

Lincoln, and Guba, 2007; Shenton, 2004). The use of the five different methods of research, 

i.e. doctrinal legal review, critical interpretive synthesis, case study, focus group, and 

document review, permitted methods triangulation (Denzin 1978; Patton, 1999). Furthermore, 

the diversity of evidence types collected in the case study permitted data triangulation (Patton, 

2002; Yin, 2009). Convergence of evidence provided a sense of construct validity, particularly 

when combined with theoretical triangulation (given the diversity of privacy theories available) 

to examine the constructs discovered through this research.  

McDougall has put forth features that indicate a critical interpretive synthesis is of a 

high quality and this research aimed at meeting these standards: 

1. Answers a specific research question, which may have been refined and 
determined during the literature review process, 

2. Analyzes the literature as a whole as well as individual findings and 
arguments within that literature, 

3. Does not utilize rigid quality assessment criteria, but comments within the 
review itself on quality issues, 

4. Generates theory and puts forward an argument about the literature 
5. Captures all of the key ideas in the existing literature that are relevant to the 

research question, and 
6. Records and reports the search strategy (2015, 527).  

 

3.6 Limitations of This Study 

The first limitation of this study is the use of one case study only. As Gerring points 

out, however, “[s]ometimes, in-depth knowledge of an individual example is more helpful than 

fleeting knowledge about a larger number of examples” (2007, 1). The second limitation, 

attendant to all stages of this research, is that of researcher positioning, especially given the 
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active participant-observer data collection in the case study and the open-ended nature of the 

focus group interviews. In part this is addressed through reflexivity, and through critical 

subjectivity in which “we raise [our primary experience] to consciousness and use it as part of 

the inquiry process” (Reason, 1988, 12); but it is acknowledged that such limitation is 

inescapable. However, as Anselm Strauss argued, “experiential data should not be ignored 

because of the usual canons governing research (which regard personal experience and data as 

likely to bias the research), for these canons lead to the squashing of valuable experiential data. 

We say, rather, ‘mine your experience, there is potential gold there!’” (1987, 11). Because the 

data analysis relied on an explicitly qualitative, interpretive approach, the data was analysed 

only by the researcher, with the processes accounted for as fully as possible. “[T]he objective 

is to produce a meaningful account of the phenomenon that addresses key aspects of the 

research question, and to produce this account in a systematic and transparent way so that the 

reader can see how concepts, themes or categories were developed. Other researchers might 

well have devised alternative themes or developed different categories, but they should be able 

to see how the researcher(s) “got there” and be able to assess the value of the analysis. (Spencer, 

Ritchie, Ormston, et al., 2014, p. 278)   

 

3.7 Summary 

This research design was developed and conducted within a critical realist worldview, wherein 

the focus of methodology is to identify methods based upon what is under study and what 

methods are available to best answer questions about the object of study. The study took 

archival theory as its theoretical lens. The figure below shows the rationale behind the study 

design:  
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Figure 18: High level overview of research design 
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Chapter 4: Doctrinal Legal Research 

4.1 Overview 

This chapter presents the findings of doctrinal legal research exploring the law of privacy 

and transparency as applicable to digital records. This section begins with a discussion of the 

relationship between law and technology. It then traces the contours of privacy law and those 

areas of law that most directly support transparency (as there is no specific body of law 

universally accepted as “transparency law”).  Finally, it synthesizes the law on privacy and 

transparency, with a focus on an exemplar case. 

 

4.2 Legal Pluralism and Chosen Jurisdictions 

This study focuses on two large countries, the United States and Canada, with some 

similarities but a number of striking differences in their legal systems19. This choice was a 

practical matter, as the testbeds for the case study were situated in both countries, and therefore 

the legal requirements of the state law20 of both countries had to be taken into consideration. 

While this analysis examines these two bodies of laws to identify common themes and major 

points of departure, it should be noted that Canada and the United States each comprise a 

plurality of legal traditions and approaches. As Swenson explains in the context of international 

relations:  

 

19 “What precisely constitutes a ‘legal system’ and ‘law’ is, of course, a subject of considerable interest and debate among 
scholars from various disciplines, including legal anthropologists, political scientists, sociologists, and traditional legal 
scholars.”(Duthu, 2013, 12).  
20 “State law” in this section refers to the law of the dominant nation-state, and not the law of one of the states of the United 
States.  



94 

 

Mainstream international relations theory tends to assume a unitary state with a monopoly 

on the use of legitimate violence domestically; however, the reality of political and legal 

authority is far more complicated. Legal pluralism, whereby “two or more legal systems 

coexist in the same social field,” is the dominant feature of most legal orders worldwide 

(2018, 438).  

Thus, while this study focuses on the Anglo-Canadian and Anglo-American common law that 

most directly impacted the case study, it must be remembered that these are only two of the 

legal systems at play in questions of privacy and transparency of digital records in Canada and 

the United States. As J. Sossin of the Ontario Superior Court explains regarding Canada: 

Canada should be one of the most hospitable jurisdictions in the world to legal pluralism. 

Canada’s constitutional foundation was formed out of the encounter between different 

legal orders – the diverse Indigenous legal orders which governed the territory that now 

comprises Canada for millennia, the French civil law over territories controlled by France 

prior to the Treaty of Paris in 1763 and continued under English rule through the Quebec 

Act of 1774 and subsequent Constitutional documents in some areas thereafter, and the 

English common law legal order that was “received” in various parts of Canadian territory 

during the colonial era (2017).  

Indeed, legal pluralism is enshrined in Canada’s Constitution Act; s 92(13) enshrines bijuralism 

between English common law and French civil law, while s 35(1) states that, “The existing 

aboriginal and treaty rights of the aboriginal peoples of Canada are hereby recognized and 

affirmed,” The Constitution Act, 1982, being Schedule B to the Canada Act 1982 (UK), 1982, 

c 11. As Borrows argues, "[t]he operation of multiple legal systems is a Canadian tradition” 

(2010, 125); Canada has a diversity of Indigenous legal traditions that, while beyond the scope 
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of this study, must be taken into consideration in decisions about the privacy and transparency 

of records.  

Oral histories and traditions are governed by Indigenous laws, protocols and practices that 

are often culturally specific, that differ depending on the Peoples involved in the litigation 

process. As such, if both the TRC recommendations and the Supreme Court’s repeated 

claims that reconciliation requires the courts to consider Indigenous perspectives are to 

mean anything, both public access and the restrictions on the records that come into being 

through the litigation process need to be determined according to the laws and protocols 

of the Indigenous Peoples who initiated legal proceedings. As the Delgamuukw case 

demonstrates, Indigenous rights and title cases are heard in the context of legal pluralism, 

as a result settler colonial law should not be the final arbiter deciding how the documents 

in these cases ought to be preserved and managed (Hodes, 2020, 156). 

While the United States’ legal systems are distinct from Canada’s, the United States too is a 

settler colonial state with both English common law and French civil law systems. Duthu notes 

that United States, in its early relationship to Native Americans, had a “formative ethos of legal 

pluralism” (2013, 23) that has since been so radically broken that one questions if “Indian 

tribes [are] destined to operate, if at all, within the shadows of an omnipresent, and often 

repressive and paternal, national polity?” (2013, 23). While detailed consideration of the plural 

legal systems in Canada and the United States is beyond the scope of this study, it should 

nonetheless be noted that the state law considered herein is far from the only law that impacts 

privacy/transparency decisions, even within the jurisdictions under study.  

 Additionally, Canadian provinces and states in the United States have their own 

sovereignty, including areas of exclusive jurisdiction. For example, while the section on to 
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Right to Information Laws, 4.3.3.3.1 infra, focuses primarily upon federal right to information 

law in the two countries, each province/state has its right to information laws, which can vary 

greatly in scope and application. While necessary for analyzing a given case, a detailed 

examination of provincial or state law is beyond the scope of this study21.  

 

4.3 Law and Technology 

A law librarian once joked to me that, “Law will catch up with technology as soon as 

someone fetches it a new nib for its quill.” Indeed, as Goh notes, “Both legal and archival 

literature acknowledge the inability of the law to keep up with technological change” (2016, 

70). However, this construction, while accurate, oversimplifies the relationship between law 

and technology. As Hildebrandt explains, law and technology share “intricate entanglements”: 

“neither law nor technology are neutral instruments, while neither qualifies as an independent 

force or institution. Instead, both are seen as relational and co-constituting both those who 

shape or use them and the goals they aim to achieve” (2015, 174). Law and technology both 

create and are created by the world around them; even a concept as fundamental to our legal 

system as “jurisdiction” is not a given: 

“'Jurisdiction’ is a term first encountered in the early fourteenth century, initially 

referring to the administration of justice and soon meaning 'extent or range of 

administrative power’ (Hildebrandt, 2013, p. 205), yet many systems of law existed 

prior to then. Ford refers to jurisdiction as “a bundle of practices” (1999, p. 855) in 

 

21 To illustrate the enormous scope of  these laws at the provincial/state level, Cornish Hitchcock’s Guidebook 
to the Freedom of Information and Privacy Acts (2020), Thomson Reuters,  a legal treatise examining right to 
information laws and information privacy laws in the United States, is over 3000 pages and is updated annually.  
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which the lines on the map are “constantly being made real” (p. 856)” (Hofman, 

forthcoming).  

Similarly, Hildebrandt states that the inscribing of law into Information and 

Communications Infrastructures (ICI) such as the printing press, and now digital technologies, 

brings material changes in the law itself and its operation, arguing that “the era of the printing 

press made possible the rise of the bureaucratic state [… which in turn] ushered in the era of 

the rule by law” (2015, 182). What remains unknown – perhaps, at this juncture, unknowable 

– is where the entanglement of law with digital technologies will lead.  

It must also be noted that law and technology often interface to produce unintended 

consequences. For example, Canada’s Copyright Act, RSC, 1985, c. C-42 [Copyright Act] 

provides an exception for fair dealing (sections 29 et seq.) whereby a party may use a work 

“for the purpose of research, private study, education, parody or satire” without infringing 

copyright22. However, the Copyright Act also provides that “No person shall circumvent a 

technological protection measure,” (Section 41.1), which is defined as “any effective 

technology, device or component that, in the ordinary course of its operation […] controls 

access to a work” (Section 41). The net impact is that, by imposing technological protection 

measures, a copyright holder can prevent uses that would be permitted under fair dealing if the 

work were accessed in another medium.  

As both public and private entities seek to regulate human behaviour and interaction 

through technological means, either in conjunction with or in lieu of legal regulation, new risks 

 

22 See, e.g., Alberta (Education) v. Canadian Copyright Licensing Agency (Access Copyright), [2012] 2 SCR 
345, 2012 SCC 37; CCH Canadian Ltd. v. Law Society of Upper Canada, [2004] 1 SCR 339, 2004 SCC 13A; 
Society of Composers, Authors and Music Publishers of Canada v. Bell Canada, [2012] 2 SCR 326, 2012 SCC 
36; Théberge v. Galerie d’Art du Petit Champlain Inc., [2002] 2 SCR 336, 2002 SCC 34 



98 

 

arise that must be understood through the lens of the broader human systems in which the 

technologies participate (and which they, possibly, displace):  

the rise of technological management in place of traditional legal rules might give rise 

to several sets of concerns. Let me briefly sketch just four kinds of concern: first, that 

the technology cannot be trusted, possibly leading to catastrophic consequences; 

secondly, that the technology will diminish our autonomy and liberty; thirdly, that the 

technology will have difficulty in reflecting ethical management and, indeed, might 

compromise the conditions for any kind of moral community; and, fourthly, that it is 

unclear how technological management will impact on the law and whether it will 

comport with its values (Brownsword, 2019, 9).  

Hildebrandt states the point bluntly: “Though we cannot assume that technology is 

deterministic, we should also not rule out the possibility that a particular technology has a 

deterministic effect on human action.” In particular, she points to the risk that, rather than 

addressing humans regarding their actions, the ICI that constitute what she refers to as the 

onlife23 world will invisibly and autonomously redress our behaviours, denying the agency and 

personhood at the centre of the rule of law (2015, 185). One must question the value of privacy 

and transparency, which, as will become apparent from the discussion infra, are intimately 

bound up in human agency, in a world in which we are directed, re-directed, and regulated 

invisibly, and never directly addressed.  

 

23 “Onlife” is a neologism that Hildebrandt uses frequently in her writing to emphasise that one’s “online” world 
is as much a part of one’s life as one’s embodied life.  
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Brownsword, however, responds to the idea of technological regulation eliminating 

non-compliance thus: 

the critical point is that regulation does not act on an inert body of regulatees: regulatees 

will respond to regulation—sometimes by complying with it, sometimes by ignoring 

it, sometimes by resisting or repositioning themselves, sometimes by relocating, and so 

on. Sometimes those who oppose the regulation will seek to overturn it by lawful 

means, sometimes by unlawful means; sometimes the response will be strategic and 

organised, at other times it will be chaotic and spontaneous. But, regulatees have minds 

and interests of their own; they will respond in their own way; and the nature of the 

response will be an important determinant of the effectiveness of the regulation (2019, 

27).  

In short, society is at an inflection point; how the entanglement of law and technology will 

proceed is uncertain. As Hildebrandt asserts, one of the fundamental characteristics of the rule 

of law is its space for ambiguity, uncertainty, and hesitation before rendering a decision “in a 

binding, conclusive way” (2015, 183). The space for ambiguity and uncertainty has allowed 

“privacy” and “transparency” to function in flexible ways with regards to analogue records. 

However, digital technologies, in conjunction with the monetization of data, have reduced 

much of the decision making around privacy and transparency to binary choices – click agree 

or forego using the service. For archivists, privacy and transparency decisions that were 

previously managed fairly simply through privacy through obscurity and access restrictions 

are complicated by the seemingly endless reach of digitization. Digital technologies force us 

to confront if, and if so,  how this “core idiosyncrasy,” wherein we make space for both 
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ambiguity and decisiveness, can be maintained if decisions are made without human input or 

even knowledge? 

 

4.4 Privacy 

Privacy is an incredibly complex area of law, comprising civil, criminal, and 

constitutional matters in both Canada and the United States. Although there is a specific 

subcategory of privacy law, information privacy, that applies directly to digital recordkeeping 

and is discussed in detail in Section 4.2.2.4 infra, this category alone is not sufficient to 

understand the relationship between privacy, transparency, and digital records. Firstly, because 

understanding the varied dimensions of privacy law demonstrates the breadth of societal 

interests that the concept of “privacy” is meant to address and that archivists are expected to 

safeguard when making decisions about access to records. Secondly, because such 

understanding illustrates the fraught, fact-driven approach to questions of privacy in the law. 

Finally, because this understanding shows the critical role of context in privacy decisions.  

 

4.4.1 Charter/Constitutional Law24 

This section traces the broad outlines of privacy law as found in the United States 

Constitution and the Canadian Charter of Rights and Freedom, Part I of the Constitution Act, 

1982, being Schedule B to the Canada Act 1982 (UK), 1982, c 11 [Canadian Charter]. While 

neither the U.S. Constitution nor the Canadian Charter directly addresses privacy, the 

 

24 This section is limited to the Canadian Charter of Rights and Freedoms and the United States Constitution; 
state and provincial constitutions are beyond the scope of this discussion.  



101 

 

jurisprudence of both countries protects privacy rights in a number of contexts, including 

decisional privacy and privacy in relationship to freedom of expression/speech25.  

Both the Charter and the Constitution protect individuals from the government, not 

from private actors; this is the state action doctrine. In the United States, the state action 

doctrine is “one of the most complex and discordant doctrines in American jurisprudence” 

(Harvard Law Review Editorial Board, 2010, 1250), but, “[a]s the public becomes more 

private, and the private becomes more public, the contours of the state action doctrine may 

come to define the contours of our most basic constitutional rights” (Ibid, internal citations 

omitted).  In Canada, “quite simply, Charter rights do not exist in the absence of state action” 

(Hill v. Church of Scientology of Toronto, [1995] 2 SCR 1130 at para 95). Section 32(1) of the 

Charter, which provides that “this Charter applies: a. to the Parliament and the government of 

Canada in respect of all matters within the authority of Parliament […] and b. to the legislature 

and government of each province” has been interpreted as sending “a strong message that the 

Charter … is essentially an instrument for checking the powers of government over the 

individual”: McKinney v. University of Guelph, [1990] 3 SCR 229 at 261. An extensive body 

of jurisprudence supports the interpretation that the Charter is meant to bind governmental, not 

private, actors.26  

 

25 In Canada, the Canadian Charter of Rights and Freedoms protects “freedom of expression” as a fundamental 
freedom (Canadian Charter of Rights and Freedoms, s 7, Part I of the Constitution Act, 1982, being Schedule B 
to the Canada Act 1982 (UK), 1982, c 11). In the United States, the Constitution protects “freedom of speech” 
(U.S. Const. amend I). While these rights are largely similar, they differ in their scope, as discussed infra in 
Privacy and Freedom of Expression/Speech.  
26 See, e.g., R.W.D.S.U. v. Dolphin Delivery Ltd., [1986] 2 SCR 573; Vriend v. Alberta, [1998] 1 SCR 493 at 
paragraphs 65-66; R. v. Buhay, [2003] 1 SCR 631, at paragraph 31; Highwood Congregation of Jehovah’s 
Witnesses (Judicial Committee) v. Wall, 2018 SCC 26; Harrison v. University of British Columbia, [1990] 3 
SCR 451, Stoffman v. Vancouver General Hospital, [1990] 3 SCR 483 and Douglas/Kwantlen Faculty Assn. v. 
Douglas College, [1990] 3 SCR 570 
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Although the state action doctrine applies to Charter/Constitutional rights as a whole, 

the distinction between government violation and private violation is one that has become 

increasingly problematic in an era of social media and data brokers. “[A] fully theorized 

understanding of privacy should encompass protection against both the government and private 

actors that unduly seek to compromise a reasonable interest in either autonomy or 

nondisclosure” (Krotoszynski, 2013, 833), but the state action doctrine seems to limit the 

ability of the Charter or the Constitution to provide such protection27. That said, the division 

between state and private is often a blurry one.. As Gray and Citron note, in the context of 

jurisprudence surrounding the Fourth Amendment of the U.S. Constitution “when a private 

party acts as an ‘agent or instrument of the [g]overnment.’ Whether party is considered an 

agent of the government […] ‘turns on the degree of the Government’s participation in the 

private party’s activities’ […] ‘in light of all the circumstances’” (2013, 135, citing Skinner v.  

Labor Execs.’ Ass’n, 489 U.S. 602, 614 – 15 (1989)).  

In Canada, “Privacy interests protected under the Charter include personal privacy, 

territorial privacy, and informational privacy. More generally, the Canadian law of privacy 

exists to advance broader fundamental interests in human dignity, integrity, and autonomy” 

(Krotosznyski, 2016, 39, citing R. v Plant, [1993] 3 SCR 281, Dyment, [1988] 2 SCR 417, 

Morgentaler, [1988] 1 SCR 30, R. v O’Connor, [1995] 4 SCR 411. R. v. O’Connor, [1995] 4 

SCR 411, and R. v Tessling, [2004] 3 SCR 432). In particular, the right to privacy has been 

tied to section 7 of the Charter, which guarantees “the right to life, liberty, and security of the 

 

27 The state action doctrine is strongly contested by a line of feminist scholarship, as discussed in Section 
4.4.1.3.1, Privacy as Relationship, infra.  
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person and the right not to be deprived thereof except in accordance with the principles of 

fundamental justice” and section 8, which guarantees “the right to be secure against 

unreasonable search or seizure.”  

Privacy law and analysis of privacy rights in the United States are deeply enmeshed 

with constitutional law; running through the constitutional amendments: 1st, 4th, 5th, 9th, 14th. 

The 1st Amendment guarantees freedom of speech and freedom of the press. The 4th 

Amendment protects against “unreasonable searches and seizure.” The 5th Amendment 

comprises several clauses that have been raised vis à vis privacy, including protection against 

self-incrimination and the guarantee of due process of law in criminal proceedings. The 9th 

Amendment, which states that the “enumeration in the Constitution of certain rights shall not 

be construed to deny or disparage other rights retained by the people,” has been interpreted to 

justify the inclusion of privacy in the penumbra of rights specifically given in the U.S. 

Constitution and its Amendments. Finally, the 14th Amendment, which was ratified in the wake 

of the Civil War, is the source of the Due Process Clause, which is often cited in support of 

privacy rights and which states: 

No state shall make or enforce any law which shall abridge the privileges or immunities 

of citizens of the United States; nor shall any state deprive any person of life, liberty, 

or property, without due process of law; nor deny to any person within its jurisdiction 

the equal protection of the laws (U.S. Const., amend. XIV).  

That said, privacy is not an enumerated right in the United States Constitution. As the Supreme 

Court wrote in Roe v. Wade, 410 U.S. 113 (1973): 

The Constitution does not explicitly mention any right of privacy. In a line of decisions, 

however, going back perhaps as far as Union Pacific R. Co. v. Botsford, 141 U. S. 250, 251 
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(1891), the Court has recognized that a right of personal privacy, or a guarantee of certain 

areas or zones of privacy, does exist under the Constitution. In varying contexts, the Court 

or individual Justices have, indeed, found at least the roots of that right in the First 

Amendment, Stanley v. Georgia, 394 U. S. 557, 564 (1969); in the Fourth and Fifth 

Amendments, Terry v. Ohio, 392 U. S. 1, 8-9 (1968), Katz v. United States, 389 U. S. 347, 

350 (1967), Boyd v. United States, 116 U. S. 616 (1886), see Olmstead v. United States, 277 

U. S. 438, 478 (1928) (Brandeis, J., dissenting); in the penumbras of the Bill of Rights, 

Griswold v. Connecticut, 381 U.S. at 484-485; in the Ninth Amendment, Ibid, 486 

(Goldberg, J., concurring); or in the concept of liberty guaranteed by the first section of the 

Fourteenth Amendment, see MeyeR v  Nebraska, 262 U. S. 390, 399 (1923). These decisions 

make it clear that only personal rights that can be deemed "fundamental" or "implicit in the 

concept of ordered liberty," Palko v. Connecticut, 302 U. S. 319, 325 (1937), are included 

in this guarantee of personal privacy. 

In other words, then, the constitutional right of personal privacy is implied by the enumerated 

powers. These are referred to in U.S. law as the penumbra; as the Griswold court explained: 

“specific guarantees in the Bill of Rights have penumbras, formed by emanations from those 

guarantees that help give them life and substance. See Poe v. Ullman, 367 U.S. 497, 516 -522 

(dissenting opinion). In both Canada and the U.S., the courts have held that privacy is a 

fundamental right that flows from the other rights that are explicitly enumerated. 

In both Canada and the U.S., a significant body of privacy jurisprudence covers a 

dizzying array of topics:  

an individual's constitutional right to be free from unreasonable searches and seizures 

by the government; the right to make decisions about contraception, abortion, and other 
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‘fundamental’ issues such as marriage, procreation, child rearing, and education; the 

right not to disclose certain information to the government; the right to associate free 

from government intrusion;  the right to enjoy one's own home; sexually explicit mail, 

[and] radio broadcasts” (Cate and Litan, 2002, 59, internal citations omitted).  

While there are many ways to approach this diverse body of jurisprudence, this author will 

consider two bodies of charter/constitutional jurisprudence that inform our understanding of 

privacy and records: decisional privacy and privacy and freedom of expression. This is, 

admittedly, a departure from previous scholarship on informational privacy, which has often 

focused on those cases arising out of “search and seizure” jurisprudence (section 8 of the 

Charter and amend. IV and V of the U.S. Constitution). This approach was chosen for two 

reasons. Firstly, those records which records professionals deal with are likely not the result of 

unreasonable search and seizure, but lawfully created (made or received and set aside)28; and, 

even in those cases in which an archives or other organization may have custody of such 

records, the harms that such jurisprudence are meant to redress are largely beyond the archival 

context. Secondly, the decisional privacy and freedom of expression/intellectual privacy 

problems, while not typically considered in relationship to informational privacy, are 

particularly illustrative of the values at issue in decisions balancing privacy and transparency. 

One of the most famous lines of privacy legislation in both Canadian Charter law and 

American constitutional law concerns “decisional privacy,” which encompasses such topics as 

reproductive rights, sexual privacy, and marriage. In the many typologies of “privacy,” 

 

28 Of course, this will not always be the case – police files, for example, may well have illegally obtained 
records. 
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“decisional privacy” is typically segregated by legal scholars from the category of privacy most 

typically associated with records, “information privacy” (see, e.g., Allen, 2011), while other 

legal scholars have portrayed informational privacy as an overlapping dimension of decisional 

and other types of privacy (Koops et al., 2017). This study departs from that approach; as will 

be shown infra, the decisional privacy jurisprudence illustrates the competing values that the 

courts are trying to balance in privacy questions, values which should be made explicit if 

decisions concerning access to records are to be on the basis of privacy.  

In Canada, the decisional privacy cases include Morgentaler; Blencoe v BC (Human 

Rights Comm’n), [2000] 2 SCR 307; and Bedford v Canada, 2010 ONSC 4264 (Ont. Sup. Ct. 

J.).  The most famous of these is Morgentaler, in which the Supreme Court of Canada held that 

the U.S. decisional privacy cases include Griswold v. Connecticut, 381 U. S. 479 (1965); 

Loving v. Virginia, 388 U. S. 1, 12 (1967); Eisenstadt v. Baird, 405 U. S. 438 (1972),  Roe v. 

Wade, 410 U.S. 113 (1973), Carey v. Population Services International, 431 U.S. 678 (1977), 

and Lawrence v. Texas (2003) 539 U.S. 558.  

These matters, involving the most intimate and personal choices a person may make in 

a lifetime, choices central to personal dignity and autonomy, are central to the liberty 

protected by the Fourteenth Amendment. At the heart of liberty is the right to define 

one’s own concept of existence, of meaning, of the universe, and of the mystery of 

human life.... The petitioners are entitled to respect for their private lives. The State 

cannot demean their existence or control their destiny by making their private sexual 

conduct a crime. Their right to liberty under the Due Process Clause gives them the full 

right to engage in their conduct without intervention of the government. 'It is a promise 



107 

 

of the Constitution that there is a realm of personal liberty which the government may 

not enter.'” Lawrence v. Texas (2003) 539 U.S. 558 

In the decisional privacy cases, privacy is held to be a fundamental legal right, bound 

up with human liberty, autonomy, and dignity. While this is typically portrayed as a negative 

right – a right to make decisions without government interference – the marriage cases in the 

United States, including Loving v. Virginia, 388 U.S. 1 (1967), Turner v.  Safley, 482 U.S. 78 

(1978), Zablocki v. Redhail, 434 U.S. 374 (1978), and most recently, Obergefell v. Hodges, 

135 S. Ct. 2584 (2015), show that individuals’ exercise of their privacy rights may nonetheless 

impose, at a minimum, a duty on the state to accord equal recognition of all decisions within 

the class.  

 As Wilson, J., writes:  

The right to ‘liberty’ […] guarantees to every individual a degree of personal autonomy 

over important decisions intimately affecting his or her private life. Liberty in a free 

and democratic society does not require the state to approve such decisions but it does 

require the state to respect them Morgentaler at 36 – 37.  

However, it must be noted that the right to decisional privacy is not absolute. “The 

Canadian Constitution specifically provides for the allowance of some government 

interference with rights, if such interference is ‘reasonable’” (Altemimei, 2013, 644). In 

particular, the Oakes test establishes whether a limit is reasonable based on two criteria: “(1) 

the object which the legislation is designed to achieve must relate to concerns which are 

pressing and substantial; and (2) the means chosen must be proportional to the objective sought 

to be achieved” (Morgentaler citing R. v Oakes, [1986] 1 SCR 103). Quite similarly, in the 

U.S., “the standard [of judicial review] applied to […] fundamental rights” (Garner, 2009, 
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1153) including privacy is one of strict scrutiny, whereby “the state must establish that it has 

a compelling interest that justifies and necessitates the law in question” (Ibid) where that law 

violates a fundamental right. Charter/constitutional jurisprudence reflects Sillitoe’s insight: “It 

might be said that a price to be paid for life in a community is some sacrifice of privacy. The 

proper extent of that sacrifice is conditioned by an ever-shifting debate about personal privacy 

versus 'public interest'” (1998, 5).  

The relationship between privacy rights and the freedom of expression/speech29 is 

particularly complex; it is perhaps in this realm that the tension of the privacy-transparency 

dyad has longest been clear. However, the Canadian freedom of expression is of a more limited 

nature than the American freedom of speech, a difference which necessarily impacts the 

relationship between privacy and transparency in those two jurisdictions. Freedom of 

expression is guaranteed in the Canadian Charter of Rights and Freedoms as a fundamental 

freedom; the Charter provides that “Everyone has the following fundamental freedoms […] 

freedom of thought, belief, opinion, and expression, including freedom of the press and other 

media of communication”  

The freedom of speech is strongly protected in American jurisprudence. In his 

concurrence in Whitney v. California, 274 U.S. 357 (1927), Justice Brandeis30gave a forceful 

defense of American freedom of speech:  

Those who won [American] independence believed that the final end of the State was 

to make men free to develop their faculties and that, in its government, the deliberative 

 

29 The jurisprudence around freedom of expression/speech and privacy is also bound up, to a large degree, with 
the jurisprudence around freedom of the press, which is discussed in greater detail in Section 4.2.5.1.1, infra. It 
is also bound up with tort law, in particular, the tort of disclosure 
30 Who else? 
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forces should prevail over the arbitrary. They valued liberty both as an end, and a means 

[…] They believe that freedom to think as you will and to speak as you think are means 

indispensable to the discovery and spread of political truth; that, without free speech 

and assembly, discussion would be futile; that with them, discussion affords ordinarily 

adequate protection against the dissemination of noxious doctrine; that the greatest 

menace to freedom is an inert people; that public discussion is a political duty, and that 

this should be a fundamental principle of American government. 

This argument: that freedom of speech is fundamental to democratic self-governance, and that 

the best remedy to bad speech is good speech, is woven throughout American jurisprudence. 

The Supreme Court of the United States has held that the First Amendment to the Constitution 

offers  

“a profound national commitment to the principle that debate on public issues should be 

uninhibited, robust, and wide open” New York Times Co. v. Sullivan, 376 U.S. 254, 270 (1964). 

Free speech jurisprudence, in principle, recognizes that “speech on purely private matters does 

not implicate the same constitutional concerns as limiting speech on matters of public interest” 

Snyder v.  Phelps, 562 US 443 (2011).  

In practice, however, the “public interest” has proven almost limitless, drawing within 

its sweep an ordinary family that had been victim of a kidnapping, Time, Inc. v. Hill, 385 US 

374 (1967) and a child prodigy who tried (unsuccessfully) to sink into anonymity, Sidis v. F-

R Publishing Group, 113 F.2d 806 (2nd Cir. 1940). Only a few categories of speech are 

unprotected and subject to content-based (as opposed to time/place/manner) restriction in the 
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U.S.: obscenity31, defamation32, fraud33, incitement34, fighting words35, true threats36, speech 

integral to criminal conduct37, and child pornography38.  Speech outside these exceptions is 

afforded protection, particularly when it discusses matters of public interest. The primacy of 

freedom of speech, combined with the ever-expanding sphere of “public interest,” has largely 

eroded the right of privacy in the American context, as discussed in detail in Section 4.2.3.3., 

Tort Law, infra.  

However, American legal scholar Neil Richards argues that privacy and freedom of 

speech should be mutually supportive. He asserts a theory of “intellectual privacy” which 

provides a “zone of protection […] from surveillance or unwanted interference by others when 

we are engaged in the processes of generating ideas and forming beliefs” (2015, 95). ARTICLE 

19, an international human rights organization, and Privacy International, a non-governmental 

organization, also argue that privacy is crucial to the freedom of expression: “The right to 

freedom of expression and the right to privacy are mutually reinforcing – all the more so in the 

digital age. Privacy is a prerequisite to the exercise of freedom of expression: without it, 

individuals lack the space to think, speak and develop their voice” (2018, 5). The jurisprudence 

in both Canada and the U.S. protecting the right to receive offensive speech as part of the 

 

31 See e.g., Miller v.  California, 413 U.S. 15 (1973). 
32 See e.g., Gertz v Robert Welch, 418 U.S. 323 (1974); New York Times Co. v. Sullivan, 376 U.S. 254 (1964). 
33 See e.g., United States v. Alvarez, 567 U.S. 709 (2012); Illinois ex rel. Madigan v. Telemarketing Assocs., 538 
U.S. 600 (2003); Riley v. Nat’l Fed’n of the Blind, 487 U.S. 781 (1988) 
34 See e.g., Brandenburg v. Ohio, 395 U.S. 444 (1969) 
35 See Chaplinsky v. New Hampshire, 315 U.S. 568 (1942); Snyder v.  Phelps, 562 U.S. 443 (2011) 
36 See Watts v. United States, 394 U.S. 705 (1969); Virginia v. Black, 583 U.S. 343 (2003).  
37 See Giboney v. Empire Storage & Ice Co., 336 U.S. 490 (1949); United States v. Williams, 553 U.S. 285, 297 
(2008). 
38 New York v. Ferber, 458 U.S. 747 (1982).  
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freedom of expression/speech39, protecting both speakers and listeners, makes clear that 

freedom of expression/speech encompasses a space in which individuals may form beliefs.  

An illustrative case concerning intellectual privacy is provided by the experience of 

Judge Robert Bork, a nominee to the U.S. Supreme Court who “criticize[d] the constitutional 

right to privacy as ‘a loose cannon in the law,” (Harvard Law Review Editorial Board, 2018, 

1766). A reporter, Michael Dolan, decided to make an object lesson of Bork by publishing his 

video rental history; “[t]he following year, Congress enacted the Video Privacy Protection Act 

(VPPA40), which restricted the disclosure of video records without the watcher’s consent” 

(Harvard Law Review Editorial Board, 2018, 1768). The VPPA forbids the disclosure of 

personally identifiable information (PII) concerning consumers of video tape rentals outside 

the exceptions that have become standard in information privacy statutes41 and requires PII be 

destroyed no more than a year from when such information is no longer needed for business 

purposes. The VPPA survived holdings which limited the ability to bring claims without clear 

cognizable harms42 because of the clear Congressional purpose to protect “that notion of 

privacy – privacy as creating a space for self-discovery and self-production through the 

consumption of  expressive materials” (Harvard Law Review Editorial Board, 2018, 1773).  

 

 

39 See, e.g., Stanley v. Georgia, 394 U.S. 557 (1969); Edmonton Journal v. Alberta (Attorney General) [1989] 2 
SCR 1326; Dagenais v. Canadian Broadcasting Corp., [1994] 3 SCR 835.  
40 18 U.SC §2710, citation omitted in original.  
41 Law enforcement purposes, informed consent, court order and so forth.  
42 In particular, Spokeo, Inc. v. Robins, 578 U.S. ___ (2016). 
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4.4.2 Common Law 

Common law, “[t]he body of law derived from judicial decisions, rather than from 

statutes or constitutions,” (Garner, 2009, 221), is the foundation of the English legal system 

that was received and developed in both Canada and the United States. Privacy law in the 

United States has developed largely through the common law, especially tort law; with the 

recent case of Jones v. Tsige, 2012 ONCA 32, the door is open for tort law to play a larger role 

in Canadian privacy law.  

  

4.4.2.1 Tort Law 

Tort law has played a definitional role in the development of privacy law in the United 

States and Canada. “The question of whether the common law should recognize a cause of 

action in tort for invasion of privacy has been debated for the past one hundred and twenty 

years […] ‘invasion of privacy in Canadian common law continues to be an inceptive, if not 

ephemeral, legal concept, primarily operating to extend the margins of existing tort doctrine’” 

(Jones v. Tsige, (2012) 2012 ONCA 32, citing Ontario (Attorney General) v. Dieleman (1994), 

117 D.L.R. (4th) 449). Indeed, privacy largely emerges from tort law. “The roots of modern 

information privacy law are found in state common law, and, specifically, in the tort right of 

privacy. The genesis of this aspect of privacy law was the publication in 1890 of The Right to 

Privacy by Samuel Warren and Louis Brandeis” (Schwartz, 2009, 907).  Warren and Brandeis’ 

famous article argued for an extension of the law of tort – which already, through defamation, 

covered the dissemination of false information that hurts one’s reputation  - to “true 

information that was harmful to personal or business interests in the absence of some 

significant public interest supporting disclosure of the information” leading most U.S. states 
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to “recogniz[e] a right to recover damages associated with the public disclosure of private 

facts” (Krotoszynski, 2016, 882).  

The “second seminal article on American privacy law,” (Strahilevitz, 2010, 2012), also 

within the realm of tort law, was William Prosser’s “Privacy” (1960). “Canadian, English and 

American courts and commentators almost invariably take the seminal articles of S.D. Warren 

& L.D. Brandeis, “The Right to Privacy” and William L. Prosser as their starting point” (Jones 

v. Tsige, supra at 247, internal citations omitted). Prosser, as chief reporter of the Second 

Restatement of Torts, included his four torts in the Restatement, with “the effect of cementing 

these torts – and no others – as the framework for privacy law in the United States” (Waldman, 

2018, 96). Prosser’s four torts are: 

1. Intrusion upon the plaintiff’s seclusion or solitude, or into his private affairs.  

2. Public disclosure of embarrassing private facts about the plaintiff. 

3. Publicity which places the plaintiff in a false light in the public eye. 

4. Appropriation, for the defendant’s advantage, of the plaintiff’s name or likeness (1960, 

389).  

 

Indeed, Prosser’s four torts continue to develop; the Ontario Court of Appeal, in Jones v. Tsige, 

(2012) 108 O.R. 241, held that there exists within Ontario law the tort of intrusion upon 

seclusion which is arguably actionable per se, as economic damages are not an element of the 

cause of action (Berryman, 2018, 324). In that case, Tsige was in a common law relationship 

with Jones’ former husband. Tsige, an employee of the Bank of Montreal, where Jones held 

her banking account, “had full access to Jones’s” banking information and, contrary to the 

bank’s policy, looked into Jones‟ banking records at least 174 times over a period of four 
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years” (Jones v. Tsige, Ibid at 242). It’s notable that “Tsige did not publish, distribute, or record 

the information in any way” (Ibid), and yet, the court held that her actions constituted a 

redressable harm. 

In the United States, by contrast, the privacy torts have largely been undercut by the 

expansive reading of “freedom of speech” afforded in that country’s constitutional 

jurisprudence. “[S]peech on public issues occupies ‘the highest rung of the hierarchy of First 

Amendment values” Connick v. Myers, 461 US 138 (1983) at 145. An illustrative case is 

Snyder v.  Phelps, 562 US 443 (2011) [Snyder]. In that case, the family of a deceased veteran 

of the United States Marine Corps sued Phelps and his organization, the Westboro Baptist 

Church – who picketed the Marine’s funeral with signs saying, “Thank God for Dead Soldiers,” 

“Fags Doom Nations,” and “America is Doomed” – for tort claims including intrusion upon 

seclusion, Snyder at 443. The protests, which the Phelps advertised beforehand and posted on 

the Internet, turned the funeral into a media circus. The jury found in favour of Snyder’s 

survivors; Phelps appealed on the grounds that their protest was protected speech, Snyder at 

443. The court held in favour of Phelps, largely on the grounds that, outside of the exceptions 

listed in the section on Freedom of Expression, supra, the First Amendment does not permit 

content-based limitations on speech.  

The decision in Snyder is not without its critics. Zipursky, noting that the privacy to 

grieve is ancient and fundamental, argues that, “It is not the words or the ideas, the content or 

the viewpoint, but the willful elimination of privacy and solemnity of the occasion (and the 

knowing or reckless creation of severe emotional distress) that generates liability. Of course, 

some words can, and some words cannot be used as instruments in bringing about that goal. 

That does not make the tort content- or viewpoint-based, however” (2011, 518). Zipursky’s 



115 

 

final thoughts on the free speech tradition as opposed to the “softer-edged standards” of the 

tort tradition are particularly instructive in considering privacy against other obligations: “the 

challenge of a rights-based legal tradition like our own is to find a way to define those rights 

so that they harmonize with the duties we owe to others” (2011, 520).   

 

4.4.3 Statutory Law 

The legal privacy landscape in Canada and the United States cannot be understood 

solely from the common law. A tremendous body of statutory law governs privacy in all of its 

dimensions in both countries. This section begins by discussing the concepts of omnibus and 

sectoral statutory legislation. It then examines information privacy law and discusses a specific 

example of sectoral privacy law, health privacy law, to demonstrate the highly context-

dependent nature of privacy legislation.  

 

4.4.3.1 Omnibus and Sectoral Legislation 

Many jurisdictions, including Canada, have omnibus privacy legislation (in Canada, 

this is the Personal Information Protection and Electronic Documents Act (PIPEDA), SC 

2000, c. 5). Omnibus, in the legal context, means “relating to or dealing with numerous objects 

or items at once, including many things or having various purposes” (Garner, 2009, 892). 

Omnibus privacy laws are those which “cover a broad spectrum of organizations or natural 

persons, rather than simply a certain market sector or population” (International Association 

of Privacy Professionals, 2019). By contrast, “in a sectoral approach, a privacy statute regulates 

only a specific context of information use” (Schwartz, 2009, 902).  
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4.4.3.2 Information Privacy Law 

Portions of this section are adapted with permission from a report originally prepared 

by Hofman for Molecular You Co., from research supported by Molecular You Co. and Mitacs 

Canada (IT 12057).  

The United States and Canada have very different legal approaches to the regulation of 

information privacy. While the United States does have the Privacy Act of 1974,43 its scope is 

limited to federal agencies. At the federal level, information privacy in the United States is 

primarily legislated at a sectoral level. Canada, by contrast, has federal privacy legislation 

including the Privacy Act,, RSC 1985, c P-21, [Privacy Act], which governs federal public 

bodies, and the Personal Information Protection and Electronic Document Act, SC 2000, c. 5 

[PIPEDA] as amended by the Digital Privacy Act, SC 2015, c. 32, which is omnibus legislation 

that regulates both public and private bodies. A similar public/private division in privacy 

regulation is seen in the Canadian provinces and territories44, each of which has law governing 

the treatment of personal information by provincial/territorial public bodies. Alberta, British 

Columbia, and Quebec have provincial laws governing the treatment of personal information 

by private entities that have been deemed “substantially similar” to PIPEDA and will control 

in certain cases. Thus, in British Columbia, for example, the public sector is governed by the 

provincial Freedom of Information and Protection of Privacy Act, RSBC 1996, c. 165 [FIPPA] 

and both the public and private sector are governed by the provincial Personal Information 

Privacy Act, SBC 2003, c. 63 [PIPA], whereas in Manitoba, the public sector is governed by 

 

43 United States, “Privacy Act of 1974,” Pub. L. No. 93–579, 88 Stat. 1896 Statutes at Large (1974). 
44 Private organizations in Canada’s territories, the Northwest Territories, the Yukon, and Nunavut, are federally 
regulated and under the auspices of PIPEDA.  
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the provincial Freedom of Information and Protection of Privacy Act, CCSM, c. F-175, and 

the private sector is governed by the federal PIPEDA. “PIPEDA also applies to organizations 

whose commercial activities cross provincial or national boundaries45. Finally, PIPEDA 

applies to federally regulated organizations carrying on commercial activity in Canada, 

including their management of health and employee personal information. These organizations 

include airlines, banks, broadcasting corporations and telephone companies” (Rennie, 2017, 

14).  

A threshold question in Canadian information privacy regulation, then, is whether the 

entity controlling personally identifiable information is a public entity, a private entity, or a 

federally regulated entity. Despite the fact that the privacy laws have extensive schedules 

specifying bodies that are covered by each law, determining whether an entity is public or 

private can be challenging, for example, in the context of medical research, where research is 

often conducted under the joint auspices of public entities (such as a university) and a private 

entity (such as a pharmaceutical company) (Saulnier and Joly, 2016). In provinces with 

“substantially similar” legislation, that legislation applies within its scope46. Thus, in British 

Columbia, information privacy practices in private sector organizations are usually controlled 

by PIPA, whereas in Ontario, health information privacy practices in the private sector 

organizations are regulated by the Personal Health and Information Protection Act, SO 2004, 

c 3, Schedule A. The table below shows those provinces whose private sector information 

privacy laws and/or private sector health information privacy laws have been deemed 

 

45 Because such industries are federally regulated 
46 Thus, PIPEDA could control in a province which has substantially similar legislation, depending on the 
specific facts at play and the scope of the provincial legislation.  
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“substantially similar” to PIPEDA. In those cases where “PIPEDA applies,” it does not mean 

that there is no relevant provincial law; in many cases, there is provincial law, but it is not 

“substantially similar” to PIPEDA, obligating organizations to comply with both PIPEDA and 

relevant provincial laws: 

Table 1: Canadian Provincial and Territorial Information Privacy Laws by Hofman 

Jurisdiction Information 
Privacy 
Legislation 
Governing Public 
Entities 

Information Privacy 
Legislation Governing 
Private Entities 

Health Information 
Legislation 
“Substantially Similar” 
to PIPEDA47 

Alberta Freedom of 
Information and 
Protection of 
Privacy Act, RSA 
2000, c F-25 

Personal Information 
Protection Act, SA 2003, 
c P-6.5 

PIPEDA Applies 

British Columbia Freedom of 
Information and 
Protection of 
Privacy Act, 
RSBC 1996, c 165 

Personal Information 
Protection Act, SBC 
2003, c 63 

PIPEDA Applies 

Manitoba Freedom of 
Information and 
Protection of 
Privacy Act, 
CCSM 1997, c F-
175 

PIPEDA Applies PIPEDA Applies 

New Brunswick Right to 
Information and 
Protection of 
Privacy Act, SNB 
2009, c R-10.6) 

PIPEDA Applies Personal Health Privacy 
and Access Act, SNB 
2009, c P-7.05 

Newfoundland and 
Labrador 

Access to 
Information and 
Protection of 

PIPEDA Applies Personal Heath 
Information Act, NSL 
2008, c. P-7.01 

 

47 Several other provinces have their own health acts, such as Manitoba’s Personal Health Information Act, CCSM, c P33.5. 
However, those acts have not been deemed “substantially similar” to PIPEDA. Thus, if PIPEDA and the Manitoba Personal 
Health Information Act both apply to a particular case, the actors involved may be responsible for complying with both, 
whereas in those cases where the provincial law has been deemed substantially similar, the provincial law controls, and 
organizations are generally exempt from PIPEDA.    
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Privacy Act, SNL 
2015, c A-1.2 

Northwest 
Territories 

Access to 
Information and 
Protection of 
Privacy Act, 
SNWT 1994, c 20 

PIPEDA Applies PIPEDA Applies 

Nova Scotia Freedom of 
Information and 
Protection of 
Privacy Act, SNS 
1993, c 5 
 
And  
 
Privacy Review 
Officer Act, SNS 
2008, c 42 
 
And 
 
Municipal 
Government Act, 
SNS 1998, c 18 
(Part XX) 

PIPEDA Applies 
 
Personal Information 
International Disclosure 
Protection Act, SNS 
2006, c 348 

Personal Health 
Information Act, SNS 
2010, c 41 

Nunavut Access to 
Information and 
Protection of 
Privacy Act, 
SNWT 1994, c 
2049 

PIPEDA Applies PIPEDA Applies 

Ontario Freedom of 
Information and 
Protection of 
Privacy Act, RSO 
1990, c F.31 
 
And 
 

PIPEDA Applies Personal Health and 
Information Protection 
Act, SO 2004, c 3, 
Schedule A 

 

48 This legislation has not been deemed substantially similar to PIPEDA, however, it is noteworthy because it 
contains data localization provisions.  
49 Nunavut was, previously, part of the Northwest Territories (NWT); the Access to Information and Protection 
of Privacy Act in force at the time Nunavut separated from the NWT was incorporated by reference into the 
Statutes of Nunavut and remains in force.  
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Municipal 
Freedom of 
Information and 
Protection of 
Privacy Act, RSO 
1990, c M.56 

Prince Edward 
Island 

Freedom of 
Information and 
Protection of 
Privacy Act, 
RSPEI. 1988, c 
F15.01 

PIPEDA Applies PIPEDA Applies 

Quebec50 Act respecting 
Access to 
documents held by 
public bodies and 
the Protection of 
personal 
information, 
CQLR c A-2.1 
 
An Act to Establish 
a Legal 
Framework for 
Information 
Technology, 
CQLR c C-12 

An Act Respecting the 
Protection of Personal 
Information in the 
Private Sector, CQLR c 
P-39.1 

PIPEDA Applies 

Saskatchewan Freedom of 
Information and 
Protection of 
Privacy Act, SS 
1990 - 91, c F-
22.01 
 
And 
 
The Local 
Authority Freedom 
of Information and 
Protection of 

PIPEDA Applies PIPEDA Applies 

 

50 Quebec is a civil law jurisdiction. The right to privacy is explicitly provided for in the Quebec Charter of 
Human Rights and Freedoms, CQLR 1975, c C-12, c. 6, s. 5. and the Civil Code of Quebec, CCQ 1991, c. 64, a. 
3.  
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Privacy Act, S.S. 
1990 – 91, c L-
27.1 

Yukon Access to 
Information and 
Protection of 
Privacy Act, RSY 
2002, c 1 

PIPEDA Applies PIPEDA Applies 

 

Similarly, determining the applicable U.S. information privacy legislation requires 

determining the appropriate jurisdiction. Ten states have privacy provisions in their state 

constitutions (Jones, 2017, 14) and every state has data breach legislation.  

Information privacy legislation is precisely that: information privacy legislation. As 

noted in the Literature Review, supra, information privacy law in both the U.S. and Canada 

focuses upon “personally identifiable information (PII),” a problematic category with uncertain 

borders. While there is variability in the definition of PII in U.S. laws, many state laws build 

from the definition used by the Federal Trade Commission (FTC)51, which defines personal 

data as: 

Data that can be linked to specific individuals, and includes but is not limited to such 

information as name, postal address, phone number, e‐mail address, social security number 

and driver’s license number (Jones, 2017, 6).  

In Canada, the federal PIPEDA and British Columbia’s FIPPA both define PII as 

“information about an identifiable individual.” Other provincial statutes expand upon that same 

 

51 Although it might seem odd, the FTC has a significant role in regulating data privacy in the United States, 
beginning with their role enforcing the Fair Credit Reporting Act in the 1970s. They have recently brought 
action against such entities as Cambridge Analytica, LLC, Google, LLC, and YouTube, LLC. The Federal 
Trade Commission Act, 15 U.SC §§ 41-58 (1914) [FTC Act] prohibits “unfair or deceptive acts or practices in 
or affecting commerce” (Id. at §45) and empowers the FTC to bring enforcement action against violators.  
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language; for example, Alberta’s FOIP Act defines “personal information as “recorded 

information about an identifiable individual, including: […] name, home or business address 

or home or business telephone number […] race, national or ethnic origin, colour or religious 

or political beliefs […]” (RSA 2000, c. F-25, s. 1). Canadian case law shows how problematic 

these definitions are; in Gordon v. Canada (Health), the Federal Court of Canada held that 

“Information will be about an identifiable individual where there is a serious possibility that 

an individual could be identified through the use of that information, alone or in combination 

with other available information” (2008 FC 258 at para. 34). In an era of data brokerages, 

“other available information,” also known as auxiliary information, increases ceaselessly. 

Furthermore, as data analytic techniques, including machine learning techniques, grow 

increasingly sophisticated, identification (or re-identification) of individuals from seemingly 

innocuous information grows ever more likely. As more information becomes “personally 

identifiable,” PII becomes a less and less useful distinction for determining what protections 

should be applied to information.  

In the U.S.,  

Two approaches to the PII problem predominate. The First Circuit interprets PII as any 

"information reasonably and foreseeably likely to reveal, “directly or indirectly, an 

individual consumer's identity. In contrast, the Third and Ninth Circuits have defined 

PII as "information that would readily permit an ordinary person to identify a specific 

individual's video-watching behavior,” partly because this approach gives better notice 

to video service providers than a standard that depends on the sophistication of the third 

party to which the service provider provides information (Harvard Law Review 

Editorial Board, 2018,1781).  
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The PII formulation also overlooks the very real risk that information that is not 

necessarily about an identifiable individual can still produce real harm if improperly disclosed. 

The times at which a synagogue holds its services is in no way information about an identifiable 

individual, yet in the Dutch city of Groningen, the synagogue keeps the times of its prayer 

services secret to protect the community from anti-Semitic attacks (O’Leary, 2019)52.  

The information approach embodied in information privacy statutes, while responding 

to broader trends of datafication, also ignores the role that records and information 

management (RIM) plays in ensuring that privacy can be protected appropriately. For example, 

Stuart Rennie, comparing the Canadian privacy statutes with the ARMA International 

Generally Accepted Recordkeeping Principles®, found that the statutes do not impose the 

requirements found in the Principle of Accountability53, which requires that an organization 

assign a senior executive responsibility for its recordkeeping program, nor do they impose the 

requirements found in the Principle of Integrity, which “requires that a recordkeeping program 

be constructed so the records and information generated by, or for the organization, have a 

reasonable and suitable guarantee of authenticity and reliability” (Rennie, 2017, 11).   

 

ARMA Principles ® Privacy Statutes 

Accountability X 

Integrity X 

Protection  

 

52 Group/collective privacy is discussed in greater detailed in Chapter 5.1.1.3.2, infra. 
53 While PIPEDA incorporates a principle of accountability as one of the ten key principles of fair information 
practice, it does not specifically address recordkeeping as part of the organization’s privacy information 
practices or as part of the responsibility of the party  
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Figure 19: Rennie (2017):  Comparison between the ARMA Principles (r) and The Privacy Statutes 

 

To the degree that the information privacy statutes engage with “records,” they are 

problematic for balancing privacy and transparency. Consider the PIPEDA definition of 

“record”: 

record includes any correspondence, memorandum, book, plan, map, drawing, 

diagram, pictorial or graphic work, photograph, film, microform, sound recording, 

videotape, machine-readable record and any other documentary material, regardless of 

physical form or characteristics, and any copy of any of those things (section 2(1)).  

This definition, which has been incorporated into CASL and the Digital Privacy Act, is similar 

to the definitions found in the provincial statutes. As Rennie notes, “this privacy definition of 

‘record’ defines not the function or characteristics of the record, but the format in which the 

information resides, is recorded, or is stored” (2017). The definition in the U.S. Freedom of 

Information Act (and incorporated by reference into the Privacy Act of 1974) depends upon 

how “records” are defined within each agency: 

“record” and any other term used in this section in reference to information includes— 
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(A) any information that would be an agency record subject to the requirements of this 

section when maintained by an agency in any format, including an electronic format; 

and 

(B) any information described under subparagraph (A) that is maintained for an agency 

by an entity under Government contract, for the purposes of records management (5 

USC §552).  

Further reading finds that the Federal Bureau of Investigation, for example, defines a 

“record” for FOIA/PA purposes as “Documents created or obtained by an agency or under the 

control of an agency at the time a FOIA request is made” (Federal Bureau of Investigation, 

2019). A definition which more explicitly acknowledged that records are created for the purposes 

or in the course of the agency’s business would be useful in tying records to their transparency 

function (as contrasted to the full universe of documents, of which records are only a part). As 

discussed in detail in Chapter 9, infra, the context in which a record is created, and particularly, 

the record’s characteristics qua record, is critical in evaluating the transparency role of the record.  

 

4.4.3.3 Sectoral Privacy Law 

In both Canada and the United States, much of the statutory privacy law is sectoral. 

Schwarz, outlining the United States’ dual federal-state regulation of information privacy, 

argues in favour of a sectoral approach, stating that the “debate regarding information privacy 

law […] cannot be resolved in advance of a specific regulatory context” (2009, 943). In 

particular, Schwartz finds that mixed federal-state governance of information privacy 

preventing “assigning [federal agencies] too large a role in the regulatory dialogue” (2009, 

944) while also leaving space for private rights of action, without which “there is likely to be 
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significant underenforcement of privacy interests” (2009, 244). Even in Canada, which does 

have omnibus privacy legislation in the form of PIPEDA, there is shared federal-provincial-

territorial governance of information privacy in a variety of sectors.  

As noted supra, sectoral approaches to privacy are motivated, in part, by the context-

dependent nature of privacy. “In the course of people’s lives we act and transact not simply as 

individuals in an undifferentiated social world, but as individuals acting and transacting in 

certain capacities as we move through, in, and out of a plurality of distinct social contexts” 

(Nissenbaum, 2009, 129). The common law privileges reflect the need for a greater degree of 

confidentiality in certain contexts; sectoral privacy legislation reflects that the contextual 

privacy requirements vary strongly from one sector to another. How we treat health records 

should be different from how we treat records of professional licensure. Examples of sectors 

covered by sectoral information privacy laws include health (discussed in detail infra); 

employment; banking, credit reporting and finance54 and communication and marketing55. 

While a discussion of all of these areas of law is beyond the scope of this study, one sector, 

health, and sub-sector, genetics, have been chosen an illustrative examples of how sectoral 

privacy law incorporates both the broad values and goals of privacy legislation and detailed, 

sometimes highly technical, requirements specific to the sector. It should be remembered that 

 

54 See, e.g., Bank Act, SC 1991, c. 46; The Fair Credit Reporting Act of 1970, 15 U.S.C secs. 1681–1681u; The 
Right to Financial Privacy Act of 1978, 12 U.SC sec. 3401 et seq; Gramm-Leach-Bliley Financial 
Modernization Act of 2000, Pub. L. 106–102, 113 Stat. 1338. 
55 See, e.g., An Act to promote the efficiency and adaptability of the Canadian economy by regulating certain 
activities that discourage reliance on electronic means of carrying out commercial activities, and to amend the 
Canadian Radio-television and Telecommunications Commission Act, the Competition Act, the Personal 
Information Protect and Electronic Documents Act and the Telecommunications Act, SC 2010, c. 23 [CASL]; 
Federal Trade Commission Act, 15 U.SC §§ 41 – 58 (1914).  
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sectoral privacy laws do not operate independently of information privacy laws – absent 

statutory provision to the contrary – where such laws are in force.   

 

4.4.3.4 Health Privacy 

Health is one area in which extensive sectoral privacy legislation has been developed; 

however, this legislation has not necessarily provided clarity.  

Canadian provinces and territories have health privacy laws addressing matters as 

diverse as hospital recordkeeping practices, disclosure of health information for public health 

purposes, and the control of substance abuse records. As can be seen from Table 1, supra, 

Ontario, New Brunswick, Newfoundland and Labrador, and Nova Scotia have health privacy 

laws that have been declared substantially similar to PIPEDA. In British Columbia, where the 

case study was located, a number of laws controls access to health information, including the 

E-Health (Personal Health Information Access and Protection of Privacy) Act, SBC 2008, c 

38 (hereinafter E-Health Act), the Ministry of Health Act, RSBC 1996, c 301, the Public Health 

Act, SBC 2008, c 28, and the Health Authorities Act, RSBC 1996, c 180, in addition to the 

general information privacy acts, FIPPA, RSBC 1986, c 165, and PIPA, SBC 2003, c 63. The 

interplay between these acts is complex; when determining  

 

As Thorpe and Gray explain in the American context, “[t]he health information privacy 

framework is a patchwork of often-overlapping federal and state laws that regulate specific 

types of information, individuals, and organizations” (2015, 172)..  

The U.S. has an even greater diversity of health privacy laws due the many jurisdictions 

encompassed therein. In addition to the complexity that arises from the patchwork nature of 
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health privacy regulation, “some third parties have figured out ways to avoid some data privacy 

laws, developing what we call ‘shadow health records’ – collections of health data outside the 

system that provide detailed pictures of individual health” (Price et al., 2019, 448). The United 

States’ largest health privacy law, the Health Insurance Portability and Accountability Act of 

1996, Pub. L. No. 104-191, 110 Stat. 1983 (1996) [HIPAA] is also its largest data privacy law. 

Because HIPAA provides an instructive illustration of how sectoral privacy laws operate, as 

well as their complex interrelationship with other laws, its contours will be now examined in 

some detail. 

 

4.4.3.4.1 U.S. Health Insurance Portability and Accountability Act (HIPAA) 

HIPAA does not cover every entity dealing with personal health information. Rather, it 

applies to two groups: covered entities and business associates. As defined by the Center for 

Medicaid and Medicare Services (CMS, the regulatory body with responsibility for 

implementing HIPAA), a covered entity is: 

● “A health care provider that conducts certain transactions in electronic form (referred 

to […] as a ‘covered health care provider’, 

● A health care clearinghouse, or 

● A health plan.” (Center for Medicaid and Medicare Services, 2016) 

A decision-tool to determine if an entity is a covered entity under HIPAA, as implemented 

by CMS in the HIPAA Administrative Simplification, is provided here. Entities that are not 

directly covered under HIPAA may still have obligations as a “Business Associate” of a 

covered entity under the HIPAA omnibus rule, 45 CFR Parts 160 and 164 and the Health 

Information Technology for Economic and Clinical Health Act, Pub. Law No. 111-5 
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§13001(2009) [HITECH Act]. A business associate, under the statute, is “a person or entity 

that performs certain functions or activities that involve the use or disclosure of protected 

health information on behalf of, or provides services to, a covered entity” (Department of 

Health & Human Services, 2003, citing 45 CFR 164.502, 164.504(3), 164.532(d) and (e )). 

Business associates may be required to have a business associate agreement (BAA) between 

themselves and the HIPAA covered entity, which, according to the Department of Health & 

Human Services, must include assurances in writing that the business associate, will 

“appropriately safeguard the protected health information it receives or creates on behalf of the 

covered entity.” Business associates are also held to the requirements of HIPAA. HIPAA 

compliance requires compliance with several different rules, including the HIPAA Security 

Rule, the HIPAA Privacy Rule, and the HIPAA Breach Notification Rule.  

 

4.4.3.4.2 HIPAA Privacy Rule 

The HIPAA Privacy Rule (45 CFR §160) applies to all individually identifiable health 

information56 (referred to in the Rule as “protected health information (PHI)”) that is “held or 

transmitted by a covered entity or its business associate, in any form or media, whether 

electronic, paper or oral” (DHHS, 2006).  The Privacy Rule imposes a number of requirements 

for the use and disclosure of PHI, as well as providing certain rights to patients.  In particular, 

it is important to note that patients have a right to receive a response within thirty (30) days of 

a request for access to their data, and that all HIPAA covered entities and business associates 

must provide notice of their privacy practices. The HIPAA Privacy Rule (45 CFR §160) applies 

 

56 The problems with PII discussed in the section on Information Privacy Law, supra, also apply to PHI.  
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in a number of contexts, for example, while it does not apply to or regulate research directly, 

if such research requires disclosure of personal health information (PHI) under the control of 

a covered entity57, such disclosure is governed under HIPAA, specifically the Privacy Rule.  

However, information that has been de-identified is, per se not PHI and may be released under 

HIPAA. The privacy rule provides eighteen elements that must be removed in order de-identify 

health information: 

1. Names. 

2. All geographic subdivisions smaller than a state, including street address, city, 

county, precinct, ZIP Code, and their equivalent geographical codes, except for the 

initial three digits of a ZIP Code if, according to the current publicly available data 

from the Bureau of the Census: 

a. The geographic unit formed by combining all ZIP Codes with the same three 

initial digits contains more than 20,000 people. 

b. The initial three digits of a ZIP Code for all such geographic units containing 

20,000 or fewer people are changed to 000. 

3. All elements of dates (except year) for dates directly related to an individual, 

including birth date, admission date, discharge date, date of death; and all ages over 89 

 

57 “Covered entities are defined in the HIPAA rules as (1) health plans, (2) health care clearinghouses, and (3) 
health care providers who electronically transmit any health information in connection with transactions for 
which [the Department of Health and Human Services] has adopted standards. Generally, these transactions 
concern billing and payment for services or insurance coverage.” U.S. Department of Health and Human 
Services, National Institutes of Health, at https://privacyruleandresearch.nih.gov/pr_06.asp. Although this might 
seem odd, it is important to remember that HIPAA is not omnibus health privacy law, but rather, is meant to 
regulate transactions arising from or related to health insurance in the American context.  

https://privacyruleandresearch.nih.gov/pr_06.asp
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and all elements of dates (including year) indicative of such age, except that such ages 

and elements may be aggregated into a single category of age 90 or older. 

4. Telephone numbers. 

5. Facsimile numbers. 

6. Electronic mail addresses. 

7. Social security numbers. 

8. Medical record numbers. 

9. Health plan beneficiary numbers. 

10. Account numbers. 

11. Certificate/license numbers. 

12. Vehicle identifiers and serial numbers, including license plate numbers. 

13. Device identifiers and serial numbers. 

14. Web universal resource locators (URLs). 

15. Internet protocol (IP) address numbers. 

16. Biometric identifiers, including fingerprints and voiceprints. 

17. Full-face photographic images and any comparable images. 

18. Any other unique identifying number, characteristic, or code, unless otherwise 

permitted by the Privacy Rule for re-identification. 

“HIPAA provides two methods through which data may be de-identified: 1) the Safe 

Harbor Method, which requires the removal of identifiers and an absence of actual knowledge 

that the remaining information could be used to identify the individual, and 2) the Expert 

Determination Method, which involves a formal determination by a qualified expert” that the 

information has been sufficiently de-identified so as to protect individuals’ privacy (Foley & 
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Lardner, LLP. 2014).  However, technology is greatly expanding the auxiliary information that 

can be utilized to re-identify information, making it questionable whether the list of identifiers 

would be sufficient to ensure that information remains de-identified.  

 

4.4.3.4.3 HIPAA Security Rule 

HIPAA combines Security and Privacy under one heading, with the general provisions 

of statutory basis, definitions, applicability, organizational requirements and relationship to 

other parts of the statute applying to both the Privacy Rule and the Security Rules (HIPAA, 45 

CFR §§ 164.102 to 164.106).  Unlike the Privacy Rule, which applies to all PHI, the Security 

Rule applies only to electronic personal health information (EPHI), requires implementation 

of administrative (45 CFR §164.308), physical (45 CFR §164.310), and technical (45 CFR 

§164.312) safeguards. The rule contains both “required” and “addressable” specifications. “If 

an implementation specification is required, the covered entity must implement policies and/or 

procedures that meet what the implementation specification requires. If an implementation 

specification is addressable, then the covered entity must assess whether it is a reasonable and 

appropriate safeguard in the entity’s environment” (DHHS, 2007). If an entity determines that 

an addressable specification is not reasonable and appropriate to protect its EPHI, it should: 

“Document the rationale supporting the decision and […] implement an equivalent measure 

that is reasonable and appropriate and that would accomplish the same purpose [OR]  Not 

implement the addressable implementation specification or an equivalent alternative measure, 

if the standard could still be met and implementing the specification or an alternative would 

not be reasonable or appropriate” (DHHS, 2007). The tables below, taken from the DHHS 

report (2007), show the security requirements as set forth in HIPAA.  
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 Table 2: HIPAA Security Standards, Centers for Medicaid and Medicare Services, 2007 

While the foregoing includes a number of technical specifications, it is meant to provide 

a flexible, technology neutral approach to ensuring that electronic protected health information 

is secured in such a way as to minimize unauthorized access.  

 

4.4.3.4.4 Minimum Necessary Standard 

The minimum necessary standard “requires HIPAA-regulated entities to use, disclose, 

and request PHI […] so that their activities implicate the smallest amount of PHI that is 

‘reasonably necessary’ to achieve the data user’s intended purpose” (Evans and Jarvik, 2018). 
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The minimum necessary standard, also known as “data minimization,” originally emerged in 

the Fair Information Practices (HEW Report, 1972) and is embedded in a number of privacy 

laws, including PIPEDA (Principles 4 and 5) and the European Union’s General Data 

Protection Regulation (Article 5).  Evans and Jarvik categorize data under HIPAA into four 

tiers of privacy protection based on data usage, and explain that only in the highest tier do data 

subjects have any control over the use of their data; in the lowest tiers, where data is legally 

required to be used, existing data is used to provide treatment or PHI is used by either a covered 

entity or DHHS to ensure compliance with the Privacy Rule, even the minimum necessary 

standard does not apply (Evans and Jarvik, 2018): 

HIPAA’s Four Tiers of Privacy Protection 

Tier Data Uses that Fall in Each Tier How HIPAA Protects Individuals’ Privacy 
1 • Any data use that an 

individual has authorized, for 
example, a research study 
where people gave their 
permission to share their data 
with researchers. 

• Individuals’ access to and use 
of their own data under 
HIPAA’s individual access 
right 

 

Individuals control the use and disclosure of 
their data. The individual, rather than the 
minimum necessary standard, decides how 
much data can be used or disclosed. 

2 Ten enumerated data uses, including 
three that are important in genomics: 

• Research uses of data under 
HIPAA’s waiver provision at 
45 C.F.R. Section 164.512(i), 
which allows data to be used 
in research without the 
individual’s authorization 
under certain circumstances 

• Public health uses of data 
• Healthcare billing and 

operation, including quality 
improvement activities 

Individuals do not control access to their data 
(i.e., individual authorization is not required). 
The minimum necessary standard applies and 
limits how much data can be requested, used, 
or disclosed.  
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3 Three types of legally required data 
uses:  

• Reporting of abuse, neglect, 
and domestic violence 

• Data required for judicial and 
regulatory proceedings 

• Data requested by law 
enforcement agencies 

Individuals do not control access to their 
data. The minimum necessary standard does 
not apply, but HIPPA sets other limits on 
how much data can be requested, used, or 
disclosed. 

4 • Disclosures of existing data to 
health care providers for use 
in treating patients 

• Uses of PHI by covered 
entities and HHS to ensure 
compliance with the Privacy 
Rule 

Individuals do not control access to their 
data, and HIPAA sets no limits on how much 
data can be requested, used or disclosed. 
Neither the minimum necessary standard nor 
an alternative standard applies. 

 

Table 3: HIPAA's Four Tiers of Privacy Protection (Evans and Jarvik, 2018) 

Thus, even though data minimization is central to both the fair information practices and a 

number of privacy laws, within HIPAA, it does not apply to several data uses, including where 

data use is mandated by other laws.  

 

4.4.3.4.5 HIPAA Breach Notification Rule 

HIPAA requires covered entities and business associates to notify the affected 

individuals and the Department of Health and Human Services when there is a breach of 

protected health information.  

The impermissible use or disclosure of PHI is presumed to be a breach unless you 

demonstrate there is a low probability the PHI has been compromised based on a risk 

assessment of at least the following factors:  

● The nature and extent of the PHI involved, including the types of identifiers and the 

likelihood of re-identification 
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 ● The unauthorized person who used the PHI or to whom the disclosure was made  

● Whether the PHI was actually acquired or viewed  

● The extent to which the risk to the PHI has been mitigated. (United States Department 

of Health and Human Services, “Breach Notification Rule).  

However, the breach notification requirements apply only to “unsecured protected 

health information.” If the protected health information has “been rendered unusable, 

unreadable, or indecipherable to unauthorized persons through the use of a technology or 

methodology specified by the Secretary [of Health] in guidance” (United States Department of 

Health and Human Services, “Breach Notification Rule),  its disclosure or access is not a 

breach. The guidance currently specifies encryption and destruction as the “the technologies 

and methodologies for rendering protected health information unusable, unreadable, or 

indecipherable to unauthorized individuals” (United States Department of Health and Human 

Services, “Breach Notification Rule).  A HIPAA compliant organization, then, must be 

prepared to identify and notify affected individuals of breaches. 

 

4.4.3.4.6 HIPAA and the Challenges of Sectoral Privacy Law 

The foregoing examination of HIPAA reveals the complexity of sectoral privacy law. 

Firstly, there is the issue of scope: HIPAA does not apply to all health data or to all controllers 

and processors of health data. However, business associates, who might not seem to be within 

the scope of HIPAA at first blush, are bound to comply with HIPAA. The problem of scope 

runs throughout sectoral privacy legislation with very real, material consequences (including 

fines and even imprisonment) for entities that fail to comply with applicable law. Furthermore, 

HIPAA, like much privacy legislation in the United States and Canada, struggles with the 
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problem of defining what, exactly, is within its material scope.58 As seen above, HIPAA deals 

with protected health information (PHI) and electronic protected health information (EPHI), 

enabling de-identification either by stripping specific types of information from the record or 

by other methods, so long as certified by an expert as being sufficient to protect information.  

 

4.4.3.4.7 Genetic Privacy/Genetic Non-Discrimination Law 

Finally, within the health sector, there is a sub-sector of genetic privacy laws that 

protect some subsets of genetic information from disclosure in particular contexts. These laws 

attempt to address the many ethical challenges inherent in maximizing the potential benefits 

available from genetic research and personalized medicine while protecting individuals’, 

families’, and groups’ privacy and autonomy. However, law is a blunt instrument that evolves 

much less quickly than science. The net result is that entire classes of genetic information, such 

as estimated data, fall outside the scope of the law, because they did not exist when the law 

was written. Spector-Bagdady, et al., found, for example, that “[m]any state laws do not cover 

the return of test results that fall outside the scope of disease-causing variants, thus oddly 

limiting informed consent requirements for the growing body of results that patients and 

families might seek (e.g., disease-protective results, uncertain results, results related to 

asymptomatic conditions)” (2018, 83). Furthermore, the law does not (yet) address “omic” 

information (such as proteinomics, metabolomics, or exomics) beyond genomic information.  

 

58 This is even a problem in more narrow sectoral privacy law, as discussed in Section 4.2.4.7, Genetic 
Privacy/Genetic Non-Discrimination Law, infra.  
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It should also be noted that the legal separation of genetic data/specimens from other 

health data/biospecimens is not without controversy. Gostin and Hodge refer to “the societal 

practice of treating genetic data as different from other types of health data for the purposes of 

assessing privacy and security protections” as “genetic exceptionalism” (1999). They argue 

that this treatment of genetic data as an exception “discounts the ethical and legal need for 

affirmative protections of other, equally sensitive, personally identifiable health information 

[…and] is unfair to persons with non-genetic conditions by excluding them from the protection 

of private interests” to which they would “be entitled if their condition had a genetic origin” 

(1999). 

Because of the fundamental differences in the Canadian and American health systems 

with regards to payment and health insurance, the genetic non-discrimination regimes in the 

two countries are very different. However, even in Canada, which provides health care to all 

citizens, “people’s fear of having their genetic information used against them by third parties, 

such as insurers or employers, remains a fundamental barrier to accessing genetic testing 

[…while] [f]ear of genetic discrimination also prevents patients from participating in research” 

(Bombard and Heim-Myers, 2018). Canada’s Genetic Non-Discrimination Act (GNA), SC 

2017, c. 3, assented to in May 2017, makes it an offence punishable by a fine of up to 

$1,000,000 or a term of imprisonment up to five years to: 

require an individual to undergo a genetic test as a condition of  

(a) providing goods or services to that individual;  

(b) entering into or continuing a contract or agreement with that individual; or  



140 

 

(c) offering or continuing specific terms or conditions in a contract or agreement with 

that individual.59 

Because the GNA is so recent, there is no case law yet showing how the courts will interpret 

and enforce it. It should be noted, however, that Quebec has mounted a constitutional challenge 

to such Act.  

The Genetic Information Non-Discrimination Act (GINA), in the U.S., is a decade 

older than the Canadian GNA and has notable gaps compared to that legislation. GINA is 

limited to health insurance and employment and “does not cover […] life insurance, disability 

insurance, educational opportunities, or commercial and real property transactions” (Rothstein, 

2018, 5). There also exists a significant gap in coverage in the U.S. between GINA – which 

covers only genotype, not phenotype, and does not protect symptomatic individuals – and the 

Americans with Disabilities Act (ADA), Pub. L. No. 101–336, 104 Stat. 327 (1990) which 

“applies only to impairments that constitute ‘a substantial limitation of a major life activity’” 

(Thus, Americans who are symptomatic for a genetic disease, but not sufficiently disabled to 

fall under the ADA, face a gap in legal protection unless and until their condition disables them 

sufficiently to fall under the ADA. Finally, like many state genetic privacy laws, “[a]s a matter 

of science, GINA has been frozen in time,” (Rothstein, 2018, 6) meaning that the definitions 

within the statute do not cover things like epigenetics or proteinomics. Beyond GINA and 

GNA, there exist scores of state laws addressing different aspects of genetic privacy (this study 

found over 70). In such a specialized sub-sector, determining the applicable privacy laws is a 

specialist effort. 

 

59 SC 2017, c. 3. 
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4.4.4 Summary 

As shown by the foregoing, “privacy” in the law ranges from a “freestanding obligation 

of government, and a right held by individuals” (Conroy & Scassa, 2015, 183) to a set of 

prescribed technical rules (as shown by the discussion of HIPAA, supra).  It ranges from a 

negative right (Warren and Brandeis’ famous “right to be let alone”) to a positive right entailing 

“the freedom to decide and to act in public or private as one deems appropriate” (Margulis, 

2003, 244). Context is critical in privacy law; the regulation of the privacy of any particular 

information depends upon jurisdiction, sector (and sub-sector), and the context in which the 

information is generated and used. Moreover, privacy law aims to support a number of values, 

including autonomy, dignity, and liberty, and broader social goods, including democratic self-

governance. The harms against which privacy protects are harder to identify – and therefore to 

balance against competing societal interests – yet privacy remains “implicit in the concept of 

ordered liberty” Palko v. Connecticut, 302 US 319, 325 (1937).  

 

4.5 Transparency 

A popular government without popular information, or the means of acquiring it, is but 

a Prologue to a Farce or a Tragedy; or perhaps both. Knowledge will forever govern 

ignorance: And a people who mean to be their own Governors, must arm themselves 

with the power which knowledge gives” (Madison, 1822) 

In contrast to privacy, there is no body of law that is universally understood as 

“transparency law.” In part, this is because “transparency” per se is new when compared to 

privacy; there is no equivalent to Warren and Brandeis’ seminal article with regard to 
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transparency in the law. As Fenster notes, “open government laws” have been the results of 

organized, ongoing advocacy. “For more than five decades, a broad transparency advocacy 

movement, composed of a diverse array of organizations operating from the transnational to 

local level, has attempted to address and mitigate the fundamental democratic and 

administrative problems that information asymmetry creates for legitimate and effective 

governance” (Fenster, 2012, 446). As discussed in the section on common law, 4.2.3.2 infra, 

various forms of “open government” have been in the common law since before the 

colonization of Canada and the United States, including open courts and citizen access to 

public records. However, as the administrative state has grown more complex, governments 

larger, and records more voluminous, new forms of access rights have evolved to try to ensure 

the ongoing flow of information to the citizenry. 

While privacy law names itself as such, the law around transparency takes many names 

in many areas of law. As Schauer writes, “In the artificial world of law schools which I inhabit, 

freedom of speech is a topic for courses and specialists in constitutional law, while freedom of 

information is for administrative law, questions about open source are for the intellectual 

property aficionados, open meeting laws are for those who concentrate on state and local 

government, and questions about mandatory disclosure are distributed among scholars who 

teach and write in the areas of securities regulation, health care, or consumer protection” (2011, 

1354). Furthermore, although an ancient history of “open government” traditions – including 

open courts/open justice and a right of access to public records – is embedded in the common 

law of both countries, transparency has been (re)created in such a way that it seems in its 

infancy, compared to privacy. It was not until 1983 that every U.S. state had an open meeting 

law (Andersen Jones, 2011, 582). The United States’ Freedom of Information Act, 5 U.SC 
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§552 (1967) was not on the books until 1967; Canada’s Access to Information Act, RSC, 1985, 

c. A-1 was assented to in 1985.  

 

4.5.1 Charter/Constitutional Law: Freedom of Expression and of the Press 

Both the Canadian Charter (section 2(b)) and the U.S. Constitution (amend. I) 

guarantee freedom of the press in the same clauses protecting freedom of expression/speech. 

Of late, however, jurisprudence in both countries has largely collapsed freedom of the press 

into the freedom of expression; Oliphant characterizes the Canadian jurisprudence as having 

“tended to treat the term as one of the Charter’s few superfluities: a freedom that is protected 

largely if not exclusively through freedom of expression writ large” (2013, 285).  In Citizens 

United v. FEC, the Supreme Court of the United States states that, “We have consistently 

rejected the proposition that the institutional press has any constitutional privilege beyond that 

of other speakers,” 130 S. Ct. 876, 905 (2010) (quoting Austin v. Mich. Chamber of Commerce, 

494 U.S. 652, 691 (1990) (Scalia, J., dissenting), overruled by Citizens United, 130 S. Ct. 876)). 

However, it is impossible to trace the development of one of the major legal vehicles for 

transparency – right to information laws – without examining the roles and rights of the press. 

Kent Cooper, general manager of the Associated Press, “used the phrase ‘right to know’ as 

early as 1945 and as the title of his 1956 book on […] press freedom. He defined it […] as the 

right of individuals to have access to full and accurate news reporting […] and …] as 

prohibiting the government from interfering with the relationship between the press and its 

publics” (Fenster, 2012, 458). Andersen Jones reports that “newspaper organizations and other 

press groups unquestionably ‘began [the] crusade to open the governmental process’ to public 

view” (2011, 585), advocating for open meeting, open records, and right to information laws, 
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“investigating existing and proposed model laws” (2011, 587), and monitoring and litigating 

when states sought to restrict access to records (2011, 588). In Canada, too, the press was “a 

prime mover in challenging courtroom closures and in working for freedom of information” 

(Smith, 1985, 115).  

Schauer, an American legal scholar focused on freedom of speech and freedom of the 

press, writes:  

the negative liberties protected by the First Amendment-the liberty to be free from state 

restriction-may be less important, or at least no more important, for fostering the values 

that lie behind the First Amendment than are a number of knowledge-fostering social 

conditions and public policies that are substantially beyond the power of negative 

liberties to affect (2011, 1355).  

Smith makes the same argument in the Canadian context, asserting that, in addition to 

imposing a positive duty on the government to refrain from “previous restraint” of the press, 

freedom of the press “includes a right of access to government information […] based on the 

proposition that if the purpose of the freedoms of speech and press is to have an informed 

democracy, the purpose cannot be fulfilled unless the press […] has access to information 

about government” (1985, 117).  

La Forest, J, writing in Canadian Broadcasting Corp. v. New Brunswick (Attorney 

General) explicitly tied freedom of the press to one of the most ancient forms of transparency 

in the common law, open courts: 

That the right of the public to information relating to court proceedings, and the 

corollary right to put forward opinions pertaining to the courts, depend on the freedom 

of the press to transmit this information is fundamental to an understanding of the 
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importance of that freedom. The full and fair discussion of public institutions, which is 

vital to any democracy, is the raison d'être of the s. 2(b) guarantees. Debate in the public 

domain is predicated on an informed public, which is in turn reliant upon a free and 

vigorous press. The public's entitlement to be informed imposes on the media the 

responsibility to inform fairly and accurately. This responsibility is especially grave 

given that the freedom of the press is, and must be, largely unfettered. (1996) 3 SCR 

480 at paragraph 23.  

The centrality of the press in statutory conceptions of transparency law – particularly 

of a press  “who viewed the journalistic enterprise as free, independent, and objective, […] 

staffed by full-time, well-trained, professional journalists” (Fenster, 2015, 457) – is important 

in understanding the relation between transparency law, archives, and records. In brief, there 

is an expectation that the press, as trained professionals, can serve as intermediaries between 

the public – who have neither the competence nor the resources to find and digest the relevant 

records – and government’s evidence of its doings. As further shifts in technology, governance, 

and the economy now find the press ever more displaced, further experiments in transparency, 

which do not depend on the press and appear under names such as “open government” (again!) 

and “open data,” are being attempted, though largely under the “old” legislative regime of right 

to information laws. 

 

4.5.2 Common Law 

While the discussion of transparency has largely shifted to statutory regimes, the 

common law has important transparency foundations in both the open justice principle (which 

includes access to judicial records) and common law access to non-judicial government 
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records. Smith, writing about “open government” at the proclamation of Canada’s Access to 

Information Act, captured a body of law governing access to information that remains 

substantially the same: 

With the proclamation of Canada's Access to Information Act in 1983 and the adoption 

of provincial freedom of information acts in at least four provinces, Canada has joined 

the United States in recognizing a right of the press and public to examine records of 

government agencies. In addition, statutes in all fifty states and nine of the ten Canadian 

provinces, as well as a U.S. federal statute, recognize a right to attend meetings of 

government bodies. Courts in both nations have also recognized a right to attend trials. 

But statutes and court decisions in both nations include exceptions to the right of access 

to government information. These exceptions are based on interests of confidentiality 

for government officials and of citizen privacy (1985, 113).  

Open justice principle(s) have deep roots in the common law. Cunliffe explains: 

Open justice is a core principle of the common law in the United Kingdom and Canada, 

open justice possesses constitutional status. In these jurisdictions, the constitutional 

principle is strengthened by human rights protections. For example, the Canadian 

Charter of Rights and Freedoms provides: 2. Everyone has the following fundamental 

freedoms: […] (b) freedom of thought, belief, opinion and expression, including 

freedom of the press and other media of communication; […] 7. Everyone has the right 

to life, liberty and security of the person and the right not to be deprived thereof except 

in accordance with the principles of fundamental justice. Collectively, these provisions 

have been interpreted as guaranteeing a right to open justice that may be enforced by 

the participants in a court process or by the public (2012, 388). 
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As Cunliffe explains, open justice encompasses several principles aimed at meeting a 

number of purposes, including ensuring that courts operate “in accordance with law, probity 

and evidence” (2012, 388) and given that courts are a “check” on the executive and legislative 

branches of government, providing the public information on the courts’ co-equal branches of 

government. Like other forms of transparency, “open justice relates information about what 

happens in [government, in the form of] courts to other aspects of democratic governance and 

to the rule of law” (Cunliffe, 2012, 389).  

Open justice principles are also embedded in U.S. common law, although, as Cunliffe 

points out, the open justice discussion in the U.S. often hinges on questions of the public right 

to know “against individual and corporate privacy interests,” (2012, 390). In the United States, 

amend. VI of the Constitution guarantees the right to a public trial in criminal matters. In civil 

matters, as well, the U.S courts have upheld open court principles. In Nixon v. Warner 

Communications, Inc., 435 U.S. 589 (1978)  the Supreme Court of the United States found that 

“The common law right to inspect and copy judicial records is not absolute, but the decision 

whether to permit access is best left to the sound discretion of the trial court, a discretion to be 

exercised in light of the relevant facts and circumstances of the particular case.  

Despite the courts’ recognition of the importance of open justice, this is also a principle 

which has its limits. Justice Souter, now retired from the Supreme Court of the United States, 

said bluntly, “the day you see a camera come into our courtroom, it's going to roll over my 

dead body” (New York Times, 1996).  In Canada, the courts have developed a test (the 

“Dageneais/Mentuck” Test) to determine whether to deny public access to and publicity of 

court proceedings and records, with the burden resting on the party who wishes to deny access 

to prove that a ban is “necessary in order to prevent a real and substantial risk to the fairness 
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of the trial […] and […] the salutary effects of the publication ban outweigh the deleterious 

effect to the free expression of those affected by the ban” Canadian Broadcasting Corporation 

and the National Film Board of Canada v. Lucien Dagenais, Leopold Monette, Joseph Dugas 

and Robert Radford, [1994] 3 SCR 835, 839. 

In addition to open justice principles, transparency is operationalized in the common 

law through the right of access to public records. Although a number of statutory right-to-

information regimes now govern access to government information, the common law right to 

access generally remains in force, unless specifically overturned in a particular jurisdiction. In 

the English common law tradition from which both the Canadian and American common law 

descend, the common law provided that: 

Every person is entitled to the inspection ... of public records ... provided he has an 

interest therein as would enable him to maintain or defend an action for which the 

document or record sought can furnish or necessary information. (45 Am. Jur. 427) 

The First Circuit Court of Appeals for the United States accepted this right as a given 

in 1951: “As a matter of general law, we need hardly labor the point that it would 

extraordinary if such a fundamental record of municipal finance as a tax abatement list were 

not a public record to which the public has a right of access” McCoy v. Providence Journal 

Co., 190 F.2d 760.  As an example, in State ex rel Charleston Mail Ass'n v. Kelly, 143 S.E.2d 

136, 140 (1965), the Supreme Court of Appeals held that local citizens and taxpayers, having 

a legitimate interest in the public records of the jurisdiction, had a common law right to 

inspect records, stating that “the public business is indeed the public’s business. The people 

have a right to know” (citing Moore v. Board of Freeholders of Mercer County, 76 N.J.Super. 

396, 184 A.2d 748). Indeed, parties seeking access to records have prevailed on a common 
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law claim where the statutory right-to-information claim would have failed. In Loigman v. 

Kimmelman, 102 N.J. 98 (1986), the plaintiff sought release of certain records that did not 

meet the statutory standard of “public record,” but the Court held that "records prepared by a 

State agency are public records at common law even if they are not required by law and thus 

not public records within the Right to Know statute.”  

 

4.5.3 Statutory Law 

Although there is not a category of “transparency law,” transparency is nonetheless 

woven throughout statutory schemes. This section examines the major class of statutory 

transparency law: right to information law.  

 

4.5.3.1 Right to Information Laws 

Right to information laws (also known as “freedom of information” or “access to 

information” laws) are surprisingly old; the first freedom of information law was passed in 

Sweden in 1766, thus predating the existence of both Canada and the United States as 

independent nations, although that law was specifically limited to the press (Fenster, 2012, 

446). One might notice that the Canadian provincial and territorial laws governing public body 

information privacy in Table 1, in Section 4.2.4.5 supra, universally bear names such as 

“Freedom of Information and Protection of Privacy” or “Right to Information and Protection 

of Privacy.” As Conroy & Scassa note, “transparency in government and the need to protect 

individual privacy [are both] objectives that underlie access to information legislation” (2015, 

181); thus, B.C.’s FIPPA, in addition to its provisions concerning privacy, also governs access 

to information held by public bodies. The provincial statutes, in addition to regulating the 
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handling of personally identifiable information in the custody of public bodies, provide for 

access to information as well. Unlike the provincial statutes, Canada’s federal Access to 

Information Act, RSC 1985, c A-1 [ATIA] “does not make explicit reference to privacy in its 

statement of purpose” (Conroy & Scassa, 2015, 182). 

AITA provides a right of access to “any record under the control of a government 

institution” (section 4) to any Canadian citizen or lawful permanent resident. The Freedom of 

Information Act, 5 U.SC §552 (1974) [FOIA],60 by contrast, provides that “upon any request 

for records which (i) reasonably describes such records and (ii) is made in accordance with 

published rules stating the time, place, fees (if any), and procedures to be followed, shall make 

the records promptly available to any person” (s. 3(A)).  

In what is widely considered one of the most important cases interpreting FOIA, the 

Supreme Court of the United States, in determining whether the Federal Bureau of 

Investigation properly exercised discretion in refusing to release a rap sheet that was requested 

as an alleged matter of public interest, considered the history and Congressional purpose 

behind the statute: 

The statute known as the FOIA is actually a part of the Administrative Procedure Act 

(APA). Section 3 of the APA as enacted in 1946 gave agencies broad discretion 

concerning the publication of governmental records. In 1966 Congress amended that 

section to implement "`a general philosophy of full agency disclosure.'" The 

amendment required agencies to publish their rules of procedure in the Federal 

Register, 5 U.SC 552(a)(1)(C), and to make available for public inspection and copying 

 

60 As amended by the FOIA Improvement Act of 2016 (Public Law No. 114-185). 
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their opinions, statements of policy, interpretations, and staff manuals and instructions 

that are not published in the Federal Register, 552(a)(2). In addition, 552(a)(3) requires 

every agency "upon any request for records which . . . reasonably describes such 

records" to make such records "promptly available to any person." If an agency 

improperly withholds any documents, the district court has jurisdiction to order their 

production. Unlike the review of other agency action that must be upheld if supported 

by substantial evidence and not arbitrary or capricious, the FOIA expressly places the 

burden "on the agency to sustain its action" and directs the district courts to "determine 

the matter de novo, U.S. Dept. of Justice v. Reporters Committee, 489 US 749 (1989) 

[Reporters Committee]. 

FOIA, then, builds upon the existing recordkeeping apparatuses of U.S. federal agencies and 

includes requirements for proactive disclosure. In balancing the privacy of the record subject 

against the public interest in the record, the Court specifically cites the issue of “practical 

obscurity” that the record in question enjoys while it is tucked away within the government’s 

files. FOIA places an affirmative duty on the agencies to justify any request not fulfilled; in 

this case, the Court found the agency was in fact justified in withholding the requested record. 

FOIA defines records thus:  

“records” includes all books, papers, maps, photographs, machine readable materials, 

or other documentary materials, regardless of physical form or characteristics, made or 

received by an agency of the United States Government under Federal law or in 

connection with the transaction of public business preserved or appropriate for 

preservation by that agency or its legitimate successor as evidence of the organization, 
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functions, policies, decisions, procedures, operations, or other activities of the 

Government or because of the informational value of data in them.  

In this statute, we see a definition of “record” that embraces function and largely echoes 

archival definitions of a “record” (as compared to the information-oriented definitions found 

in the privacy statutes). That said, the courts have ruled that FOIA’s definition of “record” 

cannot be stretched so far as to include the hypothetical elephant of Jenkinson (1922, 6-7), 

determining that objects such as rifles and clothes are not “writings” and therefore not records 

subject to FOIA, Nichols v. United States, 325 F. Supp. 130, 135-136 (D. Kan. 1971). The 

ATIA definition of “record,” in contrast, is more similar to that included in the information 

privacy statutes, supra, and comports with what would be more properly understood from an 

archival perspective as a “document”: record “means any documentary material, regardless of 

medium or form” (s. 3).  

Unfortunately, in practice, neither FOIA nor ATIA has succeeded in achieving the 

transparency that was envisioned when issuing them. “While in theory FOIA facilitates the 

press' access to vast amounts of information in the hands of the executive branch, 

implementation of the law has been chronically fraught. Agencies routinely take months and 

even years to respond to journalists' requests” (Carroll, 2016, 195). A test by Bloomberg News 

found 19 of 20 federal agencies subject to FOIA failed to disclose records in accordance with 

the law. Journalists seeking expedited access under provisions ensuring such access for 

members of the press on matters of urgent public interest, 32 C.F.R. § 286.4 (d)(3)(ii) (2014), 

found that their requests failed more than 80% of the time (Caroll, 2016, 196).  

In British Columbia, an investigation by the provincial Office of the Information and 

Privacy Commissioner (OIPC) ignited a scandal when it was discovered that a government 
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ministry was “triple deleting” (permanently deleting) records that would have been responsive 

to sensitive FOIA requests, that another ministry failed to produce responsive records, and that 

the Office of the Premier’s Deputy Chief of Staff had “not personally retained a single email 

she ha[d] ever sent from her government email address”61 (Denham, 2015, 52). In response to 

this scandal, B.C. amended its Information Management Act, SBC 2015, c. 27,62 to include a 

“duty to document” which empowers the chief records officer to “issue directives and 

guidelines to a government body in relation to a matter under this Act, including […] without 

limitation, directives and guidelines respecting the types of records that constitute an adequate 

record of a government body’s decisions” (s. 6). This provision has been criticized, since 

before it was on the books, for being a toothless non-solution to the problems. Compare B.C.’s 

“duty to document” to the duty to document that Hon. John M. Reid, former Information 

Commissioner of Canada, recommended be added to the federal ATIA:  

67.1(1) No person shall, with intent to deny a right of access under this Act: 

(a) destroy, mutilate or alter a record;  

(b) falsify a record or make a false record;  

(c) conceal a record;  

(c.1) fail to create a record in accordance with section 2.1; or  

(d) direct, propose, counsel or cause any person in any manner to do anything 

mentioned in any of paragraphs (a) to (c.1) (Steinberg, 2017).  

 

61 A genuine case of “But her emails!” 
62 And not, to the frustration of many advocates, FIPPA.  
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This addition is significant because s. 67.1 of ATIA “imposes sanctions for destroying, altering, 

or concealing records for the purpose of denying access; anyone who obstructs access based 

on s. 67.1” (Steinberg, 2017). It remains to be seen if the duty to document will succeed in 

improving the effectiveness of FIPPA.  

In addition to transparency-through-right-to-information laws, there is a movement that 

Fenster calls “digital transparency,” encompassing open government and open data 

movements. As Conroy and Scassa explain:  

Governments […] are facing increasing pressure to conform to two relatively new 

approaches to government data and information: proactive disclosure and open data. 

Both form part of the growing open government movement - a movement which pushes 

for the greater release of government information and data in the name of increased 

transparency and accountability (2015, 176).  

Both the United States and Canada are members of the Open Government Partnership; “OGP’s 

vision is that more governments become sustainably more transparent, more accountable, and 

more responsive to their own citizens, with the ultimate goal of improving the quality of 

governance, as well as the quality of services that citizens receive” (Open Government 

Partnership, 2019). Shepherd et al. report that “open government has been implemented at the 

federal, provincial, and municipal levels of government” (2019, 41). However, the move 

towards “open government” is happening “in the absence of any new legislative frameworks” 

(Conroy & Scassa, 2015, 176)   
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4.6 Privacy and Transparency 

In cases where the courts have weighed questions of privacy and transparency explicitly,63 

such decisions have typically been fact-driven, given the substantial role of context in striking 

the balance between privacy and transparency. An exemplar case from Canada is here 

considered in detail.  

In Canada (Attorney General) v. Fontaine, 2017 SCC 47 [Fontaine], the Supreme Court 

of Canada considered the relationship of the Privacy Act, the Access to Information Act, and 

the Library and Archives of Canada Act, with regards to an exceptionally sensitive set of 

records. That case arose out of the terrible legacy of the Indian Residential Schools, which 

were operated by religious organizations and funded by the Government of Canada. From the 

1860s to the 1990s, more than 150,000 First Nations, Inuit, and Metis children were required 

to attend such schools and thousands of them were there abused physically, emotionally, and 

sexually (Fontaine at 208). In an agreement that consolidated class action lawsuits in nine 

provinces and territories, the Indian Residential Schools Settlement Agreement (IRSSA) 

provided for, among other things, financial compensation to survivors (Fontaine at 209). 

“[F]ormer students who were victims of abuse and wrongful acts resulting in serious 

psychological consequences could […] bring a claim under the Independent Assessment 

Process” (Ibid), a process which required disclosure of extremely sensitive information, 

including testimony of the abuse suffered by the claimant and medical records.  

 

63 See, e.g., Ontario (Community Safety and Correctional Services) v. Ontario (Information and Privacy 
Commissioner), 2014 SCC 31 [2014]; U.S. Dept. of Justice v. Reporters Committee, 489 US 749 (1989) 
[Reporters Committee].  



156 

 

“During the IAP, the Chief Adjudicator of the Indian Residential Schools Adjudication 

Secretariat and the Truth and Reconciliation Commission (“TRC”) brought requests for 

directions to the Ontario Superior Court of Justice on the disposition of the IAP Documents at 

the conclusion of the IAP and, if necessary, on the development of a notice program to inform 

claimants of the possibility of voluntarily archiving some of their IAP Documents at 

the National Centre for Truth and Reconciliation” (Ibid); the supervising judge held that the 

records were subject to a 15-year retention period, after which they were to be destroyed unless 

the claimants chose to have their file preserved. The Ontario Court of Appeal upheld the 

supervising judge’s order. The Attorney General of Canada then appealed to the Supreme 

Court of Canada, “arguing that the IAP Documents are ‘under the control of a government 

institution’ within the meaning of the Access to Information Act, the Privacy Act, and the 

Library and Archives of Canada Act” (Fontaine at 210). The Supreme Court of Canada 

dismissed the appeal, upholding the supervising judge’s order that the records, absent a choice 

to the contrary by the claimant, should be destroyed after a 15 year retention period.  

The supervising judge, finding that records should only be preserved if the claimant so 

chose, noted that “for a claimant to complete the [IAP] application form, he or she will disclose 

the most private and most intimate personal information, including a first-person narrative 

outlining his or her request for compensation” (Fontaine at 218). Every individual who 

attended an IAP hearing was required to sign a confidentiality agreement, and both claimants 

and the religious organizations that had operated the residential schools agreed to do so on the 

“assurance of confidentiality” (Fontaine at 220). The Supreme Court of Canada approached 

the question as one of mixed law-fact, and specifically, of contract interpretation, examining 

the privacy provisions of the IRSSA. Even though the IRSSA incorporated the Privacy Act, 
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the ATIA, and the Library and Archives Canada Act by reference, the court found that applying 

the Privacy Act would, in fact, put the claimants’ privacy at risk: 

Application of the Privacy Act to the IAP Documents clearly runs counter to the 

principles of confidentiality and voluntariness upon which, as we have explained, the 

IAP was founded. The Privacy Act protects personal information from disclosure, but 

only for 20 years after the death of the relevant individual. Even during the protection 

period, disclosures of personal information contained in these documents may occur. 

For example, the Privacy Act provides individuals with a right of access to their 

personal information, which is defined to include “the views or opinions of another 

individual about the individual” (s. 3 “personal information”). As pointed out by the 

Privacy Commissioner of Canada, this might allow an alleged perpetrator to seek 

information 

about their accusers. Under s. 8(2)(j) of the Privacy Act, personal information may be 

disclosed at any time for research or statistical purposes (Fontaine at para. 55).  

The Court placed a heavy emphasis upon voluntariness in its reasoning; by analysing the case 

through the lens of a (non-precedential) contract, the Court could focus upon the participants’ 

will and intention. The Court accepted that destroying the records in question might, as the 

National Centre for Truth and Reconciliation asserted, “deny future generations…the 

collective knowledge and history to healing,” but found nonetheless that “It is not for this Court 

to conscript the stories of survivors, where confidentiality and solely voluntary disclosure had 

been agreed to” (Fontaine at para. 59, emphasis added). The Court, in other words, found that, 

regardless of the potential value of the records, in the circumstance where the records’ subjects 

would not have consented to their creation otherwise, the records must be destroyed.  
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While the Court engaged with the access aspects of transparency – including NTRC’s 

arguments that the records are essential for healing and education – the question of 

accountability was left aside entirely. Are there means outside of these records for holding the 

actors involved accountable? It is notable that the churches that ran the residential schools 

joined Fontaine and other survivors; accuser and accused are not frequently on the same side. 

Nor did the Court grapple with the impact of the loss of the records upon indigenous 

communities beyond the survivors themselves; Fullenwieder and Molnar go so far as to assert 

that the destruction of the records serves to “erase the particular practices of Canadian settler 

violence, past and present” (2018, 2). To a degree, these questions are simply beyond what was 

before the Supreme Court of Canada on appeal, and these questions do not mean that the Court 

arrived at an incorrect conclusion. Rather, they serve to illustrate how many competing values 

and concerns are at play when privacy and transparency rights must be balanced.  

 

4.7 Conclusion 

The bodies of law encompassing privacy and transparency work at several levels, 

encompassing both positive and negative rights. The laws aim at a diversity of goals: advancing 

human autonomy, dignity, and liberty, reducing harm, and supporting democratic governance. 

Privacy laws, even those which have not traditionally been considered under the “informational 

privacy” umbrella, are entangled with transparency; in both Canada and the United States, the 

privacy regimes and access to information regimes are intertwined at the statutory level, and 

the same constitutional right – freedom of expression – animates both privacy and 

transparency.  However, because of the focus on information, rather than records, within most 

of the statutes, as well as the problematic focus on “personally identifiable information,” what 



159 

 

precisely falls within the scope of information privacy law will remain a judgement question 

to be resolved by records professionals, lawyers, or, ultimately, the courts. “Since there are no 

clear and unequivocal markers for personal information, the approach of the courts to 

determining when something is personal information is crucial and has a direct impact on how 

the balance between transparency and privacy is struck” (Conroy & Scassa, 2015, 177). The 

laws concerning transparency cohere much more closely to archival principles and definition, 

in no small part because of their historical connections with open meetings and open records 

laws. Furthermore, transparency laws arose, in large part, out of the advocacy of a professional 

press to support their mission of informing the public about government and reflect a closer 

alignment with archives and recordkeeping than do privacy laws.  

Applying privacy and transparency laws coherently to records requires a fact-specific 

analysis that accounts for both the context of the records and the broader values implicated in 

striking the balance. While information privacy and transparency laws have proliferated in 

response to the challenges raised by digital technology, the quantified, rule-based nature of 

datafied technologies remains at odds with the fundamental ambiguity and fluidity of the two 

concepts. The fact-based, context-dependent decision making required for “privacy” and 

“transparency” to be meaningful in systems where human discretion and judgment are applied 

only at creation illustrates the need for a much more precise understanding of what is at stake 

with “privacy” and “transparency.”  
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Chapter 5: Critical Interpretive Synthesis of the Literatures on Privacy and 

Transparency 

5.1 Critical Interpretive Synthesis 

This section presents a critical interpretive synthesis of the literatures surrounding privacy 

and transparency, organized by the lines-of-argument (LOA) identified through the study and 

then synthesizing those arguments. It begins with the privacy literature, from which four major 

LOA were identified: privacy as right; privacy as privilege; privacy as relationship; privacy as 

identity. It then examines the major LOA regarding transparency: transparency as metaphor; 

transparency as control; and transparency as accountability. Finally, this chapter synthesizes 

the LOA from the two bodies of literature.  

 

5.1.1 Privacy in the Literature 

The privacy literature is wide-ranging, encompassing numerous disciplines and 

perspectives. This study revealed four major lines-of-argument in the privacy literature, three 

of which will be discussed in this section: privacy as privilege; privacy as relationship; and 

privacy as identity. Privacy as right is the jumping-off point for the other three, but its general 

scope is largely covered in Section 4.3, Privacy, supra.  It should be noted, however, that 

divisions between these lines-of-argument are not bright lines; there is substantial overlap 

between the lines-of-argument. Furthermore, many of the arguments in the literature concern 

how to draw the appropriate balance among the different conceptions of privacy in order to 

arrive at a framework that supports decision-making about privacy.  
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5.1.1.1 Privacy as Privilege 

More and more often, we all make silent calculations about who is entitled to what 

rights, and who is not. It’s not as simple as saying everyone is the same under the law 

anymore. We all know there’s another layer to it now (Taibbi, 2014, xviii).  

Privacy has long been associated with privilege:  

…according to Raymond Williams, who has traced the etymology of the word, around 

the fifteen century private acquired a slightly different meaning that manifested itself 

in ‘a conventional opposition to public, as in private house, private education,…private 

club, private property. In virtually all these uses the primary sense was one of privilege; 

the limited access or participation was seen not as deprivation but as advantage” 

(MacNeil 1992, 1, citing Williams, 1976).  

However, in a society that is – nominally, at least – built on an egalitarian liberal democracy, 

in which privacy is positioned as necessary to exercise the rights and duties of citizenship, 

regarding privacy as a privilege is problematic.  One of the major lines of argument in the 

privacy literature interrogates the roles, impacts, and appropriateness of privilege as it relates 

to privacy as both a right and a broader ethical concept. Privacy, confidentiality, and disclosure 

are deeply contextual matters. The privacy-as-privilege scholarship argues that the context to 

be considered must include more than just the parties to the transaction; in privacy-as-privilege, 

the rights available to any one party are a direct result of their position in the broader society. 

As Bridges explains, “privacy is imagined to generate value – either for the individual or for 

society. […But] if the individual enjoying privacy rights will not put them to good uses, her 

enjoyment of these rights will not produce the value that otherwise justifies their provision” 

(2017, 12). Given this – and the construction of poverty as a moral failing – “wealth is a 
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condition for privacy rights and […] lacking wealth, poor mothers do not have any privacy 

rights” (2017, 12). Indeed, Reichel notes that Fuchs (2012) goes so far as to argue that:  

a core function of privacy in liberal society is to obscure wealth, so that social 

inequalities are not in plain view. Because the legitimacy of the prevailing social order 

rests, in large part, on the conceit that most people are starting from relatively equal 

footing, it is necessary to conceal the fact that this is not, in fact, the case. (Reichel, 

2017, 4761) 

Brandeis and Warren’s “right to privacy” has been described by Richards (2015) as an 

“aristocratic” right of privacy: “[a]t the time Warren and Brandeis wrote about the right to 

privacy, there was among many Americans a real apprehension, which intensified with the 

nation’s increasing population toward the end of the nineteenth century, that individualism 

itself, as well as the privileges of the elite, might be crushed by unrestrained democracy” 

(Glancy, 1979, 35). Insofar as privacy flows from various civil rights, such as the freedom of 

speech and freedom of the press (discussed in Chapter 4, supra), it has historically been 

unavailable to many people in Canadian and American society. Westin captures the American 

case bluntly: 

political fundamentalism has been a major limiting force on privacy in American 

culture. In one sense this our nativist tradition, with its elements of xenophobia, 

religious and racial prejudice, and isolationism. […] Political fundamentalism also rests 

on aspects of the American Puritan heritage, with its moral absolutism, censorial 

watching over the private lives of community members, and the Puritan approach to 

social welfare, which violates the privacy of the poor and unfortunate in the name of 

the ‘good’ being done them (1967, 31).  
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The 1973 HEW Report expressed concern over how digital recordkeeping could reinforce the 

loss of privacy by less-privileged people, responding in part to “[c]omputer-based public 

assistance payment systems” (v) with the worry that computerized recordkeeping brought “the 

danger that some recordkeeping applications of computers will appear in retrospect to have 

been oversimplified solutions to complex problems, and that their victims will be some of our 

most disadvantaged citizens” (vi). Of course, unequal access to privacy rights is an issue that 

extends beyond digital records into the broader structure of society, but the HEW’s concerns 

seem to have been well-founded. As Gilman noted in the U.S. context, “formal welfare 

requirements overlay routinized surveillance of poor women, who must comply with extreme 

verification requirements to establish eligibility […] and answer intrusive questions about their 

childrearing and intimate relationships” (2008, 3), surveillance to which women of greater 

economic means are not subjected. Rangel puts it frankly:   

The whole system is based on the assumption that you are trying to screw [welfare 

officials] over. There are constant check-ins and impossibly long lists of 'verifications' 

to submit to the state in order to back your story; inquisitions involving a battery of 

questions asked by countless supervisors behind closed doors when it appears that your 

story does not add up . .. [and] if you don't comply. . . your benefits can be cut (Gilman, 

2001, 192).  

Bridges gives an account of the ways in which poor women in the U.S. have been 

deprived of poverty rights relative to other Americans; if they avail themselves of state 

assistance, they are subject, by the statutory terms of programs such as Medicaid, to extensive 

surveillance of everything from their intimate relationships to their diet (2017). If they do not 

avail themselves of assistance, the material poverty into which their children are born typically 
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draws state surveillance in the form of child protection action (Bridges, 2017). Issues of 

poverty also intersect with issues such as race and immigration status. In Canada, indigenous 

children are twelve times more likely to end up taken from their families by government child 

protective services, primarily because of poverty, according to Trocmé (2008), bringing those 

children and their family under government surveillance.64 The Ontario Human Rights 

Commission found that “Indigenous, Black and other racialized children are overrepresented 

in the child welfare system when compared to their proportion in the general population 

[…with] risk assessment standards related to poverty,” prompting child protective services to 

intervene more frequently in non-white families (2018).  Bridges sums it up: “To be poor is to 

be subject to invasions of privacy that we might understand as demonstrations of the danger of 

government power without limits” (2017, 5).  

On the whole, privacy-as-privilege does not deny the privacy-as-right framework, but 

rather argues that it is insufficient for understanding privacy, given that only people with 

certain kinds of privilege may exercise their privacy rights, and the extent of such exercise is 

limited by privilege. Bridges’ argument, for example, is still inured in a rights-oriented 

foundation. She states: “I advance the claim that poor mothers have been deprived of privacy 

rights,” a claim which, she argues, can be understood as either a moderate rhetorical claim, in 

that poor mothers possess privacy rights legally but cannot practically assert them, or as a 

 

64 The disproportionate intervention of the government into indigenous families in Canada has deep historical antecedents, 
including in the residential school systems, discussed in the context of the Fontaine case, supra, and in various “scoops,” 
such as the Sixties Scoops, in which indigenous children were taken from their families by various government agencies and 
adopted out to white families, “Sadly, the involvement of the child welfare system is no less prolific in the current era…the 
“Sixties Scoop” has merely evolved into the ‘Millennium Scoop’” (Sinclair, 2007, 67). 
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strong analytical claim, in which poor mothers “have been dispossessed of privacy rights; they 

are not bearers of privacy rights” (2017, 10 – 11).   

The challenge of privilege and rights is woven throughout the privacy literature. For 

example, “informed consent” is fundamental to the way in which privacy is handled in Canada 

and the United States. “The aim of informed consent is to gather autonomous authorization of 

the person involved for an act that would otherwise be an infringement of that person’s rights” 

(Bunnik et al., 2013, 51), and informed consent is one of the grounds upon which much data 

collection and processing is justified.  However, “informed consent” as a concept encompasses 

a number of important, sometimes conflicting, legal and ethical principles. Furthermore, as 

discussed infra, “informed consent” is ethically contested, with privilege playing a substantial 

role in a person’s ability to meaningfully consent, or indeed, give a meaningful consent in a 

particular context. At the heart of “consent” is an idea of voluntariness; if I consent with a gun 

to my head, my consent is not a reflection of my autonomous will and does not change the 

ethical (or legal) nature of the act from infringing to acceptable. Less dramatically, if I must 

consent to data collection in order to obtain a driver’s license, a job, a bank account, do I truly 

have a meaningful ability to say no? A number of factors – both technical and social – have 

complicated consent in ways that are often bound up in the potential data subject’s relative 

position in the broader society.  

As Custers et al., writing about the use of consent for online personal information 

processing, note, “people seem to become increasingly disengaged in the consent processes, 

such that the consent decision fails to have the intended moral effect of giving agency to 

individuals as autonomous decision makers” (Custers et al., 2018, 3). One sees this commonly 

with regards to “informed consent” to the collection of data online and the resultant loss of 
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information privacy, where the dominant model of “notice-choice” has been plagued by a 

“transparency paradox” wherein a notice that gives enough information for an individual to 

make a truly informed choice likely gives too much information for most people either to spend 

the time reading or to understand at all (Nissenbaum, 2010, 40). Very few – if any – have the 

time and training to read every consent before they click “yes.”  

The murkiness of the role of various forms of privilege in decision making with regards to 

privacy exists in circumstances that seem less fraught with the intimacies of family life. 

Acquisiti, writing about privacy writ large, notes the complexity of economic analyses of 

privacy, and their deeply contextual nature: “not only does privacy protection (or lack thereof) 

carry both potential costs and potential benefits for data subjects and data holders alike, but 

also […] economic theory should not be expected [to] answer the question ‘what is the 

economic impact of privacy (or lack thereof) on consumer and aggregate welfare?’ in an 

unambiguous manner” (2014, 38).  

Privilege also comes into play in contexts where the role of such characteristics as class 

and race is less obvious. As discussed in Section 4.3.3.3.8, Genetic Privacy/Genetic Non-

Discrimination Law, supra, certain individuals and groups are particularly vulnerable to harms 

related to the use (or misuse) of their genetic information; what, if any, recourse such 

individuals are entitled to remains a matter of debate. Structural social differences such as race 

and class do not disappear in scientific contexts; rather, the risks to marginalized populations 

can be heightened in these contexts. Indeed, in a review of only original, empirical articles, 

Best and Byrd found that: 

race as a [floating signifier in genetic and genomic research] (1) displays the multiple 

racial conceptualizations used in society to recreate race using essentialist, anti-
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essentialist, cultural and social constructionist approaches; and (2) indicates how race 

is embedded deeply into genetic and social science research, to such a degree that 

scholars must continuously negotiate their use of race, regardless of their approach to 

the concept in their research (2015, 48).  

Furthermore, people who belong to groups that have historically been exploited by 

researchers or other data controllers and processors often have different concerns about and 

risks assessments regarding participation in research and the use of their information than 

members of dominant groups. For example, de Vries et al., in their study on how non-welfare 

interests (violations of moral, religious, or cultural beliefs that do not directly harm the donor) 

impact willingness to donate to biobanks, found that whereas 70.9% of white people in their 

sample were willing to donate, only 48.9% of Black people were willing (2016, 3); privacy 

law, generally speaking, does not treat disclosure regarding non-welfare interests as a 

requirement for consent to be informed.  

Consider also the HeLa cell line, taken without consent from the cancer that killed 

Henrietta Lacks, a Black woman, a case in which “Johns Hopkins researchers undermined 

Lacks’ anonymity by publishing her name; and sometime before 1985 released her medical 

records to the press” (Shah, 2010, 1054).  Noting that Lacks’ children had not suffered any 

physical harms from the violation of their deceased mother’s privacy, Shah writes: 

For researchers, HeLa cells were experimental workhorses, wonderfully easy to grow 

and transport. But for the Lacks family, those cells were the essence of their lost mother, 

whom scientists had infected with viruses, shot into space, crossed with mice, and 

generally condemned to everlasting torment. “That damn doctor”, rages Henrietta's son 

[…] “done raped her cells”. Underinsured and saddled with prescriptions they could 
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not afford to fill, Henrietta's descendants feel they have reaped few benefits from the 

medical revolution their mother's tissues allowed (Shah, 2010, 1154). 

In 2013, a research team published the genome sequence of the HeLa cells without the 

consent of Lacks’ family, with a press release that “claimed that it was impossible to tell 

anything about the Lacks family from the sequence” (Yandell, 2013). The researchers later 

took the sequence down voluntarily, but people had downloaded it by that point in time. It’s 

arguable that the family would have had no protected privacy interest in the sequence had the 

researchers chosen not to take the sequence down, but that the public interest in the HeLa cell 

line and the Lacks family afforded them the privilege of having the researchers do so.  

James Nickel writes that “the holder of a legal right is exceptionally vulnerable when 

that person’s condition or circumstances make it unusually difficult and expensive to respect 

or implement his or her right” (2008, 45). Fisher, in the context of informed consent to medical 

research (including use of participants’ information), advances a concept she calls “structural 

coercion,” to capture how those various structural elements – what could be called privileges 

– serve to make certain individuals exceptionally vulnerable, even though they arguably 

possess the capacity to consent and are not subject to undue coercion from the researchers.  

Fisher argues that the exceptional vulnerability of some potential research participants makes 

the use of their data unethical (perhaps even illegal) because their vulnerability renders their 

consent to disclosure involuntary. Fisher points to the fact that: “[p]overty and inadequate 

access to health care are critical elements in propelling individuals to enroll in research when 

studies provide free access to health care providers, diagnostic procedures, and investigations 

drugs or offer a source of income” (2013, 360). Because of their poverty or underinsured status, 

such individuals may feel they have no choice but to consent to the use of their personal 
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information in a way that an individual of greater economic means (i.e., a less vulnerable 

individual) would not.  

While some, such as Wertheimer (2011), argue that the research in this case is a good 

that balances the risk – providing the vulnerable individual access that he/she/they would not 

have had otherwise – Fisher argues that it is exploitive and coercive, even if it does not 

represent direct coercion on the part of the researcher (2013, 370). Fisher’s stance, however, is 

a minority position; absent evidence of direct coercion (as opposed to structural coercion), a 

participant’s or data subject’s consent is generally held to be valid legal and ethical grounds 

for using their information. As Nickel ultimately argues, costs and benefits can – indeed, given 

the reality of finite resources, must – limit  the scope of rights; although “[duty-bearers] must 

also take into account fairness or equal protection of the laws,” exceptionally vulnerable 

individuals may end up, arguably fairly, simply out of luck. Privacy-as-privilege asks, not if 

that is the case, but if it should be.  

 

5.1.1.2 Privacy as Relationship 

Intimacy is the sharing of information about one's actions, beliefs, and emotions which 

one does not share with all, and which one has the right not to share with anyone. By 

conferring this right, privacy creates the moral capital which we spend in friendship 

and love (Fried, 1970, 142) 

Bernal, writing about persistent myths surrounding privacy, argues that one of the most 

pervasive is  “that privacy is a purely ‘individual’ right, rather than one that is inherently 

communal – with the generally unspoken implication that it is in some ways selfish and should 

naturally be subservient to critical ‘collective’ rights such as security” (2018, 143). In part, this 
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stems from the rights orientation to privacy, as discussed in Section 4.4.1.1, supra. However, 

even within the rights approach to privacy, an individual’s “zones of privacy” often, even 

typically, include other people. For example, within the decisional privacy jurisprudence 

(Chapter 4, supra), while it is the pregnant woman’s bodily autonomy and privacy at stake in 

an abortion, there is, at a minimum, a doctor also involved; abortion is often framed as a 

decision between a woman and her doctor. Indeed, the appellants in the seminal Canadian 

abortion case, R v Morgentaler, [1988] 1 SCR 30 [Morgentaler], were not pregnant women, 

but doctors who “set up a clinic to perform abortion upon women who had not obtained a 

certificate from a therapeutic abortion committee of an accredited or approved hospital as 

required by […] the Criminal Code,” Morgentaler at 31. The privacy of the doctor-patient 

relationship, as well as other relationships such as attorney-client, priest-penitent, and between 

spouses, is traditionally protected by such measures as confidentiality and privilege in the 

common law and by a number of different social norms.   

Privacy, then, serves to allow relationships to develop: “we need a sheltered area not 

only for our own thoughts, but for some of our relations with others. These relationships benefit 

not only ourselves, but also society as a whole” (De Armond, 2018, 283). What we choose to 

share (or withhold) helps define our relationships. Goffman uses an example from George 

Orwell’s Down and Out in Paris and London to demonstrate the privacy of the backstage: 

I remember our assistant maître d’hôtel, a fiery Italian, pausing at the dining-room door 

to address an apprentice who had broken a bottle of wine. Shaking his fist above his 

head he yelled (luckily the door was more or less soundproof): ‘Tu me fais—Do you 

call yourself a waiter, you young bastard? You a waiter! You’re not fit to scrub floors 

in the brothel your mother came from. Maquereau!’ Words failing him, he turned to 
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the door; and as he opened it he delivered a final insult in the same manner as Squire 

Western in Tom Jones. Then he entered the dining-room and sailed across it dish in 

hand, graceful as a swan. Ten seconds later he was bowing reverently to a customer. 

And you could not help thinking, as you saw him bow and smile, with that benign smile 

of the trained waiter, that the customer was put to shame by having such an aristocrat 

to serve him (1959, 123).  

The maître d’hôtel was far from alone, yet even in common parlance, we might say 

that he reprimanded the young water “in the privacy” of the kitchen. What is appropriate – 

what must be said, or must remain unsaid – is dependent upon our relationships and our social 

contexts. Philosopher Helen Nissenbaum, whose approach to privacy has become known as 

“contextual integrity,” explains that “In the course of people’s lives we act and transact not 

simply as individuals in an undifferentiated social world, but as individuals acting and 

transacting in certain capacities as we move through, in, and out of a plurality of distinct social 

contexts” (Nissenbaum, 2009, 129) and it is those contexts that determine what privacy norms 

prevail.  

Equally importantly, the prevailing privacy norms also permit social relationships to 

develop. My doctor could not candidly advise me regarding my health if I adhered to the same 

privacy norms regarding my body with him as I do with my colleagues. “If one juxtaposes the 

positive and negative critiques of privacy, one recognizes the paradox that privacy has the 

potentiality either to facilitate the development of social relationships or to diminish human 

interaction, depending upon how it is incorporated alongside other social values and embedded 

in social institutions” (Schafer, 1993, 19). Unfortunately, the privacy-as-relationship often 

stands in contrast to the legal approach to privacy, which often adopts a “secrecy paradigm” 
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wherein information is only private if it has not been shared with any third parties (Solove, 

2004, 22 – 24). If the secrecy paradigm is extended to such an extent that privacy becomes 

impossible, then “respect, love, friendship, and trust” also become impossible (Fried, 1968, 

289).  

A strand of feminist scholarship has long been critical of the framing of privacy from an 

individualist, rights-oriented perspective. As Lever explains, “[f]eminists have often been 

ambivalent about legal protection for privacy, because privacy rights have, so often, protected 

the coercion and exploitation of women, and made it difficult to politicise personal forms of 

injustice” (2006, 1).  Perhaps the most radical of the feminist statements is MacKinnon’s 

assertion that “feminism has had to explode the private [….because] women have no privacy 

to lose” (1989, 191). Olesen, noting that the law has often turned a blind eye to matters such 

as domestic violence and spousal rape under the guise of “privacy” asserts that: “The important 

critical point is that injustice cannot be justified by means of the public/private distinction” 

(Olesen 1993) 

Alexandra Wieland, in a presentation at the Association of Canadian Archivists 2019 

Annual Conference, offered an approach to privacy in the archives grounded in Nissenbaum’s 

contextual integrity and Caswell and Cifor’s application of a feminist ethics of care in the 

archives (2016).65  She began with a blog post by a historian Laura Sangha, who asks if the 

“very, very dead” – people who died centuries previous, might not have privacy interests. 

Might there be private facts in which – ethically, if not legally – someone five hundred years 

 

65 Ms. Wieland has not yet published her approach, and therefore this study is responding only to the author’s 
understanding of Ms. Wieland’s presentation.  
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dead still has an interest in protecting?  Caswell and Cifor argue that the feminist care ethic 

stands in opposition to the rights-oriented framework: “[a]s opposed to a human rights 

framework that endows individuals with universal and inalienable rights, a feminist ethics 

framework posts interlacing and ongoing relationships of mutual obligation that are dependent 

on culture and context” (Caswell and Cifor, 2016, 29). In the archives, they argue that “[i]n a 

feminist ethics approach, archivists are seen as caregivers, bound to records creators, subjects, 

users, and communities through a web of mutual affective responsibility” (2016, 23). Taking 

as their example a human-rights archive, they assert that: 

In this particular case, we argue, an archival approach marked by radical empathy 

would require archives to make survivors and implicated communities not just a target 

group of users, but central focal points in all aspects of the archival endeavour, from 

appraisal to description to provision of access. In this case, an ethics of care would 

transform the reading room space from a cold, elitist, institutional environment to an 

affective, user-oriented, community-centred service space (2016, 24). 

A feminist care ethics approach to archival privacy, then would be one in which 

archivists and other records professionals make privacy decisions regarding records from a 

stance of “mutual affective responsibility” towards records’ subject. However, care ethics, 

even if not explicitly named as such, is not new to the archives. “Integral to the notion of proper 

archival management of records, […] especially those which require decision making, is the 

necessity to demonstrate a pattern of practice with shows care and concern” (Simmons, 1983, 

3). MacNeil, in Without Consent, argues that:  

“[A]rchivists can best assure an appropriate balance between the individual’s right to 

privacy on the one hand, and society’s need for knowledge on the other, by conducting 
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themselves professionally in accordance with principles that satisfy the moral 

requirement of respect for persons. Respect for the humanity and dignity of all persons, 

and the self-containing sense of responsibility arising from it, are the force that will 

guide archivists through the ethical dilemma that present themselves when the 

competing values of individual autonomy and freedom of inquiry confront each other” 

(1992, 201).  

 

Thus, although the Western idea of privacy as an individual right is highly naturalized 

in the dominant culture in Canada and the United States, particularly within the law, notions 

of relationship, respect for persons, and ethical responsibility beyond legal requirements have 

long been embedded in the professional practice of the archives. However, challenges 

concerning privacy and relationship go beyond the intimacies one individual might share or 

withhold; a particularly challenging issue within the privacy-as-relationship literature is what 

might be termed “group privacy” or “community privacy.” While legally, privacy is an 

individual right – I can consent to 23andMe using my genetic information or a market research 

firm having information about my personal proclivities as I wish – but my choice is not 

necessarily without consequence to others. Westin’s classic definition of privacy includes 

groups and institutions in its scope, as he defines privacy as “[t]he claim of individuals, groups, 

or institutions to determine for themselves when, how, and to what extent information about 

them is to be communicated to others” (1967, 47). Two major examples of group privacy that 

arise from the literature are genetic information and cultural information. 

Genetic information poses a real privacy problem for populations that are sufficiently 

small or distinct that research on those populations risks stigmatization and identification, even 
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if individual subjects are not identified per se. A well-known example stems from the Diabetes 

Project with the Havasupai Tribe, wherein a small (~650 people) community of Native 

Americans “discovered that their DNA samples, collected between 1990 and 1994 for genetic 

studies on type II diabetes by researchers at Arizona State University, had also been used 

without their knowledge or explicit approval for studies on schizophrenia, migration, and 

inbreeding” (Garrison and Cho, 2013) The ultimate result was lengthy litigation, resulting in 

an out-of-court settlement in which the Havasupai Tribe of the Havasupai Reservation (a 

sovereign legal entity) received $700,000 USD as well as funding for a clinic and a school and 

the return of the DNA samples.66 However, this came only after years of litigation, and after 

researchers had already utilized the samples to perform potentially stigmatizing research on a 

community that is small enough that individual research subjects ran a high risk of being 

reidentified, even if their information had been deidentified. 

Despite the potential risks to a community, there is nothing to prevent an individual 

adult with capacity from consenting to his/her/their genetic data, for example, being processed, 

stored, and used by a third party, be that third party a doctor, a researcher, or a corporation. 

Indeed, in the case of the latter, controversy has arisen upon revelations that FamilyTreeDNA, 

one of the United States’ largest DTC genetic testing companies, was sharing its clients’ 

genetic data with the FBI (Haag, 2019). “As the number of tests expands in the coming years, 

researchers believe that 90 percent of Americans of European descent will be identifiable, even 

if they did not submit their own DNA” (Haag, 2019). Even in the more tightly regulated realms 
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of research and treatment, family privacy is a significant – and as yet unresolved – issue. Put 

simply, “[a] genetic test in one person can reveal information about risk of disease for relatives” 

(Lucassen and Parker, 2010). This reality means that one individual’s results could make 

his/her/their relatives vulnerable to discrimination or force those relatives to confront 

knowledge they would have preferred not to have known. The “General Medical Council’s [in 

the United Kingdom] confidentiality guidelines for the first time make specific mention of the 

possibility of breaching a patient’s confidentiality to share genetic information with relatives,” 

suggesting that the public interest sometimes outweighs the avoidance of serious harm to 

relatives (Lucassen and Parker, 2010). Allowing doctors/researchers to make the determination 

as to whether or not relatives should be notified of genetic risks is a paternalistic approach, 

though it is not the only possible approach. In a well-publicized, if older, case, French 

researchers, working through genealogical methods, identified at least 30,000 living French 

citizens who were at risk of juvenile glaucoma; French privacy law prevented researchers from 

notifying individuals at risk (Dorozynski, 1991). The stark difference in the British and French 

approaches shows how context-dependent and value-laden choices regarding group and/or 

family privacy are.  

Communal privacy extends beyond genetic information, however. As Richard Pearce-

Moses notes in the context of U.S. state records, “[a] number of sovereign groups have asked 

archivists to restrict access to records. These groups are asserting cultural property rights, a 

nascent intellectual property right based on the idea that ‘a society, especially that of 

indigenous peoples, has the authority to control the use of its traditional heritage’” (2007, 6, 

citing Australian Library and Information Association, 2005). In Canada, the First Nations 

Information Governance Centre has developed OCAP®, “an expression of First Nations 
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jurisdiction over information about their communities and its community members” (2019); 

the OCAP principles of Ownership, Control, Access, and Possession “[assert] that First 

Nations have control over data collection processes in their communities, and that they own 

and control how this information can be used (2019).  

In concordance with the arguments asserted regarding feminist care ethics, much of the 

literature about communal privacy is based on ideas of respect and responsibility. Kukathas 

notes that “respecting the privacy of groups or cultures is an important way of showing respect 

for persons – of showing respect for people’s efforts to live consistently according to particular 

ideas about what gives life meaning” (2008).  

 [T]here can be two types of claims to group privacy, namely: 

1. A group may have a claim to privacy in so far as protecting the privacy of the group 

is necessary for protecting the privacy of the individual members, and; 

2. A group has a claim to privacy in so far as protecting its privacy is necessary to 

secure the privacy of the group itself (as an entity with interests over and above 

those of its members) (Williams, Vis-Dunbar, and Weber-Jahnke, 2011, 24, citing 

Kukathas, 2008).  

What is less certain in the literature is how – or if – notions of group and communal 

privacy can be harmonized with privacy-as-right. As can be seen from Chapter 4, supra, 

“privacy” as generally understood in both the law and literature in Canada and the United 

States is bound up in the commitments of Western liberal democracy and a rights-based 

framework. This has led to a critique of “privacy” from a number of scholars, including 

scholars with feminist and indigenous perspectives.  Indeed, Fullenwieder and Molnar assert 

that the very concept of “privacy is bound to white settler ways of knowing, which obscure 
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relational complexity and prefigure individual subjectivities” (2018, 3) and is dependent upon 

a “liberal model of society as made up of relatively autonomous individuals who inhabit a 

private sphere that is considered distinct from the public sphere of the government and the 

state” (2018, 3).  However, as shown by the foregoing, relational complexity is a dynamic at 

play throughout the privacy literature; balancing the roles that privacy plays vis à vis 

relationship is as important as understanding privacy-as-right and privacy-as-privilege to arrive 

at a full understanding of privacy.  

 

5.1.1.3 Privacy as Identity 

Although privacy-as-identity emerges as a unique line of argument in the literature, it 

is also deeply entwined with privacy-as-relationship. While privacy-as-identity focuses on 

such concepts as autonomy and dignity, “identity” is also formed through our social roles and 

relationships. Park, using the metaphor of the mask, explains that “in so far as [the] mask 

represents the conception we have formed of ourselves – the role we are striving to live up to-

this mask is our truer self, the self we would like to be. In the end, our conception of our role 

becomes second nature and an integral part of our personality” (1950, 249).  Although its 

opening line has become something of a bromide at this point, John Donne’s Mediation XVII 

is perhaps the classic statement about the individual’s inescapable involvement with the 

broader world:  

No man is an island entire of itself; every man  

is a piece of the continent, a part of the main;  

[…]; any man's death diminishes me,  

because I am involved in mankind.  
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And therefore never send to know for whom  

the bell tolls; it tolls for thee (1624).  

Thus, much of the literature on privacy-as-identity is also about the space needed within and/or 

away from relationships to form said identity. Hildebrandt, in developing her idea of the 

“incomputable self,” draws on Ricoeur’s “idem- and ipse-dimensions of personal identity, 

where idem refers to sameness in the sense of both similarity and continuity […] while ipse 

refers to the first-person perspective that grounds the third-person (objectified) perspective. 

[…] Both […] develop in interaction with other selves in a shared environment” (2019, 87).  

A “self” of both “I” and “me,” in Hildebrandt’s argument, form an “incomputable self (the 

ipse) that cannot be represented other than via the bypass of an objectified (third-person, idem) 

perspective” (2019, 93). In this double-contingency, the I and the Me are inescapably bound 

up in one another; when one person is addressed by another, the person addressed is forced 

from the subjective-I perspective into regarding his/her/their self as an objective-Me, from the 

gazer to the gazed upon (2019, 92). Hildebrandt argues that is in the double-contingency and 

the freedom to navigate the instability and uncertainty that arise from it that identity arises 

(Ibid). Without privacy to protect the freedom to negotiate and navigate those choices, 

Hildebrandt argues, people lose the ability to form their very identities (Ibid).  Benn offers a 

different perspective on the same principle, arguing that one reason people feel violated when 

observed without permission– that privacy matters – is that such observation forces one 

unwillingly into the double-contingency. “It is only through the regard of another that the 

observed becomes aware of himself as an object, knowable, having a determinate character, in 

principle predictable. His consciousness as subject of pure freedom, as originator and chooser, 

is at once assailed by it: He is fixed as something” (1989, 273, emphasis in original).  
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Cohen, similarly, argues that: 

[s]elfhood and social shaping are not mutually exclusive. Subjectivity, and hence 

selfhood, exists in the space between the experience of autonomous selfhood and the 

reality of social shaping. It is real in the only way that counts: we experience ourselves 

as having identities that are more or less fixed. But it is also malleable and emergent 

and embodied, and if we are honest, that too accords with experience (2013, 1909). 

In short, “identity,” in the privacy literature, cannot be separated from relationship. That said, 

there is a distinct line of argument in the privacy literature, separate from privacy-as-

relationship, stating that privacy exists to protect an individual’s right and ability to develop 

his/her/their identity. Warren and Brandeis wrote that “the principle which protects personal 

writings and all other personal productions […] against publication in any form is in reality 

not the principle of private property, but that of inviolate personality” (1890, 205). The 

inviolate personality – and the need for privacy in its development and protection – appears 

throughout the literature.  

Although it does not claim to be a book about privacy, per se, Goffman’s The 

Presentation of Self in Everyday Life (1959) is one of the most widely cited sociological works 

in the privacy literature, in part because of its articulation of the role of the relationship in the 

development of identity and the need for privacy. In The Presentation of Self in Everyday Life, 

Goffman develops sociological dramaturgy, which uses the metaphor of theatre to examine 

every day social interactions. Perhaps one of the most famous of the metaphors in Goffman’s 

dramaturgy is the distinction between the front stage, where we perform, and the backstage. 

The backstage is the metaphorical (and often material) space in which "the performer can relax; 

he can drop his front, forgo speaking in his lines, and step out of character" (1959, 130). Westin, 
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using Goffman’s front stage/backstage distinction, explains that “individuals can sustain roles 

only for reasonable periods of time, and no individual can play indefinitely, without relief, the 

variety of roles that life demands. There have to be moments “off stage” when the individual 

can be “himself”: tender, angry, irritable, lustful, or dream-filled” (1967, 31 – 2). This space 

as oneself is crucial to identity; Reiman asserts that “privacy is necessary to the creation of 

selves out of human beings, since a self is at least in part a human being who regards his 

existence – his thoughts, his body, his actions – as his own” (1976, 39, emphasis in original).  

 

Two values are primarily associated with privacy-as-identity in the literature: 

autonomy and dignity. Much of the literature speaks about the value of autonomy and/or 

agency67 as something that privacy either requires or affords. danah boyd states that, “Privacy 

doesn’t just depend on agency; being able to achieve privacy is an expression of agency” (2014, 

61). Precisely what autonomy is, and why it should be protected by privacy, is less certain. As 

Wilkins notes, “The word autonomy derives from the Greek, ‘a conjunction of the self (autos) 

and law (nomos); of the person as possessed of the capacity to be ... self-governing or 'law 

giving,’’ to possess the power of self-determination and self-direction, of agency” (2017, 611). 

Perhaps it is unsurprising, then, that autonomy is defined simply as “the right of self-

government” in Black’s Law Dictionary (Garner, 2009, 104).  

Shils, who argues that the “the partial autonomy of individuals and of corporate bodies 

or institutions” is “the first principle of individualist democracy”: (1956, 21 – 22), states that: 

 

67 Agency is used here in the sociological sense, that is, as the capacity of individuals to act independently and 
to make his/her/their own choices; in contrast with the legal sense, where agency is a fiduciary relationship 
whereby an agent may act on behalf of a principal¸ with the effect of the agency relationship being such that the 
principal can be bound by the words and actions of the agent on their behalf.  
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Autonomy involves the right to make decisions, to promulgate the rules of action, to 

dispose over resources and to recruit associates in accordance with criteria which the 

individual or organization deems appropriate to its tasks. The principle of partial 

autonomy assumes that, by and large, an individual’s or a corporate group’s life is its 

own business, that only marginal circumstances justify intrusion by others, and that 

only more exception circumstances justify enforced and entire disclosure, to the eyes 

of the broader public, of the private affairs of the corporate body or individual (1956, 

22). 

Benn distinguishes autonomy, which he described as an ideal, from “autarchy,” a neologism 

he coins to determine the state of being self-directed, which, he argues, is conflated with 

autonomy in common parlance (1989, 167). In short, Benn defines autonomy as a “character 

trait amounting to a capacity to act on principles … that are one’s own” (1985, 803), an ideal 

trait which he ascribes to actors such as Socrates, who adhere to their principles regardless of 

the prevailing social ethos. Gross, similarly, argues that autonomy “implies the right to accept 

or reject [given] norms or standards according to their appropriateness to one’s self-definition” 

(1986, 193).  

Autonomy and privacy, in much of the literature, are bound up in one another. Gerstein 

argues that “[i]t is clear that anyone who intrudes uninvited on the intimacy of another person 

interferes with his autonomy in a very serious way” (2018, 287). Benn explains privacy as a 

space which allows individuals to develop the moral fortitude to become autonomous: “the 

freedom we need is […] to be ourselves, to do what we think best […] where the winds of 

opinion cannot blow us off course. We cannot learn to be autonomous save by practicing 

independent judgment” (1984, 249). 
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The idea of privacy as autonomy is also subject to critique. Julie Cohen, a leading legal 

scholar on privacy, notes that “one justification commonly asserted for privacy is that it 

promotes and protects individual autonomy, but making privacy serve autonomy effectively is 

impossible unless one confronts the constructedness of selfhood” (2019, 1). She also points 

out that the embeddedness of privacy theory is liberal political theory: “Privacy’s bad 

reputation has deep roots in privacy theory (…) which is infused with the commitments of 

liberal political theory, first and foremost of which is a conception of the self as inherently 

autonomous” (2013, 1906), a complaint echoed through the literature by authors taking, for 

example, critical theory or feminist positions that reject or critique liberal political theory (see, 

e.g., D’Agostino, 1998; DeCew, 2000). Mokrosinkska, taking a more practical view, asserts 

that “This view of privacy [protecting autonomy] presupposes a tension between privacy and 

society. For this reason, the association of privacy with individual autonomy has resulted in 

the underrating of privacy in policymaking and legal practice” (2018, 119) – it is hard to 

articulate why an individual right should trump the good of the whole society.  

Appelbaum et al., writing in the context of informed consent, which is a critical concept 

in privacy, question the very idea of autonomous decision making, arguing that “[P]eople do 

not make decisions in isolation […] individuals participate in webs of social relationships and 

bring to their decision making complicated sets of commitments […] to particular others, to 

communities, and to ideals” (1987, 37).  This argument – the social nature of decision making, 

even by self-directed individuals – resonates throughout the literature on privacy and autonomy 

(see, e.g., Cohen’s argument about the constructedness of selfhood). “Autonomy,” according 

to many of its critics, is a concept that fails to account for the importance and complexity of 
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social relationships and broader social structures in determining how individuals make 

decisions and construct a “self.”  

Fisher examines how assumptions about one specific relationship can animate 

discussions of informed consent in the research context: 

Whether intended or not, conceptions of informed consent are often rooted in 

archetypal notions of the researcher and prospective study participant. The former is 

assumed problematically to be a disinterested yet humanitarian individual who is well 

trained to conduct robust science. The latter is often characterized as being motivated 

by some altruistic notions about the contribution to science and society they are making 

(2013, 360).  

The dyadic focus reflects the problems of focusing on “autonomy” in a purely individualistic 

sense. As noted in Section 4.1.1.2, Privacy as Privilege, supra, Fisher argues that the social 

forces acting on individuals’ decision to consent or to withhold consent extend far beyond two 

autonomous adults making rational decisions weighing personal and public good. In particular, 

the assumptions about the parties in the researcher-participant dyad can obscure ways in which 

the autonomy of the participant can be reduced that do not rise to the level of coercion or undue 

duress. Factors such as the power and status differential between the parties and the needs and 

broader commitments of the individuals consenting to the use of their personal information of 

course play a role in the decision to share or withhold, but are generally outside the frame of 

evaluation for determining whether consent to data sharing (and research participation) is truly 

voluntarily given and therefore an exercise of autonomy.  

Further critiques of autonomy also flow from the arguments discussed in Section 

5.1.1.2, Privacy as Privilege, supra. Put quite simply, the law in both Canada and the United 
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States has denied autonomy to large classes of people throughout their histories. Given that 

voting is one of the primary mechanisms by which citizens govern themselves in representative 

systems, enfranchisement is a reasonable proxy for autonomy; let us briefly outline the history 

of enfranchisement in the U.S. to demonstrate the non-universal nature of “autonomy” under 

the law. At the founding of the United States, only land-owning men could vote (and therefore, 

presumably, they were the only people with privacy interests related to their role as citizens 

with political interests). All white men weren’t enfranchised until 1856. White women could 

not vote across the U.S. until 1920, U.S. Constitution, amend. XIX. The “original sin” of the 

United States, chattel slavery, literally defined Black people as property, not people who could 

exercise rights. Although the 15th Amendment of the United Constitution was enacted in 1870, 

preventing people from being denied the right to vote based upon their race, it wasn’t until 

1965, when Congress passed the Voting Rights Act, 52 U.SC §10101, that discriminatory 

measures meant to prevent non-white people from voting, such as poll taxes, literacy tests, and 

fraud and intimidation, were barred. Native Americans were not recognized as “persons” in 

American law until 1879, U.S. ex. Rel. Standing BeaR v  Crook, 25 F. Cas. 695 (D. Neb. 1879), 

and their citizenship wasn’t recognized until 1924, Indian Freedom Citizenship Suffrage Act 

of 1924, 8. U.SC ch. 12, subch. III, §1401b. Despite being recognized as American citizens in 

1924, it wasn’t until 1948 that the Supreme Court of the United States recognized the right of 

Native Americans to vote, and not until 1962 that the last state allowed Native Americans to 

vote, Harrison v. Laveen, 67 Ariz. 337.  U.S. citizens resident in the U.S. territories (Puerto 

Rico, Guam, U.S. Virgin Islands, Northern Mariana Islands, and American Samoa) cannot vote 

for President unless they move to and obtain residency in the U.S. mainland, and their delegates 

in the U.S. House of Representatives don’t have voting privileges (Torruella, 1985; Roman, 
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2007). When privacy is justified on the grounds of autonomy, people who are denied their 

autonomy are also denied privacy. Cheney-Lippold, citing Papacharissi, argues that “[privacy] 

is, and has long been, ‘a luxury commodity’” (2017, 208). “For people of color, privacy in the 

model of liberal democracy is often a nonstarter. Excessive state policing, non-state social 

vigilance fueled by racist media representations, and the overall institutionalization of white 

supremacy all frame nonwhite bodies as less deserving of [the] ‘right to be let alone’” (Cheney-

Lippold, 2017, 208).  

A subset of the privilege-based critiques of privacy and autonomy are feminist 

critiques68 closely related to those discussed in Section 5.1.1.3.2, Privacy, Feminism, and Care 

Ethics, supra. Feminist author Simone de Beauvoir asserts that the gender performance 

required of women makes it impossible for women to be “truthful” – to behave in a fully self-

directed, autonomous way – in the presence of men.  

What gives value to such relations among women is the truthfulness they imply. 

Confronting man woman is always play-acting; she lies when she makes believe that 

she accepts her status as the inessential other, she lies when she presents to him an 

imaginary personage through mimicry, costumery, studied phrases. These histrionics 

require a constant tension: when with her husband, or with her lover, every woman is 

more or less conscious of the thought: 'I am not being myself’ […] With other women, 

a woman is behind the scenes; she is polishing her equipment, but not in battle; she is 

getting her costume together, preparing her make-up, laying out her tactics; she is 

 

68 There is no one, canonical “feminist” reading of privacy.  
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lingering in dressing-gown and slippers in the wings before making her entrance on the 

stage. (de Beauvoir, 1953, 543).  

de Beauvoir’s argument, then, is that women cannot be “themselves” with men, even within 

the arguably “private” domestic sphere, because the gendered social requirements imposed by 

the patriarchy force them into a role – onto Goffman’s metaphorical “front stage” – even with 

those men with whom they are most intimate. It is only with other women that women can be 

backstage, or, as de Beauvoir puts it, behind the scenes.  

The feminist critique of privacy and autonomy also critically examines the association 

of the “private” with the domestic sphere, and the traditionally inferior position of women. 

Osucha, tracing the origins of “privacy” to the emergence of mass consumer cultures, argues 

that “[Warren and Brandeis’] ‘The Right to Privacy’ marks an attempt to re-inscribe the spatial 

and behavioral codes of ‘separate spheres’ ideology onto a national culture in which 

“domesticity” has been reconfigured as a largely consumerist enterprise, and as such utterly 

belies the division of public and private for which the domestic traditionally serves as a 

privileged marker” (2007, 51). “Separate spheres” “was an ideology that divided the world into 

two ostensibly equal and complimentary spheres: a public sphere of work and politics, which 

was reserved for men, and a private sphere of home and family, considered women’s domain” 

(Franklin, 2014, 2889). Under a separate spheres framework, then, the private sphere was 

markedly feminized. Roessler explains a fundamental problem with the gendered division 

between public and private:  

On the one hand, the domestic sphere, including the family, is valued and prized as the 

realm sheltered from the demands of a hostile world, a realm where love and affection 

prevail rather than competition and the pursuit of profit, and which provides a haven 
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both from the hard laws of the economy and from the implacable rules of politics. Yet 

alongside this interpretation, there exists another version, a negative one, which 

unambiguously associates the private sphere with “women” and the public sphere with 

“men.” This version represents the private as inferior to the public, just as nature is 

inferior to culture (Roessler, 2008, citing Landes 1998; Okin 1989, 1991; Roessler 

2005) 

As DeCew explains, “privacy” in this sense has often served to reinforce women’s 

vulnerability. “To the extent that the private or domestic sphere is held unavailable for public 

scrutiny, abuse and degradation can continue unchecked” (2015, 90); examining one of the 

classic feminist critiques of “privacy,” that of MacKinnon, DeCew finds that “MacKinnon […] 

appears to believe there is no distinction between public and private because there is no private 

realm for women at all” (2015, 90). Feminist scholars are divided as to the appropriate 

resolution of this problem, however. Okin, for example, states that “The protection of the 

privacy of a domestic sphere in which inequality exists is the protection of the right of the 

strong to exploit and abuse the weak” (1989, 174), seemingly calling for the elimination of the 

public/private distinction entirely. However, the complete elimination of the private as a 

category (or privacy as a right) remains a minority position. DeCew’s defense of the 

public/private distinction, while responsive to the feminist critique, echoes the broader 

arguments surrounding the challenges of drawing the public/private distinction: 

arguing for the rejection of privacy […] fails to address the need to differentiate 

between justified and unjustified uses of state power over individuals. Governmental 

regulation might refer to reasonable laws regarding family matters, such as giving 

women the right to charge husbands with rape. But it might, on the other hand, mean 
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that the state will reveal and regulate all the embarrassing details. Evaluating the 

justifiability of state intervention may be exceedingly difficult, and exploitation and 

abuse should be matters of public concern. But even if we agree with feminist insights 

about the oppression and inequality of women, the reality and pervasiveness of abuse, 

and the dangers of distinguishing a private domestic realm immune from public 

scrutiny that preserves the status quo, there may still be value in making a distinction 

between public and private (2015, 92).  

Thus, a set of privacy scholars, including feminist scholars and critical race scholars, 

dispute privacy-as-autonomy, finding that through operation of either law or extralegal 

enforcement mechanisms, Canadian and American society have deemed certain identities as 

per se beyond privacy protection.  

Another value frequently invoked within the privacy-as-identity line of argument is that 

of dignity. Indeed, Whitman frames the difference between the European approach to privacy 

as compared to the American approach as one of “Dignity versus Liberty” (2004), wherein 

liberty is closely bound to the values of autonomy discussed above. Slane argues that Canada 

has a “middle-ground stance between the European ‘dignity-based’ approach to privacy and 

the US ‘liberty-based’ orientation […] once consent plays a potentially determinative role, the 

US liberty-based approach gains ground [in Canadian privacy]” (2010, 543). Slane summarizes 

the dignity/liberty distinction drawn by Whitman thus: 

The European understanding of privacy rights[…] considers dignity interests as 

integral to the right to respect for private life. European privacy rights include an 

ongoing right to ‘the physical and moral integrity of the person, including his or her 

sexual life,’ thus affording the person protection which is not automatically lost by 



190 

 

means of consent or publicity. On the other hand, the US approach to privacy derives 

from ‘anxieties about maintaining a kind of private sovereignty within our own walls,’ 

and therefore focuses on the right to shield oneself from initial public exposure (2010, 

545, citing Whitman, 2004).  

However, dignity is not foreign to the American scholarship on privacy. Slane, in fact, 

cites Robert C. Post, a leading American legal scholar and former dean of Yale Law School, 

for his theory that “the harms of privacy violations that stem from dignity interests are 

intuitively powerful because they arise from a ‘rupture of significant normative expectations,’ 

where ‘[i]nfringements of these norms are experienced as intrinsically harmful, because they 

are violative of the self’” (2010, 592, citing Post, 2001, 2092). Post argues that the invasion of 

privacy tort exists to protect “‘rules of civility’ that in significant measure constitute both 

individual and community identity […] personality, as well as human dignity, are injured by 

the violation of these norms” (1989, 957). In discussing dignity in relationship to the privacy 

torts, Post asserts that they are inescapably contextual, arising from the social boundaries 

whereby individuals indicate respect for one another or, by sharing what is normally withheld, 

invite intimacy (Post, 1989). Such boundaries, and agency over those boundaries as pertaining 

to oneself, are, Goffman argues, instrumental in human dignity: 

[the ability to control our boundaries is] somehow central to the subjective sense that 

the individual has concerning his selfhood, his ego, the part of himself with which his 

positive feelings. And here the issue is not whether a preserve is exclusively 

maintained, or shared, or given up entirely, but rather the role the individual is allowed 

in determining what happens to his claim [to privacy] (1971, 60).  
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If the dignity-based value of privacy is bound up in social norms, then determining 

what should be protected becomes a challenging exercise when norms change; the increasing 

ease with which private facts are shared (or discovered) with the advent of new forms of digital 

technology demonstrates this. Indeed, it has become almost a trope to claim that privacy is 

dead, with no means by which individuals can control their boundaries: “[e]ver since the 

Internet went mainstream, news organizations from Time magazine to the Guardian and 

Forbes have declared privacy to be either dead or dying” (Cheney- Lippold, 2017, 207). 

Facebook’s Mark Zuckerberg explicitly framed privacy’s death in terms of social norms, 

declaring it is “no longer a social norm” (Johnson, 2010). Former Google CEO Eric Schmidt 

said in 2009 that “[i]f you have something that you don’t want anyone to know, maybe you 

shouldn’t be doing it in the first place” (Esguerra, 2009). Whatever role privacy may have had 

in human dignity, then, is gone according to such thinking.  

However, Cheney-Lippold points out the self-serving nature of these proclamations, 

“[f]or these rich white men, privacy is dead because it impinges on their business models” 

(2017, 208), while Schneier points out the hypocrisy inherent in Schmidt’s position, stating 

that “in 2005, Schmidt banned employees from talking to reporters at CNET because a reporter 

disclosed personal details about Schmidt in an article” (2015, 147). Indeed, like Schneier, many 

scholars argue that reports of privacy’s death are greatly exaggerated. As an example, Cheung 

argues against the common conceit that the increasing “transparency” afforded by digital 

technology is privacy’s death knell. Cheung, instead, argues for the centering of privacy and 

dignity: 

it is exactly this development of the Internet and technology at this time that warrant 

the urgent call for a re-examination of the concept of privacy and its core values of 
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dignity. What we should also bear in mind is that this concept of dignity refers to an 

intrinsic value in each human being which must allow for freedom from humiliation 

and the development of physical and psychological integrity. (Cheung, 2014, 302-3, 

emphasis added).  

Cheung’s nearly reverent invocation of dignity is far from unique in the literature. 

Dignity, throughout the privacy literature, is described with terms such as intrinsic, essential, 

and  incomputable. Bloustein describes “the right to be free from certain types of intrusions 

[as] the very essence of personal freedom and dignity” (2017, 12). 

Dignity is that which resists exchange; it is a thing that cannot be replaced by an 

equivalent. That is, there is a quality that renders human being that which cannot be 

commodified; to commodify this essential element is to strip the subject of his or her 

humanity, for dignity is one of humanity's essential qualities. (Foord, 2002, 19).  

Foord’s definition of “dignity,” then, aligns with Hildebrandt’s “incomputable self,” 

which she relates back to agency: “our essence is that we are incomputable, meaning that any 

computation of our interactions can be performed in multiple ways — leading to a plurality of 

potential identities. The need to navigate this plurality is what shapes and nourishes our agency; 

to deny or reduce this plurality is to diminish our agency” (2019, 86). This link between dignity 

and autonomy is not unique to Hildebrandt. Several other scholars frame autonomy and dignity 

as intertwined, mutually reinforcing values that support an ineffable humanity. Goffman, 

supra, posits that dignity is bound up in being able to decide what happens with one’s 

boundaries; in other words, dignity comes, at least in part, from the exercise of autonomy. 

Foord, citing the English High Court, states that “both  autonomy and dignity are 

fundamentally personal […they] also represent two key values, human being as subject, not 
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thing, and human being as a subject in relationship with others” (2002, 2 – 3). Finally, MacNeil, 

writing with regards to archival ethics, frames the issue of privacy versus access in terms of 

both autonomy and dignity: 

The conflict between the competing values of individual autonomy and freedom of 

inquiry trigged by researchers’ claims for access to government-held personal 

information has its roots in the individualist premises of modern liberal society. The 

respect for privacy rests on the appreciation of human dignity, with its high evaluation 

of individual self-determination, free from the bonds of prejudice, passion, and 

superstition […] the tension between these values, so essential to each other in so many 

profoundly important ways, is one of the antinomies of modern liberalism (MacNeil, 

1992, 5, citing Shils, 1982).  

The privacy-as-identity line of argument encompasses two messy, polysemous values – 

autonomy and dignity – while intersecting with, yet remaining distinct from, privacy-as-

relationship. There is general agreement with Reiman’s assertion that “privacy is necessary to 

the creation of selves out of human beings, since a self is at least in part a human being who 

regards his existence—his thoughts, his body, his actions—as his own” (1976, 37). Less certain 

is the role of the values related to privacy-as-identity, autonomy and dignity. Autonomy, in 

particular, is a highly contested value, whereas dignity is invoked more often than it is defined. 

Furthermore, privacy-as-identity, while distinct from them, is nonetheless related to privacy-

as-right, privacy-relation, and privacy-as privilege. Ultimately, what emerges from the privacy 

literature is a multifaceted, fractious attempt to protect the space needed for people to thrive, 

connect, consider, dream, create and even reject and rebel within the confines of a diverse, 

heterogenous society.   
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5.1.2 Transparency In the Literature 

Whoever connects transparency only with corruption and the freedom of information 

has failed to recognize its scope. (Han 2015, 2).  

Like the privacy literature, the transparency literature encompasses a number of 

disciplines, perspectives, and debates. This study revealed three major lines of argument in the 

transparency literature, which will be discussed in this section: transparency as metaphor, 

transparency as control, and transparency as accountability.  Much as in the privacy literature, 

there is substantial overlap between the lines-of-argument; the transparency metaphor, for 

example, animates much of the understanding of transparency and accountability.  

 

5.1.2.1 Transparency as Metaphor 

“Transparency has become the New Norm. A state should be transparent, institutions 

should be transparent, the market should be transparent, processes should be transparent, 

reasoning should be transparent, even the whole of society should be transparent” (Koivisto, 

2016, 1); a proponent of critical transparency studies, notes – somewhat tongue in cheek – the 

ubiquity of transparency as a concept in current discourses. However, the transparency 

metaphor is an ancient one, and, as Menéndez-Viso notes, a complex one. Although 

“[t]ransparency is nowadays an unambiguously positive concept for the general public, 

governments, and firms alike,” (Menéndez-Viso, 2009, 155) it was not always so. 

“[T]hroughout the history of ethics, transparency has been considered a negative, even 

dangerous property. And there were good reasons for that” (Ibid). Interestingly, in what 
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Menéndez-Viso traces as transparency’s earliest metaphorical meaning, from Plato’s Republic, 

one finds an echo of the negative privacy that Posner rails against (Chapter 2.4.2, supra):  

In its first meaning, transparent is defined as ‘’having the property of transmitting light, 

so as to render bodies lying beyond completely visible; that can be seen through; 

diaphanous.’ Therefore, being completely transparent tantamounts to being invisible, 

and invisibility has always been a very desirable property for offenders. Crowds, 

shadows, camouflage…anything which helps to go unnoticed can be used to offend 

(Menéndez-Viso, 2009, 156, citing Oxford English Dictionary).  

Torssonen, who uses a socio-linguistic analysis of “transparency” to arrive at a Marxist version 

of transparency, begins his history of transparency as metaphor with Plato’s student, Aristotle. 

Perhaps the most influential discussion of transparency in European history is by 

Aristotle (2010, 61; see De anima, bk. 2, pt. 7), who defines the transparent (diaphanes: 

from dia, “through,” and phaino, “show”) in terms of see-through physical materials. 

He commonly uses a separate word (sapheneia) for social contexts such as 

communication and knowledge (Lesher, 2010). Other Greeks do, however, use 

transparency as a metaphor for social and mental visibility. The historian Thucydides 

(1843, 220), for example, claims that because Pericles was “for bribes manifestly 

[diaphanes] the most incorrupt, he freely controled [sic] the multitude; and was not so 

much led by them as he led them” (2019, 474). 

The Greek diaphanes has an English derivative, diaphanous, but that term has come to be 

almost exclusively applied to cloth, whereas the Latin-derived “[t]ransparency has achieved a 

mythical status in society. Myths are not false accounts or understandings, but deep-seated and 

definitive descriptions of the world that ontologically ground the ways in which we frame and 
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see the world around us” (Christensen & Cornelissen, 2015, 133). Torssonen traces the Latin 

stem transpare to a “twelfth-century translation of [Aristotle]” (2019, 478), which then spread 

into other languages, including English (Ibid). Torssonen’s study shows that, “between the 

years 1500 and 2008 [transparent] suggest[s] a physical connotation […while] [s]ocial 

connotations prior to the twentieth century are often related to personality traits” (Ibid).  

Indeed, Torssonen argues that “social-transparency language—that is, transparency 

rhetoric that concerns people’s relations rather than physical optics—has long implied direct 

perception and fitting to one’s social role” as an individual person (2019, 473). He then states 

that “[t]wo shifts have occurred, however, in the recent history of social ‘transparency.’ 

Beginning in the eighteenth century, ‘transparency’ became associated with individual self-

direction. This early individualism has been complemented by bureaucratic overtones since 

the 1930s.” (Torssonen, 2019, 473). Indeed, transparency, per Torssonen, does not emerge as 

a term with “institutional connotations” until the 1960s (Ibid). In the intervening decades, 

however, transparency’s institutional connotations have become central to its understanding in 

a number of disciplinary contexts as well as in lay usage, in part due to the increasing 

complexity of governance. “[T]ransparency as a public virtue arises only when the economy 

and the administration are so complicated that it is easy to act unnoticed within them, when it 

is difficult to find out what is happening inside while, at the same time, there is a pressing need 

to know it” (Menéndez-Viso, 2009, 157). Ball, taking a postmodernist approach to the 

question, “What is transparency?” finds that transparency as used at present encompasses three 

institutional metaphors: “transparency as a public value embraced by society to counter 

corruption, transparency synonymous with open decision-making by governments and non-
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profits, and transparency as a complex tool of good governance in programs, policies, 

organizations, and nations” (2009, 293).  

Menéndez-Viso picks up the same threads as Ball, arguing that “[t]he virtuous character 

of transparency stems from its second definition, according to which transparent means ‘frank, 

open, candid, ingenuous’ […allowing] the possibility of accessing reality as it is” (2009, 157). 

Indeed, Ball’s story of the transparency metaphor begins with a frustrated World Bank manager 

and three colleagues who, “distressed by the bank’s failure to address corruption in its loan-

giving nations […] decided to form a new organization, Transparency International […] to 

examine the effects and consequences of corruption for citizens” (2009, 295). In the first 

project, working with the Organization of American States, Transparency International 

advocated for a convention – eventually ratified – regarding corruption; “while the convention 

did not contain the word “transparency,” it was the forerunner to additional OAS forums and 

conferences in which the word began to be used regularly along with ‘accountability’ and 

‘good governance’” (2009, 296). The vignette that Ball chooses is instructive, demonstrating 

how ideas such as “frank” and “open” have evolved through the transparency metaphor from 

individual character traits to characteristics of, and even techniques for, governance.  

Despite its common association with such values as accountability and good 

governance, however, the transparency metaphor is a fraught one. As Koivisto argues, 

“transparency entails many unnoticed or undertheorized characteristics which make it more 

controversial an ideal in social life and in institutional context than has been acknowledge so 

far” (2016, 21). Indeed, transparency as physical property is far more complex than the 

metaphor typically acknowledges: 
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This metaphorical, ideal-typical way of conceptualizing social transparency depends 

on a misunderstanding of the physical phenomenon. Physical transparency does not 

really imply that anyone perceives anything, let alone well. Molten glass, for instance, 

is largely transparent to visible light (Beder, Bass, and Shackleford 1971). The glass 

emits, however, visible blackbody radiation that human eyes cannot distinguish from 

the light that shines through the glass, making the glass seem opaque. Transparency 

may also be misleading, such as when prisms invert images. Physical transparency does 

not guarantee, in other words, that given faculties of perception can interpret an object 

out of the radiation that passes through a transparent medium (Torssonen, 2019, 47). 

The role of the observer and of interpretation is critical to the transparency metaphor. As 

Koivisto explains, “despite our reliance on the visual, it is not innocent: our sensory capacities 

are limited and the scope of visibility easily manipulated. The mimicry of reality involves 

necessarily a conscious agent; pictures or other visual presentations do not emerge ex nihilo” 

(2016, 3). Transparency, then, is a function of both observed and observer; what is observed is 

of necessity dependent upon who does the observing. As an example, the Israeli Defense 

Forces recruit autistic people to serve in their “Visual Intelligence Division,” because the 

neurological differences that come with autism give these soldiers increased visual perception, 

permitting them to analyze satellite images in a way that neurotypical people cannot (Rubin, 

2016). The capacity of the observer is directly determinative of what is “seen.”  

Indeed, the transparency metaphor itself is dependent upon both observed and observer. 

Adorno, a German philosopher, wrote extensively about the transparency metaphor, “asserting 

that the potential promise of insight [from transparency] is only to be realized, if ever, through 

a recognition of reason’s own limitations and the coercive influence of social relations upon 
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critical perception” (Jarosinski, 2009, 158). The limits of the metaphor itself can be seen in a 

monument that was erected to Adorno in Frankfurt, Germany, which consists of:  

a transparent glass cube housing a representation of Adorno’s study, including a section 

of wooden flooring, a chair, and a heavy wooden desk, upon which lie an early edition 

of Negative Dialectics and several corrected manuscript pages […] the work invites 

inspection by visitors who are sometimes found peering into the glass, squinting to read 

the typescript on the desk within (Jarosinski, 2009, 158). 

As Jarosinski explains, the monument’s glass walls – which are undeniably transparent – “have 

become the target of both critics’ complaints and vandals’ stones […rather than] a dissolution 

of borders through the transparency of the work […]  they view the 350-kilo, two-centimeter-

thick sheets of glass surrounding Adorno’s office as […] a barrier or hermetic seal.” (2009, 

158).  Arguably, the glass surrounding the monument makes material the role of “invisible 

medium through which content is brought to our attention” (Birchall, 2011, 8). Thus, while the 

metaphor of transparency is one of seeing through, there are many degrees of “seeing through.” 

The visitors to the Adorno exhibit struggle to see the typescript through the perfectly clear 

glass because of distance.  

Distance plays an important role in the transparency metaphor. As Fenster explains, 

using the example of the Pentagon researcher who leaked the Pentagon Papers, secret records 

about the Vietnam War: “transparency suggest both visibility – these documents exist, and 

powerful government officials can see them – and a distance that makes visibility difficult to 

achieve – you can’t see them, and you don’t even know they exist” (2010, 619). Yet distance 

is not per se negative, even if it obscures vision for some. As Han explains: 
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Distance represents an obstacle to the acceleration of the flows of communication and 

capital […] Lack of distance is not proximity […] Proximity is rich in space, whereas 

distancelessness annihilates space. A certain distance is inscribed within proximity. 

[…] However, […] [t]ransparency re-moves everything into uniform de-distantiation 

that standard neither near nor far (2015, 14).  

In Han’s transparent society, then, transparency seeks to eliminate all distance, because 

distance inhibits the visibility and consumption of people as commodity and capital. Distance 

affords privacy, slowness, complexity. 

Indeed, Han – whom Koivisto describes as “radically critical” (2016, 3) of transparency 

– goes so far as to argue that “[t]ransparency is an ideology. Like all ideologies, it has a positive 

core that has been mystified and made absolute. The danger of transparency lies in such 

ideologization. If totalized, it yields terror” (2015, viii). An example of the totalization of the 

transparency metaphor is the way it is largely presented as a binary. In the physical realm, 

between transparency and opacity there is “translucence.” While that which is transparent 

allows light to pass through without scattering the light, that which is translucent allows light 

to pass through but can scatter the light. “Ordinary language distinguishes between 

transparency and translucency, and thus recognizes partial transparency, but the latter term has 

yet to penetrate contemporary political or legal discourse” (Schauer, 2011, 1345).  

Transparency and opacity, then, exist in degrees, depending upon where one sits with regard 

to the observed and the means of observation. Clear glass is still obscuring if it holds one at 

such a distance that they cannot see the details while sunglasses can provide greater clarity 

even though they distort reality as it is. Brandeis’ sunlight might be disinfecting, but it can also 
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be blinding. To achieve the social goods promised by the metaphor of institutional transparency 

requires not more transparency, but the correct transparency. 

The proliferating normative transparency talk suggests that the more transparency there 

is the better. This, however, is an illusion. […] our social life is necessarily based on 

restricting our urges to reveal and to see things. Indeed, when we blame someone for 

being transparent we blame them for being strategically clumsy by unwillingly 

disclosing a hidden agenda. Transparency – or openness, honesty, or candor – needs to 

be framed as such in order to be esteemed (Koivisto, 2016, 22). 

In other words, complete transparency is a danger to “our social life,” which requires 

limits on disclosure; to use Goffman’s word, Koivisto is arguing that our social life requires a 

backstage, some privacy, to function. Furthermore, when the backstage is brought to the front 

stage, if it is done so clumsily, then the actor becomes too transparent, or negatively 

transparent. The problem of too much transparency is captured in another of its definitions, not 

discussed at length in the literature: “easily detected or seen through, obvious” (Merriam-

Webster, 2004, def. 2(b)). A brief example shows how “transparent” can be both praise and 

condemnation. A senior editor for The Federalist stated, regarding U.S. President Trump, that 

“You have a president who is so transparent, it sometimes seems there is not a single interior 

though he has not expressed publicly,” intending it as praise (Hemingway, 2020). Actor Jon 

Cryer responded: “Trump is ‘transparent’ all right. He’s transparently corrupt. He’s 

transparently inept. He’s transparently bigoted. And he’s transparently deceitful. It’s so nice 

that we can agree on something” (Cryer, 2020, emphasis added). Cryer clearly intended 

“transparent” as an insult, playing on the word’s alternate meaning of obvious and strategically 

– even socially – clumsy. Koivisto captures some of this meaning when arguing that, 
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“transparency has a surprisingly sophisticated negative connotation […] in the meaning of the 

undesired or unauthorized exposure” (2016, 2, emphasis in original).  

Transparency, then, is a complex metaphor that takes into its sweep not just the “taken-

for-granted ideal and explanation of how society and its organizations must function” 

(Christensen and Cornelissen, 2015, 133), but a multitude of concepts and connotations, many 

of which are negative. Transparency as metaphor encompasses ideas of accountability, 

invisibility, observer and observed, distance, candor and clumsiness.  

 

5.1.2.2 Transparency as Control69 

[…] the more strictly we are watched, the better we behave. (Bentham, 1796, 276)  

Another major line of argument in the literature regards transparency as control. Han 

argues that the transparency society is a “society of control” (2015, 45), and the metaphor of 

the panopticon (discussed in detail infra) is widely used to describe digitally networked 

society.  In part, the transparency as control line argument arises from the broader arc of the 

past few decades of scholarship in the humanities and social sciences, which have drawn 

heavily on writers like Foucault and Deleuze, who emphasize the role of control in society: 

Guy Debord spoke of the “society of the spectacle.” Michel Foucault described instead 

the panoptic society, the disciplinary society – or what he referred to as the punitive 

society. “Our society is not one of spectacle,” Foucault declared, “but of surveillance.” 

 

69 There is an extensive literature discussing “control” and distinguishing it from discipline; this literature is 
beyond the scope of this study. Control here is used in its lay sense of “power to direct or regulate” (Merriam-
Webster, 2004, 158) 
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Gilles Deleuze went further and prefigured the “societies of control” (Harcourt, 2015, 

18, citing Debord, 1967; Foucault, 2013; Foucault, 1979; Deleuze, 1992).  

However, transparency and control were linked long before Foucault. Foucault himself traces 

the rise of transparency to the Enlightenment: 

A fear haunted the latter half of the eighteenth century: the fear of darkened spaces, of 

the pall of gloom which prevents the full visibility of things, men and truths. It sought 

to break up the patches of darkness that blocked the light, eliminate the shadowy areas 

of society, demolish the unlit chambers where arbitrary political acts, monarchical 

caprice, religious superstitions, tyrannical and priestly plots, epidemics and the 

illusions of ignorance were fomented. (Foucault, 1980, 153)  

One of the foremost figures in the transparency literature is Jeremy Bentham, whose 

panopticon is nigh ubiquitous. The panopticon – really, the panopticons, as Bentham 

envisioned different versions – was initially a prison, and later, a poor house, an educational 

institution, and a government building. Brunon-Ernst defines a panopticon as 

a building developed by Jeremy Bentham which permits the activities of the inmates to 

be seen and heard, - but allows withdrawal from observation on certain occasions – and 

thus to be monitored, by the institutions accredited viewer(s)/hearer(s) in order to 

compel the inmates to behave in a fashion conducive to the maximal degree of 

realization of the specific ends which the institution is intended to achieve (2012, 37, 

internal citations omitted).  

Bentham advocated publicity as a corrective to social problems – much as did Brandeis 

in his calls for sunlight – arguing that publicity “offers virtue a ‘theatre,’ where morality is put 

into practice and witnessed by all’ (2011, 12). Bentham responds to the common “Who will 
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watch the watchers?” complaint by making the guards visible to the public (Brunon-Ernst, 

2012, 24); his constitutional panopticon is structured in order to make the government and its 

ministries visible to the public when those ministers are performing public duties (Ibid). While 

Bentham’s work was influential on a number of thinkers, including Alexis de Tocqueville, 

“[m]ost people in Europe and the United States have read Bentham’s Panopticon through the 

lens of Foucault’s work on the prison system” (Brunon-Ernst, 2012, 18) and therefore through 

a lens focused on disciplinary power, and not on “governmentality, understood as ‘a system of 

thinking about the nature of the practice of government’” (Brunon-Ernst, 2012, 30, citing 

Gordon, 1991, 2 – 3). The elision of governmentality has led to an oversimplified panopticon 

that narrows the scope of discussion about the role of transparency and control, reflecting a 

totalizing transparency rather than one that exists in tension with other values. The result has 

been a false binary of transparency as per se good or bad, leaving it, as Koivisto asserts, 

undertheorized in its complexity. 

Han also argues against a totalizing transparency. Discussing Rousseau’s Confessions, 

Han argues that “Rousseau’s society of transparency turns out to be a society of total control 

and surveillance. His call for transparency escalates into the categorical imperative” (2015, 

44). Indeed, Rousseau claims that, “A single precept for morality can do for all the others; it is 

this: Never do or say anything that thou dost not wish everyone to see and hear” (2012, 349). 

Rousseau argues, then, for absolute transparency as the moral rule. U.S. President Woodrow 

Wilson argued similarly with regards to government, writing that “Government ought to be all 

outside and no inside. I, for my part, believe there ought to be no place where anything can be 

done that everybody does not know about […] Secrecy means impropriety” (2008, 70). 

However, very few would argue that it is immoral to attend to bodily needs, but most people 
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would not choose to have others see and/or hear them do so. In the case of institutional 

transparency, exercising power requires discussions and decision making – sometimes ugly 

and heated – that, while necessary, could be damaging if shared indiscriminately. Freedom of 

information laws typically make exceptions for state secrets and/or national security, which, 

while open to abuse, are generally considered to be necessary for government to function. If 

the details of the state’s security apparatus were freely available, it would pose a real risk, one 

deemed worthy of prevention by keeping such information opaque. “Politics is strategic action. 

For this reason alone, it inhabits a realm of secrecy. Total transparency cripples it […] only 

politics amounting to theatocracy can do without secrets” (Han, 2015, 6).  

Indeed, Birchall compares transparency to “its apparent antonym, secrecy” (2011, 8, 

emphasis in original). Secrets and secrecy, however, are not inherently bad. Indeed, “secrets 

are not only temporary conditions of occultation that can, and should, be indiscriminately 

exposed, but sites of agency” (Borradori, 2016, 456). For example, in the economic literature, 

“[m]arket transparency is generally believed to be a key mechanism that reduces the 

information asymmetry among market participants thereby guaranteeing market efficiency” 

(Bleck and Liu, 2006, 229). Empirical research, however, has shown that the actual impacts of 

market transparency are complex. Bloomfield and O’Hara, who title their study, “Market 

Transparency: Who Wins and Who Loses,” write that “[d]espite increasing research attention 

[…] there is little consensus as to the overall effects of market transparency” (1999, 6). More 

recent research has shown that there is still no consensus as the overall effects of market 

transparency:  

Some studies advocate market transparency will bring positive effects, such as 

decreased volatility and increased liquidity (Boehmer, Saar, and Yu 2005; Dong, Han, 
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and Li 2006; Lucarelli, Bontempi, and Mazzoli 2010; Ke et al. 2013). On the other 

hand, Madhavan (1996) and Madhavan, Porter, and Weaver (2005) demonstrated that 

market transparency can increase price volatility and reduce market liquidity. 

Additionally, Eom, Ok, and Park (2007) observed that the market quality of the Korea 

Exchange (KRX) is increasing and concave in pre-trade transparency, with 

significantly diminishing returns above a certain point. (Lin, 2016, 2566).  

In practice, then, market transparency is neither good nor bad, per se, but a complex site of 

decision making and agency; secrecy has its own value. 

However, several scholars have noted that contemporary liberal democracies treat 

secrecy as a problematic construct, with Han examining how the transparency society is both 

a society of exhibition and a society of pornography (2015), and Harcourt arguing that the 

transparency ethic and digital technology have converged to create the expository society 

(2015). Birchall places secrecy in the “squeezed middle” between transparency and privacy: 

Secrecy occupies the squeezed middle in contemporary liberal democracies. On one 

side it is challenged by calls for transparency and openness; on the other it is trumped, 

in moral terms, by privacy. (Citizens, that is, are commonly said to have a ‘right to 

privacy’ but not exactly a ‘right to secrecy’.) With respect to ubiquitous messages 

within westernized media culture, revelation is certainly privileged over secrecy […] 

The implication of such an imperative is that secrets corrupt, signalling political 

conspiracy or personal repression. Even for states that legislate for the protection of 

official secrets, outlaw whistleblowing and invest in intelligence work, arcana imperii, 

as Eva Horn reminds us in this section, are distinctly out of fashion. Open government 

is the new mantra and modus operandi. 
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By displacing secrecy, “a new virtual transparence […] is dramatically reconfiguring relations 

of power throughout society […] redrawing our social landscape and political possibilities […] 

producing a dramatically new circulation of power in society” (Harcourt, 2015, 11).  

“Transparency and power do not get along well. Power likes to cloak itself in secrecy. 

The praxis of arcana is one technique that power employs. Transparency dismantles the arcane 

sphere” (Han, 2015, 47).  As Schauer explains, transparency requirements, in and of 

themselves, constitute a form of control, as “requiring regulated entities to make their activities 

open to those who seek to exercise control over those entities is itself a form of regulation, 

although it remains an open question whether transparency as regulation is better or worse, all 

things considered, than more direct forms of regulation” (Schauer, 2011, 1348). By making 

people visible, not just to Big Brother, but to a nearly untraceable web of corporate and state 

actors, the virtual transparency shifts power to those who retain the arcane sphere, such as 

technology companies that can shield their data gathering and analysis apparatus as trade 

secrets. Furthermore, if, as Borradori asserts, secrets are sites of agency, then individuals and 

institutions are increasingly controlled – less able to assert their agency – as they are made 

more transparent.  

Additionally, transparency as control is often raised in the increasingly large literature 

on surveillance, although the relationship between the two is complex. Johnson and Regan, in 

their book examining transparency and surveillance as “parallel systems of accountability,” 

note that:  

Surveillance is taken up as a means to achieving security and efficiency; transparency 

is seen as a mechanism for ensuring compliance or promoting informed consumerism 
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and informed citizenship. Indeed, transparency is often seen as the antidote to the 

threats and fears of surveillance (2014, 1).  

The word “surveillance” comes from the French sur – over – and veiller – watch – and 

literally means to watch over. Transparency, by making visible, makes the object of 

observation available to be watched. Central to the surveillance in Bentham’s panopticons was 

the transparency of the cells to the observers. As Johnson and Regan explain,  

at their core, both [transparency and surveillance] have the same triad of elements. In 

both, there are watchers, those who are watched, and accounts (of those being watched). 

Who produces the accounts is different in each case, but in both, accounts are produced 

and the accounts are used by watchers to hold the watched accountable (2014, 3).  

Furthermore, “both are generally thought to—even intended to—shape the behavior of the 

watched” (2014, 5). It is in how they do so that transparency and surveillance diverge. 

Transparency is, in and of itself, transparent, and operates with the knowledge of both watcher 

and watched. Transparency might demand that the watched make themselves available for 

observation – as in the case of disclosure requirements – or might be at play when the watched 

willingly expose themselves. Transparency says to the watched, “You are being watched, and 

if your behaviour so warrants, the watchers will intervene.” Unlike transparency, however, 

surveillance operates to change behaviour without direct knowledge on the part of the watched.  

“[S]urveillance (or its possibility) causes people to internalize the notion of being watched, 

even if it is not actually happening, ‘because "[p]otential knowledge can equal present power’" 

(Gray and Citron, 2013, 76). Surveillance is not transparent, but rather, surreptitious, and says 

to the watched, “It is possible you are being watched. The watchers might intervene based upon 
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your behaviour, but you will not know when or why; the only safety is to behave as you think 

the watchers would have you behave.” 

Dataveillance, “the practice of monitoring digital data relating to personal details or 

online activities” (Merriam-Webster, 2004.), is a neologism that obviously takes its inspiration 

from surveillance. However, in “dataveillance,” the digital milieu has actually joined 

transparency – relentless self-exposure through social media – with surveillance, as countless 

watchers track online behaviour, hoarding, buying, and selling data upon which decisions 

ranging from creditworthiness to employability are made, completely inscrutable to the data 

subjects. People share under the illusion of agency granted by incomplete transparency; 

“Facebook” is a juridical person, a seemingly knowable entity, and the Facebook platform 

mimics social contexts, complete with “private” messages. By posting privacy policies, 

Facebook makes gestures towards transparency. Furthermore, the Facebook context seems 

different from the Twitter context; Facebook mimics a more intimate space, and people share 

differently based on the affordances and constraints of the particular platform. As Gillespie 

explains, “platforms, in their technical design, economic imperatives, regulatory frameworks, 

and public character, have distinct consequences for what users are able to do, and in fact do” 

(2015, 1). The fact that individuals “share” freely through social media, with seemingly 

different degrees of publicity, obscures the fact that these sites are engaged in simultaneous 

surveillance, ingesting not just the information freely shared, but keystrokes, clicks, and 

engagement with other sites. Although Torssonen’s critique is aimed at institutional 

transparency, it is nonetheless apt as an explanation of the role of transparency in dataveillance: 

transparency rhetoric is an element of planned individualization that works to mask, 

legitimize, and facilitate undemocratic bureaucratic control. By promising direct 
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perception, transparency misleadingly suggests that individuals freely and knowingly 

choose their own destiny, although they are really being socialized from above 

(Torssonen, 2019, 474) 

Ultimately, in the transparency as control line of argument, the inverse of the privacy 

as dignity argument arises: “The man who is compelled to live every minute of his life among 

others and whose every need, thought, desire, fancy or gratification is subject to public 

scrutiny, has been deprived of his individuality and human dignity” (Bloustein, 2017, 42). 

Dataveillance leads to a life somehow less than human. Schneier analogizes surveillance to the 

predator-prey relationship, a relationship that dehumanizes both observer and observed: “We 

consider [surveillance] a physical threat, because animals in the natural world are surveilled 

by predators. Surveillance makes us feel like prey, just as it makes the surveillors act like 

predators” (Schneier, 2015, 149). Even when dataveillance doesn’t provoke what Cheney-

Lippold provocatively calls “feeling creeped out” (2017, 186) by “how we are algorithmically 

spoken for” (Cheney-Lippold, 2017, 193), the broader paradigm of dataveillance and 

algorithmic regulation dramatically reimagines what it is to be human. 

  Ruckenstein and Pantzar, writing about the movement to make individuals more 

digitally transparent through dataveillance write that “transparency links the [Quantified Self] 

QS to modern notions of control, the idea being that by making unknown aspects of life 

detectable, we can govern them more efficiently” (2015, 406, citing Edwards et al., 2010, 

emphasis added); “at the heart of the QS is a computational logic that emphasizes the revelatory 

power of data: self-knowledge […]  is established with data flows and data analysis” 

(Ruckenstein and Pantzar, 2015, 412). This is self-as-machine, running directly counter to the 

understandings of human identity that underlie the privacy literature. As Hildebrandt explains, 
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“our notion of self depends on a constitutive de-centering: we look back upon our self via the 

gaze of others, not because we care so much about what others think of us, but because our self 

is constituted when imagining the view others have of us” (2019, 89). The Quantified Self, 

which is constructed through what Johnson and Regan refer to as the fragmented, incomplete, 

and sometimes “house of mirrors” selves gathered through dataveillance, leaves little space for 

de-centering (2014). Partly, this is because the individual’s ability to imagine what is thought 

of him/her/them through algorithmic classification is limited; algorithmic constructions of 

identity, using as they do both transparent exposure and surveillance with opaque algorithms 

and interpretations, are all but invisible to the data subjects whose lives are controlled thereby. 

Furthermore, because these algorithmically assigned identities are so inaccessible, it is difficult 

to meaningfully resist them and retain autonomy over the construction of identity, regardless 

of how incorrect the assigned identity might be70. Indeed, it is difficult to even realize that they 

are there to be resisted. Contrasting the aperspectival digital panopticon with the central 

inspector in Bentham’s panopticon, Han notes that, “[w]hile occupants of the Benthamian 

panopticon are aware of the supervisor’s constant presence, the inhabits of the digital 

panopticon think that they are free” (2015, 46). Indeed, Han goes beyond control, describing 

transparency as violence: 

Transparency flattens out the human being itself, making it a functional element within a 

system. Therein lies the violence of transparency. […] Total illumination would scorch [the 

human soul] and cause a particular kind of spiritual burnout. Only Machines are transparent 

 

70 As of this writing, Google’s algorithms have determined that the author, a white woman, is likely a 55 – 65 
year old Black man, and have assigned the author the likely profession of computer science professor.  
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(2015, 2-3). The transparency as control line of argument illuminates the complex 

interrelationships of transparency and power and echoes the privacy literature in its focus on 

values of dignity and autonomy. As Fenster writes, 

“[transparency is] a contested political issue that masquerades as an administrative tool. 

The existing literature advocating and developing transparency as a concept has failed 

to map out transparency as a diverse and contested political field; instead, it has 

assumed transparency's status as a universal norm and debated the technical and legal 

issues of optimal administration and application” (2012, 449, emphasis in original).  

 

5.1.2.3 Transparency and Accountability  

One of the major justifications for transparency is the argument that transparency 

enables accountability. Cucciniello, Porumbescu, and Grimmelikjuijsen state that 

“governments now view transparency as a means of achieving an array of objectives, ranging 

from fostering greater trust in government to reducing public corruption and improving 

financial performance” (2017, 32, citing Benito and Bastida 2009 ; Bertot, Jaeger, and Grimes 

2010; Welch, Hinnant, and Moon 2005 ; Worthy, 2010), while Franks states what is perhaps 

the common view: “Transparency is an obligation of governments to become more accountable 

to their citizens” (2019, 123). In part because of its accountability function, transparency is 

held up as one of the “rule-of-law values” (2017, 1299), with transparency being “particularly 

important to internal law’s recognition as law” (Ibid.) As Meijers et al. note, “In a legal 

argument, openness tends to be presented as a precondition for administrative legality or the 

rule of law. Without access to information (access to the file or even the computer ‘code’), it 
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will be very difficult to enable the citizens to control the legality of the administration and its 

actions” (2012, 21).  

Fundamental to transparency as accountability is the need for information to be made 

available by which actors can be held accountable. If “transparency” as a term is relatively new 

in its ascendancy, the idea of information supporting governance most certainly is not: 

“[D]esigners of management information systems seem to conceive the role of records in the 

same way as Louis XIV, did, ‘if only the government machine could supply the exact 

information, the royal common sense could be depended upon to do what was needed” 

(Parkinson, 1993). Inarguably, transparency requires the availability of some means by which 

the watched can be looked at by the watcher. “Transparency requires producing information. 

Today there is no institutional transparency without figures, reports, texts, charts, tables, web 

pages, or public appearances in the media, which in turn require information technologies in 

general” (Menéndez-Viso, 2009, 158). Turilli and Floridi, writing in the area of business and 

business ethics, note that while “[n]ot all authors […] explicitly use the expression ‘information 

transparency’ […], it is clear that they usually link the concept of transparency with the process 

of making explicitly and openly available (disclosing) some information that can then be 

exploited by potential users for their decision-making processes” (2009, 106). This line of 

argument is characterized herein as “transparency as availability” and is one of the most 

common lines of argument in the transparency in literature. Cucciniello, Proumbescu, and 

Grimmelikjuijsen, in a systematic review of the literature surrounding transparency in 

government, found two primary definitions of transparency: those that focused on the 

availability of information, and those that focused on the flow of information (2017, 36).  



214 

 

Given the undeniable information asymmetries that exist between, for example, 

citizens and state, it is unsurprising that greater transparency is posed as the solution to such 

problems as corruption and poor governance. This argument is woven throughout the archival 

literature.  “Much of the argument we advance for the recordkeeping imperative hinges around 

notions of accountability and audit” (Moss, 2011, 415, citing Cox and Wallace 2002; Cox 

2006; Roper 2003; Jimerson, 2009). Parkinson, in her thesis on accountability in archival 

science, explains the naturalness of records and how it supports accountability:  

Records made in the course of activities, rather than those produced specifically to 

report, are recognized as valuable for all accountability purposes because of their 

impartiality and value as evidence, and because they allow every transaction to be 

shown and explained (1993, 30).  

As Fox so simply puts it, “transparency is supposed to generate accountability” (2007, 

663), but the reality ends up being much more complex. In order to understand the nexus 

between transparency and accountability, and how transparency does (or does not) serve 

accountability, it is necessary to understand precisely what is meant by accountability. 

Parkinson, writing about accountability in archival science, notes the inherent complexity in 

“accountability,” tracing a number of definitions of accountability, including an obligation to 

account for delegated authority; a means of making people act as if they were to be called to 

account; and a metaphorical value of democratic government (Parkinson, 1993). Parkinson 

emphasizes that underlying all of these definitions is the principle that “those who have 

delegated their authority or resources have the right to know what has been done with them 

and why” (1993, 25).  
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The term accountability means the obligation to render an account or answer for 

discharge of duties or conduct. However, the definition of the term is not sufficient to 

explain the concept because, for example, it does not say why such an obligation should 

exist. The concept characterizes an element in human relationships which is not an 

observable thing but is a state thought to exist in circumstances […] There may be good 

moral, social, or political grounds for a requirement to explain actions to others, but it 

is also understood that free persons need not justify their actions (Parkinson, 1993, 12) 

It is the delegation of authority that imbues the delegator with the right to demand 

accountability: “A person who has delegated authority to an agent has the right, and usually 

the interest, to know what has been done with [that authority] and to judge the action, because 

the delegator has caused it and its effects” (1993, 15). The most common delegation 

relationships which justify accountability in the literature are citizen-state and stakeholder-

organization (Cucciniello, Porumbescu, Grimmelikjuijsen, 2017; Schnackenberg and 

Tomlinson, 2016). These relationships are mediated by information flows. In the economics 

literature, for example, authors directly relate information flows to the principal-agent 

relationship: “The agent is assumed to be self-interested and act opportunistically at the 

expense of the principal’s best interests (Hart, 1995). A problem inherent in the principal-agent 

relationship is that the principal cannot observe all of the agent’s actions” (Beekes et al., 2016, 

265). Thus, transparency in the form of disclosure serves as an important aspect of corporate 

governance and of ensuring agent accountability: “the use of timely and transparent 

information flows to the firm’s shareholders on a regular basis […] improves the ability of 

shareholders to monitor management’s activities” (Beekes et al., 2016, 267).  
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However, “citizens” and “stakeholders” are tremendously diverse groups, 

encompassing many individuals who, in delegating their authority, may have divergent or even 

mutually exclusive interests from one another. The delegators also range from extremely 

sophisticated to naïve. For all of these stakeholders, receiving an accounting from the agent is 

“linked to the conveying and evaluation of information. ‘The nature and usefulness of the 

information provided – its honesty and accuracy, completeness, specificity, relevance, 

adequacy and timeliness – have always been critical attributes of accountability’” (Parkinson, 

1993, 25, citing Mosher, 1979, 234). As Parkinson rightly points, the particular ways in which 

an agent provides account are a matter of the particular relationships between delegator and 

agent. However, the “critical attributes” mentioned by Mosher raise questions that are difficult 

to answer beyond the context of a specific relationship of delegation, such as “Usefulness for 

what? To whom precisely?” While this is not problematic in the definition of accountability as 

“giving account,” because of the record keeping requirements, it becomes increasingly 

problematic as accountability becomes further attenuated from a particular principal-agent 

relationship, as discussed in greater detail infra.  

The precise authority delegated also matters to accountability; in particular, the 

discretion afforded an agent is of importance. “[A]llowing for discretion requires trust, and 

trust must be sustained by rendering proof that it has not been abused. An individual is not 

accountable unless he or she acknowledges the obligation to account for actions. This is why 

accountability is usually associated with responsibility” (Parkinson, 1993, 16). The precise 

authority determines what kind of account should properly be given; as Parkinson notes, where 

the agent is merely instrumental, the necessary account is likely significantly less than that 

required of an agent given significant discretion, and therefore must be taken into account in 
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determining the “critical attributes” of the account to be given (Parkinson, 1993, 20 – 24).  

Others have argued that a distinction should be drawn between responsibility and probity, 

“between doing things right and doing the right things” (Tough and Tough, 2014, 23). Tough 

and Tough argue that both responsibility and probity can be supported by the archival 

profession, with probity supported through records management, and responsibility, especially 

long-term historical responsibility, by archives (Ibid). This definition, however, seems to hinge 

on an understanding of “responsibility” that differs from Parkinson’s, one that aligns not with 

the definition of accountability as an obligation arising from delegation of authority, but with 

one calling for some general sense of “good behaviour.”  

As Parkinson notes, “[d]emands for accountability often come from authors who are 

less interested in the obligation to render an account than in making people and organizations 

act as if they were going to be called to account, that is, responsively and responsibly” (1993, 

20). This second meaning of “accountability” largely animates the transparency as control line 

of argument, discussed supra, and has become the dominant meaning of “accountability” in 

the literature in the decades since Parkinson wrote. Because of its attenuation from a specific 

principal-agent relationship, it is significantly more difficult to determine the transparency 

required to support such accountability. Fenster critiques the call for “more transparency” as a 

means of making organizations and governments act responsively and responsibly:  

Digital transparency advocates view the […] problem primarily as one of the flow and 

accessibility of data, which can be solved through information technology. In their 

solution, code and networked communication substitute for or augment the legal rights 

and duties that officials routinely ignore and courts insufficiently enforce, effectively 
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and efficiently moving government information from hard drives and other storage 

media to the public (Fenster, 2015, 478) 

However, without defining Mosher’s “critical attributes” with regards to the 

information necessary for calling an organization or government to account, it becomes nigh 

impossible to define what the “right” information is; the solution of “more” eventually ends up 

in Nissenbaum’s transparency paradox wherein there is too much information to be 

understood, yet still not enough of the (right) information to understand. As Evans, Frank, and 

Chen note with regards to open government, “mere volume of output does not necessarily 

correspond to greater transparency; the more complex definition focuses on providing 

information about the processes by which governments make and implement policy decisions” 

(Evans, Frank, and Chen, 2018, 38).  

If, as argued heretofore, the principal-agent relationship is crucial for defining the 

critical attributes of the information required for accountability, how can accountability be 

squared with the metaphorical value of accountability in a democratic government?  In short, 

as Fruin reportedly said, “archives are designed in the first the place to clarify the 

administrative activities of government agencies” (Parkinson, 1993, 35).  As Lemieux 

explains, “[i]f information is capable of driving transformations in public accountability and 

transparency, the state of the government’s administrative records – the containers of the 

necessary information – must be investigated” (2016, 7).  The critical attributes of the 

information – in this case, records – required for government accountability have been captured 

in archival theory and principles. As Parkinson explains, “European archival theory, by 

stressing that archives must be understood as products of administration, encouraged an 
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awareness of the accountability that naturally results from the delegation of authority and of 

the use of records in achieving it” (1993, 38).  

Archival theory and practices ensure that records remain trustworthy as evidence of 

past and acts and facts – evidence by which account may be given of how the government used 

the power delegated to it by its citizens.   

“Having been created and preserved partly to meet accountability in the administration 

of public business, the value of archives stems in part from the continuing requirement for 

accountability of government to the public” (Parkinson, 1993, 48). A very real example of the 

power of records to hold bad actors to account is provided in the aftermath of the “dirty war” 

in Argentina, which occurred after a military junta seized power in 1976. As Roberts recounts, 

after civilian leaders took power in 1983: 

Newly elected President Raul Alfonsin established a commission that produced a 1984 

report, Nunca Mas (Never Again) that documented the abduction, torture, and killing 

of almost 10,000 Argentinians. Although military leaders had tried to destroy the 

evidence, they could not be thorough. Systematic abuses required bureaucratic action, 

which in turn produced a documentary record of the procedures employed by security 

services (2006, 26).  

Unfortunately, the literature on transparency and accountability is bifurcated. As noted 

supra, the sense that “something must be done” to make governments and organizations behave 

more responsively and responsibly, has led to a push for more information and data, which 

digital technologies can technically provide. However, the push for ever more information for 

the sake of accountability misunderstands the relationship between transparency, in the form 

of information access, and transparency, in the form of actionability and accountability. Access 



220 

 

without actionability might be transparent in that it makes information visible, but it is not 

necessarily democratizing nor will “enough” information necessarily lead to the desired 

results.   

Conroy and Scassa suggest that information availability as such is insufficient to rise 

to the level of “true transparency”: “[w]e suggest that it may be a fallacy simply to equate 

transparency with disclosure, and that true transparency may require additional steps” (Conroy 

& Scassa, 2015, 177).  Arguably, if transparency fails to deliver the desired outcome(s), then 

it has failed as an accountability mechanism.   

As Ananny and Crawford explain, “[i]f transparency has no meaningful effects, then 

the idea of transparency can lose its purpose. If corrupt practices continue after they have been 

made transparent, public knowledge arising from greater transparency may lead to more 

cynicism, indeed perhaps to wider corruption” (2016, 6). Roberts, writing about the Abu 

Ghraib prison scandal, states that, “[i]f only the facts were made public (many thought), justice 

would follow” (Roberts, 2006, 232); however, according to Roberts, the expected narrative 

resolution (“justice”) did not come (Ibid). There were neither legal sanctions nor electoral 

repercussions for the responsible parties with regards to Abu Ghraib, and therefore, 

transparency failed (Ibid). However, judging transparency based on outcomes mistakes 

transparency’s role in accountability. Transparency can only enable, not enforce 

accountability; “in order to create a full accountability process, citizens have to act on the 

provided information to question the information (debating phase) and to use informal 

sanctions” (Meijer & Schillemans, 2009, 261). Indeed, transparency is not even knowledge, 

“transparency is, at best, a facilitator of knowledge and should not be confused with knowledge 

itself” (Schauer, 2011, 1345). This approach to transparency rarely focuses on the evidentiary 



221 

 

quality of the records, or even acknowledges a difference between data, information, and 

records.  

Some scholars argue that the value of transparency to accountability is not in the results 

at all, but in the process; this could be viewed as an intrinsic, rather than instrumentalist, 

approach to transparency. Schauer shares other scholars’ skepticism that transparency can 

magically “allow the true public” to appear and triumph, informed and prepared to function as 

omnicompetent citizens. This, however, does not reduce the value of transparency for Schauer. 

Rather, he argues that transparency is important because public participation in governance is 

a good in and of itself, and not because public participation will of necessity lead to better 

decisions. Indeed, he describes this strand of transparency as “Transparency as Democracy”: 

The second dimension of Transparency as Democracy is thus public control not for the 

purpose of facilitating better decisions, but instead as the embodiment of public control 

as an end in itself. Democracy, after all, is not about the people necessarily being right, 

but about the right of the people to be wrong. From this perspective, open meeting laws, 

freedom of information laws, and many of the other devices of transparency are, to the 

perpetual annoyance of those whose activities and records are supposed to be 

transparent, hardly a reliable guarantor of wise decision making. These devices of 

disclosure and transparency are, however, a useful facilitator of public decision 

making, a public decision making that, sometimes for better and sometimes for worse, 

is an important component of democratic governance (Schauer, 2011, 1350).  

Taking an intrinsic approach, rather than an instrumentalist approach, to the value of 

transparency to accountability also allows for greater space for discretion and opacity. If the 

goal of transparency is perfect accountability results, there is no limit to the information that 
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could theoretically be demanded in order to improve the results. As noted in the discussion 

supra, however, such totalizing transparency lacks the space for the praxis of arcana that 

government requires to operate. An intrinsic approach, by contrast, questions whether the area 

of governance is one where public control is, or should be, the controlling value.  

In contrast to the ideal of impartiality, he noted ‘there is often considerable 

disagreement about what street level bureaucrats should primarily do’ (Lipsky 1980, 

46). As Hill (1983, 89) once noted, discretion is enhanced because ‘policy makers are 

far from clear about what they really want.’ In reality, rather than the ideal-typical 

world, all public bureaucracies operate in this kind of environment – complex, 

indeterminate, ambiguous, contested, shifting, and so on (du Gay 2005, 175).  

Of critical importance to the various formulations of transparency and accountability is the role 

of process, both transparency of process and transparency through process. Bannister and 

Connolly argue that: 

It is not always obvious how one makes a process transparent. Process transparency 

generally means more than simply knowing at what stage the process currently sits. 

Process transparency needs to make all stages of a given process clear, as well as to 

show where in the process a particular transaction or procedure is, as well as ancillary 

information that may be necessary to understanding, including why certain steps are 

necessary (2011, 14) 

Although it may not always be “obvious” how one makes a process transparent, doing so is 

nonetheless fundamental to the archival endeavor. As Duranti explains regarding diplomatics: 

if the knowledge of administrative structures, bureaucratic procedures, documentary 

processes and forms (that is, of administrative history, law and diplomatic) allows 
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archivists to make a comparative analysis of archival series for selection and 

acquisition, that same knowledge enables them to participate with competence in the 

creation, maintenance, and use of current records by giving advice about the 

determination of document profiles, the simplification of bureaucratic procedures, and 

the adoption of classification and retrieval systems (1989, 28).  

Indeed, a substantial body of archival literature examines the relationship between 

transparency and public accountability as mediated by records and recordkeeping (see, e.g., 

Akotia, 1997; Barata and Cain, 2001; Bayissa and Birhanu, 2010; Eastwood, 2010; Hamooya 

and Njobvu; 2010; IRMT, 2011; Katuu, 2012(a), 2012(b); Keakopa, 2007; Kemoni and 

Ngulube, 2007; Lemieux, 2001; Lemieux, 2016; Lowry, 2013; Luyombya, 2011; Mampe and 

Kalusopa, 2013; Mnjama, 2005; Mutiti, 2001; Ngoepe and Masegonyana, 2011; Sichalwe, 

Ngulube, & Stillwell, 2011; Tale and Alefaio, 2005; Thurston, 2015; Tough, 2009) . The 

research examines both well-resourced and under-resourced countries, with varying 

governmental and ICT infrastructures. “Poor records management threatens all government 

programmes and processes […] At the core of these issues is the erosion of trust […] where 

records cannot be found, the records cannot be trusted, or the records are lost or destroyed” 

(IMRT, 2011, 2, cited by Lemieux, 2016, 12).  

 

Another vein of archival literature, primarily from InterPARES Trust researchers, has 

examined the archival challenges associated with open government and open data initiatives 

that are meant to improve public accountability through greater transparency (Borglund and 

Engvall, 2014; Léveillé and Timms, 2015; Maseh and Katuu, 2017; McDonald and Léveillé, 

2014; Nordell, 2015; Shepherd et al., 2018). Unfortunately, this literature is little referenced 
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by the other disciplines that form the heart of the transparency literature. Without appropriate 

attention to the evidentiary value of the records, however, no amount of information could 

provide true accountability. Consider, for example, the archival bond – the relationship 

between a record and other records participating in the same activity – which “contains within 

itself the direction of the cause-effect relationship. Therefore, the archival bond determines the 

meaning of the record” (Duranti, 1997, 217, emphasis in original).  Without the archival bond, 

records cannot serve as trustworthy evidence by which governments (or others) can give 

account. The philosopher Han intuits the distinction between data and records, although he 

does not employ that language, and the risk of losing the context of records in favour of ever-

more content. He writes: 

Today memory is being positivized into a pile of garbage and data – a “junkshop” or 

storage unit stuffed full of “images of all kinds and origins, used and worn-out symbols 

piled up any-old-how.” Things in a junkshop simply lie next to each other; they are not 

stratified. Therefore history is absent. The junkshop can neither remember nor forget 

(2015, 32).  

Not just does more information not necessarily lead to better governance; increased 

transparency carries with it “downside risks” (Lemieux, 2016, 2), particularly in an era of 

digitization. “transparency may, in certain and not uncommon circumstances, be inimical to 

good government and good governance […] in an electronic age, the scope and nature of 

transparency needs to be carefully managed” (Bannister and Connolly, 2011, 1). Bannister and 

Connolly argue that four major forces influence transparency policy: the public’s right to know, 

effects of public administration, the costs and risks of disclosure, and the privacy rights of 

public servants (2011, 3 – 4).  
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Figure 20: Bannister and Connolly (2011, 4): Forces influencing policy on transparency 

 

 Much of the transparency literature considers this world of “freedom of information 

(FOI) laws and corporate governance codes, in which formal obligations to disclose 

information have to be balanced against considerations such as security, privacy, and 

commercial confidentiality” (Hood, 2001, 635).  

While some data are straightforward, other data may be misunderstood or misused 

either deliberately or inadvertently, in the latter case because they may be taken out of 

context […] A release of data may have socially undesirable outcomes. (Bannister and 

Connolly, 2011, 11, citing Huff, 1991).  

Indeed, Lemieux notes that “in many countries the introduction of [Information and 

Communications Technologies] ICTs has brought about a deterioration in the quality, 

management, and accessibility of recorded information with concomitant negative impacts 

upon transparency and public accountability mechanisms, such as the operation of right to 

information laws” (2016, 3). Furthermore, the digitization of information seems to have made 
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the available information less capable of enabling accountability and other positive outcomes 

by undermining recordkeeping. As Lemieux notes, “there is mounting evidence to suggest that 

[already poor government recordkeeping in many countries] has worsened, not improved, with 

the increased use of technology in the conduct of government business (2016, 7).  

One challenge, she points out, is the status of records as “boundary objects” that 

straddle two different communities of practice, the archival community and the information 

technology community: 

The institutional world of records – where recorded information, at least in theory, is 

controlled in a way designed to support transparency and accountability (Eastwood 

2010) still tends to operate quite separately from the world of data, the IT world – where 

recorded information is processed, but not necessarily managed or preserved with a 

view to providing trustworthy evidence of government policies, decisions, and actions 

(for example, see Wamukoya and Mutula 2005) (Lemieux, 2016, 18).  

Ultimately, Bannister and Connolly argue that, bluntly, “some data may be dangerous 

in the wrong hands” (2011, 12, emphasis in original). Bannister and Connolly provide the 

example of “publishing online information about the whereabouts of sex offenders” (Ibid.), a 

practice which can “enable vigilantes or mobs to take the law into their own hands” (Ibid.). 

Recent permutations of vigilante justice include doxing – posting individuals’ personally 

identifiable information online for use by their enemies, often with the intent to terrorize and 

silence the victim, as in the case of Dr. Christine Blasey Ford (Cook, 2018; see also Carter 

Olson and LaPoe, 2017) – and swatting, using publicly available information to phone in false 

offenses that send police to the victim’s address, sometimes to lethal effect (Fagan, 2018).   
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Management of the information created and contained in [various ICT] systems has 

been another matter, with a generally inverse relationship between the age of the 

technology […] and the capability of public sector authorities to effectively manage 

and preserve the information in a trustworthy and accessible form” (Lemieux, 2016, 6). 

The literature on transparency and accountability reflects the challenge of defining 

accountability, given that the goals that accountability is meant to achieve extend from the 

literal giving of account to nothing less than regulating the relationship between the governed 

and government. Ensuring the correct information is available to support accountability 

requires identifying the critical elements of the information in light of the relationship between 

principal and agent in the delegation of authority, an incredibly difficult task when 

accountability is defined as making people fear being taken to account, so as to force them to 

behave responsibly and responsively. The transparency requirements for accountability in the 

relationship between government and governed have been developed through and embodied 

in the theory and principles of archival science; government transparency approaches that 

focus on data/information rather than records run the risk of losing the evidentiary value – and 

thus accountability value – of the transparency apparatus entirely.  

 

5.1.3 Synthesizing Privacy and Transparency in the Literature 

The foregoing synthesis of the literature uncovered several major lines of argument: 

privacy as right, privacy as privilege, privacy as relationship, and privacy as identity; 

transparency as metaphor, transparency as control, and transparency as accountability. None 

of the lines of argument is separated from the other by a bright line, nor is the privacy literature 

neatly separated from the transparency literature.. Instead, each line of argument represents an 



228 

 

attempt at bringing coherence to polysemous constructs; those constructs, in turn, serve to 

frame discussions about nothing less than how we live as individuals in a society, and how we 

can and should relate to government, institutions, and one another. It is a gross 

oversimplification to portray the relationship between privacy and transparency as a binary or 

even a spectrum. Rather, each exists in positive and negative aspect, enabling or disabling a 

number of social goods, sometimes in concert, and sometimes in conflict. As Schauer explains: 

Transparency is not, of course, an unalloyed good, much of contemporary popular 

rhetoric notwithstanding.  Whenever someone asks a friend to keep a secret, whenever 

a call is made for greater respect for privacy, whenever anonymity is valued, and 

whenever the press insists on the confidentiality of its sources, for example, such often 

appealing claims are in fact claims for less rather than more transparency. Secrecy, 

privacy, anonymity, and confidentiality also have their virtues, and we can all 

understand why transparency is a far more desirable attribute for sunroom windows 

than it is for bathroom doors. At times, it seems that transparency is a prime example 

of the old adage that where you stand depends on where you sit. (2011, 1342) 

Han’s stance is that true transparency is free of any privacy – and of the autonomy, 

dignity, and very humanity that privacy affords: “Images are transparent, when freed from all 

dramaturgy, choreography, and scenography, from any hermeneutic depth, and indeed any 

meaning at all – they become pornographic. Pornographic is unmediated contact between the 

image and the eye” (2015, 1 -2). The literature is rich in metaphors – windows, bushes, 

sunlight, front and backstage – trying to capture the gradations and complexity of how 

individuals, groups, institutions, and governments regulate and are regulated by transparency 

and privacy, which encompass social mores, ethical principles, legal requirements, and 
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practical action. Ultimately, the relationship between privacy and transparency largely turns 

on trust: “Trust is only possible in a state between knowing and not knowing” (Han, 2015, 47). 

The literature explores many different values and frameworks for evaluating when it is crucial 

to know – to verify – and equally, when it is crucial to not know, to trust. Westin writes that: 

In overall terms, the goal of a liberal society is to achieve a state of political ‘civility,’ 

which Shils defines as a condition in which there is enough privacy to nourish 

individual creativity and group expression; enough publicity of government affairs to 

let the public know the facts necessary to form judgments in political matters; and a 

small area of secrecy for government to preserve the integrity of certain secret 

information and the privacy of internal policy-making processes (1967, 28). 

Achieving ‘civility’ seems an increasingly lofty goal; digital technologies have merged 

transparency and surveillance into “dataveillance” in a profitable model which has those 

profiting proclaiming privacy dead. Privacy, transparency, and the third, smaller category of 

secrecy, catch in their sweep such basic human values as identity, community, and 

accountability in complex, contradictory, and interconnected ways. Their entanglements with 

digital records are, unsurprisingly, also complex, contradictory, and interconnected. New 

technologies raise novel challenges – such as how to balance the inherent identifiability of 

genomic information with the medical breakthroughs such information could enable – while 

engaging enduring questions. Novel technologies could also offer the potential for previously 

unimaginable solutions, such as allowing individual control over personal information and 

access to critical research data, but only if such solutions are carefully designed with an eye to 

the broader values, needs, and tensions that animate the problem.  
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Ultimately, we are left with a tension that, in the abstract, is, and perhaps even should 

be, unresolvable; “balancing” privacy and transparency is a fact-driven endeavor, because 

privacy and transparency encompass so many values that it is impossible to determine 

abstractly which should take primacy. I leave the final words of this chapter to Birchall:  

[We should not] give in to the fantasy that there is a ‘beyond’ of transparency, a 

‘beyond’ of secrecy, or a ‘beyond’ of their mutual dependence. The undecidability 

might be unbearable, might tempt us to come down ‘on the side of secrecy’ or ‘on the 

side of transparency’, yet the more intelligent response is not to seek to resolve the 

tension so much as to inhabit it strategically (Birchall, 2011, 12).  
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Chapter 6: Case Study, Document Analysis and Focus Group 

6.1 Introduction  

This chapter presents the empirical studies: the case study, document analysis, and 

focus group. These studies, drawing on a variety of sources of empirical evidence, contrast 

with the humanistic, individualistic approach of the literature-based studies, allowing for 

triangulation and confirmation of the insights gained from those studies. This chapter begins 

with the case study, which examined the archival and privacy aspects of the proof-of-concept 

of a blockchain-based solution to manage informed consent transactions in medical research, 

and which formed the first empirical piece of the theory-building research. The chapter then 

presents the document analysis and focus group, which test the findings of the theory-building 

research, namely, the doctrinal legal research, the critical interpretive synthesis of the literature, 

and the presentation of the document analysis is here organized by the five key subject areas 

with which privacy policies are concerned: definitions, grounds for disclosure, practices, 

principles, and purposes. The chapter then presents the focus group, organized by the major 

themes found through the focus group: privacy and transparency as core archival capability; 

judgment and discretion; education and collaboration; and leadership and advocacy. Finally, 

the chapter synthesizes the findings of the empirical studies.   

 

6.2 Case Study: Publication and Hofman’s Contribution 

The following report of the case study is adapted from Hofman, D., Shannon, C., Lam, 

K., Assadian, S., McManus, B., and Lemieux, L. “Building Trust & Protecting Privacy : 

Analyzing Evidentiary Quality in a Blockchain Proof-of-Concept for Health Research Data 

Consent Management.” Symposium on Recent Advances on Blockchain and Its Applications, 
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2018 IEEE International Conference on Blockchain. July 30 – August 3, 2018: Halifax, NS, 

Canada. DOI: 10.1109/Cybermatics_2018.2018.00275. © 2018 IEEE. Adapted here with 

permission of IEEE and co-authors. Hofman co-authored the draft of the publication with 

Lemieux. Hofman and Lemieux revised the draft based on input from the other co-authors, the 

Records in the Chain team, and conference reviewers.  

 

6.2.1 Background 

One of the key drivers of blockchain and distributed ledger adoption is the elimination 

of existing inefficient siloed, paper-based business processes. A 2016 report identified 

imperfect information, inaccessible information, and information risks as “friction” points that 

could be removed by implementing blockchain and distributed ledger technology (Narayan et 

al., 2016). Indeed, a survey of executives reported on in the same study revealed that 87% of 

“trailblazing” organizations and 69% of organizations that were taking a more cautious 

approach to adoption of blockchain and distributed ledger technology believed that they would 

realize significant reduction in time, cost, and risks if they relied on blockchain or Distributed 

Ledger Technologies (DLTs) to handle their recordkeeping, and, in particular, contract 

management (Narayan et al., 2016). 

Recordkeeping on chain – especially the management of contracts – requires that 

serious consideration be given to the characteristics that allow records to serve as trustworthy 

evidence of transactions. This is because such records need to be relied upon to assert rights, 

entitlements and claims, and, in the event of disputes, may need to be presented as evidence in 

courts or other dispute resolution forums. Trustworthiness is of particular importance in the 

context of acquiring individuals’ written consent to the use of their health data in health 
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research. Rather surprisingly, given assertions about the benefits of blockchain technology vis 

à vis recordkeeping, it is an aspect of blockchain and DLT that receives little attention in the 

blockchain literature. This paper aims to fill this gap through an analysis of a proof-of- concept 

(PoC) blockchain system designed to support a type of contract in an environment of low trust 

where parties were seeking disintermediation, i.e., consent management of data for use in 

health research, as a lens through which to assess the evidentiary qualities of blockchain-based 

records. 

 

6.2.2 An Overview of the Case Domain 

The case study sought to explore the ability of blockchain technology to overcome 

some of the challenges of managing the privacy and transparency of medical information – for 

both clinical and research purposes – across jurisdictions. The case study originated with the 

Prevention of Organ Failure (PROOF) Centre of Excellence, a “not-for-profit organization that 

develops blood tests to better predict, diagnose, manage and treat disease, by harnessing the 

power of clinical, molecular and computational science” (PROOF, 2019), which is co-hosted 

by the University of British Columbia and Providence Health Care in Vancouver, British 

Columbia, Canada. PROOF and its co-host Providence Health Care, a non-profit health care 

provider, served as two of the three test beds for the project. The third test bed, the University 

of Nebraska Medical Centre in Omaha, Nebraska, United States, is the sole public academic 

health centre in the state of Nebraska, and one of four campuses of the University of Nebraska, 

a public university in Omaha, Nebraska, United States.  

The two jurisdictions involved in this study, British Columbia, Canada and the 

Nebraska, United States, have very different regimes for the management and 
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protection of health data. Canada has omnibus legislation (primarily, but not 

exclusively, the Personal Information Protection and Electronic Documents Act 

(PIPEDA), SC 2000, c 5), as well as provincial omnibus and sectoral legislation. In 

British Columbia, where PROOF and Providence Health Care are located, some laws 

regulating health data include the Personal Information Protection Act (PIPA), SBC 

2003, c 63, the Freedom of Information and Protection of Privacy Act (FIPPA), RSBC 

1996, c 165, the Electronic Transactions Act (SBC 2001, c 10) the E-Health Act, SBC 

2008, c 38, the Ministry of Health Act, RSBC 1996, c 301, the Public Health Act, SBC 

2008, c 28, and the Health Authorities Act, RSBC 1996, c 180. UNMC, by contrast, is 

under the sectoral legislation of the United States and the state of Nebraska, including 

the Health Insurance Portability and Accountability Act (HIPAA), the Health 

Information Technology for Clinical and Economic Health (HITECH) Act, 42 U.S.C. 

§300jj; 42 U.S.C. §17921 et seq., the Electronic Signatures in Global and National 

Commerce (ESIGN) Act, 15 U.S.C. §§7001 – 7031, and a variety of provisions in the 

Nebraska Revised Statutes and Nebraska Administrative Code (Hofman, Batista, 

Lemieux, 2018, 8). 

This case study was part of the larger “Records in the Chain” project, a “research 

project focuse[d] on blockchain technology as one component of investigating the broader 

research question ‘How can emerging technologies be leveraged to benefit Canadians?’” 

(Lemieux, 2017).  The intellectual foundations for this publication were formulated in a 

Records in the Chain case report (Hofman, Batista, and Lemieux, 2018),  developed by 

Lemieux, Hofman, and the members of the Records in the Chain team, including Danielle 

Batista, Hoda Hamouda, and Alysha Joo. These intellectual foundations were further 
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developed by Hofman in conjunction with co-researchers in the Blockchain@UBC Research 

Cluster of Excellence, which grew out of the Records in the Chain Project. The Proof of 

Concept (PoC) discussed in this case study examined the use of a blockchain based system for 

enrolling study participants in healthcare-related research programs in order to address three 

challenges: First, the role of the researchers as intermediary among their research unit, 

hospitals, and potential study participants. Currently, researchers must serve as intermediaries 

to coordinate among study participants, their research centre, and institutions such as hospitals 

in order to receive consent to use clinical or genomic patient data. This makes the research 

process slow and cumbersome. Blockchain-based consent could be a key enabler of a single-

window research centre solution for consent management. Second, the participants’ limited 

ability to see how their data is used in studies and what were their challenges in accessing their 

data. Blockchain-based consent could give participants a greater window into how their data 

are being used.  

Third, the time-consuming, resource-intensive nature of the current manual system, 

which takes, on average, sixty days to complete (i.e., bring a participant into a study). 

Blockchain-based solutions could use digital artifacts and smart contracts to enroll study 

participants more efficiently.  Budin-Ljosne, et al., in their article advocating “Dynamic 

Consent,” outline some of the challenges that make consent  so time-consuming and resource-

intensive:  

[R]esearch participants often do not understand the content of the information sheet or 

the consent form […] [some] may want to go through the information several times and 

may have additional questions or concerns. […] If new research needs arise that were 

not foreseen and included in the original consent document, collecting new consent 
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from research participants may be expensive and burdensome […] If multiple consents 

are collected over time, keeping records of these consents can be complicated, 

particularly in cohort studies, or in projects spanning several years and multiple 

iterations where paper consent forms are stored in several institutions (Budin-Ljosne et 

al., 2017). 

 

The solution team broadly sought to evaluate the use of blockchain technology in 

driving process efficiency and creating a trust mechanism across research entities so as to 

provide for near real-time tracking of privileges to study participant data and to understand 

how blockchain technology would help provide participants with control over their data. In 

some ways, this is a reimagining of consent, from “a one- time event [to a process that] is 

ongoing, dynamic, and granular, allowing participants to change their minds” (Kirby, Zawati, 

and Knoppers, 2013). Such a solution could, in theory, address the issues raised by Budin-

Ljosne et al. (2017) by allowing patients to spend as much time as they need reviewing the 

consent documents on their own, allowing new consents to be collected in a relatively timely 

and low cost manner, and providing a centralized repository for consents that could be made 

accessible even if researchers and projects moved to different institutions. 

The PoC used the blockchain to build a single decentralized, disintermediated system 

to serve as an interface between participants, researchers, and hospitals.  The system allows 

participants to enroll and consent through a webportal, and access time-stamped audit trails of 

their interactions with the system. It allows researchers to create studies and invite participants, 

and also allows researchers to request patient data from other institutions within the system; 

the data sharing user journey (Fig. 1) shows how the system integrates and coordinates the 
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steps and participants in the previously manual process of researchers requesting data from 

other institutions. 

 

Figure 21: PoC User Journey (Abbreviation: PROOF = Centre of Excellence for Prevention of Organ 

Failure) 

 

6.2.3 Analyzing Evidentiary Quality in the POC  

In their analysis of the ethical, legal, and social implications of electronic consent to 

health research in Canada, the challenges that Kirby et al. identify are, ultimately, archival, 

including “concern over ensuring the integrity of electronic consent, adequate linking of 

electronic consents to participants through a valid electronic signature, and ensuring records 

of electronic consents are properly retained and accessible” (2013). Indeed, their review of the 

statutory and common law requirements in five Canadian provinces (Quebec, Ontario, British 

Columbia, Alberta, and Nova Scotia) as well as the requirements at the federal level identified 

four requirements for electronic consent to  “achieve functional equivalence” with paper, all 

of which are directly archival, and which this solution seeks to address through the use of 

blockchain technology: 
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1) Ensuring the integrity of the electronic documents; 

2) Establishing a link between the participant and the electronic documents via an 

electronic signature; 

3) Ensuring accessibility of the documents for subsequent reference; and 

4) Ensuring their retention (Kirby, Zawati, and Knoppers, 2013). 

Although Kirby, Zawati, and Knoppers speak of “documents,” which the Society of 

American Archivists’ Glossary defines as “Information or data fixed in some media” (Pearce-

Moses 2005). “Records,” by contrast are “Data or information that has been fixed on some 

medium; that has content, context, and structure; and that is used as an extension of human 

memory or to demonstrate accountability” (Pearce-Moses 2005). Kirby et al., in comparing 

electronic consent to its paper analogue, are looking not just at documents, but at the ability of 

documents to serve as “an extension of human memory or to demonstrate accountability” 

(Pearce-Moses 2005); in other words, the concern is not only documents, but also records. 

Drawing upon archival science theory, records need three main characteristics to possess high 

evidentiary quality: accuracy, reliability and authenticity. Moreover, these characteristics must 

persist and the records must be accessible for as long as the evidence is required to meet 

organizational and societal purposes. Integrity, along with identity, forms the authenticity of a 

record. The link between the participant and the documents through the electronic signature 

speaks to both the record’s reliability and its authenticity; as Duranti explains: “By requiring a 

signature, bureaucracy asks writers to declare by signing that their records mirror the facts […] 

The signature is the fact” (1989). Accessibility and retention - treated here as part of 

preservation, as the article makes clear the latter term is closer to the authors’ meaning - both 

fall within the archival ambit and are discussed in their own separate sections. 
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6.2.3.1  Accuracy 

Accuracy, in archival terms, is “the degree to which data, information, documents, or 

records are precise, correct, truthful, free of error or distortion, or pertinent to the matter” 

(Pearce-Moses, 2017). Accuracy, then, is “straightforward, referring to the truthfulness of the 

content of the record” (Duranti and Preston, 2008). Given that the PoC is designed to facilitate 

consent and data sharing through the system (as opposed to documenting consent and data 

sharing that have already happened), the records will be accurate insofar as the data from 

originating systems are accurate. Thus, a patient’s consent will be accurate insofar as the 

patient inputs the correct information (if the patient hits “Yes, I have had surgeries” but has 

never had any surgeries, the record will be inaccurate). Similarly, if a record’s custodian at one 

institution receives a data sharing request, but transfers the wrong data, the records in the 

solution will be accurate insofar as data was shared, but inaccurate as to which data was shared.  

Data entry input controls and restraints can help improve the accuracy of records in the 

solution. Another unresolved accuracy issue with regard to blockchain solutions in general 

(and applicable to this solution) is the question of how to correct inaccurate records. The 

immutable ledger of the blockchain is meant to be precisely that – immutable. Errors, therefore, 

simply cannot be overwritten. If the solution is built in such a way that the archival bond is 

instantiated (see authenticity, infra), making the relationship between records easy to find and 

follow, then it should be a relatively straightforward matter to correct the error with a 

downstream transaction that links back and refers to the earlier inaccurate transaction record,  

but this requires the system to be built with such functionality. 
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6.2.3.2 Reliability 

“The reliability of a record is its capacity to be trusted as a faithful representation of 

the juridical fact it speaks of, that is, it is the degree to which a record ‘can be treated as the 

fact of which it is evidence” (Owen, 2015). “Reliability is provided to a record by its form and 

procedure of creation” (Duranti, 1995). As discussed above, signatures (along with date/time 

notation) are often indicia of reliability. However, mere timestamping is not sufficient to render 

a record reliable. As Duranti explains: “an electronic message whose formal components are 

not predetermined, and whose creation is not procedurally controlled does not become reliable 

when electronically sealed or time stamped” (1995). In the case of records within the PoC, 

informed consent records’ reliability would be a measure of how trustworthy they are as 

representations of the fact that a participant consented to the participation. With regard to 

records of data sharing, the records’ reliability would be their capacity to be trusted as a 

representation that the data sharing actually happened. 

One element of reliability is consistency with formal rules of creation. Although there 

is no legal requirement, at least in the jurisdiction in which the PoC is to be implemented, as 

to the formalities of informed consent or data sharing, consent and its documentation have a 

number of rules embedded in the regulations and ethical rules of  research institutions 

themselves and of external bodies such  as Research Ethics Boards and Institutional Review 

Boards.  A number of bodies involved with all health research provide extensive guidance, 

templates, and procedures for obtaining and documenting informed consent. 

Another element of reliability is completeness. Completeness is “the property of having 

all physical and intellectual components required by the process or laws regulating the system 

that created the record” (Pearce-Moses, 2005). For example, Clinical Informed Consent 
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guidance in the jurisdiction in which the PoC is to be implemented dictates that at least one 

person involved in the creation of the record, the author – the Principal Investigator – be 

identified at the top of the informed consent forms, with information such as the investigator’s 

degrees, institution, and department, which attest to the author’s competence. For any such 

PoC solution to provide reliable records, therefore, analysis of the physical and intellectual 

form of complete informed consent and data sharing records is necessary to help identify the 

required form of the records to be created using the solution. 

Finally, reliability must also be examined in regard to the competence of the 

document’s author to carry out a transaction. If the author does not possess the power to give 

effect to the transaction’s intended outcome, the record is unreliable. In the case of the PoC, 

for example, someone who is not the participant or the participant’s surrogate decision-maker 

would not be competent to consent to participation in a study. Thus, any such consent record 

would be unreliable. Establishing this aspect of records’ reliability requires that the identity of 

the person giving consent be linked to the record of consent in order to help establish their 

competence to give consent, which highlights the importance of an  identity management layer 

for effective operation of this type of blockchain/DLT system in regard to production of 

trustworthy records. 

It must also be noted that potential security threats (i.e., confidentiality, integrity and 

availability) to the system can undermine records reliability. For example, “[t]he current 

architecture depends on an application server and data base […these] serve as single points of 

failure” (Deloitte, 2017). Given that one of the strengths of blockchain/DLT technology is the 

elimination of single points of failure, the reintroduction of this weakness through the 

middleware between the client and the blockchain lessens the benefits of using a blockchain-
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based approach. Key management may also prove problematic. If keys are compromised, any 

records signed using the compromised keys are per se unreliable, as the author of records 

created using the compromised keys lacks the necessary competence. Including a Hardware 

Security Module for key management lessens this risk. Furthermore, the PoC solution should 

use end-to-end encryption to protect any personally identifiable information (PII) that will be 

sent to the blockchain. Given the sensitivity of the type of data being shared between the 

institutions, both server side and client-side encryption should be implemented on authorized 

data shares. 

The choice of consensus mechanism should also be considered in terms of security as 

an aspect of reliability of records. Although Byzantine Fault Tolerance is one of the most 

common consensus mechanisms in permissioned blockchains, due in part to its energy 

efficiency, it is not necessarily the most secure of the available consensus mechanisms (See 

Fig. 2). 
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Figure 22: Comparison of Consensus Mechanisms. (Source: Zheng et al., 2016) 

  

This might be acceptable, given the other security features in a PoC build, but it should be 

explicitly considered, nonetheless. Although a full security analysis is beyond the scope of this 

paper, other security risks must, of course, be considered in the design and implementation of 

a full solution in order to ensure that the records produced will not be unreliable due to security 

compromises. 

 

6.2.3.3 Authenticity 

Authenticity, in archival terms, is “the trustworthiness of a record as a record; i.e., the 

quality of a record that establishes that it is what it purports to be and that it is free from 

tampering or corruption” (Duranti, 1995). It should be noted that a record can be authentic 

without being reliable: “[p]roving a record’s authenticity does not make it more reliable than 

when it was created. It only warrants that the record does not result from any manipulation, 

substitution, or falsification occurring after the completion of its procedure of creation, and 

that is therefore what it purports to be” (emphasis added) (Duranti 1995). In other words, how 

reliable a record is depends upon the circumstances of its creation; how authentic a record is 

depends on the circumstances of its preservation.  Trustworthy records must be both reliable 

and authentic. 

There are two elements to authenticity: identity and integrity. The identity of the record 

is determined based on the genuineness of its author (authorial identity) and its archival bond 

(record identity). The integrity of a record is a matter of its completeness after creation. As 
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noted above, signatures are associated with both reliability and authenticity. This is because 

signatures, when they serve as the attestation of the author, countersigner, or witness, are 

among those documentary components of a reliable record that can create a presumption of 

authenticity (Duranti, 1995). In particular, signatures of authors are important, because the 

genuineness of the author of the record must be established in order to assess the record’s 

authenticity. In the case of the PoC, identity management within the system is critical to ensure 

that records are authentic in the sense that their author can be established. When an individual 

uses their private key to digitally sign their consent, it is important to be able to determine that 

consent cannot be repudiated or denied. To that end, the system in the PoC uses public key 

infrastructure and role-based access control. It is also necessary to establish controls on access 

to accounts to increase non-repudiation and thereby the likelihood of a record’s author being 

genuine, especially if used in conjunction with knowledge authentication. 

The record’s identity is also dependent upon its “archival bond.” The archival bond is 

“the network of relationships that each record has with the records belonging in the same 

aggregation. The archival bond is originary, because it comes into existence when a record is 

created […], necessary, because it exists for every record […], and determined, because it is 

qualified by the function of the record in the documentary aggregation in which it belongs” 

(Duranti 1997). In short, it is not possible to have information or data serve as a record, i.e., 

evidence of a business transaction or agreement, unless it is possible to link it back to the 

business transaction or agreement it was created to prove and to other records associated with 

the same business transaction or agreement. The archival bond serves as “the primary 

identifying component” (Duranti 1997), turning a document into a record, and permitting a 

dozen identical documents to become a dozen unique records, depending upon their 
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relationship to other records. The archival bond is central to the identity – and authenticity – 

of records because it “expresses the network of relationships that each record has with the 

records resulting from the same activity” (Lemieux and Sporny, 2017). 

An important pre-determinant of establishing the archival bond is that each ledger 

record be uniquely identified in the first place. This is easily achieved in a blockchain-based 

system via the unique hash code associated with each transaction. It may not be as easily 

achieved for records that need to be logically linked to ledger records, such as those stored in 

off-chain record stores (e.g., storage in the cloud), so thought has to be given as to how to 

ensure unique identities to these records as well. In some systems, records stored off chain are 

also hashed to create a unique identity, and then the hash link to the off-chain record is 

embedded in the on-chain ledger transaction (see, e.g., Flores, 2018).   

Instantiating the link from the ledger record to its documentary context (the archival 

bond) needs to be explicitly designed into the architecture and operating model of the system 

(Lemieux and Sporny, 2017). In a paper recordkeeping context, the archival bond is 

implemented in the classification code, explicitly linking all records participating in the same 

activity and preserving, through the simple operation of arithmetic, “the direction of the cause-

effect relationship” (Duranti, 1997). The archival bond can also be seen through file structure; 

records participating in the same activity are typically placed in the same file together. 

Preserving the archival bond in electronic records requires more deliberateness; it can be done 

through metadata (including classification codes).  

Blockchain/DLT technologies must be purpose-built to instantiate and preserve the 

archival bond. It must link records to the transactions that give rise to them, and other records 

that form part of the same relationship to the originary business context. This can be quite 
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challenging when ledger records, and associated records, are created, stored and processed in 

a distributed computing environment, as is the case with PoC (See Fig. 3). The archival bond 

and link back to the authors of transactional records must both be preserved across the system’s 

distributed architecture if the records are to be proven authentic. 

One future component of the solution will be the implementation of a consent wallet 

for participants to manage all of their consents. Similar wallet structures could be used to 

establish the relationship between records and their creators within the solution. The design of 

such a wallet must be carefully considered. For example, a custodial hierarchical distributed 

wallet structure comprised of sub-wallets for system users offers convenience and easier 

recovery of records, if, for example, the patient loses his/her/their private key. However, if a 

custodial wallet structure is compromised, all of the records may be compromised. It will also 

be necessary to ensure that any links between those portions of the record stored off-chain, 

which could be significant, and the transactions on-chain remain live and unbroken. 

In addition to establishing the identity of a record, in order to show that the record is 

authentic, one must establish the record’s integrity. In other words, one must assure that the 

record is “free from tampering or corruption” (Duranti, 1995). While the blockchain is helpful 

with this in some ways – any tampering will change the record’s hash, for example – it is not, 

in and of itself, a panacea. Controls including access controls and security system controls to 

prevent tampering must still be in place to protect the records from tampering. Particularly in 

the case of a blockchain using a Byzantine Fault Tolerance- type (BFT) consensus mechanism, 

the blockchain cannot guarantee archival integrity in and of itself. In standard BFT operation, 

a client node sends a message to the network. The primary node, or any of the nodes receiving 

the message, broadcasts the message out to the entire network. Because the solution assumes 
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participants are known and  semi-trusted  and utilizes a single-vote consensus in which any 

node can submit a message, an adversary who gains access to any single node could write false 

records and potentially undermine the archival integrity of the records in the system. Once 

enough identical responses from nodes are reached, the transaction is considered validated. 

The higher the number of nodes, the greater the assurance that the records remain tamper-free. 

However, if the number of validating nodes is low, it may be possible for an attacker to gain 

control over validation of transactions on the network to alter records from their originary form 

(Zheng et al., 2016). Governance of the blockchain itself (such as how forks will be handled 

in the case of disagreement between nodes) must also be considered in designing the system 

in order to protect records’ integrity. 

The PoC also relies on Amazon’s S3 for off-chain document storage and management. 

Such an arrangement has inherent risks. First, because they are relying on Amazon to store the 

records, the institutions have very limited ability to audit the system in relation to how well it 

works to preserve records’ integrity.  Statutory law in a number of jurisdictions, including 

Canada, treats individual records as having integrity as long as the system producing those 

records has integrity. Although legal and archival integrity are not synonymous, the problems 

of verifying the integrity of the recordkeeping system are common to both. While the 

blockchain provides some assurances of integrity, such as offering automatic audit trails, a 

solution using Amazon’s S3 is ultimately reliant upon Amazon to demonstrate the normal 

functioning, regular maintenance, and frequency of upgrades of those aspects of the system 

under their control. Second, record handling and storage processes in Amazon’s S3 may alter 

the bit structure of the record. This would render any earlier hash produced based on a previous 

bit structure and recorded on the ledger invalid. Even minor alterations in the record could 
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make it impossible to check the integrity of a record by comparing its hash with a hash stored 

on chain. 

 

6.2.3.4 Persistence and Preservation 

It is not enough for records to be authentic at one point in time, nor is it sufficient for 

evidence of reliability to be produced and then discarded. For records to remain trustworthy, 

they must remain accurate, reliable, and authentic across time and space. Preservation 

encompasses “those activities and functions designed to provide a suitable and safe 

administrative context and environment that enhances the usable life” (Ritzenhaler, 2010) of 

records. Preserving digital records requires addressing data integrity (both bit structure and 

semantic integrity), format and media sustainability, and information security. It would be 

difficult to overstate the need to ensure preservation of the semantic integrity of records; if the 

semantic integrity, achieved mainly through instantiation of the archival bond and the affixing 

of records metadata, of a record is compromised, it may well be that the record will lose its 

capacity to serve as evidence of past acts and facts. Loss of bit integrity, on the other hand, 

such as through bit rot, might be problematic from the perspective of using hashes as a measure 

of integrity, but could well occur without compromising the record’s trustworthiness as a 

record. In order to ensure that digital preservation is successful, it should be built into systems, 

as opposed to being imposed on legacy systems when records may well have already been 

compromised. In the case of the PoC, preservation both on-chain and off-chain must be 

considered. In particular, should the Amazon S3 (or other third party vendor) solution be 

chosen for off-chain storage going forward, guarantees such as S3’s of “99.99% data 

durability” (Amazon) should be evaluated against the actual preservation needs for such 
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storage (.01% is critical if it is the wrong .01%. Also, what other strategies – erasure coding or 

deduplication, for example – would make the most sense to meet the preservation needs of the 

system?). Preservation of blockchain-based consent records remains challenging, since there 

is as yet no model of distributed records preservation and standard models (e.g., ISO 14721 – 

Open Archival Information System) may be insufficient. 

The solution in this study seeks to utilize some of the unique features of the blockchain 

– its immutability, automatic timestamping, and distributed architecture – to solve some of the 

pain points in study participant enrollment, consent gathering, and data sharing in health 

research. The study to date has produced a PoC system, utilizing a blockchain solution with 

off-chain storage, a user interface that permits users to view an audit trail of all activities on 

the blockchain, and an access control framework for managing data access and encryption. The 

full implementation, if designed correctly, could reduce the work and cost of consent 

management and data sharing.  

However, a number of archival, technical, and ethical aspects of the system must be 

better understood before the system moves from PoC to fully functioning solution. An 

examination of the formal procedures controlling the creation of the records associated with 

the system, as well as a full archival and diplomatic analysis of such records to identify their 

required physical and intellectual forms, is necessary to ensure that the systems can create 

trustworthy records. The smart contracts must be tested to ensure that they support the 

instantiation of the archival bond, without which records cannot be shown to be authentic. Key 

management must be examined to ensure the continuing accessibility of records, even if a user 

loses his/her/their private key, and keys must be linked to system users’ identities to ensure 

reliability and authenticity of records. Given the extraordinarily sensitive nature of the data 



250 

 

that will be stored and shared through the system, privacy protections including end-to-end 

encryption should be implemented. Because of the light regulatory hand applied to health 

research (at the level of statute, as opposed to ethics board oversight), this use case offers an 

opportunity to  explore the use of a blockchain solution in a high-impact, high-requirement, 

yet relatively free environment.  

This case study revealed that a technological solution which is touted for its privacy 

and transparency potential – the blockchain – cannot meet its potential without careful attention 

to records’ creation, retention, preservation, and disposition in the design of the system. 

Although blockchain technologies make use of encryption, end-to-end encryption as a privacy 

protecting measure was not implemented in the initial PoC. Identifying what – if any records 

– are created using blockchain systems, instantiating the archival bond, and ensuring the 

ongoing trustworthiness of such records remain open research problems. Each of these records 

problems can, in turn, become a privacy and or transparency problem. Without knowledge of 

the record’s trustworthiness – indeed, of its very identity – the fact-driven, ethical analysis that 

enables one to weigh the competing values at play in privacy/transparency decisions becomes 

difficult, if not impossible.   

In addition to raising the issue of controlled recordkeeping as a necessary prerequisite 

for privacy and transparency decisions, the case study reflected several of the themes identified 

in the literature-based studies. Privacy as right figured large in the case study, as the solution 

had to be designed in compliance with the health information privacy laws of the jurisdictions 

in which the test beds are located. The case study also brought “privacy as relationship,” a 

theme found in the critical interpretive synthesis, Chapter 5, supra, to the forefront, as the 

relationships among patients, clinicians, and researchers lay at the center of the informed 
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consent process under study. Finally, because the solution sought to shift control over the 

informed consent process more heavily to the patient, in part through the potential for 

blockchain technology to provide timestamped audit logs of what has been done with a 

patient’s information, the case study highlighted the themes of “transparency as 

accountability” and “transparency as control.” Finally, while specific technologies were 

considered in the abstract in the literature-based studies, the case study illustrated the critical 

importance of the particular affordances and constraints of digital technologies in designing 

and implementing solutions with an eye to privacy and transparency.  

 

6.3 Document Analysis 

This section presents the findings of a document analysis of the privacy policies – 

defined broadly – of a purposive sample of archival institutions in Canada and the United 

States. It discusses the major themes that arose through the analysis of the policies: definitions, 

grounds for disclosure, practices, principles, and purposes.  

 

6.3.1 Introduction 

In order to gain insight into how privacy and transparency are enacted in the archives, 

a document analysis of privacy policies was undertaken. As Bowen explains, a document 

analysis can provide a rich understanding of the phenomenon under study in qualitative 

research: 

As a research method, document analysis is particularly applicable to qualitative case 

studies—intensive studies producing rich descriptions of a single phenomenon, event, 

organisation, or program (Stake, 1995; Yin, 1994). Non-technical literature, such as 
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reports and internal correspondence, is a potential source of empirical data for case 

studies; for example, data on the context within which the participant operates (Mills, 

Bonner, & Francis, 2006). Furthermore, as Merriam (1988) pointed out, ‘Documents 

of all types can help the researcher uncover meaning, develop understanding, and 

discover insights relevant to the research problem’ (118). (2014).  

 

Table 4: Institutions Studied in Document Analysis 

Institution Type Canada United States 
National Archives Library and Archives 

Canada 
National Archives and 
Records Administration 

State/Provincial Archives 
(Most Populous) 

Archives of Ontario California State Archives 

State/Provincial Archives 
(Least Populous) 

Prince Edward Island 
Archives 

Wyoming State Archives 

Territorial Archives Yukon Archives The Virgin Islands Public 
Library System 

Municipal Archives (Most 
Populous) 

City of Toronto Archives New York City Municipal 
Archives 

Corporate Archives Bank of Canada Harley-Davidson 
University Archives University of Toronto University of Central Florida 
Archives Controlling 
Indigenous/Native American 
Records 

Plateau Peoples’ Web Portal Aanischaaukamikw Cree 
Cultural Institute Archives 

Non-governmental 
Organization (NGO) 

American Civil Liberties 
Union 

University of British 
Columbia Museum of 
Anthropology 

It should be noted the classifications above are not bright line divisions; the Dene 

Nation of Canada is a non-governmental organization (NGO) representing the Athapaskan 

aboriginal peoples, and the Government of Canada lists the University of British Columbia’s 

Museum of Anthropology as an NGO as well. The corporate archives were chosen by 

consulting the Directory of Corporate Archives in the United States and Canada (Holum 

Johnson and Fischer, 2018); unsurprisingly, the vast majority of the organizations listed therein 
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give limited access or by request only access to their archives. Harley-Davidson, however, 

makes both its archives and a company museum accessible to the public; its archives were 

therefore chosen because they had a publicly accessible privacy policy. While some of the 

chosen archives are edge cases (Bank of Canada is a crown corporation, as opposed to a private 

corporation), they were chosen because of the accessibility and potentially revelatory quality 

of their privacy policies.  

Assembling the various privacy policies for the chosen institutions was illustrative in 

and of itself. Some of the smaller institutions had very little that could be described as a 

“privacy policy” per se; the closest that could be found for the Virgin Islands Public Library 

System (which includes the archives of the Virgin Islands) was an Internet usage policy and 

no policies could be found at all for other territorial archives of the United States. Some policies 

were brief, aspirational statements, while other archives pointed to regulations in lieu of policy. 

The briefest privacy policy was that of the Aanischaaukamikw Cree Cultural Institute, which 

states, in its entirety: 

 ᐋ ᑭᓄᐙᔨᐦᑎᒫᓱᓈᓂᐎᒡ ᒑᒀᓐ ᐐᔓᐙᐎᓐ 

 Privacy Policy 

Aanischaaukamikw, the Cree Cultural Institute, (ACCI) is committed to protecting the 

privacy of people whose personal information is held by the ACCI through responsible 

information management practices. All personal information provided to the ACCI is 

collected, used and disclosed in accordance with the Freedom of Information and 

Protection of Privacy Act (FOIPPA) or other applicable legislation. If you have any 

questions about the protection of your privacy, or for general information regarding the 

FOIPPA, please contact the ACCI office (2019). 

http://creeculturalinstitute.ca/en/contact
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By contrast, the two national archives – the National Archives and Records Administration 

(NARA) and Library and Archives Canada (LAC) had multitudinous policies with extensive 

citation to legal and regulatory frameworks. The process of finding the policies for analysis 

also revealed that archives’ approaches to privacy are deeply contextual; the policies were 

found, variously, as policy specific to the archives and/or records management function of the 

organization, as policy applied to the organization as a policy, integrated in other policies 

(primarily freedom of information/records request policies), or as part of other materials (such 

as frameworks and user guides). Understanding each institution’s privacy policies as a whole 

required familiarity with a number of different documents for several of the organizations 

examined.  

 

6.3.2 Data Analysis 

Once the various privacy policy documents were assembled, they were analyzed using 

Ritchie and Spencer’s framework analysis (2011). Framework analysis is a form of applied 

policy research, “providing insights, explanations, and theories of social behaviour” (Ritchie 

and Spencer, 2011, 305). Framework analysis is used to meet four different categories of 

objectives, of which this study aimed at two: “Contextual: identifying the form and nature of 

what exists […and] Strategic: identifying new theories, policies, plans, or actions” (Ritchie 

and Spencer, 2011, 306).  

The first step in framework analysis is “familiarization”: “the researcher must become 

familiar with [the data’s] range and diversity […] taking stock and gaining a feel for the 

material as a whole” (Richie and Spencer, 2011, 324). This process requires “read[ing] through 

the material, listing key ideas and recurrent themes” (Ritchie and Spencer, 2011, 324). Because 
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the data set is relatively small (privacy policies from eighteen total institutions), this researcher 

was able to read all of the data in the process of familiarization with and cataloguing of 

emerging themes. Although Ritchie and Spencer do not use the language in their description 

of the familiarization stage, familiarization in inductive research such as framework analysis 

is often described as continuing to “data saturation.” As Kiernan and Hill point out, this is a 

problematic claim because “the researcher can never be certain that saturation point has been 

reached and no further new material might emerge […] [t]he decision to stop is therefore 

simply a pragmatically-determined matter of subjective judgment, reflexively framed by the 

time-bound nature of the research project in question” (2018, 251). Thus, the researcher moved 

from familiarization to identifying a thematic framework when review led to enough 

familiarity to do so. 

The next step of framework analysis is identifying a thematic framework, wherein “the 

analyst returns to [their] research notes and attempts to identify the key issues, concepts, and 

themes according to which the data can be examined and referenced” (Ritchie and Spencer, 

2011, 325). At this stage, five major themes emerged: definitions, grounds for disclosure, 

practices, principles, and purposes. These themes emerged from the data itself and provided a 

scaffolding for a number of sub-themes that emerged and were subsequently indexed, charted, 

mapped, and interpreted.  

 

6.3.3 Results and Discussion 

The document analysis of privacy policies from archival institutions revealed that 

institutional policy integrates both aspiration – in the form of principles and purposes – and a 

multitude of enabling practices and approaches, grounded in records and information 
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management and in organizational leadership. Common to many of the privacy policies was a 

definitions section. While many further definitions could be found by reference, as many of 

the policies explicitly anchor themselves in and reference various statutory authority, those 

definitions that are discussed within the policies provide an interesting lens on the policies. 

Indeed, in mapping the definitions, it emerged that many of the terms that rose to the level of 

intra-policy definition can be understood through an archival lens, including records-related 

terms and terms addressing persons and actions.  

 

Figure 23: Definitions 

The next major category that emerged from the document analysis was grounds for 

disclosure; most policies laid out what records could be disclosed, to whom, when, for what 

purposes, and by what procedures. The document analysis revealed that, while there are a 

diversity of grounds for disclosure, they can grouped into four headings: data subject 

conditions, internal necessity, external necessity, and public records. Although public records 
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are defined differently in different statutes, the policies largely use the term in the sense of 

“government records that are not restricted and are accessible to the public.” The policies 

primarily discuss “public records” in order to put potential data subjects on notice that certain 

transactions could result in accessible, unrestricted records being created and/or disclosed. 

 

Figure 24: Grounds for Disclosure 

Disclosure exemptions were, in some ways, as diverse and idiosyncratic as the 

organizations writing the policies. The American Civil Liberties Union (ACLU), whose fonds 

is held by Princeton University, is a donation-driven organization; their records relating to 

fundraising and development are subject to access restriction, in order to protect the 

organization’s donors. The National Archives and Records Administration (NARA), in the 

United States federal government, has in one of its policies a carve-out for geographical 

information related to wells, because that carve-out exists in a statute. Despite these 
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idiosyncrasies, the exemptions to disclosure could be generally mapped into five categories: 

drafts and deliberative records; public trust; unwarranted invasion of privacy; community 

safety; and operational need. Two of these categories, drafts and deliberative records and 

unwarranted invasion of privacy, are the subject of broader controversy. With regards to drafts 

and specifically, deliberative records, the duty to document, as discussed in supra, Chapter 

4.2.3.3.1, “Right to Information Laws” and infra, Chapter 6.2, “Focus Group” raises the 

question of how to strike an appropriate balance between the need for information to hold 

decision makers accountable, and providing deliberative space in which decision makers have 

the freedom to make decisions.  

 

 

Figure 25: Disclosure Exemptions 

The biggest “bucket” to emerge from the policies is, unsurprisingly “Practices and 

approaches.” This is because a policy is “an official expression of principles that direct an 
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organization’s operations” (Society of American Archivists, 2005); as such, policies are largely 

directed towards actions and practices.  The practices and approaches by which the institutions 

in the study tried to meet their privacy and policy goals ranged from interdisciplinary 

approaches, such as information governance, to archival approaches, to organizational 

approaches, such as assigning roles and responsibilities and providing training. A number of 

policies also called for the creation of more policy. 

 

 

Figure 26: Practices and Approaches 

The practices and approaches codes make clear that there are a number of means by 

which organizations and institutions can try to meet privacy and transparency goals, many of 
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which are centered in records, records management, and archival practice. The analysis reveals 

a technology-neutral approach that centers leadership (it appears, variously, as “Leadership 

and Management,” “Leadership,” and “Authority and Responsibility”) and coordination across 

units and disciplines within an organization or institution. Privacy and transparency policies, 

then, appear to contemplate the integration of good records practice throughout the 

organization and institution.  As can be seen from Figure 21, infra, practice codes were by far 

the most numerous within the documents analysed.
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Figure 27:  Hierarchy of Codes for Document Analysis 
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Finally, the policies set forth principles and purposes. A principle is “a comprehensive and 

fundamental law, doctrine, or assumption”. The principles that emerged from the document 

analysis were accessibility, accountability, availability, participation, responsibility, 

transparency, and trustworthiness. There is substantial coherence among these principles and 

those found in the Society of American Archivists’ Core Values of Archivists (2011) and Code 

of Ethics for Archivists (2012) as well the Association of Canadian Archivists’ Code of Ethics 

and Professional Conduct (2017). For example, the Society of American Archivists explains 

the archival commitment to “accountability” as nothing less than “an essential hallmark of 

democracy,” achieved through the transparency provided by records (2011): 

By documenting institutional functions, activities, and decision-making, archivists 

provide an important means of ensuring accountability. […] Public leaders must be 

held accountable to both the judgment of history and future generations as well to 

citizens in the ongoing governance of society. Access to the records of public officials 

and agencies provides a means of holding them accountable both to public citizens and 

to the judgment of future generations (Society of American Archivists, 2011). 

In mapping the purposes that emerged from the document analysis, a number of 

memory, evidence, and community-oriented purposes arose, bringing to mind Terry Cook’s 

four archival paradigms of memory, evidence, identity and community (2012), which were 

used as a framework to organize the purposes that emerged from coding. Cook argues that, 

“[t]he focus of archival thinking has moved from evidence to memory to identity and 

community, as the broader intellectual currents have changed from premodern to modern to 

postmodern to contemporary. Community archiving and digital realities offer possibilities for 

healing these disruptive and sometimes conflicting discourses within our profession,” (2012, 
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95), exhorting the reader to “[see] archival paradigms as changing through time, as each era 

reinterprets anew evidence and memory, and thus redefines archival identity and its 

relationship with social communities” (2012, 118). As Cook acknowledges: “Of course, there 

is overlap. Strands from all four mindsets are interwoven” (2012, 117).  The liberation that 

Cook calls for, to avoid becoming “fossils floating in stagnant backwaters of irrelevancy” 

(2012, 118), would seem to have already come; the diversity of purposes of the privacy policies 

of the archival institutions sampled reflect a community that already possesses the capacity to 

“harbor plurality, diversity, and difference” (2012, 117). 

 

Figure 28: Purposes 

Interestingly, “accountability” also emerges as a purpose in the document analysis. The 

difference is perhaps best explained as one between aspiration – “we should act as accountable 

persons” – and enabling. As a purpose, “accountability” is a condition that is enabled by 

privacy and transparency practices, such as documentation and records disclosure. As shown 
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in the critical interpretive synthesis, Chapter 5, supra, “privacy” and “transparency” are 

flexible constructs that embrace a number of meanings; the document analysis shows that some 

of the sub-constructs of the terms are also flexible, capable of serving as principle, purpose, 

and practice. 
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6.3.3.1 Summary of Document Analysis 

The document analysis revealed that privacy and transparency in archival institutions, 

while united by a few overarching principles and purposes, encompasses a variety of practices 

and approaches by which institutions try to achieve those purposes. It also revealed that the 

purposes for which a particular archives might disclose or restrict access to particular records 

is a deeply contextual matter encompassing legal compliance, of course, but also questions of 

internal and external necessity as well as conditions (such as consent or death) relating to the 

data subject. Finally, it revealed that archives, at least in their approach to privacy and 

transparency, harbor diversity and plurality, supporting a number of understandings of archival 

purposes and how to fulfill such purposes in a context-sensitive manner.  

 The document analysis captured nearly all of the themes from both the literature-based 

studies and the case study. Privacy as right, again, figured large, in part because of the 

compliance role of policies. Privacy-protecting and privacy-threatening technologies (such as 

web analytics, cookies, and social media) were addressed in detail in several policies, 

emphasizing again the importance of the available technologies in grounding 

privacy/transparency decisions. The document analysis also highlighted the central role of 

recordkeeping in supporting privacy and transparency decision making in a holistic manner, 

addressing issues such as leadership, education, and institutional capacity alongside 

technological capacity.   

6.4 Focus Group 

This section presents the focus group study; this study allowed open-ended exploration 

of the lived experience of privacy and transparency on the part of records professionals.  
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6.4.1 Introduction 

Focus groups are an exploratory technique that allows for open-ended discussion. 

Tausch and Menold found the advantage of focus groups in their ability to elicit a “rich blend 

of perspectives and opinions obtained and the opportunity to have them prioritized by the target 

groups” (2016). Compared with individual qualitative interviews, focus groups can provide a 

more efficient way to gain the perspective of multiple research informants (Morgan, 1996). 

Moreover, the group setting allows the researcher to probe respondents further by asking 

clarifying questions, while the flexibility of the setting allows researchers to pursue unexpected 

responses (Langford & McDonagh, 2002; Morgan, 1996). In short, then, focus groups are 

effective for efficiently gaining deep, qualitative insights into a particular topic that may be 

hard to quantify (Langford & McDonagh, 2002).  

The focus group recruited records professionals – defined broadly – who self-identified 

as working in the areas of privacy and/or transparency through invitations (Appendix A) sent 

to three listservs: arcan-l, a listserv aimed at Canadian archivists, the Society of American 

Archivists’ privacy special interest group listserv, and the Archives Association of British 

Columbia. Five records professionals ultimately participated in the focus group, which was 

moderated by this researcher (see Appendix C for moderation guide) over Zoom, and 

videotaped, with written consent from all participants. The focus group was later transcribed 

from the video recording, including notation of non-verbal communication for microlocutor 

analysis. The profile of the participants is found in Table 4, below:   
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Table 5: Profiles of Focus Group Participants 

ID Profession Sector Notes 

D10171 Archivist Public University 

D105 Archivist Public University 

D122 Archivist Public Federal 

D321 Policy72  Public Provincial 

D484 Policy Public Provincial 

After transcribing the discussion, the transcript was analyzed iteratively using 

microlocutor analysis (Onwuegbuzie et al., 2009). “A particular challenge is substantively to 

address the interactive nature of focus group data: a surprising limitation of focus group 

research is the rarity with which group interactions are analyzed or reported” (Wilkinson, 2004, 

citing Kitzinger, 1994, Wilkinson, 1999). Micro-interlocutor analysis (Onwuegbuzie et al., 

2009) focuses on this interaction in its analysis of focus group data, utilizing detailed attention 

to the dynamics of communication in the data collection stage and conversation analysis in the 

data analysis stage. Thus, moments of disagreement, clarification between parties, laughter, 

and agreement were given careful attention, in order to discover complexity that the text alone 

might have failed to reveal.  

 

 

71 Participant identification numbers are completely arbitrary; all individuals who volunteered to participate and could attend 
were included.  
72 Participants D321 and D484 both described their roles as “Policy Officers” in their respective organizations. 
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6.4.2 Findings 

The analysis of the transcript focused on four major themes emerging from the 

conversation: core archival capability; judgment and discretion; education and collaboration; 

and leadership and advocacy. While the participants disagreed on the precise contours of 

privacy and transparency in archival work, they shared an expansive, even aspirational, 

understanding of the relationship between privacy, transparency, and the records professions. 

Privacy, transparency, and records emerged from the discussion as an integrative, 

interdependent whole, necessary for nothing less than democracy itself.  

 

6.4.2.1 “Freedom of information and privacy [are] a core capability of whatever we 

call our profession” 

One of the primary themes that emerged through the focus group discussion was that 

privacy and transparency (referred to variously by participants as freedom of information, right 

to information, and openness) are core to the records professions. D122 stated, to general 

agreement: “Privacy is one of the most important things we have to deal with for records, for 

people who are still here, and even for people who aren’t still around.” D105 put it quite simply: 

“Privacy is what I do.” As discussed in the literature review (Chapter 2) and critical interpretive 

synthesis of the literature (Chapter 5), supra, this view of privacy, while shared enthusiastically 

by all of the participants in this focus group, is not necessarily the dominant view. Digital 

technologies, in particular, are typically managed from a data, rather than records, perspective. 

Archivist Margaret Hedstrom noted in 1981 that, “many discussions of the threat of computers 

to personal privacy fail to recognize that the threat is not inherent in computer technology. 

Rather, it stems from the misuse of the technology and from inadequate or unenforceable 
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restraints on records linkage, centralization of information, and dossier building” (8). 

Unfortunately, the data-centric approach to digital privacy means that risks that Hedstrom 

identified over thirty years ago remain unaddressed, and records management’s importance to 

privacy and transparency remains under recognized. These participants, however, saw a critical 

nexus between records management, privacy, and transparency. Indeed, D484 gave a 

passionate defense of the privacy and transparency as core archival competencies, which was 

met with vigorous agreement by the other participants:  

I see freedom of information and privacy […] as part of a broader professional picture 

rather than a separate discipline. If we’re in the business of understanding records and 

their use and what we need to do with them, then one of the fundamental practices we 

need to have is around who can see what and why. It’s a core capability of whatever 

we call our profession broadly, whether it’s archives, recordkeeping, whatever. It’s not 

that we need to draw on a separate profession of privacy professionals; it’s actually a 

core competency for our world.  

I think that a lot of the sort of broad paradigms and concepts and experiences that one 

has even in a more traditionally narrowly defined archival world are deeply relevant. 

Archivists train people to think very broadly about the different uses and interests in 

information, and that’s kind of one of the core considerations in privacy, around the 

tradeoffs we’ve been talking about. Who cares about this stuff? Why? What can things 

be used for? 

And I also say that, at its heart, archives tend to be privacy-invasive. If you’ve got a 

core privacy principle of using information only for its original purpose and kind of 

limiting it, archives, as a principle, says, “That’s wrong. Information is valuable for 
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other purposes.” So you’ve got kind of a clash of values in there. As archivists working 

with information, […] we have to grasp the subtlety and complexity of multiple views 

that are at play. You get exposed to that right off the bat as a front-line reference 

archivist position, which gives you the exposure to how do people want to get value 

from records? What are these purposes? What do they care about? Those insights into 

use and public interest get a bit engrained. 

The participants also reflected on the nexus between privacy, transparency, and specific 

archival functions. D101 and D105 both reflected on how, in careers that encompassed both 

archivist and privacy officer roles, their training and experience as archivists gave them the 

necessary skills to function as privacy professionals. D101, noting that their institution is the 

second largest holder of records in its province, explained that “the whole implementation and 

management piece of [privacy] resided with the archives […] it permeates the entire 

institution.” D122 and D105 both discussed the importance of arrangement and description to 

transparency in practice. D105 asserted that: “Arrangement and description, that’s definitely 

transparency. It might be stretching it to call it metadata, but here’s where the information 

would be should you wish to submit a request for information. Transparency is often in the 

descriptions around the things we deal with.” D122 offered a specific example: 

We must make as much information as available as we can. “We got records from the 

RCMP from K Division in [Province]; they include records from this time frame and 

this kind of investigation.” I’m with a national security declassification working 

group…that’s a transparency issue related to the idea that all Canadians should have 

access to the information. They paid for it. 
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The participants also agreed that the quality of records management is critical to 

achieving privacy and transparency in practice. D101 described the ever-present need to 

monitor institutional records – described as “the sort that should be made available for public 

accountability” – for the inadvertent inclusion of third-party personal information. D122 

responded enthusiastically, “People are bad at filing!” which led to the rest of the participants 

laughing and agreeing. D122 then provided the example of a file about a public park, to which 

the tax returns of government employees had been added; the participants shared their 

experiences of access requests made onerous due to poor records management. D321 summed 

it up succinctly: “Privacy, just like open government, really can only be as good as the 

recordkeeping practices of the organization.”  

The participants also saw a strong relation between transparency and records. D122 

stated that “Transparency is a crucial element to what we do. We are all publicly funded 

agencies and as such are accountable to the people. There must be a form of transparency.” 

D101 agreed with D122 that transparency, as the “pathway to accountability,” is crucial in the 

records professions. “In my work [as an archivist], I think of transparency in the context of the 

citizen right to know and what [D484] was saying about accountability. […] If we think of 

records we think of records as being the evidence of an institution […] citizens have a right to 

know that.”  

 

6.4.2.2 Judgment and Discretion 

The participants also were in agreement that discretion and the exercise of judgment 

are necessary – but extremely challenging – aspects of records professionals’ roles in privacy 

and transparency. D105 explained that privacy is “totally contingent and contextual,” and that 
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the advice they give most often with regards to records privacy is: “It depends” because of the 

fact-driven nature of the analysis. The participants posed a number of questions that they ask 

themselves in making privacy decisions, capturing the “fuzzy, nebulous concepts” (D484) that 

they find themselves having to “wrestle to the ground” (D484). The questions requiring 

discretion included: 

• What constitutes harm? What constitutes likelihood of harm? What constitutes 

public interest? (D484) 

• Whose rights are we protecting? How do we protect the legitimate rights? 

(D122) 

• The test is subjective; did I apply it reasonably? (D101) 

• What constitutes “research?” Can we stretch this provision in some novel ways? 

(D484) 

• How do we account for the decisions we take and provide fully informed 

guidance about what those processes are? (D484) 

• How do we embed transparency appropriately in our policy and legislative 

settings? Duty to document – we don’t have that [here]. Should we? What sort 

of mandatory disclosure should we have? Should there be classes of 

[government] documents that are required to be published in a certain time 

frame? (D484)  

• How do we enforce this? (D122) 

• What are the consequences if we do enforce [limitations on how users use the 

information in our records]? If we don’t, are we liable? The question of 

enforcement is pretty fraught. Where do the boundaries lie? (D105) 
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D484 compared appraisal decisions to privacy decisions, explaining how archivists are 

trained to make the kind of judgment calls required to balance privacy and transparency: 

An appraisal decision is very much a weighing up of values, risks, costs and so 

on…conceptually very similar to the privacy decision points we’ve been talking about. 

There’s values, there’s risk, costs; how do we navigate that? What are the range of 

interests we need to understand to make a broadly informed decision? I think that a lot 

of the fundamental decision-making machinery that we apply in a range of archival 

settings and the experiences and insights that we get speak directly to doing good 

privacy and access stuff, even if some of the points of reference are in other aspects of 

the archives and records world.  

The participants all rejected the idea of privacy and transparency being in opposition 

to one another. D101 summarized the general relationship in a way that the other participants 

seemed to agree with, nodding or making soft noises of concurrence: “When we talk about 

privacy and the right of access to information, they’re not in antithesis to one another. They 

work harmoniously. Citizen [has the] right of access to information for public body 

accountability, but privacy for protection of the individual and the right of the individual to 

have autonomy, as a part of a democracy.” When it came to the relationship between privacy 

and transparency as it applied to their work, however, the participants identified significant 

complexity. In particular, the participants returned throughout the conversation to the 

distinction between legalistic approaches (which D484 characterized as “immature and 

flawed,” to general agreement) and what D105 characterized as an “ethical” approach for cases 

in their general discretion. 
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The participants kept returning to edge cases – those where no clear statutory authority 

applies, or where providing access required one to determine whether a particular exemption 

in the statute applies. The dimensions of the “research” exemptions found in federal and 

provincial freedom of information/privacy (FOIP) legislation in Canada proved a particularly 

challenging case of discretion, with the participants analyzing the dimensions of “research” 

and how far the exception can be stretched, what it means for the research to be beneficial 

rather than harmful, and how archivists should interact with researchers to balance the 

openness and privacy built into the legislation.  

“We’re using the word balance an awful lot; they’re definitely competing interests and 

sometimes competing impulses too. We want to do the right thing, but it’s difficult to say ‘this 

is the right thing’ or ‘that’s the right thing’” (D105). D105 provided the example of information 

security: wanting to fully inform the data subject as to what would happen with their records, 

but not in such a way that it would compromise the institution’s ability to safeguard the 

information’s security. This sparked the participants to have a brief discussion about secrecy 

and transparency, echoing Shils’ definition of civility as “a condition in which there is enough 

privacy to nourish individual creativity and group expression; enough publicity of government 

affairs to let the public know the facts necessary to form judgments in political matters; and a 

small area of secrecy for government to preserve the integrity of certain secret information and 

the privacy of internal policy-making processes” (1967, 28) and opening the discussion beyond 

a mere dyad of privacy-transparency. As D484 explained, “Privacy is only one of a range of 

reasons we wouldn’t be completely open. There’s a whole bunch of things that are legitimate 

reasons for limiting transparency.”  
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There was also significant discussion of the tensions that arise in the interstitial spaces 

between legislative provisions, and how to navigate conflicts in legislation. Per D122, conflicts 

between FOIP legislation and sectoral legislation in their area of professional expertise mean 

that many of the records for which D122 exercises responsibility “can be released sometime 

after hell freezes over.” However, as D122 pointed out later in the conversation, making the 

records broadly accessible is not necessarily the only means by which records can meet 

transparency needs. “When we’re talking transparency and we’re talking privacy, the two don’t 

necessarily mean we’re ever going to give access to some of that information, except to people 

who are lawfully authorized to receive access. […] we give all access which is legislatively 

mandated. Transparency is inherent in gathering the records that document what the hell we’re 

doing” (D122).  

Ultimately, the focus group discussion elicited how records professionals are wrestling 

with questions of discretion and judgment in order, not just to comply with legal requirements, 

but to meet the ethical challenges of privacy and transparency in records.  

 

6.4.2.3 Education and Collaboration 

Another theme that emerged from the focus group was the need for archivists to 

collaborate broadly and educate others in both their organizations and the broader society in 

order to fulfill their privacy and transparency functions. D101 noted the challenges of 

communicating about and reaching common understandings about privacy: “[Consider] how 

conceptual privacy is […] each of us has their own threshold […] Millennials may have no 

problem with sharing […so] their threshold is much higher […] than older generations.”  
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D105, speaking about the need to educate the public at large, stated that: “It’s so 

important for records managers and archivists to be part of the conversation about [FOIP] 

legislation.” The broader conversation between the records profession, policy, and legislators 

was an ongoing theme in the discussion. D321 summarized a few points made by D122 and 

D101 when stating that “legislative frameworks […] often don’t contemplate the passage of 

time enough” to provide what the participants felt was appropriate access to records, 

particularly in the context where multiple jurisdictions are involved (the example given was a 

transfer from provincial to federal custody). As noted supra, one of D484’s major questions 

was “How do we embed transparency appropriately in our policy and legislative settings?” 

Two major legislative concerns for all the participants were the duty to document and 

mandatory breach reporting. D101, responding to D105’s question about “What should we 

change legislatively?” responded, “What would we change? The duty to document. The second 

is we don’t have a requirement for breach reporting here under the [relevant legislation]. We’d 

want to see mandatory breach reporting.”  

 “We, as people who have this insider knowledge about both FOI and privacy, we 

should be able to share this. […] Really educating people around ‘what do these things in the 

legislation […]  – what do you need to understand about this? What do you need to know in 

terms of how your own government and your own public bodies handle your personal 

information?’ We have this information. We need to be sharing it […] FOI and privacy can be 

a little obscure.” 

D101 explained that success requires collaboration and compromise: “we’ve had policies, 

we’ve had classification schemas, retention periods…at the end of the day, it’s gotta be a 

collaborative process. If you’re trying to drive that square peg into a round hole, people are 
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going to sidestep you. […] It has to be a give-and-take […] maybe you don’t get these records, 

but you do get those, and those are the important ones.” D321 described a substantial part of 

his role as “creating a community of practice around privacy [and] raising awareness of 

privacy” within the organization.  

 

6.4.2.4 Leadership and Advocacy  

Leadership – both formal and informal – and advocacy formed a surprisingly large part of all 

the participants’ work in privacy and transparency. For D321 and D484, whose roles require 

that they provide direct guidance and feedback on policy matters within their organizations, 

formal leadership is part of their roles. D484 described their privacy work as “providing advice 

and guidance on fundamental issues at a macrolevel.” Even those participants whose roles did 

not formally require leadership and advocacy, however, described their efforts to push the 

privacy and transparency conversation forward. D105 described drafting institution-level 

policies that they submitted to the Board of Governors for her institutions to try to improve the 

institution’s privacy practices. D105 also described their work with a provincial-level 

advocacy group working on issues of freedom of information and privacy, including advocacy 

at the legislature. Every participant used the expression “culture of privacy” at least once in 

the discussion to describe their efforts within or beyond their organizations. D101, describing 

the role of records professionals in their organization, said, “Trying to establish a culture of 

privacy […] we have to lead in that.”  

D484 also noted the need for records professionals to take the lead in privacy for 

emerging technologies:  
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How do we become sensitive to new privacy risks and new privacy protection 

opportunities? Information that is machine processable, especially as we’re growing 

AI, it’s a different environment in some ways. We should not be complacent that we 

understand this stuff. There are probably some gaps in our thinking that will be exposed 

in the emerging information ecosystem. The way in which these things are deceptively 

similar but fundamentally different, I think throws up some really interesting 

challenges. 

The conversation also revealed a deep sense of professional ownership and investment; the 

participants spoke repeatedly about “our profession, whatever we want to call it” (D484, 

emphasis added) and discussed the problems in terms of what we, as records professionals, 

should do. Both within and beyond their organizations, the participants were discussing taking 

ownership of privacy and transparency as archival problems, and were using the opportunity 

of the focus group to refine their approach to the problem.  

 

6.4.3 Summary of Focus Group 

The focus group ultimately revealed that that these records professionals view privacy 

and transparency as a core function of the records profession, which requires that records 

professionals exercise judgement, educate and collaborate both within and beyond their 

institutions, and ultimately, take on advocacy and leadership roles. The participants, through 

their discussion, showed that records and records professionals are at the heart of privacy and 

transparency in their organizations. D484 nicely summarized the relationship between privacy, 

transparency, and records elicited from the focus group discussion:    
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In our institution, we talk about a recordkeeping/access/privacy program. There’s a 

logic in all three of those specializations developed in consort to form a full functioning 

management regime. Transparency, if you don’t have the records, then there’s nothing 

to provide access to. Good access is much about knowing that you’ve got confidence 

that you’ll get access stuff when you have a right to it and your information will be 

protected where there’s an interest in protecting it (D484).  

 

 The focus group raised the issue of privacy as privilege, seen in the critical interpretive 

synthesis but not elsewhere in the empirical studies. Interestingly, while privacy as right arose 

in the focus group, the focus group participants were largely critical of the law and of legal 

solutions to privacy and transparency decisions, placing their faith in professional ethics. The 

focus group also highlighted leadership and advocacy, which arose in the document analysis, 

as critical issues for archival practice concerning privacy and transparency. Interestingly, the 

focus group did not focus on the particular impacts of digital technologies on the profession 

and, while there was robust consideration of the need for archivists to participate in discussions 

around the creation of law, there was much less discussion of the need for archivists to 

participate in the creation, design, and implementation of technologies.  

 

6.5 Synthesis of Empirical Studies 

The empirical studies surfaced several themes identified in the previous studies, as well 

as new themes that did not arise in the literature-based studies. The empirical studies reinforced 

the understanding of privacy as right and transparency as accountability that arose from the 

literature; every empirical study also reflected these themes. Perhaps unsurprisingly, given the 
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practical nature of the empirical studies, none reflected the complex discussion of 

“transparency as metaphor” that arose in the literature; while definitions arose as a major theme 

in the document analysis, including definitions of “transparency,” the definitions tended to be 

utilitarian, often legally-focused and outcome-based. 

One of the major themes that arose in all of the empirical studies, that was not as 

obvious from the literature-based studies, was the central role of recordkeeping in both privacy 

and transparency. In particular, the empirical studies made clear that recordkeeping can enable 

or constrain privacy and transparency decisions, and that there are privacy and transparency 

decision to be made about the records that are kept.  One of the major findings of the case study 

and document analysis, which was not as prominent in the literature-based studies, was the 

important role of the particular technologies in which data and records are created, used, and 

preserved; the affordances and constraints of the technologies played a definitional role in 

privacy/transparency decisions. The empirical studies also surfaced the central role that 

leadership and advocacy play in the operationalization of privacy and transparency within and 

beyond organizations.  

 

Table 6: Synthesizing Themes from the Empirical Studies 

Identified 
Themes 

Legal 
Analysis 

Critical 
Interpretive 
Synthesis 

Case Study Document 
Analysis 

Focus 
Group 

Privacy as Right X X X X X 
Privacy as 
Privilege 

 X   X 

Privacy as 
Relationship 

 X X X  

Privacy as 
Identity 

X X  X X 
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Transparency as 
Metaphor 

 X    

Transparency as 
Control 

X X X   

Transparency as 
Accountability 

X  X X X 

Recordkeeping 
and Privacy 

  X X X 
 

Recordkeeping 
and 
Transparency 

  X X X 

Leadership and 
Advocacy 

   X X 

Technologies X X X X  
 

Whereas the doctrinal legal research and critical interpretive synthesis of the literature captured 

an abstract “undecidability” (Birchall, 2011, 12), the empirical studies revealed the fraught, 

contingent, complex, deeply contextual ways in which privacy and transparency are 

approached in practice. The case study revealed the importance of technological context in 

striking the balance between transparency and privacy, and the challenges of ensuring 

coherence between archival norms and novel technologies. The document analysis showed the 

messy, multitudinous practices and approaches that archival institutions take towards privacy 

and transparency, depending upon factors as diverse as juridical context, institutional mandate, 

and organizational culture. Finally, the focus group revealed an understanding of privacy, 

transparency, and records as inextricably linked, and the challenges of privacy, transparency, 

and records as requiring the judgment, leadership, and educational efforts of records 

professionals. Focus group participant D122 captured the essence of the empirical studies: “We 

live in information, and personal information is a vital part of that. If we alienate personal 

information from everything we’re dealing with, then it’s a pretty bland record. We need that 

stuff, but we also need to act in a responsible manner when handling it.” 
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Chapter 7: Findings and Discussion 

This chapter discusses the findings of the research as a whole and their impact on how 

privacy and transparency may be understood in the context of digital records. It begins with a 

discussion of the findings and what they reveal about the research questions. It then discusses 

the significance of the study, followed by its limitations and its implications for theory, 

practice, and research. Finally, it summarizes the key findings and offers some concluding 

thoughts. 

 

7.1 Discussion of Findings 

This section discusses the major findings in relationship to the research questions; the 

subsequent sections synthesize those findings into a discussion of privacy, transparency, and 

digital records as well as a framework for understanding privacy and transparency as umbrella 

constructs.  

The overarching research question that motivated this study was: 

What is the relationship between transparency and privacy in the digital records 

environment from an archival perspective?  

In order to address this broad question, this research broke it down into four sub-

questions, which will be answered in turn before returning to the overarching question: 

1) What is the role of transparency in privacy rights and privacy protection 

strategies, such as purpose limitation and privacy self-management? 

This study revealed that transparency is intimately tied to privacy; they can both be 

proethical conditions that enable or constrain a variety of values and actions, both positive and 

negative. The exact relationship between transparency and privacy is, ultimately, fact-driven. 
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In the case of notice-and-choice regimes, for example, making appropriate choices for one’s 

privacy is contingent upon the provision of the necessary information upon which to make a 

decision (“transparency” about the transaction). Similarly, making appropriate privacy 

decisions about records frequently requires transparency about those records and their context. 

Privacy can also lead to greater transparency; consider de Beauvoir’s example of women, who, 

she argues, can only be fully themselves (fully transparent) in privacy with other women 

(1953). In terms of privacy rights, the study showed that making such rights meaningful often 

requires drawing a protective circle around special relationships – lawyer-client, doctor-

patient, priest-penitent – because of the need for one party to be candid within that relationship. 

The study also showed that the “transparency” necessary to operationalize privacy protection 

strategies such as purpose minimization or privacy self-management extends far beyond the 

mere notice of an end-user license agreement; it requires the kind of transparency wherein the 

parties understand where they stand in relation to one another, wherein each can assess 

his/her/their vulnerability in entering into a state of trust, knowing that they do so in a state 

“between knowing and not knowing” (Han, 2015, 247).  

2) How do new digital technologies – such as blockchain, machine learning, and 

big data analytics – influence the relationship between records privacy and the role of 

transparency? 

New digital technologies, by increasing the ease with which records, data, and 

information can be accessed and shared, increase the risks of inappropriate privacy decisions 

and the need for transparency so that individuals, who are under a regime of privacy self-

management, whether they like it or not, can try to make appropriate decisions regarding their 

digital privacy. That said, while each new digital technology provides its own sets of 
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affordances and constraints, the particular technology under study proved less critical than 

questions such as: Who created these records, and for what purpose? Who is harmed by 

releasing these records, and in what way? What value do archivists create – for their institution, 

stakeholders, and for society – by sharing these records? Does that value exceed the potential 

harm? For example, in the blockchain case study, it was difficult to assess potential impact 

because fundamental records management needs, such as a means of instantiating the archival 

bond, had not been attended to. However, as participant D484 pointed out in the focus groups, 

the changes that new digital technologies bring mean that one cannot be complacent; having 

seen how complex privacy and transparency are, as well as the relationship between the two, 

one cannot assume that the next new technology won’t reveal gaps or immaturity in our present 

understanding of the two concepts. Finally, because of the heightened risk and complexity 

brought about by digital technologies, it has become increasingly important to understand the 

many meanings of and goals sought through privacy and transparency, which have heretofore 

functioned with a large degree of flexibility in their meaning and interpretation.  

3) How can transparency help records professionals implement their concurrent 

duties to individual privacy and societal memory? 

The traditional means by which records professionals operationalize “transparency” 

continue to be critical to privacy in digital records environments. Reference work, arrangement 

and description, respect des fonds, and especially records management arose throughout the 

study as critical means by which transparency is made meaningful in records work. The 

document analysis and focus group, in particular, showed that strong records management, as 

well as arrangement and description, must be followed in order to protect individual privacy 

(especially because, as the focus group agreed, “People are bad at filing!”). An interesting 
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finding that arose with regard to individual privacy and societal memory is, sometimes, the 

duty to support societal memory and transparency can only be met with records that will never 

be publicly accessible, because they are required to provide transparency to a very select, 

legislatively determined individual or set of individuals (such as a Parole Board) who serve as 

the accountability mechanism.  

4) How can transparency be made meaningful to privacy, given such challenges 

as the mutability of “personally identifiable information,” information asymmetry 

between data subjects and data controllers, and the potentially trans-jurisdictional 

nature of the digital records environment? 

One of the most important findings of this research is the recordified, as opposed to 

datafied, way in which legal, social, and ethical norms around privacy have arisen. This study 

has shown that technically-oriented, data-centric solutions are unlikely to be able to adequately 

address the challenges of transparency and privacy in digital records environments. This study 

points to the possibility that “personally identifiable information” is a fatally flawed concept 

that does not provide for contextual integrity or the complexity of privacy choices. Similarly, 

the information asymmetry problem is one that cannot be solved with transparency in the 

popular sense of “ever more data”; information asymmetry, in the case of digital privacy, is a 

problem of power and trust that involves knotty decisions about vulnerability and risk. Finally, 

the trans-jurisdictional nature of the digital records environment means that, while legalistic 

compliance approaches to privacy have often been problematic (or, as focus group participant 

D484 put it, “immature and flawed”), they may well be an impossibility in the digital records 

environment, forcing more decisions to be made in the complex space of ethical, social, and 
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cultural considerations – a space that requires transparency within the organization and with 

stakeholders to be navigated well.  

So now, let us return to the overarching research question: “What is the relationship 

between transparency and privacy in the digital records environment from an archival 

perspective?” The next two sections provide a longer explanation of the short answer, which 

is that transparency and privacy are intimately tied to one another, in multifaceted ways, and 

that records serve as a critical site in which the relationship between the two concepts and the 

many values that each represents are negotiated.  

 

7.1.1 Privacy, Transparency, And Digital Records 

 Records, it appears, still need to be made and kept, even when digital technology 

obliges us to seek new practical methods and techniques for underwriting their 

persistence and integrity over time (Yeo, 2018, 38).  

As noted in Chapter 2, supra, the balance between privacy and access has been 

discussed in the archival literature for decades; however, the digital environment has 

heightened the challenges. McLeod writes that: 

[f]or cloud users one of the challenges to emerge from the InterPARES research was 

balancing security, privacy and access, given their various tensions [including] privacy 

and access to data and records; between what is public and what is private data; between 

managing organizational risk in a public accountability context and protecting personal 

information while still making data public; and balancing democratic goals with those 

for business innovation (2019, 18).  
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As was seen in Chapter 6, supra, the cloud is far from the only novel technology 

complicating the balance between privacy and access and between public and private. If new 

forms of digital mediation – today’s blockchain, artificial intelligence, the Internet of Things 

and tomorrow’s yet-unimagined innovation – are to create records, then fundamental archival 

needs must be attended to in the design and use of those technologies. “In the digital era, we 

still need records that have the power to underwrite accountability, to testify to past events and 

statements, and to sustain rights, obligations, agreements and commitments” (Yeo, 2018, 37; 

citing Bell, 2014; Jimerson, 2009, 319–20; Thibodeau, 2009). One of the major overarching 

findings of this study is that our notions of both privacy and transparency have arisen 

concurrently with our use of records and recordkeeping as social technologies; one of the major 

challenges in balancing privacy and transparency in datafied technologies is that legal, social 

and ethical norms for privacy and transparency are recordified. This intuition may be part of 

what motivated the focus group participants’ passionate agreement that discussions about 

privacy should include, and even be led by, records professionals.  

 Duranti, Rogers, and Sheppard, quoting Bonifacio, write: 

records, regardless of their age or antiquity, [were considered] as implicitly 

trustworthy, not only because they were kept in inviolable places, but also because they 

were under the shield of “skilled and painstaking men” called by various names, such 

as “archivists (archivista) … custodians (custos) … keepers of the chests (scriniarius).” 

As a consequence of their inviolate nature, records were regarded as “useful for 

instructing and teaching men … for clearing up and illustrating obscure matters …for 

conserving patrimonies and thrones, all things public and private … as much better 
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than navy yards, as much more efficacious than munitions factories, as it is finer to win 

by reason rather than by violence, by right rather than by wrong’” (2010, 96).  

What are these inviolate instructors and conservers of thrones? A consideration of the 

definition(s) and characteristics of a record is necessary to understand the relationship between 

records – analogue or digital – and privacy and transparency. “The archival discipline consists 

in building knowledge about archival documents and acting upon them in methodical ways to 

protect the properties that they have. Thus, the large theoretical question is what are those 

properties that need to be protected, and why” (Eastwood 1994, 125). Records are not 

synonymous with data, documents or information; the unique characteristics and roles of 

records tie them deeply to transparency and complicate their relationship to privacy.  

“‘Record’ comes from the Latin, recordari, to remember. The essential function of a 

record is to serve as a bridge over time, to carry information about an action, event, or state of 

affairs forward for when it is needed in subsequent actions or for reference about what 

happened or was described or said in the past” (Duranti and Thibodeau, 2006). At the root of 

record is the Latin cord, or heart; before record came to mean “to set down in writing,” it meant 

to learn by heart (Hoad, 2003). Record, then, is, like privacy and transparency, metaphorical 

and richly human. In an oral culture, one likely learns the privacy and transparency norms 

around a particular record as one learns the record itself. Who may – or may not – know a 

particular song or story, the appropriate (and inappropriate) contexts in which to share it, 

everything necessary to maintain what modern privacy scholars might call the “contextual 

integrity” (Nissenbaum, 2010) would be part and parcel of the record itself.  

Even if memorialized in writing or bits, rather than in a human medium, records remain 

fundamentally bound up in human action and the systems – juridical, cultural, social – in which 
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human action occurs. “A record is assumed to be a representation of a fact or act that is 

memorialized on a physical carrier – that is, a medium – and preserved by a physical or juridical 

person in the course of carrying out its activities” (Duranti, 2005, 12, emphasis added). The 

word representation is used by both Duranti and Yeo73: 

“[We can] characterize records as representations of occurrents. Occurrents, I 

suggested, are temporal phenomena such as activities, functions, processes, 

transactions, or events, and records serve to represent these in a persistent manner; the 

representation remains available after the conclusion of the occurrent that is 

represented” (Yeo, 2012, 45).  

To represent a fact or occurrent is not the same as to be a fact or occurrent, which is 

what data is often understood to do (see, e.g., Oxford English Dictionary (OED), which defines 

data as “facts and statistics collected together for reference or analysis”). To represent is to 

speak on behalf of someone or something, or alternately, to describe or portray someone or 

something in a particular way (OED). This distinction – between representing an occurrent and 

being an occurrent – is critical to understanding privacy and transparency in the digital records 

environment. If a particular record is understood to be representational, then that 

representation occurs in a context. In the case of dispositive74 and probative75 records, the 

context is embedded in the text itself; for all records, however, the context is embedded in a 

 

73 The two authors, however, do seem to use “representation” in different ways when their broader works are 
read. Yeo seems to be writing primarily about dispositive and probative records, whose context is embedded in 
their text. 
74 Records wherein “the purpose of the written form [is] to put into an existence an act, the effects of which 
[are] determined by the writing itself […such as] contracts and wills” (Duranti, 1989, 8). 
75 Records wherein “the purpose of the written form [is] to produce evidence of an act which came into 
existence and was complete before being manifested in writing […such as] certificates and receipts” (Duranti, 
1989, 8).  
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record through the archival bond, the “network of relationships that each record has with the 

records belonging in the same aggregation” (Duranti, 1997, 216).  A record, as representation, 

must be understood in its context if one is to understand its trustworthiness to the purpose at 

hand; representation, whether speaking on behalf of or describing someone, inherently requires 

a viewpoint. Only by understanding a record in its context can one appropriately assess it. So, 

too, for decisions regarding privacy and transparency: they must be made in light of context. 

It’s easier to lose sight of the need to approach privacy and transparency decisions as a 

contextual whole in the digital records environment, in part because the representative nature 

of electronic records is often obscured through the “data = facts” rhetoric of datafication, and 

in part because the context can be so easily severed from the record (and data from the record 

itself).  

Records may be characterized as either public or private depending, in part, upon how 

the juridical system divides the public from the private. “From an archival point of view, 

documents are public when they are created or received by a public office” (Duranti, 1990, 

14). Diplomatically, the distinction between a public and private document is based upon 

whether “the will determining the creation of the document is public in nature. A public person 

is a juridical person performing functions considered to be public by the juridical system in 

which the person acts and, in so doing, vested with the exercise of some sovereign power” 

(Duranti, 1990, 18). Of course, the diplomatic distinction between public and private refers to 

the form of the record; the public form of a records does not necessarily make such a record 

publicly accessible. “Most public records contain private information that is not intended to be 

disclosed.  



291 

 

In archival science public means that it belongs in a public fonds, that is a fond created by a 

public person. Within a public fonds there are plenty of records that are diplomatically private 

as well as [containing] private content” (Duranti, discussion with author).  

Examples of public fonds with private information can be striking, such as the 

testimonies collected by the Independent Assessment Process (IAP) in the Fontaine case, or 

mundane, such driver’s license records. The “public-private” divide, it becomes clear, 

encompasses any number of divides. Nissenbaum persuasively argues against the value of a 

right to privacy wherein “for anything that lies outside [the private] domains, the implication 

is that ‘anything goes’” (2009, 114). However, the public/private dichotomy is central to 

questions of transparency; the category of “public record” is unlikely to disappear anytime 

soon. The roles played by transparency – and of records to enact that transparency – are, and 

likely will remain, an enduring privacy challenge, in part because of the entrenched status of 

transparency as a democratic value. Transparency, although it might not have been called such, 

is deeply intertwined with archives and records in two modes: transparency about records 

creation, management, and use, and transparency through records, with the former enabling 

the latter. As Duff writes, “the legal, administrative, fiscal, or information value of records is 

dependent upon the degree of trust society places in records as reliable testimony of evidence 

of the acts they purport to documents” (1988, 88). A key component therein is transparency 

about the records, their creation, and the actions taken on them. The public/private dichotomy, 

then, does not provide a bright line, but a signal, pointing to the likelihood that particular 

records are likely to be a site of struggle between the values of privacy and democratic 

transparency. 
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The primary duty of the archivist – “to take all possible precautions for the safeguarding 

of Archives and for their custody, which is the safeguarding of their essential qualities” (1922, 

37) – serves to ensure the ongoing trustworthiness of the records.  Jenkinson writes that “a 

document which may be said to belong to the class of Archives is one which was drawn up or 

used in the course of an administrative or executive transaction (whether public or private) of 

which itself formed a part; and subsequently preserved in their own custody for their own 

information by the person or persons responsible for that transaction and their legitimate 

successors” (1922, 11, emphasis in original). In other words, those records which could rightly 

be classified as “archival” were specifically those which arose from a transaction, which, 

turning to diplomatics, “is a declaration of will directed towards obtaining effects recognized 

and guaranteed by the juridical system” (Duranti, 1989, 7). This is an important point in 

understanding how and why privacy and transparency have become so problematic in the 

archival sphere in the era of digitization, access, and aggregation.  

A transaction, by its nature, occurs within a juridical system and is an action that 

establishes, changes, maintains or extinguish a relationship between two or more parties. While 

a contract between myself and a client is properly within the sphere of private law, it is also a 

dispositive record, a declaration of will by myself which is directed towards obtaining effects 

from the juridical systems (specifically, enforcement of the agreement if necessary). While 

such records can be afforded privacy for public policy reasons – sealing court proceedings 

where a minor has been the victim of a crime or protecting trade secrets to promote innovation, 

for example – the primary emphasis for such records has been transparency, whether that be 

within an organization or the entirety of society. Ensuring the ongoing availability and 
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accessibility of records of transactions is necessary to protect legal rights, inform decision 

making and hold actors accountable for the consequences of their actions.  

Furthermore, in a paper world, privacy through obscurity and access-restrictions were 

generally sufficient to protect such records. It was, bluntly, too much time, cost, and effort to 

go down to the city clerk’s office and request copies unless one had a strong need for those 

records. As Solove notes, comparing the paper past to the digital present: 

Finding information about a person often involved a treasure hunt around the country 

to a series of local offices to dig up records. But with the Internet revolution, public 

records can be easily obtained and searched from anywhere. Once scattered about the 

country, now public records are consolidated by private sector entities into gigantic 

databases (2002, 1139). 

However, as Duranti notes, “[w]ith the diffusion of education, the growing accessibility 

of writing instruments and materials, the development of communications systems […] people 

began to create documents for the purpose of communicating facts, feelings and thoughts, 

asking for or providing opinions, preserving memories, elaborating data, and so on” (1989, 8). 

The digital era has done nothing to slow the creation of such documents which, unlike public 

and corporate records, do not arise from administrative activities (Duranti, 1989, 10). However, 

the digital mediation of these documents has imbued what once may have been mere “narrative 

documents”76 with juridical consequences rarely contemplated by the author. Consider a 

hypothetical applicant for lawful permanent residence in the United States based on marriage 

to a U.S. citizen. If the applicant wrote a letter to her spouse calling him any number of names 

 

76 “written evidence of an activity which is juridically irrelevant” (Duranti, 1989, 9).  
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and saying how much she regretted marrying him, the letter would be sad, but likely, juridically 

irrelevant. If, however, she did so in a Facebook post, the United States Department of 

Homeland Security, which now plans to monitor social media accounts of immigration 

applicants, could take her post as evidence of fraud, leading to the denial or rescinding of her 

permanent residence, a significant juridical consequence indeed (“Agency Information 

Collection Activities: Generic Clearance for the Collection of Social Media Information on 

Immigration and Foreign Travel Forms,” 2019).  

While, of course, it has always been possible for a narrative document to have juridical 

consequences – an angry husband could have produced the letter for an immigration official – 

it has never been harder for an author to predict who might use her narrative documents and 

for what purpose. And, because the document in many cases is “shared” and mediated with 

consent – despite privacy settings and interfaces that make the sharing seem private – it is, 

legally, fair game. Digital mediation has transformed many of our narrative records into 

records with juridical consequences through procedures dictated by the mediators, each writing 

invisibly addressed to the mediator and received into its fonds, a transaction from which the 

mediator expects effects from the juridical system (such as the right to aggregate and sell the 

data gleaned from the records).  

Finally, digitization, especially in the form of data analytics, often decontextualizes 

records, leaving nothing but data, and obscuring – not eliminating – the complexity and 

interpretation required in using such records as evidence of past acts and facts. As Hildebrandt 

explains: 
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The ICI [information and communications infrastructure] of the onlife 77world is built 

on hidden complexity; its computational mechanisms are invisible and therefore hard 

to criticize. Second, the script entails a distantiation in time and space that necessitates 

interpretation in order to tune the unified norm to its changing contexts. This raises the 

possibility of disagreement about the right interpretation, which makes the act of 

interpretation explicit and turns the law into a platform for argument and contestation. 

The onlife world returns to tacit, invisible interpretations, which are performed by 

machines that have no use for meaning. It becomes more difficult to engage in 

argumentation and contestation if the ICI does not operate on the basis of reasons and 

arguments but on the basis of algorithms or neural net (Hildebrandt, 2015, 181).  

 

7.1.2 “Civility”78: A Framework for Decisions Regarding Privacy and Transparency 

in Records 

Where the problem is relatively simple, as it is apt to be when private interests only are 

involved, it generally proves adequate. But with the increasing complexity of society, 

the public interest tends to become omnipresent; and the problems presented by new 

demands for justice cease to be simple. Brandeis, J., dissenting. International News 

Service v. Associated Press, 248 U.S. 215 (1918).  

Brandeis’ dissent captures the challenge that faced the Supreme Court of the United 

States in 1918 in drawing the public/private boundary in so complex a society. It would seem 

 

77 A neologism coined by Hildebrandt and used frequently in her writing to refer to the fact that our “online” 
and “offline” worlds are, in fact, both part of our real lives.  
78 Shils, 1967 
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that Brandeis’ challenge is also ours. How do we create space for the private in the face of an 

“omnipresent public interest?” How do we avoid talking in endless circles or chasing down 

rabbit holes in making these decisions? 

As shown through the studies carried out for this dissertation, privacy and transparency 

are invoked in a number of contexts and with a variety of meanings. Privacy and transparency 

each now serves as an “umbrella construct” (Bernstein, 2017), a “broad concept used to 

encompass and account for a diverse set of phenomena” (Hirsch and Levin, 1999, p. 199). The 

weighing of privacy/transparency decisions is so challenging in part because “[a]n umbrella 

construct […] as a broad interpretive framework, is no longer specific on any testable 

implications. In other words, it features as a background theoretical perspective or set of 

paradigmatic commitments, as opposed to still being an operational theoretical formulation” 

(Floyd et al., 2011, 943). Swept into both the privacy and transparency literature are the 

practices and contextual factors that enable or constrain each, as well as those values and 

actions that are enabled or constrained by each. Breaking down the constructs at play under 

each umbrella allows decision-makers weighing the privacy and transparency concerns of 

particular records to articulate what is at risk through access to – or withholding of – those 

records. For example, in the Fontaine79 case, Chapter 4.3 supra,  the question, in large part, 

was one of how to weigh the dignity and autonomy of the survivors – who had shared their 

testimonies only under assurances of strictest confidence – against the potential value of their 

records to accountability and the broader cultural heritage. This is a much narrower question 

than “privacy versus transparency.” As the court found, there were other – arguably, better – 

 

79 Canada (Attorney General) v Fontaine, [2017] 2 SCR 205 
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means of both holding the actors involved in the residential schools accountable and preserving 

of cultural heritage. There was no way to repair the injury to the dignity or autonomy of the 

survivors should the records be made accessible. The Fontaine case demonstrates the need to 

identify with greater precision what values and actions we seek to enable or constrain when 

making appeals to “privacy” or “transparency.”  

This model begins with Turilli and Floridi’s model of “Information Transparency” as 

a (potentially) pro-ethical condition, although they acknowledge that information transparency 

can, in fact, be ethically neutral: “Information transparency, understood in terms of disclosed 

information, does not necessarily imply ethical consequences, since the disclosed information 

may be ethically neutral” (Turilli and Floridi, 2011, 1060); they use the case of an email 

notification as information disclosure without ethical consequences: 

Information transparency is not an ethical principle per se, seeing that it can be ethically 

neutral, but it can easily become an ethically ‘‘enabling’’ or ‘‘impairing’’ factor, that 

is a proethical condition, when the disclosed information has an impact on ethical 

principles. Such an impact depends on at least two types of relationship that occur 

between disclosed information and ethical principles. One is dependence: some amount 

of information is required in order to endorse ethical principles. The other is regulation: 

ethical principles regulate information flow by constraining its access, usage, 

dissemination and storage (see Fig. 1). Information transparency is ethically enabling 

when it provides the information necessary for the endorsement of ethical principles 

(dependence) or (and this might be an inclusive or) when it provides details on how 

information is constrained (regulation). Conversely, ethical principles can be impaired 
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if false details (misinformation) or inadequate or excessive amounts of information are 

disclosed. (Turilli and Floridi, 2011, 106)  

 

 

Figure 29: Dependence and Regulation between Ethical Principles and Information Transparency (Turilli 

and Floridi, 2009, 106) 

This author argues that both privacy and transparency can be proethical factors, 

depending on the specifics of a given context. Interestingly, both can serve to facilitate some 

of the same ethical values; for example, this study showed that privacy and transparency both 

play a role in service of autonomy. Furthermore, privacy and transparency both can operate to 

enable negative consequences. Privacy, in its negative form, enables deception and fraud; 

transparency, in its negative form, enables surveillance, conformity, and control.  
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An appropriate analysis of complex or contested questions of privacy and transparency 

in the digital records environment – be they at the level of a file or of an institution –  requires 

understanding the contexts in which those questions arise and the goals and needs of the 

stakeholders implicated. This is likely why the focus group participants kept returning to edge 

cases; those cases provide an opportunity to probe the boundaries of privacy and transparency 

and to determine how best to manage those problems that cannot (or should not) be handled in 

a tick-box compliance manner. 

This study revealed a number of factors that can either enable or constraint privacy 

and/or transparency, which generally fall under the headings of “practices” (discussed in the 

literature and emerging significantly through the document analysis) and “contextual factors” 

(arising primarily from the empirical research). For example, “Law and regulation” and 

“Institutional factors” – together, the juridical-administrative context – arose as major 

“contextual factors” either enabling or constraining privacy and transparency; an intelligence 

agency will have very different privacy requirements from a bureau of vital statics, even though 

both might be agents of the same government.  

Good records management arose as a critically important practice in enabling (or, in its 

absence, constraining) privacy and transparency. Recall, for example, Han’s “junkshop,” 

where all of the information is piled carelessly together, with no sense of historicity, and which 

can “neither remember nor forget” (2015, 32). From the perspective of a philosopher, Han 

nonetheless intuits the role of process and stratification which are lost without records 

management. This study provides initial evidence that good archival practice is necessary to 

ensure an appropriate balance among privacy, transparency, and secrecy and, equally 

importantly, that an understanding of their legal, technical, and ethical dimensions are critical 
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to archival practice in the digital records environment. While transparency has a much more 

explicit foundation in archival science, this study supports the focus group’s assertion that 

privacy work is core archival work. 
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Figure 30: Factors enabling/constraining privacy 
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Figure 31: Values and Actions Enabled and/or Constrained by Privacy 
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Figure 32: Factors Enabling and/or Constraining Transparency 
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Figure 33: Values and Actions Enabled and/or Constrained by Transparency 
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Both the literature-based research and the empirical research revealed the need to 

consider a third, smaller category in conjunction with privacy and transparency: secrecy. The 

ancient arcana imperii remain, even in modern democracies, a necessity: 

democratic countries can legitimately require secrecy, for example, when fundamental 

and collective interests, such as national security, demand it. However, these situations 

can only exist when secrecy is not used as an instrument to hide government 

wrongdoings and when there is no alternative way to guarantee the security of 

intelligence agents and the rights of victims (Vedaschi, 2018, 877). 

Secrecy, not privacy, is what vexes the design of the duty to document; decision makers need 

some secrecy in which to make decisions and conduct the business of government; even within 

his Panopticon, Bentham provided secret spaces for the Ministers of Government to meet and 

work. The question, then, is how to balance that necessary secrecy with the need to ensure that 

individuals in power will be called to account for themselves.  
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Figure 34: Values and Actions Enabled and/or Constrained by Secrecy 

 

 

Figure 35: The Flow of Decisions Surrounding Privacy and Transparency 
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These figures are, of course, incomplete; one could imagine nearly countless fact 

scenarios in which various configurations of privacy, transparency, and secrecy are implicated 

in the digital records environment. What they do provide, however, is a lens through which to 

look at problematic cases and to ask, “What are our purposes here? What ethical principles do 

we seek to serve in releasing (or restricting) particular records? What can be done with those 

records? Who will be helped, or harmed, in what ways, and in what proportions? Qui bono?” 

Although some of the concepts within the figures are quite broad – dignity, autonomy, 

leadership – they nonetheless provide a way to avoid talking about “privacy or transparency” 

and to begin to have concrete discussions about the contingent, fraught, messy human work 

that still underlies records and their creation, use, preservation, and disposition. 

 

7.2 Significance of the Study 

This study continues a conversation about archives and privacy that has arisen 

periodically throughout the years in the literature, particularly at those junctures where new 

technologies have increased the accessibility of records. By providing evidence – both 

theoretical and empirical – that privacy work is fundamental archival work – this study 

supports further work on the juncture between privacy and archival science to support the 

development of theory and practice. This finding also supports the need for further empirical 

work to understand how privacy and transparency are operationalized and enacted in and by 

the records professions and demonstrates the need for further research engaging a much 

broader body of stakeholders and more diverse cases. 

Although it is exploratory, this study has also developed an initial framework for privacy 

and transparency,  which can serve as a point of departure for further work to develop a full 
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theory of privacy for archival science, as well as a tool for guiding discussions around privacy 

/ transparency decisions. Last, but certainly not least, this study has shown that questions of 

privacy, transparency, and secrecy in the digital records environment are ultimately not 

technical problems, but humanistic problems encompassing questions of law, ethics, culture,  

and social and professional norms that cannot be resolved through pure technical solutions. It 

has shown, through the case study that attending to privacy is nigh impossible when 

fundamental records management needs are not attended to in the design of information 

systems. It has also shown that, while technical infrastructures – from the filing cabinet to the 

deep learning algorithm – are important factors enabling or constraining privacy, transparency, 

and secrecy, they must be understood in the context of human actions and needs.  

 

7.3 Limitations of the Study and Future Research 

The empirical studies in this research were small, exploratory studies. The case study was 

a single exemplar case, and the focus group consisted of one group with five participants. 

Additional cases and additional focus groups would add richer, possibly more varied and even 

contradictory, data that would increase the generalizability of the study. This study was also 

limited both geographically and in terms of the juridical systems under study; given the global 

significance of the European Union’s General Data Protection Regulation, for example, a study 

which takes into consideration civil law jurisdictions would give a much broader understanding 

of the role of law and legal systems in answering the research question. Similarly, the study 

was primarily limited to dominant American and Canadian juridical and cultural systems; 

future work should include examinations of both non-Western and non-dominant systems by 

culturally-competent researchers. Given the emphasis on leadership, advocacy, education, and 
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collaboration that arose from the focus group around these issues, there is the need for further 

research to determine if records professionals possess the necessary knowledge, skills, and 

abilities to undertake those roles. For example, what knowledge, skills, and abilities do settler 

archivists require to ethically address questions of privacy, transparency and secrecy over 

records by or about indigenous peoples in settler institutions?  

 

7.4 Conclusion 

This study began with indignant cynicism in response to an assertion by the CEO of 

Google Canada to the House of Commons that Google – notorious for their data collection and 

mining – could protect Canadians’ privacy through four principles, one of which was 

“transparency.” What emerged was a rich portrayal of a wicked problem, but one that is imbued 

with much more hope, and many more approaches, than the much-touted “privacy is dead” 

mantra. Instead, this study showed that privacy and transparency are complex, multifaceted 

umbrella constructs capturing practices, contexts, values, and actions at the heart of what it 

means to be human, engaging questions as big as “How does one live as an autonomous 

individual while also living in community?” The research also showed that records – and by 

extension, records professionals – have a critical role to play in navigating these questions in 

both our current and future digital environments, and the need for records professionals to step 

up as experts, educators, and leaders who know how to navigate sociotechnical infrastructures. 

Ultimately, the conversation about privacy and transparency in the digital records environment 

is only beginning; the ways in which decisions have been made about access, restriction, and 

use in the datafied paradigm have, as Hildebrandt asserts, largely obscured critical ethical 
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questions as “tacit, invisible interpretations” (2015, 181). By making those questions visible, 

this research begins the work of improving both archival and privacy theory and practice.   
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