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#### Abstract

Photoacoustic tomography (PAT) is a hybrid imaging modality that combines optical excitation and acoustic detection and overcomes the optical diffusion limit in tissue. Taking the advantages of deep penetration and high resolution, PAT is widely applied in biosciences. In prostate imaging, several PAT systems have been demonstrated to be capable of showing distinct photoacoustic (PA) contrast from malignant tissue or angiogenesis-related to prostate cancer.

In this thesis, I explore the potential of applying PAT with transurethral illumination for prostate imaging. Challenges in translating PAT system to clinical imaging for prostate include the lack of sufficient local fluence for deep tissue penetration, risk of over irradiation near the laser-tissue contact surface and limited image reconstruction quality caused by the limited detection view and noisy PA signal. In this thesis, systematic design, optimization, and application of a PAT system with transurethral illumination are conducted.

A fiber coupling scheme with a beam homogenizer is demonstrated for coupling high energy pulses in a single multimode fiber, achieved by using a cross cylindrical lens array. The peak power on the fiber tip surface is reduced and thus enhances the coupling performance. Recorded high pulse energy is achieved with high coupling efficiency as well. The high pulse energy can enable deep imaging depth in tissue.

With high-energy pulses delivered by the multimode fiber, a transurethral illumination probe is designed, which can illuminate the prostate from the urethra. A parabolic cylindrical mirror reflects the light emitted from the diffusing fiber to achieve a parallel side illumination with doubled fluence. This design is optimized for both high energy pulse illumination and maintaining the laser fluence below the safety limit in tissue.


As the detection view for prostate imaging is limited, a variance-reduced stochastic gradient descent (VR-SGD) algorithm is developed to improve the image reconstruction. The algorithm is verified by simulation and experiment of 2D imaging. VR-SGD algorithm demonstrates its capability to reduce the noise level and artifacts generated in the limited-view detection by linear array transducers.

Through this study, the PAT system with transurethral illumination is shown to be capable and feasible for prostate imaging.

## Lay Summary

PAT is a hybrid imaging modality which combines optical excitation and acoustic detection. Taking the advantages of deep penetration and high resolution, PAT is widely studied and applied for visualizing tissues and organs. In prostate imaging, the current PAT systems are limited by the lack of sufficient laser power for deep tissue penetration and the risk of over irradiation near the laser-tissue contact surface.

Here a PAT system with transurethral illumination is developed. Optimization of the fiber delivery is conducted to couple high energy pulses. The transurethral illumination probe is built, achieving a parallel side illumination. Application of the PAT system is demonstrated in prostate mimicking phantom. To improve the image reconstruction, an iterative reconstruction algorithm based on variance-reduced stochastic gradient descent is also developed and validated. This study shows that PAT system with transurethral illumination has great potential for clinical application.
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## Chapter 1: Introduction

### 1.1 Introduction of photoacoustic imaging

Photoacoustic (PA) effect or optoacoustic effect is the generation of ultrasound wave in materials due to the absorption of modulated or pulsed light. It was discovered in 1880 by Alexander Graham Bell [1, 2]. In the early work, PA effect was used for spectroscopic analysis [3]. In the late 1990s, it was demonstrated to be potential to realize high resolution and deep penetration imaging by using pulsed laser for excitation and ultrasound transducer for detection [4]. Compared with conventional optical imaging modalities such as confocal microscopy [5], multiphoton microscopy [6] and optical coherence tomography [7], the advent of PA imaging extremely extends the penetration depth from a few millimeters to several centimeters [8, 9], because PA imaging detects ultrasound wave which is much less scattered than optical wave. In addition, PA imaging complements ultrasound imaging by distinguishing materials based on optical absorption which can provide biochemical specificity $[10,11]$.

Two PA imaging modalities have been developed based on the PA effect, the photoacoustic microscopy (PAM) and photoacoustic tomography (PAT). PAM applies raster scanning of either the pulsed laser beam or the ultrasonic transducer [8, 9]. As the acquired PA signal from each scanning point corresponds to a depth-resolved A-line information, PAM image can be formed directly. The lateral resolution of PAM is determined by the combination of the optical and acoustic foci. The optical diffusion limit is defined as the transport mean free path which is the mean distance after a photon's direction becomes random in tissue. Within the diffusion limit, optical resolution is achieved by tightly focusing the optical beam [12]. Beyond the diffusion limit, loose acoustic focusing determines the lateral resolution due to the weaker acoustic scattering in tissue [13, 14]. Axial resolution is related to the PA response and determined by the central
frequency of the detecting ultrasonic transducer. In general, higher central frequency leads to a higher axial resolution [9]. The maximum imaging depth is limited by acoustic attenuation and optical attenuation [13]. With a given optical wavelength, PA signal with lower acoustic frequency can penetrate deeper. Since there is a trade-off between the spatial resolution and the maximum imaging depth, PAM systems apply transducers with different central frequencies based on their specific need. Among the reported PAM systems so far, the lateral resolution varies from 220 nm to $560 \mu \mathrm{~m}$, and the maximum imaging depth ranges from $100 \mu \mathrm{~m}$ to 4 cm correspondingly [15]. As a developing imaging modality, PAM involves in many biomedical and preclinical applications including vascular biology [16], neurology [16, 17], ophthalmology [18, 19] and etc..

For PAT or photoacoustic computed tomography (PACT), the beam is expanded and illuminates the whole volume of the sample instead of focusing on a finite region as described in PAM [8, 20]. The PA signals are collected by an array of unfocused transducers or by scanning a single-element transducer to function as an array. As signals are acquired simultaneously at multiple locations around the sample, PAT can achieve high frame rate without the need to perform point-to-point scanning as PAM does [8,21]. However, an inverse algorithm is needed in order to reconstruct the tomographic image based on the spherical, cylindrical or planar detection geometry. The lateral resolution of PAT is mainly decided by the geometry of the transducer array. Similarly, the axial resolution and maximum imaging depth are both affected by the central frequency of the transducer. Since PAT usually applies a lower frequency than PAM does, deeper image penetration can be achieved which is desired for human clinical imaging [8, 20, 21]. So far, PAT has been studied to detect skin cancer [22], prostate cancer [23-25], breast cancer [26] and etc..

### 1.2 Basic principles of PAT

To generate PA effect efficiently, two conditions, namely thermal confinement and stress confinement, need to be satisfied. This is achieved by using a pulsed laser light in most PA imaging systems. Under the thermal confinement, heat diffusion can be neglected during the excitation. The laser pulse width, $\tau_{p}$, should be shorter than the time scale of the heat dissipation of absorbed energy, $\tau_{t h}$, which can be approximately given as,

$$
\begin{equation*}
\tau_{t h} \approx L_{p}^{2} / 4 D_{T}, \tag{1.1}
\end{equation*}
$$

where $L_{p}$ is the characteristic linear dimension of the absorbing structure, and $D_{T}$ is the thermal diffusivity of the sample [27]. Under stress confinement, high thermal elastic pressure can build up rapidly. The pulse width, $\tau_{p}$, should be shorter than the time scale for the stress to transit the heated region, $\tau_{s}$, which can be calculated by,

$$
\begin{equation*}
\tau_{s}=L_{p} / c \tag{1.2}
\end{equation*}
$$

where $c$ is the speed of sound [28]. For example, to achieve a spatial resolution of $L_{p}=50 \mu \mathrm{~m}$, with $c=1.5 \mathrm{~mm} / \mu \mathrm{s}$ and $D_{T}=1.4 \times 10^{-3} \mathrm{~cm}^{2} / \mathrm{s}$ as typical values for soft tissues [29], $\tau_{p}$ must be less than 30 ns . Hence, most of the current PA imaging systems apply pulses shorter than 15 ns .

After meeting the confinement conditions to generate PA signal, an initial pressure $p_{0}$ can be generated caused by thermal elastic expansion, which can be expressed as [28, 30],

$$
\begin{equation*}
p_{0}=\left(\beta c^{2} / C_{p}\right) \mu_{a} F=\Gamma A, \tag{1.3}
\end{equation*}
$$

where $\beta$ is the isobaric volume expansion coefficient in $\mathrm{K}^{-1}, C_{p}$ is the specific heat in $\mathrm{J} / \mathrm{K} \cdot \mathrm{kg}$, $\mu_{a}$ is the absorption coefficient in $\mathrm{cm}^{-1}, F$ is the light fluence in $\mathrm{J} / \mathrm{cm}^{2}, A=\mu_{a} F$ is the local energy deposition density in $\mathrm{J} / \mathrm{cm}^{3}$, and $\Gamma$ is the Grüneisen coefficient given as $\Gamma=\beta c^{2} / C_{p}$.

More details related to the propagation of excited PA signal is described in Chapter 4. Since optical absorption can be obtained in biological tissues from endogenous molecules such as hemoglobin, PA imaging is capable of imaging blood vessels and monitoring tumor angiogenesis.

### 1.3 Implementation of PAT

The major components of a PAT system include a pulsed laser (e.g., a nanosecond pulsed laser), an ultrasonic transducer array or a single element transducer with scanning, a data-acquisition system (DAQ), and a computer for synchronization and image reconstruction [8, 20].

A nanosecond pulsed laser is usually applied in PAT imaging to satisfy the thermal confinement and stress confinement such as a neodymium-doped yttrium aluminum garnet (Nd:YAG) laser [31-33], pulsed laser diode (PLD) [34] or light-emitting diode (LED) [35]. Nd:YAG laser with an optical parametric oscillator (OPO) can provide high energy pulses with tunable wavelengths which is the most popular light excitation source applied in PAT experiment. However, the laser is expensive and bulky which is not suitable for a portable system. Many studies have investigated the feasibility of using PLD or LED in PAT which can make the system lowcost and portable. For means of light delivery, multimode fiber and optical fiber bundles have been utilized, which can provide more flexible and guided light delivery than free-space light delivery. More details about fiber delivery of pulsed laser will be introduced in Chapter 2.

Compared with a single element transducer which needs mechanical scanning and many times of laser firing to form one frame of image, a transducer array takes the advantage of detecting PA signals in parallel and thus accelerates the imaging speed [20, 21]. Since linear and planar transducer arrays are commonly applied in the clinical ultrasound (US) systems, they are also employed in the US and PAT integrated systems. As the detection angle is limited for either type of those transducer arrays, many customized US transducer arrays have been developed for PAT
systems for increasing the data collection angle. In PAT for breast imaging, several types of transducer array have been demonstrated including semi-cylindrical [36], semi-spherical [37] and circular planar arrays [38]. Also, ring-array transducers are used in the PAT system for mouse brain imaging [39]. Except for the US transducers, other sensors are also developed for the detection of PA signal, such as the Fabry-Perot polymer film US sensor which utilizes optical interference to detect acoustic vibration [40].

The image reconstruction of PAT is based on the PA signals acquired by each transducer element. With the known detection geometry of the transducers, all the PA data is back projected to generate the image. Universal back-projection (UBP) [41] and time reversal (TR) [42] are reconstruction methods widely used. UBP has been demonstrated in spherical, cylindrical and planar detection geometries and the general formula can be written as [41],

$$
\begin{equation*}
p_{0}\left(\boldsymbol{r}^{\prime}\right)=\left.\frac{1}{\Omega_{0}} \int_{S} 2\left[p(\boldsymbol{r}, t)-t \frac{\partial p(\boldsymbol{r}, t)}{\partial t}\right]\right|_{v_{s} t=\left|\boldsymbol{r}^{\prime} \boldsymbol{r}^{\prime}\right|} d \Omega_{0} \tag{1.4}
\end{equation*}
$$

where $p_{0}\left(\boldsymbol{r}^{\prime}\right)$ is the initial pressure corresponding to the optical absorption map, $p(\boldsymbol{r}, t)$ denotes the detected signal obtained by each transducer, $\Omega_{0}$ is the solid angle of the detection surface with respect to the source point at $\boldsymbol{r}^{\prime}, v_{s}$ denotes the speed of sound, and $t$ represents the propagation time between the excitation of laser pulse and the receiving of the pressure wave by the US transducer. In UBP, $p(\boldsymbol{r}, t)$ is back-projected onto a spherical surface centered at $\boldsymbol{r}$ with a radius of $v_{s} t=\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|$. The projected spherical surface becomes a circle in 2 D imaging. In TR, the measured PA signal is propagated backwards into the image space in time reversed order. TR can work for any closed geometry. However, the wave equation needs to be solved by numerical methods such as k -space pseudo spectral method [42], which adds more computational time compared to UBP. Moreover, the detection geometry in clinical applications is usually not ideally
enclosed or infinite. In that case, a limited-view detection can cause artifacts in the reconstructed image. In Chapter 4, more details related to PAT image reconstruction under limited detection will be discussed.

### 1.4 PAT for prostate imaging

In the recent years, PAT/US integrated systems have been translated to many clinical studies for breast cancer [26, 37, 43], ovarian cancer [44, 45], prostate cancer (PCa) [23-25]. Prostate cancer is one of the most common cancers and leading cause of death among men [46]. The gold standard for PCa detection is the transrectal ultrasound (TRUS)-guided biopsy. However, the conventional US imaging is unable to provide reliable image of PCa , resulting in over-detection of indolent tumors or under-detection of malignant tumors [47]. To improve the accuracy of the diagnosis, many imaging technologies have been investigated including US elastography [48], magnetic resonance imaging (MRI) [49] and positron emission tomography (PET) [50]. Meanwhile, the development of PAT shows its compatibility to be integrated with the current clinical US system and performs non-invasive real-time imaging. Hemoglobin absorption enables PAT to provide extra optical contrast for blood vasculature, oxygen saturation and associated angiogenesis. By targeting cancer biomarkers such as tumor angiogenesis and hypoxia, PAT is capable to improve the detection of PCa by monitoring the vasculatures around tumors. Other than the potential of imaging PCa, PA spectral analysis has shown its feasibility for characterizing the dimension and concentration of the optical absorbers in tissues [51]. By quantifying the microscopic architecture of tumor tissue, PA spectral analysis has shown a correlation with Gleason score which is another prognostic factor for PCa [52].

Early study by Valeri et al. revealed the capability and potential of PAT to provide contrast between normal tissue and cancerous tissue in a prostatectomy specimen [53]. This result
encouraged many further studies of PAT for detecting and staging PCa, guiding biopsy and realtime monitoring of brachytherapy seeds. Several studies on prostate imaging in animal models have been carried out [23-25,54,55]. Bell et al. demonstrated in vivo PAT imaging on a canine prostate which was shown to be able to visualize brachytherapy seeds [55]. Moreover, Mohammad et al. showed the effectiveness for PAT to image blood-rich lesion in vivo in a canine prostate which was not detected by US [56]. However, human clinical study is limited until recently. Ishihara et al. firstly applied PAT to identify neurovascular bundle for human prostate in vivo during invasive radical prostatectomy [25]. Later, Ishihara et al. further showed the feasibility of imaging PCa angiogenesis based on the PA signals obtained by a TRUS probe [24]. Recently, SriRajasekhar et al. demonstrated an integrated TRUS/PA system using intrinsic hemoglobin contrast as well as intravenous contrast agent indocyanine green (ICG) during PAT imaging of prostate [54]. PAT demonstrated a distinct PA contrast from the malignant tissue in one patient with advanced PCa, which was confirmed by the result from PET-MRI and biopsy. In a limited number of patients, consistent result was obtained based on the hemoglobin absorption within vasculature of the tumor, which was correlated to pathology results. ICG was shown to enhance the image contrast.

A summary of the current PAT systems for prostate imaging is listed in Table 1.1 [23-25, 54, 55, 57]. Several PAT systems have been reported for prostate imaging in animal models but only two PAT systems have been reported for in vivo human prostate imaging [24, 25, 54].

To translate PAT for in vivo human prostate imaging, delivering high-energy laser pulses to the prostate effectively and safely is a challenge. In the reported human prostate imaging [24, $25,54]$, transrectal illumination was employed in both systems. Fiber bundles were used to output more energy than using a single multimode fiber. While the rectal tract provides a large space to
integrate optical illumination and US detection together, high-level light energy is needed in order to cover the whole prostate when illuminated from the rectal wall. Currently, contrast agent such as ICG has been applied to enhance the contrast. Fluence rate can be further increased to safety allowed fluence to improve the PA signal intensity. On the other hand, transurethral illumination was demonstrated in prostate imaging on animal models [23,55]. It is considered as an efficient design to achieve deep penetration in PAT prostate imaging. A more uniform illumination with less required energy can be achieved when light is illuminated from the urethral wall than from the rectal wall. As the urethral tract is much narrower than the rectal tract, the narrow tract limits the application of a fiber bundle. A multimode fiber which has a smaller diameter is more suitable for transurethral illumination. In the reported study, a multimode fiber illumination was used to localize brachytherapy seeds with limited imaging area, due to the lower energy that was delivered by the fiber [23]. How to deliver higher energy in a multimode fiber is a challenge. Furthermore, with high laser energy, how to maintain the laser safety limit at the laser-tissue contact surface is another challenge. For imaging prostate, the feasible detection geometry of the transducer array is restricted by the anatomy of prostate. Current approaches for prostate examination use transrectal ultrasound (TRUS). The transrectal view has been used for PAT imaging where TRUS probe is placed near the prostate. However, the detection by TRUS only allows a linear or curvilinear transducer array which cannot enclose the prostate. The limited view caused by the detection geometry poses an ill-conditioned reconstruction with missing features and strong artifacts. Those challenges can hinder the clinical application of PAT imaging of prostate in patients [23-25,54, 55, 57]. Therefore, improving the design of light illumination and PA signal detection are important issues for in vivo prostate imaging.

Table 1.1 Current PAT systems for in vivo prostate imaging

| PAT |  | Bell, et al. $[23,55]$ | Ishihara, et al. $[24,25]$ | Sri-Rajasekhar, et al. [54] |
| :---: | :---: | :---: | :---: | :---: |
| Optical excitation | Light source | Nd:YAG | Alexandrite | Alexandrite |
|  | Output energy | 6-8 mJ/pulse | $60 \mathrm{~mJ} /$ pulse | - |
|  | Fluence | $88-99 \mathrm{~mJ} / \mathrm{cm}^{2}$ | $11 \mathrm{~mJ} / \mathrm{cm}^{2}$ | $10 \mathrm{~mJ} / \mathrm{cm}^{2}$ |
|  | Wavelength | 1064 nm | 756 nm | 800 nm |
|  | Delivery | multimode fiber | Fiber bundle | Fiber bundle |
|  | Illumination geometry | Transurethral | Transrectal | Transrectal |
| Ultrasonic detection | Transducer | Transrectal probe | Transrectal probe | Transrectal probe |
|  | Detection geometry | Linear / curvilinear | Convex array | Linear array |
|  | Center frequency | - | 6.5 MHz | 5 MHz |
|  | Bandwidth | 5-9 MHz / 4-8MHz | - | - |
| PA imaging | Imaging depth | 5-30 mm | Up to 20 mm | 30-40 mm |
|  | Imaging object | Seeds in canine prostate | PCa angiogenesis (3 patients) | Human prostate (20 patients) |

### 1.5 Objectives and contributions

PAT provides rich optical contrast beyond the diffusion limit with high-resolution imaging which is ideal for imaging thick tissues and clinical imaging. In PAT for prostate imaging, the imaging penetration depth is mainly limited by the optical attenuation in prostate tissue. Delivering higher energy pulses leads to deeper penetration depth and higher signal to noise ratio. Meanwhile, the design of a transrectal or transurethral illumination should be compact to fit the dimension of the rectal or urethral tract respectively, which restricts the size of the fiber or fiber bundle. Moreover, clinical application regulates the fluence to meet the safety requirement which conflicts with the demand for high energy. Thus, in vivo imaging of prostate cancer with PAT is currently limited by the lack of sufficient local fluence for deep tissue penetration and the risk of over irradiation near the laser-tissue contact surface. To translate PAT technology to in vivo prostate imaging, a PAT system with transurethral illumination is needed for prostate imaging.

The main objective of this dissertation is to investigate the potential of applying PAT to image the prostate. There are several challenges in developing PAT for prostate imaging including the design of light delivery scheme to achieve the coupling of high energy pulse, optimization of the illumination to meet the need of deep penetration and requirement of safe fluence rate, and the development of PAT image reconstruction which tolerates noisy data collected from the tissue.

The main contributions I have made include: (1) developed a fiber coupling scheme for high energy laser pulses in PAT imaging; (2) designed a transurethral illumination probe for PAT imaging of prostate; (3) optimized PAT image reconstruction by developing a variance reduced stochastic gradient descent iterative algorithm.

First, we proposed a fiber coupling scheme with a beam homogenizer for coupling high energy pulses into a multimode fiber. This scheme can benefit PAT applications that require miniaturized illumination or internal illumination with a small fiber. The beam homogenizer was achieved by using a cross cylindrical lens array, which provided a periodic spatial modulation on the phase of the input light. Thus, the lens array acted as a phase grating which diffracted the beam into a 2D diffraction pattern. Both theoretical analysis and experiments demonstrated that the focused beam was split into a 2D spot array that reduced the peak power on the fiber tip surface and thus enhanced the coupling performance. The theoretical analysis of the intensity distribution of the focused beam was carried out by Fourier optics. Our experiment achieved coupled energy at $48 \mathrm{~mJ} / \mathrm{pulse}$ and $64 \mathrm{~mJ} /$ pulse in a $1000-\mu \mathrm{m}$ and a $1500-\mu \mathrm{m}$-core-diameter fiber, respectively. The corresponding coupling efficiency was $70 \%$ and $90 \%$. The high energy pulses delivered by the multimode fiber were further tested for PAT imaging in phantoms. The large improvement in coupling energy can benefit PAT with single fiber delivery to achieve large area imaging and deep penetration detection.

Second, we proposed the design of a transurethral illumination probe that addressed the limitations such as insufficient local fluence for deep tissue penetration and the risk of overirradiation at the laser-tissue contact surface. A diffusing fiber was fabricated, which delivered light in radial illumination. The radial illumination was then reflected and reshaped by a parabolic cylindrical mirror to obtain nearly parallel side illumination with a doubled fluence. The fiber assembly was housed in a 25 Fr cystoscope sheath. A large laser-tissue contact surface area was obtained and the fluence on the tissue surface was kept below the maximum permissible exposure. By imaging a prostate mimicking phantom, a penetration depth of 3.5 cm at $10 \mathrm{~mJ} / \mathrm{cm}^{2}$ fluence and 700 nm wavelength was demonstrated.

Third, we demonstrated a variance reduced stochastic gradient descent (VR-SGD) algorithm for PAT image reconstruction through simulations and experiments. In the simulation, four detection geometries were studied, including linear array, parallel-shape, L-shape and squareshape arrays. The reconstructed image was improved after applying the iterative method and the corresponding root mean square error (RMSE) was reduced. Moreover, the L-shape detection was found to be comparable to the square-shape detection in terms of the image quality. The experiments using a single linear array transducer and two linear arrays positioned in the L-shape detection geometry were carried out. The VR-SGD algorithm was shown to improve the image contrast and reduce the noise and artifacts when compared to the result obtained by delay and sum (DAS).

### 1.6 Outline

This dissertation is organized as follows:
In Chapter 2, the fiber coupling scheme with a beam homogenizer is demonstrated for PAT imaging. A cross cylindrical lens array is applied to achieve beam homogenization. Its focusing
pattern is theoretically analyzed by Fourier optics and simulated in Zemax. The output energy is measured, and the corresponding coupling efficiency is investigated. Both theoretical analysis and experiments show the enhancement of the coupling performance. Ex vivo and in vivo imaging is demonstrated to show the PAT imaging with fiber delivery.

In Chapter 3, a transurethral illumination probe is designed at the output end of the multimode fiber. Details of the design of the probe are explained, which mainly include fabricating the diffusing fiber, designing the parabolic cylindrical mirror and integrating the fiber with a cystoscope sheath. The illumination pattern of the probe is analyzed and characterized. Through this design, the output beam shows a large laser-tissue contact area and its fluence can be kept below the maximum permissible exposure. PAT imaging is demonstrated on a prostate mimicking phantom with the transurethral illumination probe.

In Chapter 4, the VRSGD algorithm for PAT reconstruction is presented. Four types of detection geometries are discussed by using the VR-SGD algorithm including linear array, parallel-shape, L-shape and square-shape detections. Simulations of tree branch phantom and FORBILD head phantom are performed by VR-SGD algorithm and compared with the results obtained by DAS. PAT experiment by single linear array transducer and L-shape detection is demonstrated by applying the VR-SGD algorithm.

Finally, Chapter 5 summarizes the work presented. The achievement and the limitation of the current work is discussed. Several suggestions are presented as long-term goal for future work.

## Chapter 2: Design of high energy laser pulse delivery in a multimode fiber for

## photoacoustic tomography

### 2.1 Introduction

Photoacoustic tomography (PAT) is a photoacoustic (PA) imaging modality characterized by large area illumination and multi-directional detection [8, 9]. Due to its relative deep penetration capability, PAT has been applied to study skin cancer [22], prostate cancer [23-25], breast cancer [26], abdominal organs [58], and brain activity [59]. PAT uses high energy laser pulses to excite PA signals. These pulses have been delivered traditionally in free space by prisms [22]. However, to translate PAT into clinical applications, delivering the high-energy pulses through an optical fiber is necessary for operational convenience and laser safety. Several prototype PAT systems using optical fiber for light delivery have been developed for imaging cancers [43, 60, 61]. Manohar et al. developed a breast imaging system employing a 588 -element, $1-\mathrm{MHz}$ ultrasound array with a 1064 nm pulse laser for excitation [43, 60, 61]. To illuminate the entire breast, a 1-to9 splitting fiber bundle was applied to deliver nearly 81 mJ of pulse energy to the breast surface. A total 30 cases of breast malignancies from 31 patients were visualized with high contrast, showing PAT as a potential alternative to X-ray mammography for breast cancer imaging [26]. Horiguchi et al. developed a PAT system to monitor periprostatic tissue in prostate cancer patients undergoing radical prostatectomy [25]. Their light delivery was through two illumination apertures which were integrated with a 6.5 MHz transrectal ultrasonic transducers, delivering 60 mJ per pulse. By applying a 756 nm Q-switched pulse laser for illumination, periprostatic microvessels were imaged and located, improving the identification of the neurovascular bundle. Seven patients were imaged in this study. Furthermore, the small fiber diameter enables PAT to perform internal illumination to image internal organs, which can overcome the problem of insufficient light
penetration compared with external illumination [25, 45, 59]. For example, Lin et al. developed an illumination for oral cavity to provide sufficient light to image a mouse brain [59]. Using a multimode fiber with 2.8 mm core diameter, nearly 10 mJ energy at 780 nm was delivered, where the internal illumination enabled identification of internal brain structures.

A major challenge in delivering high-energy laser pulses is the fiber damage of the tip surface caused by the high peak power density when focusing and coupling light into the fiber [62]. Thus the output energy from optical fiber delivery has been limited, which restricts the illumination area and penetration of PAT. Several measurements at different wavelengths and pulse widths have reported the damage threshold for fused silica fibers [63-65]. Gallais et al. observed a damage threshold at a peak power density of $9.3 \mathrm{GW} / \mathrm{cm}^{2}$ for silica glass, obtained at 1064 nm wavelength and 7 ns pulse duration after 1000 continuous pulses [65]. Robinson and Ilev observed a damage threshold at a peak power density of $3.7 \mathrm{GW} / \mathrm{cm}^{2}$ in a $100-\mu \mathrm{m}$-core-diameter fiber and $3.9 \mathrm{GW} / \mathrm{cm}^{2}$ in a $200-\mu \mathrm{m}$-core-diameter fiber, where the corresponding pulse energy was 2.9 mJ and 9.7 mJ respectively [66]. However, in the same work, the damage threshold was only $0.86 \mathrm{GW} / \mathrm{cm}^{2}$, corresponding to 13 mJ in pulse energy, in a $700-\mu \mathrm{m}$-core-diameter fiber. Since there is not a definite value of damage threshold for different fibers, commercial fibers usually have their own practical and theoretical damage threshold as a guideline for usage. For example, Thorlabs Inc. specifies a practical damage threshold of $1 \mathrm{GW} / \mathrm{cm}^{2}$ and theoretical damage threshold of $5 \mathrm{GW} / \mathrm{cm}^{2}$.

Such high peak power occurs when focusing and coupling light into the fiber. A traditional coupling method uses a single lens to focus the collimated beam and couple the focused light into a multimode fiber with a large core diameter. However, for multimode fiber with relatively large core diameter (e.g. 1 mm ), it is difficult to find a lens to generate a focal spot in the similar dimension. Therefore, the coupling of pulse laser usually places the fiber behind the focus to obtain
an enlarged beam which can match with the core size of the fiber [67, 68]. A fiber bundle can couple more energy than a single fiber due to its larger effective core diameter. Table 2.1 lists several systems that use a multimode fiber or a fiber bundle for pulse laser delivery in PAT. Variations in the coupled pulse energy depend on the different systems and applications. In a multimode fiber, the reported energy is typically limited to be less than 28 mJ . In a fiber bundle, energy up to 81 mJ has been reported [61, 68-70]. Although fiber bundle can couple higher power than multimode fiber, fiber bundle usually has a much larger size. Meanwhile, multimode fiber has relatively smaller size and it can benefit many applications that require miniaturized illumination or internal illumination. In PA system that uses a compact handheld probe to deliver light and collect signal [37], it is possible to reduce the probe dimension by using multimode fiber instead of fiber bundle. In applications which need internal illumination, such as transurethral illumination for prostate imaging [23] or PA endoscopy [58, 71], multimode fiber is necessary because small size is critical. However, the energy that can be coupled into a multimode fiber is still relatively low.

In this chapter, the coupling scheme based on beam homogenization is applied to a PAT system with multimode fiber delivery. The goal is to improve upon $28 \mathrm{~mJ} /$ pulse in the multimode fiber, in order to develop the PAT system for imaging prostate through transurethral or transrectal illumination. A cross cylindrical lens array and a plano-convex spherical lens are used to homogenize and couple high-energy laser pulses into a multimode fiber. Compared with previous work [72, 73], a detailed theoretical analysis is carried out here on the focusing effect of the lens array based on the theory of Fourier optics. Optical simulations and experiments are also carried out to study the effect of the lens array. The theoretical result, optical simulation, and experimental results match with each other and show that the laser energy is split into multiple focal spots on
the fiber tip surface, lowering the risk of fiber damage. In the fiber coupling experiment with the lens array, a $1000-\mu \mathrm{m}$-core-diameter fiber can output $48 \mathrm{~mJ} /$ pulse energy and a $1500-\mu \mathrm{m}$ fiber can output $60 \mathrm{~mJ} /$ pulse energy, which are much higher than other reported PAT systems with light delivery by a single fiber. The high-energy pulses delivered by the multimode fiber are further applied to PAT imaging on phantom and in vivo imaging. The improvement in fiber output energy enables PAT illumination and imaging of a larger tissue area.

Table 2.1 Summary of PAT systems with fiber delivery

| Ref. | Fiber Type | Core <br> Diameter | Output Energy | Coupling <br> Efficiency | Laser <br> Wavelength | Laser Pulse <br> Width |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[22]$ | Multimode | $400 \mu \mathrm{~m}$ | $25 \mathrm{~mJ} /$ pulse | $50 \%$ | 760 nm | 60 ns |
| $[67]$ | Multimode | $1000 \mu \mathrm{~m}$ | $28 \mathrm{~mJ} /$ pulse | $85 \%$ | $740-1100 \mathrm{~nm}$ | 7 ns |
| $[68]$ | Multimode | $1500 \mu \mathrm{~m}$ | $20 \mathrm{~mJ} / \mathrm{pulse}$ | $80 \%$ | $700-900 \mathrm{~nm}$ | $3-5 \mathrm{~ns}$ |
| $[61]$ | Fiber bundle | $9000 \mu \mathrm{~m}$ | $81 \mathrm{~mJ} /$ pulse | Not given | $755 / 1064 \mathrm{~nm}$ | $60 \mathrm{~ns} / 5 \mathrm{~ns}$ |
| $[69,70]$ | Fiber bundle | $5000 \mu \mathrm{~m}$ | $68 \mathrm{~mJ} /$ pulse | $80 \%$ | $700-900 \mathrm{~nm}$ | 5 ns |

### 2.2 Beam homogenization with a cross cylindrical lens array

### 2.2.1 Principle

Figure 2.1 shows the schematic of the beam homogenization and fiber coupling system consisting of a cross cylindrical lens array and a plano-convex lens. The cross cylindrical lens array contains two 1 D arrays of cylindrical lenses, an x array and a y array, joined together back-to-back, resulting in a 2D lens array effectively. This beam homogenization and fiber coupling system can split the incident laser beam to generate a more distributed intensity profile on the focal plane, and thus reduce the peak energy density on the fiber tip.


Figure 2.1 Schematic of the coupling optics. The incident beam from the pulse laser is split into beamlets by a cross cylindrical lens array, and the beamlets are focused by a plano-convex lens at its focal plane. To couple the light into a fiber, the fiber input end is placed at the focal plane of the plano-convex lens.

The analysis of the intensity distribution on the focal plane is carried out based on the theory of Fourier optics. The optical model is shown in Figure 2.2. In Figure 2.2, $U_{0}(\xi, \eta)$ defines the scalar electric field right after the lens array and $U_{f}(x, y)$ presents the scalar electric field on the focal plane of the coupling lens. The distance between the lens array and the coupling lens is $d$. The detection plane is the back focal plane of the coupling lens and $f_{L}$ is the focal length of the coupling lens. A plane wave with constant amplitude is assumed as the input in front of the lens array and $U_{0}(\xi, \eta)$ can be expressed as,

$$
\begin{equation*}
U_{0}(\xi, \eta)=A \cdot t_{c l}(\xi, \eta) \tag{2.1}
\end{equation*}
$$

where $A$ is the amplitude of the incident plane wave and $t_{c l}(\xi, \eta)$ denotes the transmittance function of the lens array. The transmittance function for a single cylindrical lens focusing in the x direction can be expressed as [74],

$$
\begin{equation*}
f(x, y)=e^{-j k \frac{x^{2}}{2 f_{c l}}} \tag{2.2}
\end{equation*}
$$

where $k$ is the wave number of the incident plane wave and $f_{c l}$ is the focal length of the cylindrical lens. By neglecting the thickness of the cylindrical lens array, its transmittance function can be expressed as,

$$
\begin{equation*}
t_{c l}(\xi, \eta)=\left[\sum_{n} e^{-j k\left(\frac{\left.\xi-\xi_{n}\right)^{2}}{2 f_{c l}}\right.} \operatorname{rect}\left(\frac{\xi-\xi_{n}}{p}\right)\right] \cdot\left[\sum_{n} e^{-j k \frac{\left(\eta-\eta_{n}\right)^{2}}{2 f_{c l}}} \operatorname{rect}\left(\frac{\eta-\eta_{n}}{p}\right)\right], \tag{2.3}
\end{equation*}
$$

where $n$ is the number of elements of the lens array in both x and $\mathrm{y}, \xi_{n}$ and $\eta_{n}$ denote the central position of the x and y cylindrical lens array, respectively, and $p$ is the pitch size of each cylindrical lens, which equals to the width of each lens element. The rectangular function is defined as,

$$
\operatorname{rect}(x)= \begin{cases}0 & \text { if }|x|>0.5  \tag{2.4}\\ 0.5 & \text { if }|x|=0.5 \\ 1 & \text { if }|x|<0.5 .\end{cases}
$$

The rectangular function in Eq. (2.4) defines the aperture boundary for each cylindrical lens. The first summation term in Eq. (2.3) represents one side of the lens array, which only focuses light in the x direction. The exponential term indicates the phase change caused by each cylindrical lens. The second summation term presents the other side of the lens array, which only focuses light in the $y$ direction. Because the focusing effect along the two directions is independent, the two summation terms can be multiplied directly to obtain the transmittance function of the lens array in 2 D .

The electric field $U_{f}(x, y)$ at the focal plane can be obtained from the electric field $U_{0}(\xi, \eta)$ using Fourier optics [75],

$$
\begin{equation*}
U_{f}(x, y)=\frac{A e^{j k f_{L}}}{j \lambda f_{L}} e^{j \frac{k}{2 f_{L}\left(x^{2}+y^{2}\right)\left(1-\frac{d}{f_{L}}\right)} \mathrm{F}\left[U_{0}(\xi, \eta)\right], ~} \tag{2.5}
\end{equation*}
$$

where F() is the Fourier transform operator. The field $U_{f}(x, y)$ at the focal plane is the Fourier transform of the field $U_{0}(\xi, \eta)$, multiplied with a phase term related to the distances $d$ and $f_{L}$. The
detailed derivation of Eq. (2.5) can be found in [75]. The intensity distribution can be obtained as the modulus squared of the field amplitude,

$$
\begin{equation*}
I_{f}(x, y)=\left|U_{f}(x, y)\right|^{2} . \tag{2.6}
\end{equation*}
$$

(a)



Figure 2.2 (a) Optical model of the coupling scheme with the lens array. The lens array transforms the incident plane wave into multiple spherical wavelets. Constructive interference happens where the propagation angle $\boldsymbol{\theta}_{\boldsymbol{m}}$ satisfies $\boldsymbol{p} \boldsymbol{\operatorname { s i n }} \boldsymbol{\theta}_{\boldsymbol{m}}=\boldsymbol{m} \boldsymbol{\lambda}$, which forms the mth diffraction order on the focal plane. (b) 1 D plot of the periodic phase modulation function introduced by the lens array. $p$ is the pitch of the lens array.

As shown in Figure 2.2, the lens array acts similarly as a phase grating [75, 76]. Each element of the lens array introduces a phase delay according to its transmittance function,

$$
\begin{equation*}
t(\xi, \eta)=e^{-j k \frac{\xi^{2}+\eta^{2}}{2 f_{c l}}} \operatorname{rect}\left(\frac{\xi}{p}\right) \operatorname{rect}\left(\frac{\eta}{p}\right) \tag{2.7}
\end{equation*}
$$

The transmittance function can be viewed as a quadratic approximation to a spherical wave [75]. For an input of plane wave, it is transformed into an array of secondary spherical wavelets after the lens array. The lens array introduces a periodic spatial phase modulation that can be written as,

$$
\begin{equation*}
\phi(\xi, \eta)=-\frac{k\left(\xi^{2}+\eta^{2}\right)}{2 f_{c l}} \cdot \operatorname{rect}\left(\frac{\xi}{p}\right) \cdot \operatorname{rect}\left(\frac{\eta}{p}\right) \otimes\left[\operatorname{comb}\left(\frac{\xi}{p}\right) \cdot \operatorname{comb}\left(\frac{\eta}{p}\right)\right] \tag{2.8}
\end{equation*}
$$

where the comb function is a sequence of delta impulses uniformly distributed in space and defined as [75],

$$
\begin{equation*}
\operatorname{comb}(x)=\sum_{n} \delta(x-n) \tag{2.9}
\end{equation*}
$$

A modulation depth $\Delta \phi$ is defined as below to describe the strength of the phase modulation,

$$
\begin{equation*}
\Delta \phi=\frac{k\left[(p / 2)^{2}+(p / 2)^{2}\right]}{2 f_{c l}}=\frac{k p^{2}}{4 f_{c l}} . \tag{2.10}
\end{equation*}
$$

When the input light is coherent, the multiple spherical wavelets lead to multi-beam interference. At certain propagation angles $\theta_{m}$, constructive interference happens, where the path length difference between two adjacent beams is an integer number of wavelengths. The constructive interference condition is similar as the diffraction orders of phase grating. The coupling lens focuses the beams at the same angle $\theta_{m}$ to one spot on its focal plane, forming the mth diffraction order. The position of the mth order diffraction spot $\Lambda_{m}$ can be written as:

$$
\begin{equation*}
\Lambda_{m}=f_{L} \tan \theta_{m} \approx f_{L} \sin \theta_{m}=\frac{m \cdot \lambda \cdot f_{L}}{p} . \tag{2.11}
\end{equation*}
$$

For the effective 2D lens array, the light intensity distribution on the focal plane of the coupling lens forms a 2D diffraction pattern. The period of the diffraction pattern is

$$
\begin{equation*}
\Delta \Lambda=\frac{\lambda \cdot f_{L}}{p} . \tag{2.12}
\end{equation*}
$$

A phase grating can be much more efficient in diffracting light than an amplitude grating. The diffraction efficiency for each order depends on the modulation depth $\Delta \phi$ and the shape of the periodic phase modulation function. For small modulation depth, the zero-order beam contains most of the power. As the modulation depth increases, more and more power can be diffracted into the higher order beams.

### 2.2.2 Theoretical and experimental validation of the focal intensity distribution

Both theoretical analysis and experimental measurement have been carried out to study the intensity distribution on the focal plane. The cross cylindrical lens array is obtained from SUSS MicroOptics (Nr.18-00142, Hauterive, Switzerland). Its specifications are listed in Table 2. The focal length of the cylindrical lens array is calculated to be 133 mm . The coupling lens is a planoconvex spherical lens with 75 mm focal length (LA1608, Thorlabs, Newton, United States). The input beam is modeled as a Gaussian beam with a beam waist of 5 mm and a wavelength of 700 nm .

The theoretical analysis of the intensity distribution on the focal plane can be calculated based on Eqs. (2.5) and (2.6). The transmittance function of the cross cylindrical lens array can be obtained based on the parameters in Table 2.2, where $n=9, p=1015 \mu \mathrm{~m}$ and $f_{c l}=133 \mathrm{~mm}$. The calculated intensity distribution map on the focal plane is shown in Figure 2.3(a) and a corresponding intensity line profile from the center position is shown in Figure 2.3(b). A periodic spot pattern can be clearly seen, which covers an area larger than $0.5 \mathrm{~mm} \times 0.5 \mathrm{~mm}$. The pattern contains more than a nine by nine spot array, caused by interference. The calculated period based on Eq. (2.12) is $52.5 \mu \mathrm{~m}$ which matches with the period in Figure 2.3(a) and (b). The uneven light intensity distribution among the spots is a property of the phase grating, which depends on the modulation depth and shape of the phase grating [75, 76].

Table 2.2 Specifications of the cross cylindrical lens array

| Parameter Name | Value |
| :---: | :---: |
| Number of elements | $9 \times 9$ |
| Pitch | $1015 \mu \mathrm{~m}$ |
| Radius of curvature | $61 \mathrm{~mm} \pm 5 \%$ |
| Focal length | 133 mm |
| Thickness | 1.2 mm |
| Size | $10 \mathrm{~mm} \times 10 \mathrm{~mm} \pm 0.05 \mathrm{~mm}$ |
| Material | Fused silica |

Zemax simulation can also be carried out to simulate the optical system. The Zemax file of the cross cylindrical lens array is provided by SUSS MicroOptics. The light distribution on the focal plane can be simulated by the physical optics analysis module. The 2D intensity distribution map is shown in Figure 2.3(c) and a corresponding line profile is shown in Figure 2.3(d). The Zemax simulation result matches very well with the above analytical result. The number of spots and the spacing between spots are all matched. A small difference is that the spot size obtained by Zemax simulation is larger than the ideal focal spot depicted in Figure 2.3(a). This may have been caused by the finite value of the thickness of the cross cylindrical lens array used in the Zemax simulation, where the lens thickness is neglected in the theoretical calculation in Figure 2.3(a).


Figure 2.3 The light intensity distribution map (left column) and a corresponding intensity line profile (right column) at the focal plane. (a) and (b) are obtained by theoretical analysis; (c) and (d) are obtained by Zemax simulation; (e) and (f) are obtained by experiment. The location for the line profile is marked by an arrow.

In the experiment, a Fabry-Perot laser operated at 660 nm wavelength (S1FC660, Thorlabs, Newton, United States) is used instead of a nanosecond pulse laser only for the characterization of the beam profile, concerning the potential damage. The collimated beam from the fiber coupled
laser is expanded to nearly 9 mm in diameter to match with the output beam size of the nanosecond pulse laser. A charged-coupled device (CCD) (MU300, AmScope, Irvine, United States) monitors the light intensity at the focal plane. The 2D intensity distribution map is shown in Figure 2.3(e) and a line profile is shown in Figure 2.3(f). As we can see, the experimental results match reasonably well with the analytical and Zemax simulation results. With the cross cylindrical lens array, the light distribution on the focal plane is split into a spot array. Compared with the single focal spot generated by a single lens without the lens array, such a spot array distribution can lower the peak power density on the fiber tip and thus enable coupling higher energy into the fiber without damage.

For some high energy pulsed lasers used in PAT, "hot spots" exist in the beam profile due to beam inhomogeneity, where the power density is higher than the surrounding area. The lens array based beam homogenizer can also reduce the effect of "hot spot". If a "hot spot" exists in the input wave, it will be transformed to spherical wavelet after the lens array. The spherical wavelet contains different propagation angles, which will be focused to different locations on the focal plane of the coupling lens. Therefore, the energy from the "hot spot" will be redistributed to a relatively large area on the focal plane, reducing the potential of thermal damage.

To check whether the beam distribution pattern at the input of the fiber affects the fiber output, the beam profile at the output of the fiber is measured experimentally. The diverged beam output from a $1000-\mu \mathrm{m}$-core-diameter fiber (FT1000UMT, Thorlabs, Newton, United States) is imaged by the CCD camera and shown in Figure 2.4. The 2D intensity distribution map is shown in Figure 2.4(a) and an intensity line profile is shown in Figure 2.4(b). A quasi-Gaussian beam is obtained at the fiber output. This shows that the spot pattern at the input end of the fiber can be eliminated after propagating inside the multimode fiber. The elimination of the spot pattern is
likely caused by the effect of a large number of spatial modes propagating in the multimode fiber. The speckles observed in the beam profile are also caused by the nature of multimode fiber [32]. The quasi-Gaussian beam profile at the output of the multimode fiber shows that using the cross cylindrical lens array for light coupling does not affect the uniformity of illumination on sample for PA imaging. In fiber bundle, the beam profile is usually discretized because the bundle contains many fibers. Therefore, a multimode fiber can provide a more well-defined beam profile than fiber bundle.


Figure 2.4 Measured light intensity distribution map (a) and line profile; (b) at the output of the multimode fiber. The location for the line profile is marked by an arrow.

### 2.3 Coupling high energy pulses into a multimode fiber for PAT

### 2.3.1 Experimental setup

The cylindrical lens array is used to couple high-energy pulses into a multimode fiber. A PAT system using the multimode fiber to deliver light is developed. A schematic of the PAT system is shown in Figure 2.5. A Q-switched Nd:YAG laser (Surelite OPO Plus SLIII-10, Continuum, San Jose, United States) generates 3-5 ns laser pulses at 10 Hz repetition rate. The laser output is frequency doubled to 532 nm , which then pumps an optical parametric oscillator (OPO). The OPO output wavelength is tunable from 675 nm to 2500 nm and the maximum output energy is 120 mJ .

After the OPO, the light is coupled into a multimode fiber (FT1000UMT/FT1500UMT, Thorlabs, Newton, United States) by the cylindrical lens array and the coupling lens. The multimode fiber delivers laser pulses to the sample. The beam diameter after OPO is 9.5 mm . Hence, the lens array can be fully covered. The PA signal is detected by a wide-bandwidth linear transducer array (L145/38, Analogic, Richmond, Canada) with 128 channels, a central frequency of 7.2 MHz , and a $70 \%$ fractional bandwidth at -6 dB . The received data is then transferred to a data acquisition system (DAQ) and is sent to the ultrasound machine (Ultrasonix MDP, Analogic, Richmond, Canada). Synchronization between the laser firing and data acquisition is achieved by using a signal from the laser to trigger the DAQ. The reconstruction method uses the basic back-projection algorithm [41].


Figure 2.5 Experimental setup of the photoacoustic tomography with fiber delivering high energy pulses. The laser beam from the optical parametric oscillator (OPO) is homogenized and coupled into a multimode fiber to deliver light to phantom. DAQ: data acquisition system.

### 2.3.2 Performance of fiber coupling

To evaluate the coupling performance with the lens array, the pulse energy at the fiber output is measured by an energy sensor (J-50MB-YAG, Coherent, Palo Alto, United States). The output pulse energy is averaged over one hundred consecutive pulses. The laser wavelength is tuned over the spectrum range from 675 nm to 900 nm . Light coupling into multimode fibers with $1000 \mu \mathrm{~m}$
and $1500 \mu \mathrm{~m}$ core diameters are investigated respectively. The fiber length is about 1 to 2 m . By gradually increasing the laser power, the maximum stable output without fiber damage is recorded at each wavelength. The results of the output pulse energy at different wavelengths are shown in Figure 2.6(a) and (b) for the $1000 \mu \mathrm{~m}$ and $1500 \mu \mathrm{~m}$ fiber, respectively. The maximum output for the $1000-\mu \mathrm{m}$-core-diameter fiber is about $48 \mathrm{~mJ} /$ pulse at 750 nm wavelength. By comparison, the maximum output for the $1500-\mu \mathrm{m}$-core-diameter fiber is about $64 \mathrm{~mJ} /$ pulse at 700 nm wavelength. In Figure 2.6(a) and (b), the fluctuation of the output energy of the fiber is mainly affected by the energy variation of the laser output of the pulse laser. Figure 2.6(c) shows the coupling efficiency of the two types of fiber. The coupling efficiency is calculated as the ratio of the energy at the output end of the fiber to the energy at the input end of the fiber. The coupling efficiency reaches $70 \%$ and $90 \%$ for the $1000-\mu \mathrm{m}$ and $1500-\mu \mathrm{m}$-core-diameter fibers, respectively.

The lens array and the coupling lens introduce some additional insertion loss, which is measured to be $\sim 10 \%$. The laser output from the OPO is slightly divergent, which affects the intensity distribution at the focal plane and makes the dimension of the focusing pattern slightly larger than the theoretical size estimated for a collimated beam. As a result, the $1500-\mu \mathrm{m}$-corediameter fiber under the same optical setup obtains higher coupling efficiency than the $1000-\mu \mathrm{m}-$ core-diameter fiber. However, $1500-\mu \mathrm{m}$-core-diameter is more rigid than the $1000-\mu \mathrm{m}$-corediameter fiber and fiber with smaller core diameter is more preferable for transurethral illumination in prostate imaging. Hence, the $1000-\mu \mathrm{m}$-core-diameter fiber is selected and applied in the following PAT imaging.

In comparison, the conventional coupling scheme by using a single lens with 75 mm focal length (LA1608, Thorlabs, Newton, United States) is also tested. To avoid high power density on the optical focal plane, the fiber is placed around 3 mm behind the focal plane to have an equivalent
size of spot on its tip surface. The coupling energy and efficiency are found to be much lower than the situation with the lens array. The coupled energy with the single lens scheme is less than 20 $\mathrm{mJ} /$ pulse and the coupling efficiency is typically less than $40 \%$. Moreover, the focused light could cause air breakdown at the focus which can indirectly damage the fiber in this situation. Another single lens with longer focal length and a two-lens system for reducing the beam size have also been tried but the improvement is limited. Furthermore, those coupling schemes rely on a good beam quality. However, neither the intensity distribution nor the beam divergence follows the theoretical prediction due to the poor beam quality output from the OPO.


Figure 2.6 Output power characterization at different wavelengths and fiber core sizes. (a) Averaged pulse energy coupled into a $1000-\mu \mathrm{m}$-core-diameter fiber (blue curve). The error bar indicates the energy fluctuation measured over one hundred consecutive pulses. The laser energy measured at the input of the fiber is shown in red curve. (b) Similar power characterization as in (a) but with the light coupled into a $1500-\mu \mathrm{m}$-core-diameter fiber. (c) Comparison of the coupling efficiency of the two types of fiber.

In the section 2.2.1, we have shown that the beam homogenization system with the cross cylindrical lens array generates a 2D array of beam spots on the focal plane of the coupling lens. The distributed intensity on the focal plane reduces the peak energy density on the fiber tip. Thus higher energy pulses can be coupled into the multimode fiber without damage. A practical damage threshold is usually found to be $1 \mathrm{GW} / \mathrm{cm}^{2}$, which is equivalent to $40 \mathrm{~mJ} /$ pulse with 5 ns pulsewidth for a $1000-\mu \mathrm{m}$-core-diameter fiber. Our coupling result exceeds the practical limit but is still far below the theoretical damage threshold, which is $5 \mathrm{GW} / \mathrm{cm}^{2}$ and corresponds to $200 \mathrm{~mJ} / \mathrm{pulse}$ for a $1000-\mu \mathrm{m}$-core-diameter fiber. Further enhancement of the coupling energy relies on improving the beam uniformity on the fiber tip surface and preventing air breakdown. For example, a top-hat beam homogenizer can be used to transform the Gaussian incident laser beam into a near uniform intensity distribution. As the OPO outputs an asymmetric beam shape with significant divergence and high pulse energy, the beam shaping performance of the top-hat beam homogenizer needs more investigation by systematic testing. To avoid air breakdown, the fiber tip can be protected by putting it in a chamber filled with noble gas or non-combustible liquid which will also result in a higher coupling energy.

### 2.3.3 Preliminary PAT Imaging

The high-energy pulses delivered by the multimode fiber are tested for PAT imaging. The 1000$\mu \mathrm{m}$-core-diameter fiber is used and the maximum output is about $48 \mathrm{~mJ} /$ pulse. A phantom containing a piece of paper with printed dots array placed in gelatin is imaged. The diameter of the dots is 0.1 mm and the spacing between two adjacent dots is 1 mm . The sample is illuminated by the fiber placed 4 cm away, which forms a circular beam around 10 mm in diameter. The PAT image of the dots array is shown in Figure 2.7(a). The excited area is determined by the beam size. Next, a 5 mm thick chicken breast tissue is added on top of the phantom to increase the optical
depth and simulate optical diffusion in biological tissue. Figure 2.7(b) shows the PAT image of the dots array with the 5 mm thick chicken breast tissue on top. As the light is diffused inside the chicken breast tissue, the beam size is increased significantly and PA signal from a larger area is excited. The reconstructed image in Figure 2.7(b) shows at least $7 \mathrm{~cm}^{2}$ excitation area. Good signal level is still obtained over this large excitation area, as the signal-to-noise ratio drops from 16.1 dB to 10.5 dB due to the decrease of fluence.

In vivo PAT imaging is also performed on the human forearm of a volunteer. The excitation wavelength is set to be 750 nm and the illumination area on the skin is a circle of $\sim 3 \mathrm{~cm}$ diameter. The energy density at the skin surface is controlled to be under $10 \mathrm{~mJ} / \mathrm{cm}^{2}$, which is lower than the maximum permissible exposure ( $26 \mathrm{~mJ} / \mathrm{cm}^{2}$ at 750 nm ) by ANSI standard [77]. A coupling pad is placed between the forearm and the linear transducer array for acoustic coupling. The illumination fiber is placed on the same side with the transducer, forming a diverged circular pattern on the region of interest. Figure 2.8(a) shows the reconstructed PAT image (colored) on top of the ultrasound image (gray scale) and its signal-to-noise ratio (SNR) for PA signal is 15.8 dB . PAT signal is obtained from the skin surface and blood vessels. Three veins can be identified from the PAT image. One shallow capillary with lower contrast appears between the second and the third vein, which is also labeled in Figure 2.8(a). Figure 2.8(b) shows the photography of the imaging location in the forearm and the corresponding blood vessels. These experimental results demonstrate the large-area imaging capability of the PAT system with the high energy pulses delivered by the multimode fiber.


Figure 2.7 PAT image of printed dots array. (a) Imaging result without the cover of chicken breast and the effective imaged area in a $10-\mathrm{mm}$-diameter circle. (b) Imaging result with the cover of 5 mm thick chicken breast and the increased effective imaged area in a $30-\mathrm{mm}$-diameter circle.


Figure 2.8 In vivo PAT image of forearm. (a) Overlay of PAT image (colored) on top of ultrasound image (grey scale).
The PAT image highlights the skin surface and locations of several blood vessels labeled with numbers. (b)
Photograph of the forearm where the blood vessels imaged by PAT are also marked. The dash line shows the place of the cross-sectional image.

### 2.4 Summary

In this chapter, a fiber coupling scheme with beam homogenization is developed and demonstrated for PAT imaging. It increases the pulse energy that can be coupled into a multimode fiber and reduces the fiber damage. The beam homogenization is achieved by using a cross cylindrical lens
array, where the focused pulse energy is distributed over a 2D array of beam spots. Our results demonstrate that by adding the beam homogenization, the pulse energy delivered in a single fiber can be significantly improved. We have obtained the delivery of $48 \mathrm{~mJ} /$ pulse by a $1000-\mu \mathrm{m}$-corediameter fiber and $64 \mathrm{~mJ} /$ pulse by a $1500-\mu \mathrm{m}$-core-diameter fiber. To the best of our knowledge, this is the highest output energy reported to date using a single fiber delivery for PAT imaging. With the increased output energy, the PAT system can illuminate a larger area at the same fluence or provide deeper penetration.

## Chapter 3: Photoacoustic tomography for imaging prostate: a transurethral

## illumination probe design and application

### 3.1 Introduction

Prostate cancer (PCa) is the most common cancer and the second leading cause of cancer deaths in North America men [78]. Digital rectal examination (DRE) and serum prostate-specific antigen (PSA) are the current techniques for early detection of PCa. Upon a suspicious DRE and/or a high PSA reading, a transrectal ultrasound (TRUS) guided systematic random biopsy is performed [79]. If there are PCa-positive biopsy cores, a PCa diagnosis is confirmed. However, DRE is limited by low overall sensitivity (37\%) [80] and PSA is limited by low specificity (36\%) [81]. Because TRUS cannot identify PCa , the systematic sextant biopsy approach leads to repeated biopsies [82, 83]. Meanwhile, various magnetic resonance imaging (MRI) techniques have been investigated for detecting PCa and show a consistent higher accuracy than conventional ultrasound (US) [84]. Combining different modalities to perform multi-parametric MRI (mpMRI) has the advantage of further increasing the accuracy. When mpMRI is available, it can be fused with US in order to guide some of the biopsy sampling to areas that appear suspicious on mpMRI [85]. However, unavoidable movement of the prostate affects the US-MRI registration and therefore the biopsy localization error [86, 87]. Regardless of the techniques, since not all prostate tissue is sampled, there could be underestimation of the Gleason grade which is related to PCa aggressiveness used in PCa patient management [83].

The limitation of the current diagnostic tools reflects a need for a better detection method which can realize targeted biopsy or even PCa diagnosis through in vivo imaging. Meanwhile, the key role of angiogenesis in cancer growth and development in prostate has been revealed and higher microvessel density (MVD) has been reported as a potential prognostic indicator in PCa
[88]. This makes tumor angiogenesis a prospective objective of the detection for PCa , which leads to a wide range of new techniques in US [89] and MRI [86] for angiogenesis imaging. For US, both Doppler US and dynamic contrast-enhanced US (DCE-US) have been reported to be capable of monitoring the increase of MVD [88]. However, Doppler US only has high sensitivity to lesions with high Gleason score because it cannot detect microvessels but only large tumor feeding vessels [86]. The procedure of imaging prostate by DCE-US is time-consuming which limits its application for targeted biopsy [89]. Dynamic contrast enhanced MRI (DCE-MRI) has also been reported to image microvessel vascularity in prostate tissue [90]. As prostate is already highly vascularized, DCE-MRI has difficulty in discriminating cancer from prostatitis in the peripheral zone and from the high vascularized benign prostate hyperplasia [91].

Photoacoustic tomography (PAT) is an emerging imaging technique with potential for detecting PCa [9]. The photoacoustic (PA) signal in biological tissue originates from optical absorption in endogenous molecules such as hemoglobin. Upon illumination by a short laser pulse, an acoustic pressure wave is generated due to laser heating and thermal-elastic expansion in tissue. The acoustic wave then propagates towards the tissue surface over the depth determined by the acoustic attenuation inside the tissue. Assuming an attenuation coefficient in soft tissue of 0.5 dB $\mathrm{cm}^{-1}$, the penetration depth for $5-10 \mathrm{MHz}$ ultrasonic wave ranges from 4 cm to 2 cm correspondingly [92]. The detection of the PA signal can be achieved by using a commercial US system which allows dual-modality imaging including both optical and ultrasonic contrasts. Previous studies have been carried out to use PAT for PCa detection and localization of brachytherapy seeds [24, 25, 53, 55, 93-96]. In 2003, Andreev et al. reported PAT imaging of human PCa ex vivo, which showed that the contrast difference between normal prostatic tissue and cancerous tissue was sufficient to locate tumors [53]. In another study, Wang et al. demonstrated
non-invasive PAT imaging on canine prostate in vivo [93]. A lesion at 10 mm depth was imaged with high sensitivity and contrast-to-noise ratio. In 2016, Ishihara et al. published the work of PAT imaging on human prostate in vivo [25]. The system was designed to detect microvascular structures such as the neurovascular bundle and cancer angiogenesis for assisting the procedure of radical prostatectomy or targeted biopsy. A TRUS probe ( 6.5 MHz center frequency, 128 elements linear array) was used to receive both PA and US signals. The illumination part delivered 60 $\mathrm{mJ} /$ pulse energy at 765 nm wavelength from two convex apertures integrated with the TRUS probe [24]. The estimated fluence on the tissue surface was $11 \mathrm{~mJ} / \mathrm{cm}^{2}$. The PA signal was obtained from a depth of 17 mm . However, the strong signal near the rectal wall caused by the high surface fluence hindered the discrimination of the signal from the neurovascular bundle in the same region. With the same system, Ishihara et al. further demonstrated the feasibility of imaging PCa angiogenesis by correlating the PA signal intensity to the total vascular area and total vascular length for prostate cancer [24]. Although the results need to be further confirmed due to the small number of patients, this pilot study shows that PAT has great potential to image PCa.

The clinical translation of PAT to prostate intervention still has many challenges. The amplitude of PA signal is proportional to the local fluence which determines the penetration depth and the signal-to-noise ratio (SNR). Therefore, high irradiation energy is always desired in PAT imaging. In the reported systems [55, 94], the integration of light delivery with the TRUS probe has the drawback of light attenuation by the rectal wall. Compared to transrectal illumination, theoretical analysis has shown that transurethral illumination could improve the light delivery [97, 98]. It is more efficient for light to reach the entire volume of the prostate from its center through the urethral tube, than from the rectum. Transurethral illumination was demonstrated in experiment by Bell et al. to image brachytherapy seeds and tested in canine prostate in vivo [23]. Using a 1000-
$\mu \mathrm{m}$-core diameter fiber, up to $8 \mathrm{~mJ} /$ pulse energy at 1064 nm wavelength was delivered. The fiber tip was polished at $45^{\circ}$ angle and together with an end mirror at $45^{\circ}$ angle light was directed to side illumination. The fiber and end mirror were housed in a 2 mm diameter quartz tube. The beam size on the tube surface was calculated to be $1.7 \mathrm{~mm}^{2}$ [23]. Since light was emitted from the fiber tip and then reflected to side illumination, the beam size was very small, which resulted in a high fluence at the tube surface. When the pulse energy was 7.5 mJ , the reported fluence was 414 $\mathrm{mJ} / \mathrm{cm}^{2}$ at the tube surface. To reduce the fluence, the authors proposed to increase the tube diameter. With a 5.3 mm tube diameter, the authors estimated the fluence to be below $99 \mathrm{~mJ} / \mathrm{cm}^{2}$ [23], which was just below the safety limit of $100 \mathrm{~mJ} / \mathrm{cm}^{2}$ at 1064 nm wavelength for skin.

For translating PAT to clinical applications, the laser safety limit needs to be addressed. In fact, the value of laser safety limit depends on the wavelength and radiation duration. Thermal effect that can cause tissue damage is a main concern when using visible and near infrared light. For a single pulse with pulse duration less than 100 ns , a maximum permissible exposure (MPE) of fluence, $\mathrm{MPE}_{\text {fluence }}$, is defined as [77],

$$
\mathrm{MPE}_{\text {fluence }}=\left\{\begin{array}{l}
20 \times 10^{2(\lambda-0.7)} \mathrm{mJ} / \mathrm{cm}^{2} \quad(0.7 \mu m \leq \lambda \leq 1.05 \mu m)  \tag{3.1}\\
100 \mathrm{~mJ} / \mathrm{cm}^{2} \quad(1.05 \mu m \leq \lambda \leq 1.4 \mu m)
\end{array},\right.
$$

where $\lambda$ is the wavelength. The MPE value decreases exponentially as the wavelength decreases and the $\mathrm{MPE}_{\text {fluence }}$ value is as low as $20 \mathrm{~mJ} / \mathrm{cm}^{2}$ at 700 nm . When the accumulated exposure time by multiple pulses is longer than 10 s , a maximum permissible exposure in terms of average power, MPE $_{\text {power }}$, is defined as [77],

$$
\mathrm{MPE}_{\text {power }}=\left\{\begin{array}{l}
0.2 \times 10^{2(\lambda-0.7)} \mathrm{W} / \mathrm{cm}^{2} \quad(0.7 \mu m \leq \lambda \leq 1.05 \mu m)  \tag{3.2}\\
1 \mathrm{~W} / \mathrm{cm}^{2} \quad(1.05 \mu m \leq \lambda \leq 1.4 \mu \mathrm{~m})
\end{array}\right. \text {. }
$$

Here the average power is the product of the repetition rate and the energy per pulse. Both the requirements on $\mathrm{MPE}_{\text {power }}$ and $\mathrm{MPE}_{\text {fluence }}$ defined in Eq. (3.1) and (3.2) should be satisfied in order to meet the safety standard. The demand of high energy output for high SNR and the laser safety limit need to be considered together when designing an optimal illumination in PAT.

In this chapter, a transurethral illumination probe is reported for PAT imaging of PCa. The probe contains a side-illumination diffusing fiber, and a cylindrical mirror to reflect and shape the beam profile to one side. A method is proposed to fabricate the diffusing fiber to achieve side firing over a few centimeters' length of the fiber. The 3D printed silver mirror with cylindrical parabolic surface is integrated with the fiber to increase the fluence on one side for deeper penetration. Meanwhile, the fluence on the laser-tissue contact surface is controlled to be under the MPE value. The probe is tested on a tissue phantom which mimics the optical properties of human prostate. A 3 cm optical penetration depth is achieved which meets the need to image the entire prostate.

### 3.2 Design of the transurethral illumination probe

In Chapter 2, a scheme of delivering high energy laser pulses through a multimode fiber is described [32]. A cross cylindrical lens array is placed before the input end of the fiber to homogenize the incident beam which leads to high energy coupling and delivery, e.g. $50 \mathrm{~mJ} / \mathrm{pulse}$ in a $1000-\mu \mathrm{m}$-core diameter multimode fiber. The goal of the illumination probe design is to fully utilize the high output energy while keeping the fluence on tissue to be within the safety limit for both single pulse and long duration exposure.

### 3.2.1 Configuration of the probe

The transurethral illumination probe design is shown in Figure 3.1(a). A $1000-\mu \mathrm{m}$-core diameter multimode fiber (Thorlabs, Newton, New Jersey, United States) is fabricated to diffuse light from
its side surface. The fiber is held by a 3D-printed plastic mount. To increase the fluence and realize side-firing, light exiting from the diffusing fiber is directed to one side of the probe by a cylindrical reflection mirror constructed by 3D-printing. The mirror is glued with the fiber mount where the fiber is aligned to the focus of the cylindrical mirror. A $45^{\circ}$ reflection surface at the end of the cylindrical mirror reflects and re-uses the remaining light exiting from the forward direction of the fiber tip to the side direction also. The assembled fiber is then inserted into a 25 Fr cystoscope sheath. The cystoscope sheath can support and protect the optical components when the probe is inserted in the urethra. Figure 3.1(b) shows a photograph of the transurethral illumination probe. Visible light at $660-\mathrm{nm}$ wavelength is coupled into the fiber to display the beam profile. Figure 3.1(c) and 1(d) show the longitudinal and axial views, respectively, of the probe design. The coordinate axes are depicted in Figure 3.1(d), where y is along the long direction of the probe, x is in the perpendicular direction of the probe, and z is the direction of light propagation in the side illumination. The origin of the coordinate system is defined at the center of the fiber.

Two different shapes of the cylindrical mirror have been investigated, a circular cylindrical mirror and a parabolic cylindrical mirror. Using the defined coordinates, the surface of the circular cylindrical mirror can be expressed as,

$$
\begin{equation*}
\left(z-\frac{r}{2}\right)+x^{2}=r^{2} \tag{3.3}
\end{equation*}
$$

where $r$ is the radius of the circular cylinder. Under paraxial approximation, the focus of the circular cylindrical mirror is a line parallel to $y$-axis and its focal distance is $f_{\text {circular }}=r / 2$. Similarly, the surface of the parabolic cylindrical mirror can be written as,

$$
\begin{equation*}
z=\frac{x^{2}}{2 p}-\frac{p}{2} \tag{3.4}
\end{equation*}
$$

where its focal distance is $f_{\text {parabolic }}=p / 2$.


Figure 3.1 Design of the transurethral illumination probe. (a) Overview of the transurethral illumination probe. (b) The beam profile from the probe displayed by a 660 nm light. (c) Longitudinal cross-section view of the probe. (d) Axial cross-section view of the probe.

The rigid surface of the cystoscope sheath is used to support the urethra wall and avoid direct contact between the urethra wall and the optical fiber. The distance between the top surface of the cystoscope and the fiber is considered as the minimal laser-tissue contact distance, e.g. a 25 Fr cystoscope sheath can provide $\sim 5 \mathrm{~mm}$ laser-tissue contact distance. In the following sections, the design and analysis of the probe will be described in detail.

### 3.2.2 Fabrication of the diffusing fiber

The normal size of a healthy prostate is approximately 25 ml in volume, or $3 \times 5 \times 3 \mathrm{~cm}$ in the anterioposterior, transverse, and cephalocaudal prostate diameter, respectively [99]. With advancing age, the prostate size increases and varies in a wide range [100, 101]. For imaging the prostate, the illumination pattern of the transurethral illumination probe should match with the
cephalocaudal dimension along the urethra. Thus, a diffusing fiber that can provide side illumination over a few centimeters' length is required.

Several approaches have been reported to process a diffusing fiber. Mechanical processing methods [57, 102], such as laser micro-machining and abrasion by sandpaper, have a risk to break the denuded fiber during the process, especially for large core diameter fiber, e.g. $1000 \mu \mathrm{~m}$. Also, manual abrasion by sandpaper requires experience to achieve the uniform roughness of the diffusing fiber. Meanwhile, Kosoglu et al. demonstrated an etching process that obtained a microneedle of $33 \mu \mathrm{~m}$ diameter and 3 mm length by immersing a 105- $\mu \mathrm{m}$-core diameter multimode fiber in $50 \%$ hydrofluoric acid for 50 minutes [103]. However, the replication of this approach on 1000$\mu \mathrm{m}$-core diameter multimode fiber is problematic. It takes much longer to etch the fiber due to the larger core size. Moreover, the etched fiber becomes very fragile since the core size is reduced significantly.

To improve the etching process suitable for large core fiber, we have developed a process using glass etching cream (Armour etch, Armour Product, New Jersey, United States) to process large-core-diameter fiber and create a long section of diffusing fiber. Figure 3.2(a) illustrates the procedure in three steps. First, the buffer of the multimode fiber is removed by a stripper. The entire circumference of the cladding is scratched and removed by a sharp knife because the cladding layer does not react with the etching cream. In step 2, the entire bare fiber is etched by etching cream for nearly 4 hours. Due to the slow rate of reaction, the diameter of the bare fiber changes only slightly even after the long etching duration. At last, the cream is washed out by water and an irregular rough surface is formed as shown in Figure 3.2(b). The etched fiber diffuses light circumferentially in $360^{\circ}$ angles. Compared with the etching process by hydrofluoric acid, our process is moderate which only creates roughness on the side surface of the fiber without
greatly reducing the core size. As a result, the etched part does not break easily. By coupling visible light at $660-\mathrm{nm}$ into the fiber, the diffusing fiber shows a radial light illumination pattern along the etched surface as shown in Figure 3.2(c). Figure 3.2(d) shows the diffusing fiber and its illumination pattern on a piece of paper which has a relatively uniform light distribution.


Figure 3.2 Schematic illustration of the etching process (left) and photographs of the diffusing fiber (right). (a) Three steps of the etching process. (b) Rough surface of the diffusing fiber. (c) The diffusing fiber with 660 nm visible light coupled in. (d) Illumination pattern on a piece of white paper of the 660 nm light from the diffusing fiber.

The radial illumination pattern along the etched fiber length can be modeled as cylindrical shape. Assuming that the output energy $E_{\text {output }}$ from the fiber is uniformly distributed along the diffusing fiber, the fluence at distance $R$ from the fiber position can be estimated as,

$$
\begin{equation*}
\text { Fluence }=\frac{E_{\text {output }}}{2 \pi \cdot R \cdot l} \tag{3.5}
\end{equation*}
$$

where $l$ is the length of the etched fiber. In the current design, the length of the etched fiber is 2 cm . A longer length of the diffusing fiber can also be fabricated using the same approach. In this model, the beam divergence along the longitudinal direction is neglected. Figure 3 shows how the
fluence drops with increased distance for $E_{\text {output }}=50 \mathrm{~mJ} /$ pulse and $l=2 \mathrm{~cm}$ in our design. Eq. (3.5) is a rough estimation of light fluence inside tissue where the light distribution is assumed to be homogeneous after multiple scattering events. The region close to the fiber surface has a very high fluence due to the limited contact area. With a 25 Fr cystoscope sheath, the minimum lasertissue contact distance is estimated as $\sim 5 \mathrm{~mm}$. In Figure 3.3, the fluence is shown to be nearly 8 $\mathrm{mJ} / \mathrm{cm}^{2}$ at $R=5 \mathrm{~mm}$, which represents the maximum fluence on the laser-tissue contact surface. This value is well below the MPE value of $20 \mathrm{~mJ} / \mathrm{cm}^{2}$ (for $\lambda \leq 700 \mathrm{~nm}$ ). Meanwhile, the fluence drops exponentially as the distance increases. The fluence falls to $2 \mathrm{~mJ} / \mathrm{cm}^{2}$ at $R=2 \mathrm{~cm}$ distance. Due to our design of using a long section of diffusing fiber and the cystoscope sheath, the laser energy is distributed over a relatively large laser-tissue contact area and the fluence expected on the urethral wall is kept well below the laser safety limit MPE. To increase the SNR and penetration depth, approaches of increasing the fluence are also considered. By adding a cylindrical reflection mirror which directs light to just one side of the probe, the fluence can be doubled. Furthermore, nearly one third of the light still exits from the forward direction of the diffusing fiber, which will also be reflected to the side illumination direction.


Figure 3.3 Calculated fluence on a cylindrical illumination surface at various distances. The output energy from the fiber is assumed to be $50 \mathrm{~mJ} /$ pulse. The dash lines indicate the position of the fiber surface and the tissue surface, respectively.

### 3.2.3 Design of side reflection mirror to reshape the beam

In 360 degrees radial illumination, the fluence at far distance is relatively low. To increase the fluence, a mirror can be added along the diffusing fiber to reflect the beam to only one side and therefore double the fluence. Considering the geometrical characteristics of the urethra tract, a circular cylindrical mirror and a parabolic cylindrical mirror are tested and compared by simulation and experiment.

Based on optical principles, the focus of a circular cylindrical mirror only exists under paraxial condition. Comparatively, a parabolic cylindrical mirror can form an ideal parallel reflected beam. For the diffusing fiber positioned at the focus, the reflected rays by the circular cylindrical mirror and parabolic cylindrical mirror are shown in Figure 3.4(a) and (b), respectively. In Figure 3.4(a), only the paraxial rays are collimated while the rays at large angles are slightly focused. In Figure 3.4(b), all the rays reflected by the parabolic surface become collimated.


Figure 3.4 Comparison of the reflection pattern. (a) and (b) are the ray tracing for the circular cylindrical mirror and the parabolic cylindrical mirror, respectively. (c) and (d) are the simulated light distribution pattern at 5 mm away from the circular cylindrical mirror and the parabolic cylindrical mirror, respectively.

A Zemax (Zemax LLC, Washington, United States) simulation is carried out to analyze the intensity distribution of the reflected beam by the two mirrors. In the simulation, the parameters are set as $r=2.5 \mathrm{~mm}$ for the circular cylindrical mirror and $p=2 \mathrm{~mm}$ for the parabolic cylindrical mirror. Their focal distances are 1.25 mm and 1 mm , correspondingly. For both mirrors, the width along x -axis is 5 mm and the length along y -axis is 30 mm . With the same width, the height of the two mirrors are slightly different. A 20 mm long radial light source with 360 degrees emission angle is placed at the focus line to simulate the diffusing fiber. Figure 3.4(a) and (b) present the cross-sectional view of the simulation with circular and parabolic cylindrical mirror respectively. Figure $3.4(\mathrm{c}$ ) and (d) show the intensity distribution from the two mirrors on an observation plane at 5 mm away from the fiber, which is the expected location of the laser-tissue contact surface. Figure 3.4(c) shows that the reflected beam is not a perfect parallel beam but has a tendency to converge to the center. In comparison, Figure $3.4(\mathrm{~d})$ shows a more uniform distribution pattern. Since the rays that are above the reflection surface are not reflected by the mirror, those rays will still be diverged and super-positioned on the reflected rays from the mirror.

For our experiments, a circular cylindrical mirror and a parabolic cylindrical mirror are fabricated by 3D printing (Shapeways, New York, United States) in premium silver which provides high reflectivity over $95 \%$. The fabrication accuracy is around 0.1 mm . The design parameters of the mirrors in the simulation and experiment are the same. The experimental characterizations of the mirrors are shown in Figure 3.5. Figure 3.5(a) illustrates the experimental setup for measuring the light intensity distribution. Visible light at $660-\mathrm{nm}$ is coupled into the probe to display the beam distribution. The beam illumination on a piece of white paper and its intensity profile are recorded by a digital camera [23]. Figure $3.5(\mathrm{~b})$ shows the beam intensity distribution as a function of distance for the circular cylindrical mirror and for the parabolic
cylindrical mirror, respectively. The intensity is normalized between 0 to 1 . Both the circular and parabolic cylindrical mirrors display a rectangular beam profile. The parabolic cylindrical mirror forms a more uniform distribution than the circular cylindrical mirror. The full width of half maximum (FWHM) of the beam size in the X and Y directions are plotted in Figure 3.5(c) and (d), respectively, as a function of distance away from the probe. By placing the diffusing fiber at the focus of the cylindrical reflection mirror, the divergence of the beam in the X direction is reshaped into a more collimated beam. According to optical principles, the parabolic cylindrical mirror can provide a better collimation than the circular cylindrical mirror. This can be seen in Figure 3.5(b) and (c). With the circular cylindrical mirror, the FWHM of the beam size does not change much for z less than 4 mm and then it diverges much faster than the beam reshaped by the parabolic cylindrical mirror. With the parabolic cylindrical mirror, the beam size diverges slowly. The overall gradual divergence of the beam is because the parabolic cylindrical mirror only reflects and collimates about half of the rays coming from the fiber and the rays that are not reflected by the mirror are still diverged. In the Y direction, the beam size is mainly determined by the length of the diffusing fiber although some divergence is also observed. When the distance between the diffusing fiber and tissue surface is known, the beam size on the laser-tissue contact surface can be estimated based on the beam divergence shown in Figure 3.5.


Figure 3.5 Experimental results of the beam profile. (a) Illustration of the measurement setup. (b) Changes of the beam profile at various distances for the circular cylindrical mirror and the parabolic cylindrical mirror, respectively. (c) and (d) are the comparison of the FWHM of the beam profile in the x and y directions, respectively.

### 3.2.4 Characterization of the transurethral illumination probe

To redirect the light exiting in the forward direction of the fiber to the side direction, a 45 degrees end mirror is added to the distal end of the parabolic cylindrical mirror. The 45 degrees end mirror reflects the residual forward propagating light to the side, which enhances the output energy in the side illumination. Figure 3.6(a) and (b) show the 2D beam intensity distribution with and without the end mirror, respectively, at the screen distance of 5 mm . Figure 3.6(c) and (d) compare the 1D intensity profile in the X and Y direction, respectively. The 1D profiles are extracted from Figure 3.6(a) and (b) at the corresponding positions marked by the white arrows. Since the end mirror strengthens the light intensity at one end by reflecting the light from the fiber tip, Figure 3.6(d) shows a slight non-uniform density distribution where the end mirror is added. In Figure 3.6(c), the central beam profile with the end mirror looks similar with the profile without the end mirror
in the x direction. The enhancement of output energy from the illumination probe is also measured by a large area detection sensor (J-50MB-YAG, Coherent, CA, United States). For example, without the end mirror, the pulse energy in the side illumination is measured to be $21 \mathrm{~mJ} / \mathrm{pulse}$. With the end mirror, the output energy is improved to $28 \mathrm{~mJ} / \mathrm{pulse}$, which represents a $33 \%$ increase. From the beam intensity distribution, the illumination area at $1 / e^{2}$ intensity is found to be around $4 \mathrm{~cm}^{2}$ at 5 mm distance that is assumed to be the closest distance from the fiber to the tissue surface. In the following experiments, this measured beam area will be used to calculate the fluence on the laser-tissue contact surface by using the measured pulsed energy divided by the area. Due to some laser power fluctuation, the fluence value may vary accordingly.


Figure 3.6 Beam profile from the parabolic cylindrical mirror with and without the $45^{\circ}$ end mirror. (a) 2D beam profile without the end mirror (b) 2D beam profile with the end mirror (c) 1D beam profile along x axis. (d) 1D beam profile along y axis. White arrows indicate the positions where the 1D profiles are extracted.

### 3.3 PAT imaging experimental results

### 3.3.1 Experimental setup

The PAT system consists a Q-switched Nd:YAG laser (Surelite OPO Plus, SLIII-10, Amplitude, San Jose, United States) and a medical ultrasound system (Ultrasonix MDP, Analogic, Richmond, Canada) [32]. The laser generates 3-5 ns laser pulses at a 10 Hz repetition rate and 532 nm wavelength. The Nd:YAG laser pumps an optical parametric oscillator (OPO) which can output light from 675 to 2500 nm . To couple the laser output into a fiber, a beam homogenizer is applied to reduce the peak power on the fiber tip surface. With this scheme, up to $50 \mathrm{~mJ} /$ pulse energy can be coupled into a $1000-\mu \mathrm{m}$-core-diameter fiber. For receiving the PA signal, a $5-14 \mathrm{MHz}$ linear transducer array with 38 mm width (L14-5/38, Analogic, Richmond, Canada) is used for general experiment and a 5-9 MHz TRUS transducer with 55 mm width (Analogic, Richmond, Canada) is used for experiment on the prostate mimicking phantom. The received signal is amplified and digitized by a data acquisition system (SonixDAQ, Analogic, Richmond, Canada). PAT images are reconstructed by delay and sum [41].

To characterize the maximum optical power that can be coupled into a $1000-\mu \mathrm{m}$-corediameter fiber, the output from a cleaved fiber without the processing of diffusion tip is measured, and a $50 \mathrm{~mJ} /$ pulse energy is obtained. To characterize the optical power that is delivered by the diffusing fiber, the optical power from the side illumination beam and the residual forward emitted beam are measured and summed together, and a total power of $28 \mathrm{~mJ} /$ pulse is obtained. Several reasons may cause the power measured from the diffusing fiber to be lower than the unprocessed fiber. The laser coupling into the diffusing fiber may not be optimal because the power is maximized for the residual forward emitted beam, where it may not be the maximum for the side illumination beam simultaneously. Since the light emitted from the diffusing fiber is diffusing over
a wide area, the power meter may not capture all the emitted power in all directions. Assuming all the $50 \mathrm{~mJ} / \mathrm{pulse}$ can be delivered by the diffusing fiber, the fluence on the laser-tissue contact surface would be $13 \mathrm{~mJ} / \mathrm{cm}^{2}$, which is still below the safety limit.

### 3.3.2 Human hairs inside chicken breast tissue

The transurethral illumination probe is tested by imaging human hairs embedded in chicken breast tissue. The illumination probe and the transducer are positioned face-to-face with a separation of approximately 6 cm . The fluence on the laser tissue contact surface is around $8.5 \mathrm{~mJ} / \mathrm{cm}^{2}$. The reconstructed PAT image of human hair is shown in Figure 3.7(a). The hair can be visualized as deep as 3 cm away from the illumination probe. Laterally, a region with 3 cm width can be detected thanks to the long length of the diffusing fiber. In Figure 3.7(a), some strong PA signals are observed near the probe surface which could be artifacts. The artifacts could be due to reverberation of PA signals or strong laser fluence near the probe. The comparatively strong local fluence near the probe surface could generate stronger PA signal from any absorbers in that region [25]. Higher fluence rate leads to higher SNR, but also generates strong artifacts near the illumination probe. Instead of masking out this artifact as reported [23], an attenuation compensation method is applied to reduce this artifact [104].

In tissue, light intensity attenuates exponentially due to scattering and absorption. Thus, the fluence can be considered to attenuate exponentially, which can be described as [105],

$$
\begin{equation*}
I(z) \propto I_{0} e^{-\mu_{e f} z^{z}} \tag{3.6}
\end{equation*}
$$

where $\mu_{e f f}$ is the effective attenuation coefficient of the turbid medium and $I_{0}$ is the fluence of the incident beam. The effective attenuation is an approximation for biological tissue when the absorption is dominated by scattering and is given as [106],

$$
\begin{equation*}
\mu_{e f f}=\sqrt{3 \mu_{a}\left(\mu_{a}+\mu_{s}^{\prime}\right)} \tag{3.7}
\end{equation*}
$$

where $\mu_{a}$ is the absorption coefficient and $\mu_{s}^{\prime}$ is the reduced scattering coefficient. To compensate the depth dependent signal, drop due to reduced fluence at deeper penetration depth, an attenuation compensation factor $e^{\mu_{f f} z}$ can be multiplied with the received PA signal. In our study, the effective attenuation coefficient of $0.9 \mathrm{~cm}^{-1}$ at 650 nm in chicken breast tissue is used according to literature reports [107]. Figure 3.7(b) shows the reconstructed PAT image after applying the attenuation compensation. The artifact near the illumination probe is effectively removed. Moreover, the contrast for the structures further away from the light source is greatly enhanced. A hair located 4.5 cm away from the illumination probe can be visualized, indicating good penetration depth of the PAT system.


Figure 3.7 PAT images of human hair embedded in chicken breast tissue. (a) Without attenuation compensation. (b) With attenuation compensation.

### 3.3.3 Prostate mimicking phantom

To evaluate the potential of the PAT system for prostate imaging, a tissue-mimicking prostate phantom was developed and imaged. The phantom was constructed to contain the specific absorption and scattering coefficients of prostate tissue close to the reported value of human prostate [108-110]. Several studies have characterized the optical properties of human prostate at various wavelengths. Zhu et al. measured the reduced scattering coefficient to be $11.8 \pm 8.2 \mathrm{~cm}^{-1}$
(range from 1.1 to $44 \mathrm{~cm}^{-1}$ ) and the absorption coefficient to be $0.4 \pm 0.2 \mathrm{~cm}^{-1}$ at 732 nm wavelength from 13 patients [108]. Weersink et al. measured the reduced scattering coefficient to be $3.4 \pm 1.6 \mathrm{~cm}^{-1}$ and the absorption coefficient to be $0.4 \pm 0.2 \mathrm{~cm}^{-1}$ at 762 nm wavelength from 22 patients [109]. Svensson et al. reported the reduced scattering coefficient to be $8.7 \pm 1.9 \mathrm{~cm}^{-1}$ and the absorption coefficient to be $0.5 \pm 0.1 \mathrm{~cm}^{-1}$ at 660 nm wavelength from 9 patients [110]. Thus, there seem to have a wide range and large standard deviation due to the difference among patients and the selection of measurement locations.

Our phantom recipe includes 0.3 g agar powder, 0.3 g aluminum oxide, and 0.02 ml methylene blue in every 10 ml water. Using the inverse adding-doubling method [111], the reduced scattering coefficient and the absorption coefficient are measured to be $2.8 \mathrm{~cm}^{-1}$ and $0.2 \mathrm{~cm}^{-1}$, respectively. The effective attenuation coefficient and the penetration depth for 1/e decay can be calculated to be $1.34 \mathrm{~cm}^{-1}$ and 0.75 cm [110]. Compared with the values in literature, the coefficients obtained by our recipe are within the range but on the lower end. This phantom will provide a reasonable estimation of the performance of the probe in prostate tissue. The actual penetration for in vivo imaging of prostate will be patient dependent.

Two tube-shaped channels are created in the phantom to mimic the rectum and urethra as shown in Figure 3.8(a). Between the two channels, four rows of pencil leads are placed in the middle as shown in Figure 3.8(b). In imaging, the TRUS probe and illumination probe are inserted in the mimicking rectum and urethra channels. The fluence on the phantom is around $10 \mathrm{~mJ} / \mathrm{cm}^{2}$. The PAT image is shown in Figure 3.8(c), where two rows of pencil leads closer to the light source can be detected. At larger depth, the fluence is largely attenuated and the SNR is very low. After applying the attenuation compensation, all the four rows of pencil leads can be clearly seen as shown in Figure 3.8(d), indicting an optical penetration of $\sim 3.5 \mathrm{~cm}$.

While the reflection mirror design can increase the fluence, the current transurethral illumination probe provides only one-side illumination at each laser shot. To image the structures on both sides of the probe, the transurethral illumination probe can be rotated by $180^{\circ}$ to illuminate the other side sequentially. This is tested on a prostate mimicking phantom with inserted human hairs. In the experiment, the position of the TRUS probe is fixed. By rotating the illumination probe at $0^{\circ}$ and $180^{\circ}$ respectively in the phantom, a forward and a backward illumination is sequentially applied to image the structures on both sides. Figure 3.9 (a) and (b) show the human hairs obtained by forward and backward illumination, respectively. The hair can be resolved with better resolution in Figure 3.9(a) than in (b) because the objects are closer to the transducer in the forward illumination. Figure 3.9(c) shows the combined image from both the forward and backward illumination, which is similar to the case as if the fiber probe illuminates at $360^{\circ}$.


Figure 3.8 PAT imaging of prostate mimicking phantom. (a) Photograph of the phantom where two tube shaped cavities indicate the location of rectum and urethra. (b) Experimental setup. (c) and (d) are the PAT images of the pencil leads embedded in the phantom without, and with attenuation compensation, respectively.


Figure 3.9 PAT images of hair embedded in the prostate mimicking phantom. (a) Forward illumination where the illumination probe faces the TRUS probe. (b) Backward illumination where the illumination probe faces the opposite side of the TRUS probe. (c) Result combining (a) and (b).

For imaging the prostate, the fiber probe together with the cystoscope sheath can be inserted through urethra. The direction of the illumination beam can be controlled by rotating the cystoscope sheath to illuminate the different regions around the prostate. For 2D imaging, two rotation angles for a forward and a backward illumination will be sufficient. For 3D imaging, 3-4 rotation angles of the probe may be required in order to cover the full volume of the prostate. For receiving the PA signal, a scheme to image prostate in 3D by using a da Vinci robot to control the scanning of a linear transducer has been reported [112].

### 3.4 Discussion

Compared to the transurethral illumination probe reported by Bell et al. [23], our design makes several major improvements towards translating the technology for in vivo imaging. A high energy of up to $50 \mathrm{~mJ} / \mathrm{pulse}$ is coupled into a $1000-\mu \mathrm{m}$-core-diameter fiber. The high energy pulse ensures that high SNR and deep penetration can be achieved with this probe in PAT imaging. Furthermore, the laser safety limit is addressed by providing a large illumination area and controlling the fluence on the laser-tissue contact surface to below the MPE requirement. The large illumination area is achieved by processing the fiber tip to create diffusing fiber over a few centimeters length. Thus, most of the light can be diffused to the side illumination direction. A parabolic cylindrical mirror
reshapes the beam to one side of the probe for controlling the fluence and illumination pattern. Therefore, both high fluence and laser safety limit are addressed, which can potentially translate PAT for in vivo prostate imaging in the future.

There are several improvements that can be considered in the future to make the probe more suitable for prostate imaging in the clinic. Prostate cancer is most commonly found in elderly men, who usually have enlarged prostate caused by benign prostatic hyperplasia [100, 101]. Collins et al. reported that the mean volume of prostate increased from 25 ml for the $40-49$ age group, to 40 ml for the 70-79 age group in a study of 472 patients [100]. Eri et al. reported the mean anterioposterior, transverse, and cephalocaudal prostate diameters to be $3.5,5.3$, and 4.9 cm , respectively, in a patient group with average age of 70 [101]. In order to image the entire prostate in elderly patient, a pullback approach of the fiber probe can be applied, or the length of the diffusing fiber can be increased to 5 cm directly. Fabricating a 5 cm diffusing fiber is straightforward by applying the process described in Section 3.1.2 over a longer section of fiber. The method of using etching cream to fabricate the diffusing fiber is not limited on the fiber length. The etched fiber is only slightly reduced in its diameter and the strength of the fiber is maintained.

The optical properties of prostate tissue have been measured by several groups. However, the reported values for the absorption coefficient and reduced scattering coefficient vary significantly. The reduced scattering coefficient applied to our mimicking phantom is towards the lower end of the reported values. Therefore, in real prostate tissue, the penetration depth may be lower. Higher optical power could be used to increase the penetration depth. As our current measurement is done at $10 \mathrm{~mJ} / \mathrm{cm}^{2}$, there is still space to increase the fluence within the safety limit to achieve deeper penetration for imaging the whole prostate.

In the prototype, the probe is inserted in a cystoscope sheath of 25 Fr . For standard diagnostic cystoscopy, 21-22 Fr rigid cystoscope is most frequently used. Intravenous sedation or regional anesthesia is required when rigid cystoscopy is applied. Larger diameter rigid cystoscopy only occurs in some particular cases which requires general anesthesia [113]. To reduce the probe diameter to 21-22 Fr, the 1000- $\mu \mathrm{m}$-core-diameter fiber can still be used but the size of the parabolic cylindrical mirror needs to be reduced. This will decrease the beam size and result in higher fluence. To keep the fluence below the MPE requirement, the length of the diffusing fiber can be increased to illuminate over a longer beam pattern.

The current beam profile is not completely uniform, especially near the tip of the fiber probe where the end mirror reflects the forward emitted light to side illumination. Non-uniform beam pattern could limit the maximum energy that can be delivered to the tissue in order to satisfy MPE requirement everywhere. To reduce the power emitted from the forward direction and to increase the uniformity of the illumination pattern, the length of the diffusing fiber can be increased, where a larger fraction of the light will be diffused to the side illumination and only a smaller fraction will emit from the forward direction of the fiber. A rough reflection surface on the distal end mirror can be processed to create diffuse reflection which can further improve the beam uniformity.

The fiber probe is housed in a rigid cystoscope sheath which protects and provides support to the fiber. During insertion of the cystoscope in urethra, urine can flow in the device. Although urine will not likely affect the optical property of the probe, the probe will be in direct contact with urine. Future improvement on the probe can be achieved by adding a quartz tube to protect the diffusing fiber. Similar designs have been reported by Bell et al. in their transurethral illumination catheter [23] and by Li et al. in their internal illumination PAT [114]. Adding a quartz tubing will
isolate the fiber from direct contact with the tissue, which can protect the fiber from breaking. Furthermore, it will make sterilization of the probe easier and make it possible to reuse the probe after each operation.

With the improved probe, PAT imaging of prostate cancer will be carried out in the future. PAT imaging will be used to detect the neurovasculature bundles and microvessel structures in prostate. Detecting the extension and proximity to critical structures such as the neurovascular bundles during radical prostatectomy is critical for ensuring surgical outcomes and maintaining normal organ functions. Detecting and quantifying the microvessel structures can potentially differentiate prostate cancer from normal tissues.

Previously, the functional US and MRI techniques for quantifying MVD have shown limitations due to low sensitivity and difficulty in discriminating cancer from high vascularized benign prostate hyperplasia [100, 101]. Rubin et al. assessed MVD in one hundred radical prostatectomy specimens by comparing pathologic result with intra-observer MVD counting result [115]. The study found that MVD was not associated with Gleanson sum, tumor stage, surgical margin status or seminal vesicle invasion. In a study by Mucci et al. [116], the histopathologic measure of MVD on serial sections of the prostatectomy from 572 patients diagnosed with prostate cancer showed that MVD was not linked to cancer-specific mortality. Instead, the vascular size and irregularity was found to be strong predictors of the fatal disease.

With its high sensitivity, PAT could provide more information about the microvessel structures. Horiguchi et al. analyzed the correlation of PA signal intensity with the MVD, total vascular area (TVA) and total vascular length (TVL) measured by histopathology in three prostate cancer patients [24]. The histological examination showed that TVA and TVL were larger and longer in the peritumoral area of the tumor than in the index tumor. The areas with high PA
intensity correlated well with regions with greater TVA and TVL. High PA intensity correlated with high MVD region in one patient. Furthermore, other quantitative analysis can also be carried out based on the radio frequency (RF) spectrum of PA signal because the PA signal frequency is sensitive to the size of the absorbers. Sinha et al. and Huang et al. have demonstrated the feasibility of identifying the absorber size by analyzing PA signal in frequency domain [117, 118]. Evaluation of PA signal in frequency domain might show useful information about the size of microvessels. Therefore, PAT has great potential in improving prostate cancer imaging by detecting and analyzing multiple characteristics of the microvessels, including MVD, area and length of microvascular structure, and the size of microvessels.

### 3.5 Summary

A transurethral illumination probe was designed for PAT imaging of prostate. The probe contains a radial illuminating diffusing fiber over 2 cm length. The radial illumination is reflected and reshaped by a parabolic cylindrical mirror to obtain near parallel side illumination with doubled fluence. The fiber assembly is inserted into a 25 Fr cystoscope sheath to provide protection of the fiber and a minimal laser-tissue contact distance of 5 mm . Due to the unique design of the illumination probe, a $4 \mathrm{~cm}^{2}$ laser-tissue contact surface is provided and the fluence is controlled to be below the American National Standards Institute (ANSI) limit. The illumination probe was evaluated using tissue phantoms and prostate mimicking phantoms. A 3.5 cm penetration depth in the prostate mimicking phantom was demonstrated using $10 \mathrm{~mJ} / \mathrm{cm}^{2}$ fluence at 700 nm wavelength. An approach of acquiring PAT image from both sides of the probe was also demonstrated by rotating the illumination probe at $0^{\circ}$ and $180^{\circ}$ for a forward and a backward illumination, respectively. The deep penetration ability makes PAT of the prostate with transurethral
illumination feasible. This technique can potentially be used for PCa detection and image-guided targeted biopsy.

## Chapter 4: Variance-reduced stochastic gradient descent algorithm for

## photoacoustic image reconstruction

### 4.1 Introduction

As described in previous chapters, PAT achieves deep optical penetration and high ultrasound resolution, which brings plenty of potential applications in biomedical imaging [8, 9, 22-26, 58, 59]. Since PAT is based on the detection of acoustic wave, its imaging reconstruction is realized by collecting the acoustic signal through transducers with various detection geometries. Based on the spatial distribution of the transducers, the detection geometry can be categorized as full-view detection and limited-view detection. In full-view detection, the transducers are placed or scanned completely around the object. In 2D, full-view detection can be obtained by using a full-ring transducer array [119], circularly scanning the transducers [30, 120] or rotating the sample [121]. In 3D, the transducers should be placed or scanned around a complete sphere which is nonpractical due to the inhomogeneous complex structure of biological organs. On the other hand, the limited-view detection is very common in PAT applications, e.g. breast imaging with a semispherical transducers array for detection [26]. Current customized full-ring or arc-shaped transducers collects data with relatively large detection angles for the reconstruction, but each of them focuses on one specific application because the dimension of the array relates to the size of the sample. Meanwhile commercial linear array transducers are commonly used in clinical ultrasound imaging and widely studied in PAT [31, 112, 121]. Linear array transducers suffer from limited view problem. To overcome the limited-view problem, various methods have been proposed to increase the detection angle [ $31,112,122$ ]. Our group demonstrated a method by using two linear array transducers to improve the detection view in 2D [31]. Images obtained from the two transducers can be merged by the registration and calibration of the transducers' positions.

Meanwhile, Moradi et al. presented a 3D imaging approach by using a linear pick-up transducer array scanned on a cylindrical surface by a robotic arm [112, 122], which also improved the image quality by enlarging the detection view.

Other than the setup of the transducers, reconstruction algorithm also determines the image quality of PAT. Exact reconstruction algorithm is only possible when the detection surface is enclosed or infinitely unbounded [41, 123-126]. For the linear array transducer, many approximate algorithms are performed in either time domain or frequency domain [127-129] based on an analytical model. As one of the most simple back-projection algorithms, delay-and-sum (DAS) uses each detection position as the center to project the measured PA signal back to the image space as spherical shells and then add them together [130]. Even though the approximate analytical reconstruction algorithms are known for their ease of implementation and low computation cost, artifacts are significant when the detection view is limited, due to insufficient measurements and noise.

Without using an explicit priori reconstruction model, deep learning is an emerging technique using artificial neural network to represent nonlinear input-to-output mapping based on the training data [131-133]. Antholzer et al. demonstrated the feasibility of applying deep learning for PAT. Their simulation results showed that the deep learning method achieved equivalent image quality as iterative method but with less computational time [131]. However, in their study the PAT images were required to share similarity with the training data used to adjust the convolutional neural network. Deng et al. applied two deep-learning-based methods, U-net and base model method, to improve the image quality under limited-view detection, and they showed effective suppression of artifacts [132]. Recently, Liu et al. presented a dictionary learning
reconstruction for PAT. Their results showed a potential to use fewer transducers to achieve equivalent imaging quality [133].

Iterative reconstruction methods, on the other hand, relies on an accurate forward PA propagation model and the prior knowledge of the reconstructed PA image, such as sparsity [134142]. Several sparsity representations have been used in reconstruction models such as total variation (TV), Fourier and Wavelet transformation. Compressed sensing is a model-based technique that incorporates sparsity to improve the reconstruction from insufficient measurement. Provost et al. proposed a reconstruction based on compressed sensing for PAT with circular array transducer [134]. Lin et al. implemented the method to linear array transducer for synthetic aperture PAT and reduced the number of measurements [135]. Guo et al. demonstrated compressed sensing-based PAT to image rat brain in vivo and their result showed the effectiveness in reducing artifacts with under sampling [136].

At the expense of reconstruction time, iteration improves the image quality and reduces artifacts. The core of an iterative reconstruction algorithm is to minimize a cost function that usually contains two terms, a misfit term and a regularization term. The misfit term is based on the least-squares error between the projected PA data and the measured PA data. In general, the regularization parameter is a TV term which can prevent over-fitting issue, make the images smooth, and enhance the robustness of the algorithm [138-141]. For minimizing the cost function, full gradient descent (FGD) algorithm computes the full gradient of the cost function by taking the full projection matrix into consideration. However, the computational burden would be huge when the size of the PA data or the image size is large. Paltauf et al. used FGD on relatively small size of simulation and experimental PA data [137]. Since they did not apply a regularization term in the cost function, their method was affected by the insufficient and noisy PA data. Stochastic
gradient descent (SGD) algorithm randomly chooses a smaller size of sub-matrix of the projection matrix to compute the gradient and therefore can significantly reduce the computational burden. Zhang et al. used SGD algorithm on PAT where the sub-matrix was selected sequentially from each detection view [138]. Although the SGD algorithm is less costly, the convergence rate of SGD is very poor because the gradient decent direction computed from the sub-matrix in SGD has large variance from that computed from the full matrix in FGD [143]. In order to reduce the effect of the large variance, one approach is to gradually decrease the step size of the gradient decent algorithm [137]. However, this approach requires a careful tuning of the step size and it can only achieve a sub-linear convergence rate. In recent years, variance-reduced stochastic gradient descent (VR-SGD) algorithms have been developed so as to achieve a faster convergence rate by reducing the variance between the stochastic gradient direction and the full gradient direction. VRSGD algorithms have been applied to various problems, such as machine learning and computed tomography (CT) image reconstruction, and have been shown to have much faster convergence than the SGD schemes [144]. To the best of our knowledge, VR-SGD has not been applied to PAT. In this chapter, VR-SGD is applied to the iterative reconstruction algorithm for PAT. Simulations based on different detection geometries of linear array transducers are conducted. Also, the effect of the number of transducer elements is discussed. Experimental data obtained by single linear array transducer and two combined linear array transducers are reconstructed by the proposed algorithm.

### 4.2 Method

### 4.2.1 PAT imaging model

In order to apply the iterative PAT image reconstruction method, a discrete model which describes the relationship between the measured PA signal and the optical absorption distribution map needs
to be built. The model discussed in this chapter focuses on 2D plane. In response to an optical absorption, the pressure $p(\boldsymbol{r}, t)$ at position $\boldsymbol{r}$ and time $t$ obeys the following wave equation [27],

$$
\begin{equation*}
\nabla^{2} p(\boldsymbol{r}, t)-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} p(\boldsymbol{r}, t)=-\frac{\beta}{C_{p}} \frac{\partial}{\partial t} H(\boldsymbol{r}, t) \tag{4.1}
\end{equation*}
$$

where $\beta$ is the isobaric volume expansion coefficient, $C_{p}$ is the specific heat and $c$ is the speed of sound. $H(\boldsymbol{r}, t)$ is a heating function which is the product of the spatial absorption $A(\boldsymbol{r})$ and a temporal illumination function which can be regarded as an infinitely short pulse $\delta(t)$. Eq. (4.1) can be solved by using the time-retarded solution as,

$$
\begin{equation*}
\mathrm{p}(\boldsymbol{r}, t)=\frac{\beta}{4 \pi C_{p}} \frac{d}{d t} \oint_{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|=c t} A\left(\boldsymbol{r}^{\prime}\right) d \boldsymbol{r}^{\prime} \tag{4.2}
\end{equation*}
$$

By acting $t \int_{0}^{t} d t^{\prime}$ on both sides of Eq (4.2), an integrated data function $g(\boldsymbol{r}, t)$ is obtained as[145],

$$
\begin{equation*}
\mathrm{g}(\boldsymbol{r}, t)=t \int_{0}^{t} p\left(\boldsymbol{r}, t^{\prime}\right) d t^{\prime}=\frac{\beta}{4 \pi C_{p}} \frac{d}{d t} \oint_{|\boldsymbol{r}-\boldsymbol{r},|=c t} A\left(\boldsymbol{r}^{\prime}\right) d \boldsymbol{r}^{\prime} \tag{4.3}
\end{equation*}
$$

which represents a scaled acoustic velocity potential [146]. The function $g(r, t)$ is treated as a measurable and known function since it can be derived from $p(\boldsymbol{r}, t)$ and vice versa. Based on the relation between the integrated data function and the optical absorption distribution, a forward propagation operator can be obtained.

Next, the optical absorption map will be described as $x(\boldsymbol{r})$. It can be discretized into a $m \times n 2 \mathrm{D}$ matrix, which refers to m rows and n columns. It is then lexicographically reshaped into a one-dimensional (1D) vector by arranging each column head-to-tail sequentially, leading to a 1D matrix representation $X$ which has the size of $m n \times 1$. A linear array transducer has $Q$ elements
and the length of the discrete signal for each transducer channel is $T$. For each single transducer element, the discrete version of the model in Eq. (4.3) can be expressed as [138],

$$
\begin{equation*}
G_{i}=A_{i} X, i \in[1, Q] \tag{4.4}
\end{equation*}
$$

where $G_{i}$ represents the measured data by the ith transducer element. The projection matrix $A_{i}$ has the size of $T \times m n$ and can be built as [138],

$$
\begin{equation*}
A_{i}(j, k)=\max \{1-|d /(c \Delta t)-j|, 0\} \cdot \mathrm{D}(i, k), j \in[1, T], \tag{4.5}
\end{equation*}
$$

where $d$ is the distance from the kth pixel on the object $X$ to the ith transducer element, and $\Delta t$ is the time step which equals to the reciprocal of the sampling rate. $D(i, k)$ is the directivity weighting factor based on the relative position between the kth pixel and the ith transducer element. Hence the full projection map $X \mapsto G$ can be expressed as,

$$
\begin{equation*}
G=A X \tag{4.6}
\end{equation*}
$$

where the forward projection operator $A$ can be written as,

$$
A=\left[\begin{array}{llll}
A_{1} & A_{2} & \ldots & A_{Q} \tag{4.7}
\end{array}\right]^{T},
$$

The full size of the operator is $T Q \times m n$. The size of the operator depends on the size of the image, the number of transducer elements and the sampling rate. Even for an image with $32 \times 32$ pixels, the size of the operator can be over thousand by thousand.

### 4.2.2 Variance-reduced stochastic gradient descent method for solving the cost function

In the presence of noise, image reconstruction problem with given $G$ refers to solve a leastsquares cost function [147, 148],

$$
\begin{equation*}
J(X)=\frac{1}{2}\|A X-G\|_{2}^{2}+\lambda T V(X) \tag{4.8}
\end{equation*}
$$

where $\|\cdot\|_{2}$ is the entry-wise L2-norm. The existence of the TV term is a means of regularization to avoid over-fitting and $\lambda$ is the corresponding tuning parameter. Based on the knowledge of the sparsity of the object, the gradient matrix of the optical absorption map is supposed to be sparse. Thus, the total variation of the object can be used as the regularization term in PAT image reconstruction. The calculation of the total variation can be described as,

$$
\begin{equation*}
T V(X)=\sum_{i=2}^{m} \sum_{j=2}^{n} \sqrt{\left(X_{i, j}-X_{i-1, j}\right)^{2}+\left(X_{i, j}-X_{i, j-1}\right)^{2}}, \tag{4.9}
\end{equation*}
$$

where $X_{i, j}$ refers to the pixel belonging to the ith row and jth column in the 2D image plane. The solution of the estimated object $X^{*}$ can be denoted as,

$$
\begin{equation*}
X^{*}=\underset{X}{\arg \min }\left\{\frac{1}{2}\|A X-G\|_{2}^{2}+\lambda T V(X)\right\} . \tag{4.10}
\end{equation*}
$$

To find the solution, the FGD algorithm calculates the full gradient of the cost function and gradually updates the value of estimated object along the negative full gradient direction. Although the updating speed can be slightly adjusted by changing the step size, the calculation of the full gradient for the cost function, especially the forward projection operator $A$, takes a long time. In each loop of iteration, the multiplication of $A$ and its transpose has to be performed which is time consuming. On the other hand, the SGD algorithm replaces $A$ by its sub-matrix $A_{i}$ in the cost function for each loop of iteration. As the size of $A_{i}$ is much smaller than the size of $A$, the computational time for each iteration is reduced. However, the variance between the gradient of the sub-matrix and the full gradient could be high [143], which reduces the convergence speed even though with a faster updating rate.

In order to balance the tradeoff between convergence rate and updating speed, a VR-SGD algorithm for PAT image reconstruction is proposed as shown in Algorithm 1. The main idea of
the proposed algorithm is to keep the direction of full gradient during the iteration and a fast updating speed simultaneously. To achieve this goal, the full gradient $\nabla J(\tilde{X})$ is updated in the outer loop after Q iterations of the inner loop. By reducing the frequency of computing the full gradient, the updating speed is enhanced. Meanwhile, it also guarantees the updating direction to be consistent with the negative direction of the full gradient without significant deviation. The iteration of the inner loop is to use the knowledge of the full gradient $\nabla J(\tilde{X})$ and the difference between the gradient of the currently estimated $X_{j}^{k}$ and the recent updated $\tilde{X}$ from the outer loop to build the updating direction which can be expressed as,

$$
\begin{equation*}
d=\frac{1}{M} \sum_{i \in S_{k}} A_{i}^{T} A_{i}\left(X_{j}^{k}-\tilde{X}\right)+\nabla J(\tilde{X}) \tag{4.11}
\end{equation*}
$$

Unlike the updating described in SGD which only uses the information of a single sub-matrix, $M$ sub-matrixes are chosen as a selected set $S_{k}$ of size $M$ to calculate the descent direction. When $M$ is larger than 1 , the method can reduce the variance of the update direction without calculating the full gradient. The sub-matrixes are chosen based on the probability proportional to their Lipschitz constant, which proves to reach a better convergence [144, 149]. For each sub-matrix $A_{i}$, its Lipschitz constant is defined as the largest eigenvalue of $A_{i}^{T} A_{i}$. When the direction is provided, the new estimated object in the inner loop can be calculated by using a proximal operator which minimizes the total variation of the updating object. As the result obtained by the iteration gradually converges, the updating step size is also decayed exponentially by $a$ after each loop of outer iteration. With a given initial step size $\alpha$ and decay constant $a$, the updating process can be expressed as [150, 151],

$$
\begin{equation*}
X_{j}^{k}=\operatorname{prox}_{\lambda T V}\left(X_{j}^{k-1}-\alpha_{j} d\right) \tag{4.12}
\end{equation*}
$$

where $\operatorname{prox}_{\lambda T V}$ denotes the proximal operator used to solve the differentiation of the TV term. $X_{j}^{k-1}$ is the updated image after j th time of the outer iteration and $(k-1)$ th time of the inner iteration. $X_{j}^{k}$ is the one updated based on $X_{j}^{k-1}$ in the inner iteration, respectively. The updating step size $\alpha_{j}$ in each outer loop of iteration is related to the initial step size following $\alpha_{j}=a^{j-1} \alpha$. As the initial state of the iteration affects the whole optimization process, either zero matrix or the reconstructed image by DAS can be used. Since the value from the reconstructed result by DAS is closer to the optical absorption map than the zero matrix, it is chosen as the initial input to the iteration algorithm in the numerical simulations.

## Algorithm1: VR-SGD algorithm



### 4.3 Numerical simulation

To verify the proposed algorithm, simulation on several 2D detection geometries are conducted, including linear array, parallel-shape, L-shape and square-shape detections. The transducer configurations are shown in Figure 4.1. In each configuration, the total number of transducers is equivalent. In the linear array detection as shown in Figure 4.1(a), all the $N$ number of transducers are placed in one linear array. In the parallel-shape detection as shown in Figure 4.1(b), the depicted transducers are placed in two parallel lines where each side has $N / 2$ number of transducers. In the L-shape detection as shown in Figure 4.1(c), two lines of transducers are placed in the perpendicular direction where each side has $N / 2$ number of transducers. The L-shape detection can increase the detection view than a linear array detection [31]. In square-shape detection as shown in Figure 4.1(d), the transducers are placed to enclose the region of the sample by forming a square-shape detection where each side has $N / 4$ number of transducers.

The main parameters used in the simulation are listed in Table 4.1. The physical size of the image is set to be $38 \mathrm{~mm} \times 38 \mathrm{~mm}$ and the corresponding image pixel density is $128 \times 128$. For each phantom, the four configurations depicted in Figure 4.1 are applied. The sampling rate is 12 MHz and the total number of transducers $N$ is set to be $16,32,64$ and 128 respectively. In the simulation, 30 times of iteration is done for each case. The TV tuning parameter $\lambda$ is $1 \times 10^{-5}$, the batch size is 5 and the initial step size is 5 with a decay rate at 1.05 for each loop of outer iteration. All the simulations are carried out in Matlab R2018a (Mathworks, Natick, United States) on a laptop with 2.3 GHz Intel Core i5 CPU and 16 GB memory.


Figure 4.1 Imaging configuration by using various detection geometry with equivalent number of transducers. (a) Linear array detection. (b) Parallel-shape detection. (c) L-shape detection. (d) Square-shape detection.

Table 4.1 Parameter settings for the simulation of VR-SGD algorithm

| Parameter | Value |
| :---: | :---: |
| Size of the region | $38 \mathrm{~mm} \times 38 \mathrm{~mm}$ |
| Pixels | $128 \times 128$ |
| Speed of the sound | $1500 \mathrm{~m} / \mathrm{s}$ |
| Number of elements | $16,32,64,128^{*}$ |
| Sampling rate | 12 MHz |
| $\lambda$ (TV tuning parameter) | $1 \times 10^{-5}$ |
| M (batch size) | 5 |
| N (number of iteration) | 30 |
| $\alpha$ (initial step size) | 5 |
| Decaying constant $a$ | 1.05 |

[^0]A tree branch phantom as shown in Figure 4.2(a) is used to simulate blood vessels. In the simulation, the measured signal $G$ is simulated by using the projection matrix $A$ described in Eq. (4.6) in a 2D plane. A 10 dB noise relative to its maximum intensity is added to $G$. Figure 4.2(b) shows the reconstructed image by DAS for the square-shape detection with 128 elements. Here only the result in the square-shape detection is shown which has better image quality than the results obtained in the other configurations by DAS. Comparatively, Figure 4.3 shows the reconstruction results by the VR-SGD algorithm in different configurations. Figure 4.3(a)-(d) show the reconstructed images by the linear array configuration. Some features oriented perpendicularly to the transducers are missing or blurred. Moreover, the intensity distribution of the tree branch is not homogeneous since features located on the right half of the image are farther away from the transducer. Figure 4.3(e)-(h) show the reconstructed images by the parallel-shape detection. Compared to linear array, more features are distinguishable, and the intensity distribution looks more balanced in the parallel-shape detection. Figure 4.3(i)-(l) show the reconstructed images by the L-shape detection. Compared to the parallel-shape detection, L-shape detection benefits from a larger view angle. In Figure 4.3(1), almost all the artifacts caused by the limited-view issue have been removed after the iteration except for the region located to the bottom right where the sample is farther away from the transducers in both directions. At last, Figure 4.3(m)-(p) show the reconstructed images by the square-shape detection. The square-shape detection provides a full-view detection where the image reconstructed shows the best image quality when the total number of transducer elements are sufficient (e.g. $\geq 32$ ). Interestingly, when the total number of transducer elements are limited to 16 , the linear array actually performs slightly better due to the denser transducer array. In each detection configuration, when the number of transducer elements increases, the contrast of the reconstructed images gets higher and the artifacts
caused by the back-projection arcs are reduced. Compared with the image reconstructed by DAS with 128 transducer elements (shown in Figure 4.2(b)), the VR-SGD reconstructed images show much lower background, higher SNR, and significantly reduced artifacts.


Figure 4.2 The tree branch phantom and its reconstruction by DAS. (a) The tree branch phantom. The red arrows indicate the location and orientation of the line profile discussed in the following paragraph. (b) Reconstruction result by DAS in the square-shape configuration with 128 transducers.

In addition, the line profiles of the reconstructed image for each detection geometry with 128 transducer elements are plotted and compared with the initial pressure distribution in Figure 4.4. The location and orientation where the line profile is taken is indicated in Figure 4.2. Compared to DAS, VR-SGD can make the line profile sharper which means it can reconstruct higher resolution image. Moreover, image reconstructed by the iteration algorithm has lower background which leads to higher SNR. Especially, for the L-shape and square-shape detection geometries, the reconstructed background noise is significantly lower than the linear and parallelshape detections.


Figure 4.3 The tree branch phantom reconstruction results by VR-SGD algorithm. The first to forth rows refer to the image from the detection geometry by linear array (a-d), parallel-shape (e-h), L-shape (i-l) and Square-shape (m-p). From the first column to the fourth column, the image is reconstructed by 16, 32, 64 and 128 transducer elements correspondingly. The red lines at each row indicates the orientation of the transducers array in each configuration.


Figure 4.4 The line profiles of the reconstructed image. (a) The horizontal line profile indicated as line 1 in Figure 4.2(a). (b) The vertical line profile indicated as line 2 in Figure 4.2(a).

Since the tree branch phantom only provides line structures, a FORBILD head phantom is also simulated as a more complicated phantom [152]. Figure 4.5(a) shows the details of the FORBILD head phantom. The reconstructed image by DAS with 128 transducer elements in a square-shape detection is shown in Figure 4.5(b). The DAS reconstructed image has very low quality with missing details and a strong background. The reconstructed images by VR-SGD with the different detection geometries are displayed in Figure 4.6. Similar trend is also observed in the FORBILD head phantom. The linear array detection has the most artifacts and missing structures as shown in Figure 4.6(a)-(d). The parallel-shape detection shows more features and higher uniformity of signal than the linear array as shown in Figure 4.6(e)-(h). However, only features which have the same orientation as the transducers are well reconstructed, while some features
perpendicular to the transducers are still missing. In Figure 4.6(i)-(1), the L-shape detection performs reasonably well and can reconstruct most of the features. The square-shape detection performs the best. Compared with the tree branch phantom, a greater number of transducer elements are required in order to suppress the noise and artifacts as the structure of the phantom gets more complicated. Nevertheless, the images reconstructed by VR-SGD show much higher contrast than DAS in all of the four configurations.


Figure 4.5 The FORBILD head phantom and its reconstruction by DAS. (a) The FORBILD head phantom. The red arrows indicate the location and orientation of the line profile discussed in the following paragraph. Line 1 and 2 are horizontal line profiles and line 3 is a vertical line profile. (b) Reconstruction result by DAS in the square-shape configuration with 128 transducers.

The corresponding line profiles of the images presented in Figure 4.6 with 128 transducer elements are plotted and compared in Figure 4.7. Unlike the tree branch phantom, there are many continuous regions in the FORBILD head phantom. All the images obtained by VR-SGD show smoother and more accurate result than that by DAS. The edge of the boundary for each region is sharper when the square-shape or the L-shape detection is applied. Figure 4.7(a) shows the horizontal line profile in the top of the reconstructed images. Results obtained by the linear and the parallel-shape detection can resolve the features, but the value deviates from the true value of
the initial pressure. Comparatively, results obtained by the L-shape and square-shape detection match well with that of the initial pressure. Among the discussed detection geometries, the squareshape detection leads to the most precise result. The accuracy of the result given by the L-shape detection depends on the sample's location. In Figure 4.7(b), it shows the trend of a decreasing accuracy for the line profile given by the L-shape detection when the location is farther away from the transducer. The horizontal line profile obtained by the L-shape detection matches better with that of the initial pressure on the left side of the image due to the closer distance between the sample and the transducers. Similarly, the vertical line profile plotted in Figure 4.7(c) shows that the top part of the line profile provided by the L-shape detection is more precise than the bottom half as the transducers are placed on the top.

Furthermore, the convergence rate and the accuracy of the iteration algorithm is evaluated by comparing the root mean square error (RMSE), which is expressed as,

$$
\begin{equation*}
R M S E=\sqrt{\frac{1}{m n} \sum_{i=1}^{m} \sum_{j=1}^{n}[X(i, j)-R(i, j)]^{2}}, \tag{4.13}
\end{equation*}
$$

where $X$ and $R$ denotes the reconstructed and the actual optical absorption distribution, respectively. Figure 4.8(a) compares the RMSE of VR-SGD based PAT reconstruction for the FORBILD head phantom in the different detection geometries. The square-shape detection shows the smallest RMSE. The square-shape detection and the L-shape detection show a faster convergence than the other two detections. Moreover, the RMSE obtained by the L-shape detection is close to the RMSE obtained by the square-shaped detection in terms of the saturated value and convergence rate. Figure $4.8(b)$ compares the RMSE for the square-shape and the L-shape detection with various number of transducer elements in 30 iterations. The number of transducer elements also affects the convergence rate. As the number of elements increases, the RMSE
converges faster and saturates at a smaller value. Also, the difference of RMSE between the square-shape and the L-shape detection gets smaller when the number of elements increases.


Figure 4.6 The FORBILD head phantom reconstruction results by VR-SGD algorithm. The first to forth rows refer to the image from the detection geometry by linear array (a-d), parallel-shape (e-h), L-shape (i-l) and Square-shape (m-p). From the first column to the fourth column, the image is reconstructed by 16, 32, 64 and 128 transducer elements correspondingly. The red lines at each row indicates the orientation of the transducers array in each configuration.


Figure 4.7 The line profiles of the reconstructed image. (a) The first horizontal line profile indicated as line 1 in Figure 4.5(a). (b) The second horizontal line profile indicated as line 2 in Figure 4.5(a). (c) The vertical line profile indicated as line 3 in Figure 4.5(a).


Figure 4.8 RMSE of VR-SGD based PAT reconstruction for the FORBILD head phantom. (a) RMSE for the reconstruction in different detection geometry with 128 transducers. (b) RMSE for the reconstruction by the L-shape and the square-shape detection with different number of transducers.

Overall compared to DAS, the VR-SGD algorithm shows significant improvement in image quality for the PAT image reconstruction regardless of the detection geometry. The squareshape detection leads to the best reconstruction results among all the described detections due to its full-view geometry. Also, compared with the linear array detection, the parallel-shape and the L-shape detection both show improvement by providing information from another view. The Lshape detection is more advantageous than the parallel-shape detection because it covers more view angles than the latter one does. Although full-view detection is the ideal geometry for the PAT image reconstruction, it requires specialized and customized ring-shape transducers arrays which is not commonly available [153-155]. As linear array transducers are widely used in clinical ultrasound imaging, implementation based on linear array is more approachable and feasible in real applications. A single linear array has limitations in its performance. Two linear arrays in the parallel-shape geometry can also provide good image quality if the arrays are long enough and
cover most detection angles of the sample. The L-shape geometry is the optimum configuration with two linear arrays. We have developed an approach to calibrate the relative positions of two transducer arrays [31]. Thus, the positions of the two transducers in the L-shape detection do not need to be predetermined and can be adjusted to fit the geometry of the sample. The L-shape detection is considered as a good balance which increases the view angle and keeps its flexibility to be accessible to different sample geometries. Therefore, there is great potential to apply the Lshape configuration and VR-SGD algorithm for PAT reconstruction.

### 4.4 Experiments

The VR-SGD algorithm is further applied and verified by PAT experiment using a single or two linear array transducers. The details of the setup of the system can be found in our previous study [31, 32]. The system includes a laser source, an optical parametric oscillator (OPO), a data acquisition (DAQ) module, an ultrasound imaging system, and ultrasound linear array transducers. The laser is a Q-switched Nd:YAG laser (Surelite OPO Plus SLIII-10, Continuum, San Jose, United States). The laser wavelength can be tuned from 680 nm to 2500 nm by the OPO. The laser pulse width is 5 ns and the repetition rate is 10 Hz . Two identical linear array transducers are used and each of them has 128 channels with 7.2 MHz center frequency, minimum $70 \%$ fractional bandwidth (at -6 dB ), and 0.3 mm element pitch. The probes are connected to an ultrasound imaging system (SonixMDP, Analogic, Richmond, BC, Canada) through a DAQ module (SonixDAQ, Analogic, Richmond, BC, Canada). The DAQ module acquires and digitizes the prebeamformed radio-frequency signal from all the channels simultaneously at a sampling rate of 40 MHz and 12-bit resolution. For the experimental data, a normalized DAS reconstruction image or all zero-valued image is used as the initial state for VR-SGD. The acquired PA signal is normalized and processed by Hilbert transformation before performing VR-SGD algorithm. For the VR-SGD
algorithm, the batch size is 10 , the initial step size is 0.1 and $\lambda$ is set to be $1 \times 10^{-4}$ for reconstruction of all the experimental data.

### 4.4.1 PAT imaging by a single linear array transducer

VR-SGD is applied to PAT imaging with a single linear array transducer. Figure 4.9 shows the PAT images of a printed dots array detected by a single linear array transducer. A photograph of the phantom is shown in Figure 4.9(a). The diameter of the dots is 0.1 mm which can be treated as ideal point sources for PA imaging. The horizontal and vertical gap between two neighboring rows or columns is around 1 mm . The sample is in 2D plane and the laser illumination shines from the top of the sample plane. The single linear array transducer is aligned in the sample plane and detects PA signals from one side of the phantom.

The image reconstructed by DAS from the normalized PA signal $p(\boldsymbol{r}, t)$ is displayed in Figure 4.9(b). In the VR-SGD algorithm, the iteration is initialized by the image from DAS. During the iterations, the resulted image is forward projected and compared with $g(\boldsymbol{r}, t)$ which is the Hilbert transformation of $p(\boldsymbol{r}, t)$. The reconstructed image after 25 times of iteration by the VRSGD algorithm is shown in Figure 4.9(c). Comparing the images before and after applying the iteration algorithm, the image after iteration shows improved reconstruction with reduced artifacts and cleaner background. Most of the dots are reconstructed and the dots show smoother outline without noticeable artifacts. The circular shape is compressed in the direction perpendicular to the linear array transducers due to limited-view detection. Also, the background of the image is clearer which indicates higher SNR. On the other hand, the TV regularization suppresses some information which has relatively low intensity and small size. For applications that rely on this part of information for spectral analysis, the suppressing effect due to the TV regularization needs to be further investigated.


Figure 4.9 PAT images of printed dots array detected by single linear array transducer. (a) Photograph of the phantom. (b) Initial image by DAS based on $\boldsymbol{p}(\boldsymbol{r}, \boldsymbol{t})$. (c) Corresponding reconstruction result after VR-SGD for 25 times iteration.

Figure 4.10 shows the cost function versus the number of iterations for the data shown in Figure 4.9. The tuning parameter is selected as $\lambda=1 \times 10^{-4}$ or $\lambda=5 \times 10^{-4}$, and the step size is selected as $\alpha=0.025,0.05$, or 0.1 , respectively. There are 25 iterations for the outer loop and each outer loop includes 128 iterations of the inner loop. The initial image input obtained by DAS is given as the initial value at the beginning of each curve. To make the results comparable, the cost function is normalized as follows

$$
\begin{equation*}
J(X)=\frac{\frac{1}{2}\|A X-G\|_{2}^{2}+\lambda T V(X)}{\frac{1}{2}\|G\|_{2}^{2}} \tag{4.14}
\end{equation*}
$$

In Figure 4.10(a), a larger step size leads to a faster convergence of the misfit term. However, the step size needs to be restricted in an appropriate range to avoid diverging situations. In Figure 4.10(b), a larger $\lambda$ results in smaller TV value. Figure 4.10(c) shows the total value of the cost function which combines the misfit term and the multiplication of the TV value with the tuning factor $\lambda$. Since $\lambda$ is comparatively small, the value of the cost function is dominated by the
misfit term. In this result, the combination of $\lambda=1 \times 10^{-4}$ and $\alpha=0.1$ gives the fastest convergence. For other data sets, the selection of the parameters might vary.


Figure 4.10 Comparison of the cost function value versus the number of iterations under different tuning factors and step sizes. 0 iteration means the initial input by DAS (a) Value of the misfit term. (b) Value of the TV term. (c) Value of the total cost function. There are 25 times of outer iterations. For each loop of outer iteration, 128 times of inner iterations is processed.

Figure 4.11 shows the comparison of the convergence rate of FGD, SGD and VR-SGD algorithms, respectively. Figure 4.11(a) shows the convergence rate versus the number of times that the gradient updates. The number of times that the gradient updates equals to the number of iterations in FGD and SGD. In VR-SGD, there are an outer and an inner iteration loops, respectively. Thus, the number of times that the gradient updates equals to the product of the number of outer loops and the number of iterations processed due to the inner loops. For example, if 25 times of iteration has been run for the outer loop and each loop includes 128 times of update for the gradient of the submatrix, the number of times that the gradient updates is 3200 . Since FGD includes the gradient of the full projection matrix, its convergence rate is the fastest at the beginning. In contrast, SGD has a very poor convergence rate. The convergence rate of VR-SGD is slower than that of FGD at first. Thanks to the stable convergence rate, the convergence rate of VR-SGD catches up with that of FGD later. Meanwhile, the convergence rate versus time is shown
in Figure 4.11(b) providing the approximate time each algorithm costs. For 3200 times that the gradient updates, SGD only takes around 600 s while FGD takes nearly 6000 s , which means FGD has a faster convergence rate at the expense of computational time and vice versa for SGD. For VR-SGD, it takes a balance between convergence rate and computational time by adjusting the number of submatrices used in computing the gradient.


Figure 4.11 Comparison of the convergence rate for FGD, SGD and VR-SGD. (a) Normalized cost function versus the number of times that the gradient updates. (b) Normalized cost function versus the time each algorithm costs. For each algorithm, it updates the corresponding gradient 3200 times.

The projection matrix currently used in VR-SGD is limited to 2D. In reality, PA signal is generated and propagates in 3D space. The PAT imaging is confined in a 2D slice with some thickness determined by the focusing of the transducer in the elevation direction. Therefore, the 2D projection matrix as the forward model may have some limitations. For the printed dots array, it is a 2D structure whose forward propagation is described by the projection matrix properly. However, for 3D structures, the projection matrix only takes account of the signal in the 2D plane of the transducers. This difference may cause problems for both DAS and VR-SGD reconstruction. To compare PAT imaging of a 3D structure, Figure 4.12 shows PAT images of pencil lead array
which is a 3D structure. Figure 4.12(a) shows the photograph of the pencil lead array. The pencil lead array is inserted into a gelatin phantom. The diameter of each lead is 0.7 mm and the gap between two neighboring leads is 7 mm . The illumination and detection is performed in the crosssectional plane of the pencil leads. The PA signal is generated and propagates in 3D space. The linear array transducer mainly receives the in-plane signal. However, some out-of-plane signal can also be received by the transducer which can affect the image reconstruction. The initial image is shown in Figure 4.12(b) by the DAS image based on $p(\boldsymbol{r}, t)$. The corresponding images after iteration by VR-SGD is shown in Figure 4.12(c). The image after iteration shows improved quality in reduced artifacts and cleaner background. The improvement is less significant compared with the results shown in Figure 4.9, where the pencil leads is a 3D object and the printed dots is a 2 D object. The iteration couldn't remove all the artifacts, likely because of the out-of-plane signal. To achieve a better reconstruction for 3D structures, the out-of-plane signal should be considered which requires a projection matrix in 3D.


Figure 4.12 PAT images of pencil leads array detected by a single linear array transducer. (a) Photo of the phantom.
(b) Initial image reconstructed by DAS based on $\boldsymbol{p}(\boldsymbol{r}, \boldsymbol{t})$. Figures (c) The reconstructed image after VR-SGD.

### 4.4.2 PAT imaging by two linear array transducers

Since the L-shape detection is shown to be a better detection geometry than the linear array, experiments with two linear array transducers in L-shape detection are also performed [31]. Details about the experimental setup and approaches can be found in Ref. 31. The two linear array transducers are assumed to be located in the same imaging plane after visual inspection and manual alignment. The relative positions of the two probes can be measured and calibrated [31]. The space of the reconstructed image is defined in the coordinate system of the first transducer array. The coordinate system of the second transducer array can be calibrated and transformed to the coordinate system of the first array. The transformation can be described by two translational parameters $h$ and $k$ in the X and Y directions, respectively, and one rotational parameter $\theta$. To obtain those parameters of the transformation matrix, the relative positions of the two transducers are calibrated by transmitting ultrasound signal from one transducers array while receiving the ultrasound signal with the other [31].

The global rigid transformation matrix can be written as [31, 156],

$$
\left[\begin{array}{l}
i  \tag{4.15}\\
j \\
1
\end{array}\right]=\left(\left[\begin{array}{lll}
1 & 0 & h \\
0 & 1 & k \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]\right)^{-1}\left[\begin{array}{l}
i^{\prime} \\
j^{\prime} \\
1
\end{array}\right] .
$$

where $\left(i^{\prime}, j^{\prime}\right)$ denote the coordinate values of the second transducer in its own coordinate system, and $(i, j)$ are the coordinate values of the second transducer transformed to the imaging space (defined in the coordinate system of the first transducer). Based on this process, the projection matrix of the transducer arrays corresponding to the image space can be derived by combining Eqs. (4.5) and (4.15). In the VR-SGD algorithm, the coordinate values of the second linear array are transformed to the space of the optical absorption map. The forward projection operator is then
applied on both linear arrays. In DAS, two PA images are reconstructed for each linear array and then summed up.

Figure 4.13 shows the reconstructed images with the L-shape detection using DAS and VR-SGD. The phantom is a PVC tube filled with methylene blue solution in ethanol as shown in Figure 4.13(a). The two transducers are placed on the top and right-hand side of the object. The reconstructed images by DAS for a single probe are shown in Figure 4.13(b) and (c), respectively. Each image only captures part of the structure which is parallel to the orientation of the transducers due to the limited view. The calibrated transformation parameters for the two probes are $\theta=108.7^{\circ}$, $h=50.19 \mathrm{~mm}$, and $k=7 \mathrm{~mm}$. Figure 4.13(d) shows the combined image which is obtained by transforming the image reconstructed by the second probe to the coordinate defined by the first probe. Although a more complete structure is reconstructed, the magnitude of the background noise is doubled. The image reconstructed by VR-SGD is shown in Figure 4.13(e), which has a higher contrast and clearer background compared with the result obtained by DAS. The side wall of the tube can be distinguished. Comparing DAS with VR-SGD, artifacts caused by the limitedview of the linear array transducer still exist in both reconstructed images, but VR-SGD algorithm reduces the intensity of the artifact. Moreover, the noise background is suppressed significantly within the same dynamic range. Compared to a single probe configuration, the two probe configuration shows more complete structure of the object.


Figure 4.13 PAT images of a tube phantom detected by two linear array transducers. (a) Photograph of the phantom. (b) Image reconstructed by the first single linear array transducer which is placed on the top of the image. (c) Image reconstructed by the second single linear array transducer which is placed on the right-hand side of the image. (d) Combined image which overlaps the results from the first and second probe. (e) Image reconstructed by VR-SGD using the data from the two probes.

Comparing to simulation results, the performance of VR-SGD on experimental data shows improvement but less than the simulation case. In the simulation shown in the previous section, the projection matrix is ideal which accurately describes the relationship between the optical
absorption map and the measured data $g(\boldsymbol{r}, t)$. Thus, the VR-SGD performs very well and can reconstruct the images even in the linear array detection. In experiment, the absolute value of the Hilbert transform of the measured PA signal is taken as $g(\boldsymbol{r}, t)$. Considering the high frequency fluctuations in the original PA data, a low-pass filter may be applied to improve the convergence of the cost function. Other factors such as the frequency response and the spatial temporal response of the transducers are not included in the forward projection matrix. Thus, the current forward projection matrix may not fully describe the relationship between the optical absorption map and the measured data accurately. Therefore, the experimental result obtained by VR-SGD does not provide as significant improvement as the simulation results. To improve the experimental results, more accurate forward projection matrix will be needed. In the current study, VR-SGD is applied and validated on 2D imaging. When it comes to sources which excites PA signal in 3D space, a corresponding 3D projection matrix will be needed. In the future, 3D PAT imaging of prostate is possible using two probes, a TRUS probe and a pick-up probe. The pick-up probe can be controlled and scanned by a da Vinci robot. The VR-SGD algorithm can be modified and applied for 3D image reconstruction.

### 4.5 Summary

A VR-SGD algorithm for PAT image reconstruction is proposed and verified by 2D simulation and experiment. In the simulation, four different detection configurations are studied by imaging the tree branch and FORBUILD head phantom. The reconstructed results show that the RMSE can be gradually reduced by each time of iteration. Among the proposed detection geometries, images reconstructed by the L-shape detection is comparable to the results obtained by the square-shape detection. L-shape detection is also more achievable in clinical applications. In experiment, VRSGD algorithm demonstrates its capability to reduce the background noise and artifacts generated
by DAS. Overall, the VR-SGD algorithm is shown to perform better than DAS for PAT image reconstruction and using two linear probes can also improve the performance than a single probe.

## Chapter 5: Conclusions and future work

### 5.1 Overview

PAT is an emerging technology which overcomes the optical diffusion limit based on the PA effect to realize high resolution imaging with deep penetration. PAT has shown great potential to distinguish malignant and benign tissue in human prostate by detecting tumor angiogenesis. In this research, the transurethral illumination for prostate imaging and PAT reconstruction were investigated. The goal was to study the constraints and conditions of performing transurethral illumination. In addition, an iterative reconstruction algorithm was developed when the detection view is limited as in the case for prostate imaging.

### 5.2 Summary

In PAT for prostate imaging, the application is still limited by several challenges, which includes insufficient local fluence for deep penetration, optimizing a compact laser source for transrectal or transurethral illumination, managing the high energy nanosecond laser pulse delivery through multimode fiber, and improving the imaging sensitivity with an advanced reconstruction algorithm. We have been making advancements for translating PAT into clinical prostate imaging in those areas.

In Chapter 2, we demonstrated a fiber coupling scheme with a beam homogenizer for coupling high energy pulses into a single multimode fiber. This scheme can benefit prostate imaging which requires miniaturized illumination or internal illumination with a small fiber. A theoretical model was built based on Fourier optics to study the diffraction of the cross cylindrical lens array at the focal plane of a focusing lens. The diffraction pattern was derived in theory and analyzed based on simulation and experiment. The theoretical and experimental analysis reveals the principle where the cross cylindrical lens array distributes the focused pulse energy over a 2 D
array of beam spots and thus lowers the power density on the fiber tip surface. The scheme increased the pulse energy that was coupled into a multimode fiber and reduced the fiber damage. In experiments, coupled energy as high as $48 \mathrm{~mJ} /$ pulse and $64 \mathrm{~mJ} /$ pulse has been achieved and the corresponding coupling efficiency was $70 \%$ and $90 \%$ in a $1000-\mu \mathrm{m}$ and a $1500-\mu \mathrm{m}$-core-diameter fiber, respectively. The high energy pulses delivered by the multimode fiber were further tested for PAT imaging in phantoms. Ex vivo and in vivo PAT imaging showed the capability of the system in imaging biological sample with fiber delivery. Our design not only improves the output energy which provides potential for prostate imaging with large area and deep penetration depth, but also enables the miniaturization of the transurethral illumination due to the small core size of the fiber we applied.

In Chapter 3, we introduced the design of a transurethral illumination probe that addressed the limitations such as insufficient local fluence for deep tissue penetration and the risk of overirradiation at the laser-tissue contact surface. Surface equations of the parabolic and circular cylindrical mirror were derived to estimate the illumination pattern in theory and simulation. A near parallel side illumination was achieved by using the parabolic cylindrical mirror in both simulation and experiment. With a 2 cm diffusing fiber, the fiber assembly was inserted into a 25 Fr cystoscope sheath. Due to the unique design of the illumination probe, a $4 \mathrm{~cm}^{2}$ laser-tissue contact surface was provided and the fluence was controlled to be below the ANSI limit. Moreover, based on the light attenuation model, a compensation was added to the reconstruction to obtain deeper penetration. By imaging a prostate mimicking phantom, a penetration depth of 3.5 cm at $10 \mathrm{~mJ} / \mathrm{cm}^{2}$ fluence at 700 nm wavelength was demonstrated. An approach of acquiring PAT image from both sides of the probe was also demonstrated by rotating the illumination probe at $0^{\circ}$ and $180^{\circ}$ for a forward and a backward illumination, respectively. The deep penetration ability makes

PAT of the prostate with transurethral illumination feasible. This technique can potentially be used for PCa detection and image-guided targeted biopsy.

In Chapter 4, we demonstrated the variance reduced stochastic gradient descent (VR-SGD) algorithm which was first time applied for PAT image reconstruction. Based on the wave equation of PA signal generation, a 2D forward projection matrix was constructed including the directivity pattern of the transducer. The feasibility of using the integrated measured data for reconstruction was studied through simulation and experiment. The VR-SGD algorithm was shown to enhance the contrast and reduce noise and artifacts when compared to the result obtained by DAS for the linear array detection. Considering the limited view problem caused by linear array detection, the VR-SGD algorithm was also applied to L-shape detection by integrating the transformation matrix information into the forward projection matrix. With L-shape detection, the reconstructed image captured the full structure with improved SNR and reduced artifacts. It demonstrated the feasibility and potential for future clinical application. Overall, the VR-SGD algorithm for PAT image reconstruction is shown to be a powerful reconstruction method and significant improvement can be achieved.

Overall, we have carried out thorough investigations on the development and implementation of transurethral illumination PAT for prostate imaging. We have made contributions in the following aspects: (1) developed a fiber coupling scheme for delivering high energy laser pulses in PAT imaging; (2) designed a transurethral illumination probe for PAT imaging of prostate; (3) optimized PAT image reconstruction by developing a variance reduced stochastic gradient descent iterative algorithm. Those improvements are important for translating PAT technique to image prostate cancer in the near future.

### 5.3 Future work

The current PAT system still has limitations which can be improved in the future. Several developments and investigations can be done to accelerate the translation of PAT to prostate imaging in the future.

### 5.3.1 Improvement on the transurethral probe

In the hardware development, coupling more energy to the illumination fiber will increase the laser fluence and thus will further increase the image penetration depth and SNR. The image penetration depth is mainly limited by the light attenuation. As the MPE from the laser safety standard allows fluence of $100 \mathrm{~mJ} / \mathrm{cm}^{2}$ at 1064 nm wavelength [77], the coupling energy can be further enhanced. Although a larger core diameter fiber can handle higher optical power, the fiber size and rigidity need to be considered for easy insertion into the urethra. When coupling high energy pulses into a small fiber, air break down is one of the main reasons which cause the fiber damage during coupling. In order to minimize this effect, a chamber filled with incombustible solution or dry noble gas such as nitrogen can be integrated with the beam homogenizer as a module. This will also bring much convenience for alignment by pre-aligning the optics inside the module and using standard fiber connector.

The size of the current transurethral probe is relatively large. Rigid cystoscope of 21-22 Fr is most frequently used for standard diagnostic cystoscopy, while our current design is packaged in a 25 Fr rigid cystoscope sheath. Therefore, reducing the probe size is needed in the future. We can reduce the size of the parabolic cylindrical mirror. Currently only the parabolic mirror is manufactured by 3D printing technology. In the future, the fiber holder described in Chapter 3 can be fused with the mirror and manufactured by 3D printing as an entity with the same material. The fiber holder will provide support and protection for the fiber and thus the cystoscope sheath could
be eliminated. The reduction of the mirror size will decrease the beam size and result in higher fluence. To keep the fluence below the MPE requirement, the length of the diffusing fiber can be increased to illuminate over a longer beam pattern. As PCa is commonly seen in elderly men who have enlarged prostates, extending the diffusing fiber length will also allow the illumination of large prostates.

Moreover, our current probe design focuses on the illumination in 2D plane. For volumetric imaging of the prostate, much longer image acquisition time is needed because multiple flashes is required to illuminate the prostate by scanning the illumination probe. As the fluence provided by the transurethral illumination probe is sufficient to penetrate the entire prostate, the reflection mirror can be further engineered to reshape the beam which enhances the beam divergence and increases the detectable angle within a single pulse. This improvement will make the detection more time efficient.

### 5.3.2 Improvement on the reconstruction algorithm

For the VR-SGD algorithm applied in the PAT image reconstruction, the algorithm works very well in the simulation data where the forward project matrix is idea and accurate. However, for the experimental data, the improvement by VR-SGD is reduced, likely because the projection matrix in the real situation differs from the simple model. Thus, the current forward projection matrix may not describe the relationship between the optical absorption map and the measured data accurately. From the aspect of transducer receiving, the directivity pattern and the frequency response of the transducers can affect the generation of the projection matrix. From the aspect of propagating, the inhomogeneity of tissue for either light propagation or sound propagation can lead to a more complicated wave propagation model than the one we currently used. Prior information of transducers should be measured and contributed to the projection matrix including
the directivity index and the frequency response. The directivity index reflects the relationship between the received signal intensity of a transducer and the direction of the signal. A weighting factor can be added to Eq. (4.5) based on the angle between each pixel on the image plane and each transducer element's normal line. Since our projection matrix is built in spatial domain, it is complicated to update the matrix with the measured frequency response directly. However, the measured PA data can be processed through deconvolution based on the frequency response. Based on the analysis provided in Chapter4, a low-pass filter may also be needed to filter out the unnecessary high frequency component of the original PA data. Using the processed PA data will give VR-SGD better convergence of the cost function.

Meanwhile, the illumination pattern determines how light attenuates as depth increases, resulting in the intensity change of PA signal. Light compensation model can be also added into the projection matrix. With the known beam distribution, the excited PA intensity is proportional to the light intensity. Thus, a light intensity distribution matrix on the image plane can be applied to reflect the change of PA intensity in Eq. (4.5). As the model will become more complicated, corresponding optimization for both hardware and algorithm is expected to accelerate the computational speed.

So far, our simulation and experiment only focus on 2D images because our projection matrix is built on the ideal 2D propagation model. A 3D model is required for more accurate reconstruction which can deal with more general reconstruction. Moreover, a TRUS probe and a pick-up probe can be applied to 3D PAT imaging of prostate. The VR-SGD algorithm can be modified for 3D image reconstruction in the future.

### 5.3.3 In vivo prostate imaging

The transurethral probe will provide an efficient and uniform light illumination from the center of the prostate. Further investigations will be carried out to study the laser safety for patient use. Once the safe laser power level is identified, PAT application to in vivo imaging of prostate can be carried out. PAT imaging will augment ultrasound imaging to provide complementary contrast from the neurovascular bundles and microvasculature surrounding tumors. For receiving the PA signal, a TRUS probe can receive the signal from the posterior side. To address the limited view problem from a single linear array transducer, a second linear array transducer can receive the PA signal from the anterior side. This can be achieved intra-operatively using a da Vinci robot and a pick-up transducer designed for abdominal ultrasound. The pick-up transducer can be controlled and scanned at different positions by the da Vinci robot to acquire PA signals from a wide range of angles. With both the TRUS and abdominal ultrasound transducer arrays, the view angle of the PAT imaging can be greatly increased. Together with our iterative image reconstruction algorithm, the image quality can be improved significantly. The optimum configuration by using the TRUS probe and abdominal ultrasound has been investigated [112, 122]. Other than 2D imaging, 3D volumetric imaging can potentially be achieved by rotating the TRUS and scanning the pick-up probe.

There are several potential applications using the integrated US/PAT system. For real-time image guided biopsy, PAT image will improve PCa visibility and localization and thus enhance the accuracy of biopsies. During surgery, PAT imaging can help detect the location and extension of PCa and neurovascular bundles to assistant the surgeons. The real-time PAT imaging will help surgeons to localize PCa and preserve more nerve tissue during a robotic surgery. With a compact
transurethral illumination probe and advanced reconstruction algorithm, PAT imaging will be capable of in vivo prostate imaging to detect PCa during robotic surgery or image guide biopsy.

### 5.4 Conclusion

The thesis studied the feasibility of PAT with transurethral illumination for prostate imaging. Currently, our study manages high-energy pulses delivery in a single multimode fiber which enables the miniaturization of transurethral illumination probe. We have shown that PAT with transurethral illumination is capable to penetrate the depth of $3-4 \mathrm{~cm}$ that can cover the entire prostate. However, the knowledge of the optical fluence applied to prostate imaging remains unclear which might be the biggest challenge before its clinical translation. So far, the ANSI safety limit for human skin is used as the guidance to estimate the MPE value in PAT for prostate imaging. Since prostate tissue is different than skin, the optimum fluence for illuminating the prostate needs to be studied. A systematic way to measure the fluence should be defined for better evaluation. We have shown the potential of PAT by using two linear array transducers for detection. In practice, the two probes might not be able to be perpendicular to each other. The feasible angle to position two probes depends on the anatomy around the prostate. The addition of the second transducer array collects PA signal from more directions which will benefit the reconstruction. In the future, a specialized PAT system could be built based on the design of transurethral illumination and two probes detection. After validation on animal models and ex vivo human prostate, it can be applied to in vivo prostate imaging.
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