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Abstract

Optoelectronic (O/E) links are necessary for inter/intra-datacenter communication. Driven by

the need to support higher data throughput, breakthroughs in Silicon-photonics and innovative

circuit techniques are needed to enable efficient, compact, and low-cost links across a wide

range of interconnect lengths.

For short-reach applications, where energy efficiency is a major concern, microring res-

onator (MRR)-based transmitters (TXs) promise low cost and dense multiplexing to replace

their vertical-cavity surface-emitting laser (VCSEL)-based counterparts. This thesis presents

an analysis ofMRR-based links from the perspective of optical devices, circuits, and link budget

and compares them to VCSEL-based links.

On the receiver (RX) side, sensitivity enhancement is necessary to improve the link’s

energy efficiency. Due to their multiplication gain, avalanche photodetectors (APDs) improve

RX sensitivity. When implemented monolithically with the RX, they reduce cost and parasitics.

An RX with a noise-canceling active balun is presented. The RX works as part of the APD

bias stabilization loop. The integrated O/E-RX achieves a measured sensitivity of -18.8dBm at

0.57pJ/b.

A high-sensitivity, high-speed, and low-powerRXdemands solutions to the gain-bandwidth-
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power trade-offs. Accordingly, a current-mode receiver that eliminates the noisy and power-

hungry front-end is proposed. The proposed design converts the single-ended PD current into

differential currents and resolves the data using a current-based sense amplifier.

For long-reach applications, where spectral efficiency is critical, coherent O/E links rely

on advanced modulation and dual-polarization, leading to stringent link requirements. The

TX requires high bandwidth (BW), linearity, swing, and reliability, while the RX requires

minimizing noise and total harmonic distortion (THD) across gains and frequency.

A linear high-swing driver for Mach-Zehnder modulator is presented. The driver uses a

voltage breakdown enhancement technique to ensure reliability, and resistor-based capacitor-

splitting technique to enhance BW. It achieves 6+??3 , 3.6% THD, and >40GHz BW, enabling

>0.5Tb/s/wavelength operation.

An auto-reconfigurable transimpedance amplifier satisfying the stringent noise-linearity

conditions is presented. Operating on a single sense-voltage, it reduces base resistor noise, gain

peaking, phase margin and 5) degradation. Techniques such as collaborative offset and DC

current cancellation are also described. The RX achieves a gain of 75.5dBOhm and an input-

referred noise of 18.5pA/sqrt(Hz) at 42GHz BW, enabling >0.5Tb/s/wavelength operation.
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Lay Summary

Optoelectronic links are necessary for inter/intra-datacenter communication. Driven by the

need to support higher data throughput, breakthroughs in photonics and circuits are needed to

enable efficient, compact, and low-cost links across a wide range of interconnect lengths.

For short-reach applications where a multitude of links are used inside a datacenter, the

energy efficiency of the link is the primary concern. This dissertation discusses the different

transmitter and receiver designs to achieve that goal.

For long-reach applications, where link installation is expensive, maximizing the link’s

ability to send more data is sought-after. Coherent optical links use advanced techniques to

multiplex different data streams on the same link increasing the link’s speed but imposing

stringent requirements on the link components. This dissertation discusses various design

approaches for the different link components to achieve the targeted performance.
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Chapter 1

Introduction

Driven by the rapidly- progressing technologies, such as entertainment platforms, smartphones

and the internet of things, the global data storage and traffic have increased exponentially in the

past decade [1]. Thanks to the breakthroughs in photonics and electronic circuit techniques,

optoelectronic (O/E) links have revolutionized the inter/intra-datacenter communication, shown

in Figure 1.1, allowing for efficient, compact, and low-cost communication links across a wide

range of applications and reaches. Inside a datacenter, where the data is transported locally

through thousands of communication links, highly efficient O/E links are essential. On the other

hand, as the communication between datacenters relies on fewer but more expensive optical

Short-reach
< few km

Short-reach
< few km

Long-reach
> 80 km

Figure 1.1: Optical links for inter/intra-datacenter communication.
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links, maximizing the utilization of the spectrum on each of those links is of utmost importance.

1.1 Communication inside a datacenter1

The insatiable demand for data storage and communication has resulted in the rapid expansion

of datacenters to massive warehouse proportions, necessitating optical interconnects between

servers and racks that span a range of distances from a few meters to a few kilometers [3]. A

significant portion of the operating cost of datacenters is attributed to the consumption of large

amounts of electrical power. A notable portion of this electrical power, in turn, is dissipated

in the high-speed interconnects. A reduction in the power consumption of the interconnects

leads to more efficient datacenters, with lower operating costs and lower carbon footprints.

Several published works have attempted to study the viability of building high-bandwidth

(BW), Silicon-photonics-based, optical interconnects addressing the issue at the optical [4–6],

electrical [7–9], and the system levels [2, 10]. At the optical level, the development of area

and power-efficient, low loss, cheap, and CMOS-compatible components is rapidly underway.

At the circuit level, highly sensitive receivers (RXs) and power-efficient transmitters (TXs) are

two major areas of research focus. Moreover, a system-level study is as important as the design

of each block separately. By taking a general look at the overall picture and carefully dividing

the roles between the different subsystems, the ever-increasing performance demand can be

achieved without over-designing every single block in the system.

Figure 1.2 shows the scope of different I/O technologies for datacenter applications for

different interconnect lengths for a data rate of 25 Gb/s. For short-reach (< 100 m), Multi-

1© of IEEE. Reprinted, with permission from [2]
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Figure 1.2: 25 Gb/s per lane I/O technology as a function of interconnect length for datacenter
applications.

mode (MM) vertical-cavity surface-emitting laser (VCSEL) coupled to MM fiber (MMF) are

prevalent. Beyond 100 m, even the higher-BWOM4MMFs suffer from significant loss. Due to

modal and chromatic dispersion, along with mode partition noise from the MM VCSEL [10],

a severe power penalty (> 5 dB) is predicted for a 300 m channel at a BER of 1E–12 [11].

The reach of MMF may be extended to a few hundred meters using single-mode (SM) or

quasi-SM VCSELs [12]. SM VCSELs are also being developed to be used with SM fibers

(SMF) to extend the reach further [13]. On the other hand, a Microring resonator (MRR)-

based Silicon-photonic link presents itself as a strong candidate for these distances. Leveraging

the benefits of CMOS technology and manufacturing capabilities, Silicon-photonic links with

SMFs offer the benefit of superior energy efficiency for medium reach interconnects. However,

with the advances made in Silicon-photonics technology over the last decade, MRR-based links

are expected to compete with, and maybe replace, VCSEL-based links even for lengths < 100m.

1.2 Datacenter-to-datacenter communication

The installation of optical fibers for long haul andmetro links is expensive, thereforemaximizing

the throughput on a given fiber is always desired. Even for datacenter connectivity, there is
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now a need to support sub-Tb/s of data rate per wavelength on a fiber. Optical links supporting

only intensity-modulation and wavelength division multiplexing do not fully utilize all possible

dimensions of data modulation. By using the electric field (phase and amplitude) instead of

just intensity, modulation schemes such as quadrature-amplitude modulation (QAM), and dual-

polarization (DP) of the same wavelength, coherent optical communication links offer high

spectral efficiency per wavelength [14]. Utilizing a laser at the RX as a local oscillator (LO)

for mixing, a coherent RX offers better sensitivity compared to its direct-detect counterpart

in an intensity-modulation link. This can enhance the unrepeated transmission distances in a

coherent link [14, 15].

Traditionally, high-performance optical coherent communication transceivers, Figure 1.3.,

have relied on discrete assemblies of expensive material such as LiNbO3 Mach-Zehnder mod-

ulators (MZMs) and III-V drivers and RXs. Although such platforms deliver high performance

Figure 1.3: Coherent transceivers: from LiNbO3 + III-V to all-Si/SiGe Platform
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in terms of BW, linearity, swing, and reliability, they are bulky and unsuitable for high-volume

or low-cost applications. During the last decade, Silicon-photonics has emerged as a successful

platform for high-volume intensity-modulation-direct-detect transceivers [2, 16–18]. Silicon-

photonics also offers the capability of integrating all the required optical functions for a coherent

link, paving the way for an all-Si/SiGe-based platform for their next-generation transceivers.

1.3 Dissertation contribution and organization

The objective of this dissertation is to explore O/E links for short and long-reach applications

and provide solutions addressing their different requirements.

Chapter 2 presents an analysis of MRR-based links from the holistic perspective of opti-

cal devices, CMOS circuits, and system-level link budget and energy-efficiency simulations.

Design considerations and trade-offs for theRX, TX, and the overall link are presented, and com-

parisons are made to the mainstreamMMVCSEL-based links with MMFs. Moreover, research

opportunities are highlighted for further improving the energy efficiency of single-channel and

wavelength division multiplexing-based Silicon-photonics links.

In Chapter 3, an avalanche photodetector (APD)-based RX is presented. The fully inte-

grated O/E RX utilizes the APD multiplication gain to enhance the overall sensitivity, and the

monolithic implementation to allow low cost and reduced parasitics. With a noise-canceling

active balun-based RX and an integrated APD bias stabilization control, the integrated O/E RX

achieves a measured sensitivity of −18.8 dBm at 0.57 pJ/b.

In Chapter 4, a current-mode receiver that eliminates the noisy and power-hungry front-

end is proposed as a solution to conventional O/E RX gain-bandwidth-power trade-offs. The
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proposed design converts the single-ended photodetector (PD) current into differential currents

and resolves the data using a current-based sense amplifier.

In Chapter 5, an MZM linear high-swing driver is presented. The driver uses a voltage

breakdown enhancement technique to ensure reliability, and resistor-based capacitor-splitting

technique to enhance BW. The driver achieves 6Vppd, 3.6% THD, and > 40 GHz BW, enabling

0.5 Tb/s/wavelength operation. The all-Si/SiGe design matches the required optical signal-to-

noise ratio (ROSNR) performance of LiNbO3 modulators with III-V drivers at 34 Gbaud.

In Chapter 6, an automatically reconfigurable transimpedance amplifier (TIA) satisfying

the stringent noise-linearity conditions is proposed. The TIA reduces base resistor noise, gain

peaking, phase margin and 5) degradation, operating on a single sense-voltage. Collaborative

offset and DC current cancellation is used to reduce nonlinearity and protect against current

overdrive. The RX achieves a gain of 75.5 dBΩ and an input-referred noise of 18.5 pA/
√
�I at

42 GHz BW. The O/E RX enables 50 Gbaud 24 dB ROSNR for a wide range of the received

signal and 528 Gb/s/wavelength.

In Chapter 7, conclusions and major contributions are presented, and the possibilities for

extending the work further are described.
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Chapter 2

Short-reach optoelectronic links1

This chapter discusses various design considerations forNRZO/E links for usewithinwarehouse-

size datacenters and other short-to-medium reach (few meters to kilometer) applications. The

discussions evaluate the impact on the overall link performance due to each element in the O/E

link - interconnects, O/E TX, and RX.

Although not described herein, the discussion can be extended to include PAM-4 O/E links.

Different TX electro-optical techniques can be adapted to expand the NRZ TX capability to

allow PAM-4 signaling [19–21]. Linear, and not limiting, RX designs must be included for

PAM-4 links [22, 23].

Section 2.1 of the chapter discusses the various elements of a typical O/E RX, providing

an in-depth noise analysis of TIA architecture. The trade-offs in the design of an RX that

set the limit for the RX sensitivity are analyzed. Section 2.2 briefly presents an overview of

MRR-based TX and VCSEL-based TX and lists the best-in-class device performances reported

to date.
1© of IEEE. Reprinted, with permission from [2]
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With an understanding of the limits of RX sensitivity and TX trade-offs, and setting the

baseline with the current best-in-class devices, Section 2.3 presents the link budget and energy

efficiency calculations for MRR-based and VCSEL-based links for various lengths of the

interconnect. It highlights the benefits of each approach, exposing the challenges associated

with them that limit the overall system performance and setting the ground for future research.

Section 2.4 explores the opportunities of MRR-based links in realizing Tb/s aggregate

throughput using wavelength division multiplexing and discusses the research challenges. Fi-

nally, the chapter is summarized in Section 2.5.

2.1 Optoelectronic link: receiver

An O/E RX, shown in Figure 2.1, converts the received modulated optical signal into an

electrical signal, amplifies it, and prepares it to be processed by the RX digital core. A PD is

used to convert the optical signal into an electrical current. The PD is followed by a TIA and a

main amplifier (MA) to amplify the electrical signal and convert it from a single-ended current

to a differential voltage. A clocked-sense-amplifier (SA) is used after the MA to re-time the

signal and provide a rail-to-rail digital output, which can either be processed on the same chip

or buffered and sent to another chip. The SA itself could be integrated with the O/E RX on the

same chip along with clock recovery or implemented separately. A replica TIA is often used

for generating an automatic threshold control voltage (+�)�), which helps in the single-ended

to differential conversion.
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Figure 2.1: A typical O/E RX consisting of a PD, TIA, MA(s) and an SA.

2.1.1 Photodiode

The responsivity of a PD ('), defined as the ratio of the output electrical current to the input

optical power, is essentially the gain of the first stage of the O/E RX, which means it directly

affects the RX sensitivity and impacts the link budget and power consumption.

The PD capacitance (�%�) is the parasitic capacitance at the output of the PD (�%� has been

incorporated into the total capacitance �) , and not explicitly shown in Figure 2.1). �%� can be

reduced by making the active region thicker and smaller in diameter at the expense of increased

carrier transit time and alignment tolerances [11]. In addition, any capacitance between the PD

output and the TIA input, such as pads, electrostatic discharge (ESD) device, packaging, and

routing, leads to increasing the effective PD capacitance and thus degrading the RX BW. PDs

can either be integrated, i.e., implemented on the same CMOS chip as the TIA and the rest of the

RX front-end, or discrete, i.e., fabricated on a separate chip and connected to the RX front-end

either using wire bonding or flip-chip packaging. Monolithically integrated PDs are desirable

since they do not require additional packaging steps and offer lower parasitic capacitances

due to the lack of pads, ESD, and package parasitics between the PD and the TIA. Although
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a topic of active ongoing research, integrated PDs typically suffer from lower responsivities

[24], attributed to their fabrication on CMOS processes that are not optimized for O/E devices.

Integrated PDs on CMOS SOI processes with Ge doping have better responsivities [12], but

the introduction of Ge requires high-temperature processing and may degrade the transistor

performance [25]. Table 2.1 lists some of the state-of-the-art PDs operating up to 25 Gb/s.

Table 2.1: Best-in-class photodetectors

CPD (fF) R (A/W) Data Rates (Gb/s) Wavelength (nm)
[26] 65 0.75 25 1300
[27] 80 0.55 25 850
[28] 2001 1 24 1550
[29] 10/801 0.6 252 1550
[30] 20 0.8 25 1550
[31] 44 0.54 25 1545

1Total capacitance includes PD, bonding pad, and ESD capacitances.
2Reported BW in GHz.

2.1.2 TIA and RX Front-End

A TIA is a gain stage used to convert the PD output current to a voltage signal that can

be further processed by the RX. The TIA is required to have sufficient gain based on the

sensitivity demands of the SA, appropriate –3 dB BW for the link data rate, and minimum

noise contribution for achieving the bit error rate (BER) requirements. These characteristics

are strongly coupled to one another and must be addressed carefully. Several architectures have

been recently published [32–34] to relax the gain-BW trade-off in TIAs.

Figure 2.1 shows an RX front-end consisting of an inverter-based TIA followed by one or

more differential MA gain stages. The inverter-based TIA architecture has been chosen due

to its simplicity, good performance, and suitability to low supply operation. It consists of a
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CMOS inverter with a voltage gain, �8=E, given by equation 2.1, and resistance '� providing the

negative feedback to reduce the dependency between the gain and BW. �! includes the output

capacitance of the first stage and the loading effect from the second stage. �� is the parasitic

capacitance between the input and output nodes of the TIA’s forward path gain stage, which is

amplified by the miller effect. The mid-band transimpedance gain of the inverter-based TIA

and the –3 dB BW at its input, �,8, are given by equation 2.2 and equation 2.3, respectively.

�8=E =
(
6<= + 6<?

) (
A3B= | |A3B?

)
= �<A> (2.1)

�08=) �� =
'��8=E

1 + �8=E
(2.2)

�,8 =
1

2c�)
(

'�
1+�8=E

) (2.3)

Here, 6<= (6<?) and A3B= (A3B?) represent the transconductance and output impedance of the

NMOS (PMOS) transistor in the inverter, respectively. �) incorporates the input capacitance of

the TIA. If the gain of the inverter stage is assumed to be sufficiently large, the overall mid-band

gain of the TIA is approximately equal to '� . Furthermore, the effect of increasing '� on �,8

is suppressed by the (1 + �8=E) factor, which relaxes the gain-BW trade-off at the expense of

power consumption. It is worth noting that increasing �8=E beyond a certain value negatively

affects the BW due to the concomitant increase in �) [35].

The expression for the overall –3 dB BW of the RX must include the transfer function

of the TIA and the following amplifiers. As the corresponding mathematical expressions are

cumbersome when incorporating all the parasitics, those effects have been captured through

Cadence and MATLAB based co-simulation in this work. To obtain insights into the RX
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sensitivity, a detailed analysis of the noise contribution of the RX front-end is performed next.

2.1.3 Noise Analysis of a Two-Stage RX Front-End

The RX sensitivity [36] and the link budget dictate the minimum amount of transmitted laser

power to meet a specific BER. Since the laser power dominates the overall power consumption

of an O/E link, any change in the RX sensitivity would impact the overall power consumption

of the system. A simplified expression for RX sensitivity is given in equation 2.4.

8B4=B = 2&8A<B= + 8> 5 5 B4C + 8B4=B,(� (2.4)

For a given BER which dictates the Q (≈7 for 10E–12 BER), the RX sensitivity is limited

by the input-referred noise (8A<B= ), the input-referred residual offset current (8> 5 5 B4C), and the

input-referred sensitivity of the SA (8B4=B,(�). Assuming an SA stage with ideal sensitivity and

neglecting the offset, the overall RX sensitivity is dictated by the noise performance of the TIA

and MA stages. To further simplify the analysis, the BW of the RX is assumed to be dominated

by its first stage, with the MA stage having comparatively much larger BW. If needed, multiple

MA stages can be cascaded to relax the gain-BW trade-off [37] to maintain this assumption.

To derive an expression for 8A<B= , the noise contribution of each element is referred to

the output of the MA (input of the SA) taking into account the effects of various transfer

functions that the noise passes through. Then the overall noise is referred back to the input

of the RX by dividing by the mid-band gain of the RX front-end (') ), given by equation 2.5.

When calculating 8A<B= , selecting the noise integration boundaries could significantly impact

the accuracy of the results. Due to the low pass response of the RX, the high-frequency noise
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components beyond the –3 dB BW of the RX are attenuated, and it becomes sufficient to

integrate the noise over twice the RX BW [38].

') = �>

(
A> − �<A>'�

1 + �<A>

)
(2.5)

Equations 2.6 and 2.7 describe the transfer functions for the noise from '� and �< to the

MA input. The resulting noise at the input of the MA is then amplified to its output through

the single-pole frequency response of the MA. The voltage noise of the MA (+=,"�) appears

directly at its output. The 8A<B= is calculated using equation 2.8, where �% is the sum of mutual

products of �) , �! , and �� , �> is the gain of the second stage, and � = (�8=E + 1).

/1(B) =
+$*)

8=,'�
=

�<A>'� + B'�A>�)
(2('�A>�%) + (('��) + A> (�) + �!) + �'���) + �

(2.6)

/1(B) =
+$*)

8=,�<
=

A> + BA>'� (�) + ��)
(2('�A>�%) + (('��) + A> (�) + �!) + �'���) + �

(2.7)

8A<B= =

√∫ 2�,
0

(
+2
=,"�
+ �2

> �
2
=,'�
|/1( 5 ) |2 + �2

> �
2
=,�<
|/2( 5 ) |2

)
35

')
(2.8)

Figure 2.2 plots the RX sensitivity as a function of the total input capacitance, �) , for

different data rates, obtained for a 65 nm CMOS process. To generate this plot, �� is assumed

to be 10 fF, and the PD responsivity to be 0.8 A/W. The optimum value of '� is calculated such

that the RX sensitivity is maximized at each data rate and �) value. As expected, a reduction

in �) enhances the RX sensitivity, which reduces the power consumption of the system. For

example, reducing �) from 250 fF to 110 fF at 25 Gb/s improves the RX sensitivity by 3 dB.

Consequently, the transmitted power can be dropped by 3 dB, leading to a 50% reduction in
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Figure 2.2: RX sensitivity vs. input capacitance for different data rates.

the power consumption of the laser. This underlines the importance of developing integrated

PDs with high responsivity, advanced packaging techniques, and ESD solutions that minimize

various parasitic capacitances at the RX input.

Finally, for links operating at high data rates (> 20 Gb/s), reducing the input capacitance

below a few tens of fF does not lead to substantial improvements in the RX sensitivity. Instead,

�� limits the sensitivity for low�) values, and any reduction in�� would significantly enhance

the RX sensitivity, as shown in Figure 2.3. This, in turn, suggests that CMOS technology

scaling can be leveraged to improve the RX sensitivity at high data rates. With device scaling in

successive CMOS technology nodes, the parasitic capacitance of the transistor decreases, and

the transconductance of PMOS increases, thereby reducing the size of the PMOS transistor in

the inverter-based TIA. Finally, the sensitivity is limited by �! when both �) and �� are made
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Figure 2.3: RX sensitivity vs. input capacitance for different values of �� .

small.

2.2 Optoelectronic link: transmitter

Next, we discuss the modulation of the electrical data at the TX using indirect Silicon-photonic

based techniques, and direct modulation using VCSELs. Owing to their superior power and area

efficiency in comparison to Silicon-based interferometric modulators, such as Mach–Zehnder

interferometers (MZIs) [10], we only describe Silicon-photonic TXs based on microring-

modulators. For the sake of completeness, Table 2.2 lists some of the best-in-class interfero-

metric modulators, highlighting the significant trade-off between area, power consumed due to

large driver voltage requirements, insertion loss (IL) and extinction ratio (ER).
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Table 2.2: Best-in-class interferometric modulators
ER
(dB)

IL
(dB)

VcL
(V.cm)

Driver swing
(Vpp)

Data rate
(Gb/s)

Length
(mm)

Power
(mW)

[39] 7.5 8 2.7 6.5 40 1 2081

[39] 7 15 2.7 4 40 3.5 801

[40] 4.3 4.7 0.72 3.4 30 0.5 57.6
[20, 41] 9 >3.12 <2 2 20 0.48 90
[42] 9 22.5 1.28 0.5 26 2 3.81

1Only includes the dynamic power consumed in the 50Ω termination.

Figure 2.4: (a) MRR-based link. (b) MRR characteristics. (c) VCSEL-based link.

2.2.1 MRR-based transmitter

The optical output of an MRR-based TX, shown in Figure 2.4 (a), is generated by passing the

light emitted from a continuous-wave (CW) laser through an MRR modulator. An MRR-based

link promises small form factors, ease of integration with CMOS systems, and the support

of wavelength division multiplexing for achieving high throughputs. However, as a system, it

suffers from some limitations that need to be addressed to make its deployment practical.

MRR modulator

As shown in Figure 2.4 (b), an MRR modulator is a very high-quality band-stop filter that

changes its notch frequency based on the applied electrical voltage. If the laser emits a
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continuous light at a wavelength _>, the ring should be designed, and tuned, to pass the light

when logic ‘1’ voltage is applied with minimum IL, and to suppress the light when a logic ‘0’

voltage is applied. The ER of an MRR is defined as the difference between transmitted optical

power in both cases. A higher ER translates into a higher SNR, which relaxes the required

sensitivity of the RX.MRRs are very compact, thereby enabling high-speed and energy-efficient

switching due to their small parasitic capacitances.

Despite its benefits, the high selectivity of MRRs could be detrimental if the center wave-

length drifts with process, voltage, and temperature variations. Therefore, thermal or electrical

tuning circuits associated with MRR modulators are essential, putting power, area, and com-

plexity overhead on the overall system. Table 2.3 summarizes some of the best MRRs reported

along with techniques employed to tune their wavelength.

Table 2.3: Best-in-class MRR modulators
ER
(dB)

IL
(dB)

Driver swing
(Vpp)

Data rate
(Gb/s)

Tuning

Method Range
(nm)

Power
(mW)

[43] 11 0.9 4 5 Electrical 0.28 0.34
[44] 7 - 2 10 Thermal 1.6 1.25
[29] 7-91 - 1.95 20 Thermal 1.5 7.1/nm
[45] 7 5 4.4 25 Thermal 0.8 -

17 for a wavelength division multiplexing system, and 9 for a single wavelength system.

CW laser

A CW laser generates a single wavelength light beam, the purity of which is expressed in

terms of its linewidth. The Fabry-Perot laser and the distributed-feedback laser are the most

commonly used lasers in telecommunications [38]. Available lasers often suffer from low

power conversion efficiencies. To function properly, wavelength stabilization systems [46–48]
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are added to the laser to compensate for wavelength drifts that are caused by various effects

such as temperature variations and aging.

When the power consumed by the wavelength stabilization systems is included, the wall-

plug efficiency (WPE) of commercially available lasers is typically in the range of 1% [49],

where WPE is the ratio of laser output power to its total electrical power consumption. Since

CW lasers are power-hungry and low-efficiency devices, their effect on the overall system power

efficiency is significant. Accordingly, it is clear that for MRR-based links to be practical and

energy-efficient, research should be directed towards enhancing the laser WPE.

Hybrid-integratedSilicon-photonic based lasers employing distributed-Bragg-reflector topolo-

gies can improve theWPE. Togetherwith a power-efficient stabilization technique, [50] achieved

a 12.2% waveguide-coupled WPE (ratio of laser power available in the Silicon waveguide to

its total electrical power consumption). In Section 2.3, a 12.2% waveguide-coupled WPE is

assumed for the CW laser for link budget analysis. Table 2.4 lists some of the best-in-class CW

lasers reported.

Table 2.4: Best-in-class CW lasers
Optical power

(mW)
_

(nm) Linewidth WPE
(%)

Peak optical power
(mW)

[49] 10 1550 10MHz 1.31 20
[50] 9 1550 0.22pm 12.22 10
[51] 6 1556 0.46nm 9.5 -
[52] 15 1555 - 7.62 -
[53] 17.3 1566 0.22pm 7.8 20

1Laser’s efficiency is 16.7% but drops severely with stabilization.
2Waveguide-coupled WPE.
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2.2.2 VCSEL-Based transmitter

VCSELs are semiconductor-based lasers with an ability to be directly modulated in an optical

TX. Most of the popular VCSELs are MM, thereby requiring MMF interconnects. High

performance and low fabrication cost has resulted in their widespread use in high-speed optical

interconnects [44, 54]. As seen in Figure 2.4 (c), VCSELs can be either wire-bonded or flip-

chip connected to the CMOS TX chip, which provides both the bias and the data signals. An

MMF couples the VCSEL’s output directly to the input of the PD on the RX side, and since

PDs are typically wideband, there is no need for tuning circuits to adjust the VCSEL’s output

wavelength. However, the loss and dispersion in MMFs have limited their applications to

distances < 100 m in warehouse-size datacenters. Another disadvantage of using MMVCSELs

is the lack of support for wavelength division multiplexing. However, as an alternative to

wavelength division multiplexing, arrays of MM VCSEL are put together to obtain higher data

rates [55].

Table 2.5 lists some of the best-in-class MM VCSELs reported, comparing them in terms

of WPE, data rate, and the output power. In Section 2.3, a 17% peak WPE is assumed for the

VCSEL for link budget analysis.

Table 2.5: Best-in-class MM VCSELs
WPE
(%)

_

(nm)
ER
(dB)

Data rate
(Gb/s)

Output power
(mW)

Bias current
(mA)

[25] 17 850 7.3 18 3 9
[56] 11 850 5.1 15-25 0.731 4.2

1Average power.
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2.3 Link budgets and systems evaluation

This section presents link budget analyses for both the MRR and VCSEL-based links in data-

center applications using the best efficiency figures reported for both CW lasers and VCSELs.

In anMRR-based system, an external CW laser source converts electrical power into optical

power, %)- , with a WPE, ,%��, . The optical power is then coupled to the photonics

chip, with coupling losses, %�,−�%! , and %("−�%! , to be modulated by an MRR with an IL,

%"''−�! . On the other hand, in a VCSEL-based link, the laser diode is directly modulated by

a CMOS driver, which is wirebonded or flip-chip connected to the VCSEL chip. The VCSEL

converts electrical power into optical power, %)- , with an efficiency, ,%�+�(�! . Afterward,

in both cases, the modulated optical signal is coupled to an optical fiber, with a coupling loss,

%("−�%!/%""−�%! , that carries it to the RX side after introducing an attenuation, %$�−0CC , and

in the case of an MMF, a dispersion of %$�−38B? as well. Finally, the optical signal is coupled

to the PD, with a coupling loss, %("−�%!/%""−�%! , which converts it to an electrical signal

with a specific responsivity. The link budget of an MRR-based link and a VCSEL-based link

are calculated based on equations 2.9 and 2.10, respectively.

%'- (3�<) = %)- − %"''−�! − %�,−�%! − 3%("−�%! − %$�−0CC − %%4= (2.9)

%'- (3�<) = %)- − 2%""−�%! − %$�−0CC − %$�−38B? − %%4= (2.10)

Figures 2.5 and 2.6 are graphical representations of the efficiency degradation from the TX

to the RX in an MRR-based and a VCSEL-based link, respectively. The link budget analysis

is performed at 25 Gb/s for 10 m and 100 m long optical fibers, with ,%�+�(�! of 17%
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and 11%, and ,%��, of 12% and 1.3%, respectively. The link penalty (%%4=) is calculated

by adding the ER penalty [57], the crosstalk and Inter-symbol interference penalties, and the

relative intensity noise penalty [58]. For a link with 7 dB ER, %%4= adds up to about 4.8 dB.

Tables 2.6 and 2.7 summarize the numbers used in the link budget analysis. Recent reported

numbers for %("−�%! range from 0.5 dB [59], 0.7 dB [60], 1.3 dB [61] to 2.8 dB [62]. In this

work, a %("−�%! of 1.3 dB is assumed [61]. The output of the CW laser is coupled to an SMF

with a coupling loss, %�,−�%! , of 2 dB [63].

Figure 2.5: MRR-based link efficiency degradation for CW Laser WPE of 1.3% and 12% (no
significant difference in performance between 10 m and 100 m SMF).

In MRR-based link, an SMF with 0.5 dB/km attenuation introduces 0.005 dB and 0.05 dB

loss for 10 m and 100 m length, respectively. These losses are negligible, and therefore, the
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curves in Figure 2.5 are almost overlapping. However, for a VCSEL-based link using an OM4

MMF with 3.5 dB/Km attenuation, the optical fiber introduces attenuation of 0.035 dB and

0.35 dB for 10 m and 100 m long fibers, respectively. Furthermore, for longer distances, an

MMF will cause significant modal and chromatic dispersion to the transmitted signal, and the

associated power penalty along with mode partition noise can severely degrade the overall

efficiency. For illustration purposes, Figure 2.6 also shows the efficiency degradation for a

VCSEL link on a 300 m long MMF assuming 5 dB of %$�−38B? [11].

Figure 2.6: VCSEL-based link efficiency degradation for 10 m, 100 m, and 300 m MMF (a
dispersion penalty of 0 dB for the 10 m and 100 m links, and 5 dB for the 300 m link is assumed,
respectively).

Table 2.6: MRR-based link characteristics
Laser
WPE

MRR
IL

Fiber loss
(1550nm) Coupler loss No. of couplers Link Penalities

1.3%,12% 1dB 0.5dB/km 1.3dB,2dB 41 4.8dB
1Laser to SMF (2 dB). SMF to MRR, MRR to SMF, and SMF to PD (1.3 dB).
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Table 2.7: VCSEL-based link characteristics
VCSEL
WPE

Fiber loss
(850nm) Coupler loss No. of couplers Link Penalities

11%,17% 3.5dB/km 1.1dB[25] 2 4.8dB

With a 3 dB margin assumed for each link [25], [64], the overall efficiency of a VCSEL-

based link with a 17% WPE VCSEL and 10 m MMF is calculated to be 1.7%. On the other

hand, if it is replaced by a 12%,%��, MRR-based link, the overall efficiency is calculated to

be 0.6%. The corresponding numbers for a 100 m long fiber are 1.6% and 0.6%, respectively

(assuming no MMF dispersion penalty).

Figure 2.7 shows the RX, TX, and the overall energy efficiency versus the RX sensitivity for

25 Gb/s MRR-based and VCSEL-based links with 100 m long channel and an inverter-based

TIA RX as discussed in Section 2.1. Beyond the optical devices and interconnects, the energy

efficiency includes power consumption in the TX driver, MRR and CW laser tuning, and RX

front-end. Power consumed in clock and data recovery and clocking is not included in this

analysis.

It can be seen that improving the RX sensitivity drastically improves the overall energy

efficiency. For example, an improvement in RX sensitivity from –10 dBm to –13 dBm enhances

the overall energy efficiency by ≈0.55 pJ/b for the MRR-based link and ≈0.15 pJ/b for the

VCSEL-based link, respectively. However, improving the RX sensitivity beyond –16 dBm

requires a significant power overhead in the RX, as seen by the sharp knee in the efficiency plot,

degrading the overall link energy efficiency. An optimal energy efficiency of < 2 pJ/b can be

realized for either link if an RX sensitivity of –11 to –16 dBm is achieved.

The approach used to generate Figure 2.7 is adapted to find the optimal design points for
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Figure 2.7: Energy efficiency vs. RX sensitivity for TX, RX and the overall VCSEL-based and
MRR-based links (100 m), excluding any clock and data recovery or clocking.

the two links at different data rates. Figure 2.8 shows the energy efficiency breakdown for

the two links at different data rates, where each link is assumed to be operating at its optimal

design point for energy efficiency. The performance of the optical devices is assumed to be

fixed. A significant factor for the performance gap is the improved WPE for a VCSEL. The

power consumption due to the TX drivers in both links is similar. However, the VCSEL-based

TX consumes more power when operating the link at higher data rates due to the needed

equalization power. Also, the efficiency of the MRR modulator degrades especially at lower

data rates due to their constant power consumption overhead, depending on the tuning scheme

used with the MRR [29, 43, 44]. A constant tuning power of 1 mW [44] each is assumed in

Figure 2.8 for tuning the hybrid-Silicon laser and the MRR.
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Figure 2.8: Energy efficiency breakdown vs. data rate for VCSEL-based and MRR-based links
(100 m), excluding any clock and data recovery or clocking.

[Lee,2015]

Figure 2.9: MRR-based link energy efficiency vs. the CW laser WPE.
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As evident from Figures 2.7 and 2.8, theMRR-based link can be comparable in performance

to a VCSEL-based link in energy efficiency for short-to-medium reach. In order to bridge the

performance gap, ,%��, must be enhanced. Figure 2.9 plots the energy efficiency of the

MRR-based link as a function of ,%��, and shows the trend of a dramatic reduction in the

energy consumption with increase in,%��, . A significant improvement in energy efficiency

will be achieved in commercializing the,%��, to 12% [50] and higher. Furthermore, another

approach to narrow the performance gap lies in the design of highly sensitive RXs with better

energy efficiency profiles. For example, if an RX with an energy efficiency knee at –22 dBm

is used in the previously discussed links, the power performance of both the links would be

almost identical for an RX sensitivity of –19 dBm with an overall link energy efficiency of

≈ 1.2 pJ/b. Additionally, as an MRR-based link needs more couplers compared to its VCSEL-

based counterpart, more research should be directed towards reducing the coupling losses.

In conclusion, beyond a few hundred meters of length, MRR-based links in datacenters are

already very promising. For short-to-medium reach, their performance is becoming comparable

to a VCSEL-based design in a single-channel implementation, with further enhancement in the

RX sensitivity,,%��, , and coupling technology needed to bridge the performance gap.

2.4 Towards a power-efficient Tb/s links

The rising demand for data throughput in datacenters has been driving the contemporary re-

search in increasing the aggregate link speed. Following the IEEE 802.3 standard specifications,

several 100 Gb/s links are already in production [55, 65, 66] as a 4×25 Gb/s parallel link. A

shortwave wavelength division multiplexing alliance has been established to multiplex different
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wavelengths near 850 nm frommultiple VCSELs on a single fiber pair [11, 67]. A 100 Gb/s link

can be implemented using 4×25 Gb/s shortwave wavelength division multiplexing. A 100 Gb/s

PSM4 (parallel SM 4-lane) alliance has also been established [68] to support interconnects

up to 500 m. PSM4 could incorporate splitting the CW single-wavelength output of one high

power laser source [10] with good WPE between 4 parallel Silicon-photonic channels. The use

of this technique can potentially enhance the overall energy efficiency of the link at the expense

of the fiber count.

In order to approach the Tb/s aggregate data throughput for medium-reach distances (<2 km)

[64], multiple channels can be combined using PSM or wavelength division multiplexing. The

high selectivity of MRRs facilitates the design of wavelength division multiplexing intercon-

nects with very high aggregate data rates. In a wavelength division multiplexing link, shown in

Figure 2.10, a comb CW laser source is used to generate as many wavelengths as needed, from

_1 to _=. The laser output is coupled to a waveguide on the Silicon-photonics chip, which passes

through several MRRs, each of which is tuned for a specific wavelength. The modulated optical

signals are coupled to a single optical fiber that carries them to the RX side. On the RX side, the

received optical signal is coupled to a waveguide that passes through a series of MRR-filters,

each of which is tuned to select a specific wavelength. After separating the modulated optical

signals based on their wavelengths, PDs are used to detect each of the incoming signals. It has

already been shown that MRR-based links are capable of operating at an excess of 25 Gb/s per

wavelength [45, 69, 70], implying that a 25 Gb/s lane could be replicated as many times as

needed to reach the aggregate goal. To relax the RX front-end design requirements to attain

a 100 Gb/s throughput and beyond, the multiplexing factor (number of wavelengths, n) can

theoretically be increased to a large extent [71]. However, practical implementations introduce
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Figure 2.10: A wavelength division multiplexing system with MRR-based links.

new challenges, such as the need for a good WPE comb laser with sufficient output optical

power for each wavelength. Published work on comb lasers show the capability of generating

10 to 20 different wavelengths using a single comb laser with 0 to 7 dBm output optical power

per wavelength, and with conversion efficiencies that could reach up to 22% [72, 73]. However,

further research efforts are needed to account for wavelength stabilization and CMOS-based

control systems, which are essential for MRR-based wavelength division multiplexing links.

As the multiplexing factor increases, the complexity of the tuning circuits needed in an

MRR-based wavelength division multiplexing link also increases dramatically [74]. Moreover,

electrical or optical interchannel crosstalk limits the multiplexing factor. On the RX side,

the frequency response of the MRR and the link budget allowance for the optical crosstalk

penalty sets the minimum channel spacing and hence, the maximum multiplexing factor. As
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an example, [75] presented an MRR with a 12.4 nm free spectral range, and reported that for a

crosstalk penalty of 0.76 dB, the maximum achievable multiplexing factor is 16. In scenarios

where the comb laser and/or the RX filter limits the number of wavelengths, the aggregate

throughput can still be increased by designing a wavelength division multiplexing link with the

maximum possible multiplexing factor and then putting multiple such links in parallel. In both

cases, the energy efficiency of the wavelength division multiplexing link would be a scaled

version of a single channel link, along with the wavelength division multiplexing crosstalk

penalty. Putting multiple parallel links would have the disadvantage of the increased number

of laser sources and fibers. Finally, data rates per lane can also be increased to 50 Gb/s NRZ

or PAM-4. However, such high data rates introduce many challenges on both the electrical and

optical sides that lead to significant energy efficiency degradation. For example, challenges

for the optical devices include limited BW, difficult trade-off between ER and IL, effects of

non-linearity, and relative intensity noise. Significant research is currently being pursued to

mitigate those challenges [76–79].

2.5 Summary

Warehouse-scale datacenters demand short-to-medium reach optical interconnects spanning

distances up to a few kilometers. While the short-reach implementations are currently domi-

nated by MM VCSEL-based links, the increase in loss and modal dispersion in MMFs render

them unattractive from the perspective of link energy efficiency for medium reach. MRR-

based Silicon-photonic links utilizing SMFs are a promising alternative. Even for shorter reach

(< 100 m), MRR-based links can be a competitive technology.
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Through a comprehensive overview of the state-of-the-art of optical devices and CMOS

circuit-level simulations, a detailed power and noise analysis for both VCSEL and MRR-based

links is presented in this chapter. The simulations estimate the energy efficiency of the MRR-

based link at 25 Gb/s is within a pJ/b of that of a VCSEL-based link at 100 m of interconnect

length. To further bridge the performance gap in energy efficiency, there are several research

opportunities at the device, circuit, and link level. TheWPEof CW lasersmust be improved, and

the IL and ER of the MRRs should be improved. Integrated PDs are attractive due to reduced

parasitic capacitances, but such a reduction must not be at the cost of reduced responsivity or

degradation in transistor performance. Beyond a certain lower limit of PD capacitance, the

capacitance from the pads and the TIA limit the RX sensitivity. From the perspective of CMOS

circuit design, alternate TIA topologies must be developed to improve the sensitivity of the RX.

Finally, at the link level, reducing the coupling loss and improving packaging techniques will

ease the link budget.

The small area and the high selectivity of an MRR promote it as an ideal building block for

wavelength division multiplexing transceivers that can achieve very high aggregate data rates

for short to medium reach. Beyond solving the aforementioned challenges for a single lane,

developing better comb lasers, RX filters, and tuning techniques will facilitate the application

of Silicon-photonics wavelength division multiplexing links in datacenters for high-throughput

medium-reach communication.
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Chapter 3

Avalanche photodetector-based receiver1

Due to their high multiplication gain and responsivity, APDs can be used to enhance the O/E

RX sensitivity and hence improve the overall energy efficiency of an O/E link. Moreover, the

APD monolithic implementation with the CMOS RX provides further advantages such as low

cost and extended BW. However, CMOS-compatible APDs require high bias voltages and are

sensitive to variations in the operating conditions.

This chapter presents a CMOS RX with noise-canceling active balun as part of a fully

integrated APD-based O/E RX with bias generation and stabilization.

The motivation of this work is discussed in Section 3.1, followed by the fundamentals of

APD operation and challenges in Section 3.2. Section 3.3 presents in detail the electrical

high-frequency path. The implementation of the O/E RX, along with the measurement results,

are discussed in Section 3.4. Finally, the chapter is summarized in Section 3.5.

1© of IEEE. Reprinted, with permission from [80]
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3.1 Introduction and motivation

As theO/E transceivermarket experiences significant growth, it is imperative to reduce the bill of

materials and lower the cost of the transceivers. As most of these transceivers utilize an off-chip

PD, a fully-monolithic implementation of the PD will reduce the cost for both the component

and the associated packaging. From the link perspective, there are also requirements to increase

the data rate from 10 Gb/s to 25 Gb/s and higher, and reduce the overall power consumption. A

single-chip O/E RX with a monolithic PD and the associated CMOS circuits can significantly

reduce the parasitics and ease the overall O/E RX design. Beyond the transceiver market, a

fully-integrated O/E RX is also desirable for other applications in high-performance computing

and sensors [81].

A significant majority of the optical interconnects in the existing datacenters today span a

distance of less than 300 m, and operate at 850 nm with MMFs, VCSELs, and PDs [10]. In

this project, we propose a fully-integrated, single-chip CMOS O/E RX incorporating a CMOS

APD for 850 nm applications.

3.2 Avalanche photodetector

3.2.1 Responsivity and link budget

PDs convert the light into an electrical current and therefore are used at the front-end of every

O/E RX. The PD responsivity, ', defined as the ratio of the output current �%� to the input
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optical power %8=, is a measure of its gain as in equation 3.1 [38].

' =
�%�

%8=
=

[

ℎ2/_ (3.1)

where [ is the quantum efficiency of the PD, _ is the wavelength of the incident light, ℎ is the

Planck’s constant, and 2 is the velocity of the light. The relation between the optical sensitivity,

%>?−B4=, of the O/E RX and the electrical sensitivity, 8%%B4=, of the electronic RX can be shown as

in equation 3.2 [38].

%>?−B4= =
8%%B4=

2'
(3.2)

Higher responsivity of the PD, therefore, significantly improves the O/E RX optical sensi-

tivity. Traditionally, external PDs implemented in expensive III-V technologies offer ' of up

to 1 A/W.

One approach to boost the responsivity is to leverage the avalanche effect [82] and design

an APD. In an APD, the photoelectric effect first converts the incident photons into electrons,

similar to regular PDs. Then, by applying a high reverse bias voltage, these electrons are

accelerated to create impact ionization and generate many more carriers. This avalanche effect

further increases the current gain, boosting the effective responsivity, '4 5 5 , of the APD by a

multiplication factor, " .

The multiplication gain of the APD has a huge impact on the overall link budget. Consider

a typical VCSEL and MMF link in a datacenter. The link budget given in equation 2.10, can be

represented as in equation 3.3.

%'- (3�<) = %)- − 2%""−�%! − %$�−0CC − %$�−38B? − %%4= =
8%%B4=

2"'
(3.3)
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It is evident that using APDs and improving M for the APDs can significantly reduce the

overall power consumption of the link. Conversely, for the same laser power, the design of the

O/E RX can be considerably relaxed.

On-Chip PD vs. Off-Chip PD

Traditionally, PDs are implemented in a separate process compared to the CMOS electronic RX

to increase the PD performance, namely, –3 dB BW of its frequency response, and responsivity.

PDs are generallymade in expensive technologies such as Ge [83], GaAs [84, 85] or InP-InGaAs

[86] to enhance their performance.

However, connecting the external PD to a CMOS electronic RX using wirebonding assem-

bly results in several issues: increase in manufacturing and packaging cost, possible decrease

in yield, crosstalk between the bondwires degrading RX performance especially when imple-

mented as arrays of PDs connecting multiple RXs, requirement for ESD devices, additional

packaging parasitics degrading the sensitivity of the RX, etc. A flip-chip package reduces, but

does not eliminate, parasitics and crosstalk.

To overcome the aforementioned problems with a discrete PD, a fully monolithic CMOS

PD can be implemented by using additional modifications to the CMOS process [87]. However,

adding Ge to CMOS process to improve the PD performance increases manufacturing cost and

complexity of fabrication, and is detrimental to the performance of CMOS transistors [88]. A

Ge-based APD has high optical absorption only in 1.3 to 1.55 `m wavelength range and is

therefore not suitable for 850 nm applications. Fully-integrated bulk CMOS PDs [89, 90] have

low responsivity and are not very attractive for high-speed links.
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Integrated CMOS APD

In order to reduce cost, manufacturing complexity, bondwire crosstalk, and parasitics, an APD

is designed in the same bulk CMOS process as the electronic RX circuits. Due to monolithic

integration, no external signal pads are needed (�?03 = 0 fF), and the ESD requirement is

also considerably reduced. On-chip APDs thus improve O/E RX sensitivity and BW and have

inspired several recent research efforts in the design of on-chip CMOS APDs [82].

Despite the advantages of CMOS APDs, certain drawbacks have limited their practical use.

For instance, APDs in bulk CMOS process require bias voltage of up to 10 V [82], which

can be addressed using an on-chip voltage booster to get the high APD bias voltage from the

available nominal supply. Moreover, due to the APD thermal and shot noise contribution, it has

to be operated at its SNR optimal point, which is sensitive to the bias voltage and temperature

[38, 91].

The system presented in this chapter, shown in Figure 3.1, consists of a high-speed data

path that converts the received input optical signal to a differential voltage, an on-chip voltage

booster to provide the needed APD bias voltage, and a precision bias control loop that senses

the output level of the MAs and uses a search algorithm to maintain a steady APD BW and

gain.

3.3 CMOS receiver

This section discusses the details of the high-speed path of the 10 Gb/s APD O/E RX imple-

mented in a 0.13-`m CMOS process, as shown in Figure 3.1. The CMOS APD is followed

by a TIA to convert the electric current to an electric voltage with gain (�) ��), and four stages
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Figure 3.1: A 10 Gb/s APD O/E RX in 0.13-`m CMOS process.

of MAs for further voltage amplification. An offset cancellation loop consisting of a low-pass

filter (LPF), error amplifier, and a current source is also shown in Figure 3.1.

The output of a PD is single-ended. As differential designs are preferred in an RX, a

differential TIA driven by a PD and a dummy PD can be implemented [92], where the dummy

PD does not have any light incident on it. Another popular topology is to implement a single-

ended TIA followed by a differential amplifier where the TIA is conventionally connected to

a differential amplifier, with the other input of the differential amplifier connected to a replica

TIA, Figure 3.2.

However, these methods cause mismatch in gain and phase of the differential output,

resulting in asymmetric signals. Moreover, a dummyTIA also increases the power consumption

of the RX.

In the differential amplifier, Figure 3.2, transistor "1 is connected to the TIA and "2
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Figure 3.2: A differential amplifier to convert single-ended TIA output to differential signals
for the MAs.

is connected to dummy TIA for better matching. Transconductance (6<) and the load (')

of both transistors "1 and "2 are considered to be matched. The output-referred noise,(
+2
(>,=)

)
, and the input-referred noise,

(
+2
(8,=)

)
, of the differential amplifier can be calculated as

in equations 3.4 and 3.5, respectively.

+2
(>,=) = 8 )' (1 + W6<') (3.4)

+2
(8,=) =

8 ) (1 + W6<')
62
<'

(3.5)

In this work, a single-ended inverter-based push-pull TIA followed by a self-noise-canceling

active balun to convert the single-ended TIA output to differential signal was implemented,

Figure 3.1. Figure 3.3 shows the active balun implementation, inspired by noise-canceling

low-noise amplifiers [93]. +8= represents the single-ended signal from the TIA, 'B is the output

resistance of the TIA, +� is the gate bias for the common-gate transistor "2, and +% and +#
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Figure 3.3: A noise-canceling active balun to convert single-ended TIA output to differential
signals for the MAs.

are differential signal outputs.

As shown in Figure 3.3, the TIA signal, +8=, undergoes amplification by "2 in phase, and

amplification at "1 out of phase, and thus the two signals add up differentially at the output.

The gain of the balun,��0;D=, follows equation 3.6.

��0;D= =
6<1'1 + 6<2'2

1 + 6<2'B
= 6<1'1 (3.6)

Where 6<1 and 6<2 are transconductance of transistors "1 and "2, respectively. '1 and '2

are the loads seen by "1 and "2 transistors and can be approximated to 1/6<4 and 1/6<3,

respectively. For the output to have matched swings at +% and +# , the gain of the two paths
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should be designed such that 6<1'1 = 6<2'2.

On the other hand, the gate-referred equivalent noise of "2 has two paths to the differential

outputs. The noise of "2, +=2, with "2 acting as a common-source device, is inverted at %,

+%,=2. +=2 is also sensed at node A in-phase, +�=2, and then inverted by "1 to appear at the

node # as +#,=2. Where +%,=2 and +#,=2 are given by equations 3.7 and 3.8, respectively.

+%,=2 = +=2

(
−6<2'2

1 + 6<2'B

)
(3.7)

+#,=2 = +=2

(
−6<1'16<2'B

1 + 6<2'B

)
(3.8)

For the differential design, where 6<1'1 = 6<2'2, if 'B = 1/6<2, then the effective noise of

"2 is canceled at the output, as per equation 3.9.

+>DC,=2 = +=2

(
6<1'16<2'B − 6<2'B

1 + 6<2'B

)
(3.9)

Considering noise from other sources,"1, '1 and '2,
(
+2
(>,=)

)
and

(
+2
(8,=)

)
can be calculated

as in equations 3.10 and 3.11, respectively.

+2
(>,=) = 4 )' (2 + W6<') (3.10)

+2
(8,=) =

8 ) (1 + W6<'/2)
62
<'

(3.11)

Comparing equation 3.11 with equations 3.5, the input-referred noise of the active balun

is smaller than that of a differential amplifier with dummy TIA. Figure 3.4 compares the

noise, when referred to the TIA input, of the active balun with a differential amplifier based
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Figure 3.4: Simulated noise referred to TIA input to compare differential amplifier and noise-
canceling active balun when both have the same gain and BW.

implementation when both are designed and simulated for the same gain and BW. The total

RMS input-referred noise of the TIA with active balun and differential amplifier is 2.2 `A

and 3.1 `A RMS, respectively. Apart from minimizing the mismatches in gain and delay

as compared to a dummy TIA, the active balun provides gain (��0;D=), thereby reducing the

input-referred noise from the MAs.

The loads '1 and '2 are implemented as active shunt-peaking inductors for BW extension

[37, 94, 95] at the expense of additional noise. The active balun is followed by four stages of

MAs, with each stage implemented as a differential amplifier employing shunt-peaking active

inductors. MAs are provided with two different power supplies, 1.24 V for the transistors and

1.54 V for resistors of active inductor. The amplified signal is finally buffered to the output

using 50Ω driver for measurement purposes.
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Figure 3.5: Die micrograph of the APD O/E RX in 0.13-`m CMOS.

3.4 System implementation and measurements

The APD O/E RX, as shown in Figure 3.1, is implemented as a proof-of-concept prototype.

Figure 3.5 shows the die micrograph. The core area of APD is 10 `m × 10 `m and that of TIA

with MAs, buffers, and offset cancellation loop is 170 `m × 140 `m (without pads).

For measurement purposes, the chip is wirebonded to a CQFP80 package and soldered onto

a PCB. The power consumption for the TIA is 1.74 mW, and for the balun and MA stages is

3.96 mW. A more detailed breakdown of the power consumed in various RX circuits is shown

in Figure 3.6 based on post-layout simulations.

The optical eye diagram measurement for the APD O/E RX at %0E6 = −18.8 3�< is shown

in Figure 3.7, for a 10 Gb/s PRBS7 signal generated using a VCSEL rated at 25 Gb/s equivalent
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Figure 3.6: Power breakdown based on post-layout simulations (with measured power con-
sumption of 5.52 mW).

BW at a 6 dB extinction ratio.

Figure 3.7: Measured optical eye diagram at 10 Gb/s.

Table 3.1 provides the performance summary and comparison to prior-art CMOS linear

(non-clocked) TIA based 10 Gb/s RXs operating at 850 nm with CMOS APD [96] and n-well

based PD [97], along with the state-of-the-art designs with external PDs [98–100]. When
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published and to the authors’ knowledge, this work achieved the best sensitivity for 10 Gb/s

CMOS linear O/E RX at 850 nm. The design also compares favorably to the state-of-the-art

in area, power and energy efficiency. BER measurements are carried out using an SHF 11125

analyzer and a bathtub plot is shown in Figure 3.8.

Figure 3.8: Measured BER vs. RX sensitivity at 10 Gb/s.

Table 3.1: Performance summary and comparison to 850 nm linear CMOS TIAs.
[98] [99] [100] [96] [97] This Work

CMOS Tech. (nm) 120 130 65 65 65 130
Architecture TIA+MA TIA+MA TIA+MA APD+TIA Nwell-PD+TIA+MA APD+TIA+MA
Gain (dBΩ) 81.11 87 63.2 60 102 71
BW (GHz) NA 6.6 NA 6 12.5/0.5 NA/3.5
R (A/W) NA 0.67 0.55 NA NA 3.92
Data rate (Gb/s) 10 10 10 10 9 10
BER 1E-12 1E-12 1E-12 1E-12 1E-12 1E-12
PRBS 7 7 7 7 15 7
VDD (V) 1.0/1.7 1.8 NA 1.2 1.0/1.2 1.24/1.54
VDD-PD (V) 3.5 2.5 NA 10.7 0.5 9.51
Power (mW) 81 441,2 68.2 13.71 481,3 5.71

Energy/bit (pJ/b) 0.8 3.522 6.82 1.37 5.333 0.57
Area (mm2) 0.043 NA 0.0044 0.024 0.23 0.024
Pave (dBm) -13.1 -12.3 to -12.7 -16.1 -6.5 -11.5 -18.8
OMA (dBm) -13.1 -11.5 -15.6 NA NA -18

1 Excluding 50Ω buffer, 2 At 12.5 Gb/s, 3 At 9 Gb/s, 4 Excluding offset cancellation
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3.5 Summary

AnAPD-basedO/ERXgreatly relaxes the sensitivity requirements of the electronic RXbecause

of the inherent avalanche gain of the APD. However, due to the high reverse bias requirement

and temperature sensitivity of the APD, APD-based RXs have been traditionally implemented

as multi-die solutions. This work proposes the first monolithic solution of a CMOS based

O/E-RX with APD. Fully-monolithic implementation further improves the BW at the input of

the electronic RX by eliminating package parasitics. The electrical RX uses a noise-canceling

active balun to enhance the overall sensitivity while providing a single-ended to differential

conversion. The APD O/E RX achieved the best-reported sensitivity (as of its publication date)

among 850 nm linear CMOS TIAs at 10 Gb/s.
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Chapter 4

Current-mode receiver

4.1 Introduction and motivation

As mentioned in Section 2.1, a high-speed, low-noise, and low-power RX demands better solu-

tions to combat the gain-BW-power trade-offs encumbering the state-of-the-art. Conventional

RXs usually follow the general architecture shown in Figure 2.1, with the topology of the TIA

being the main difference between different designs. Three common topologies for linear TIAs

include a resistor [101], an amplifier with resistive shunt feedback [102], or a Gm-boosted

regulated cascode [9]. Each of these techniques has its pros and cons. However, in all of them,

the signal undergoes a series of current(I)/voltage(V) domain conversions until it gets to the SA

where a binary (0/1) decision is made.

Consider the example shown in Figure 2.1. Assuming a one-stage MA follows the TIA

before the SA, the received signal is in ‘I’ domain, it is then converted into ‘V’ by means of the

TIA. The MA stage can be looked at as a combination of a Gm and TIA stage. In the first, the

input ‘V’ is converted into ‘I’, to be then converted back by the latter to ‘V’ before it is fed to the
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SA. The V-I-V conversions can repeat depending on how many MAs precede the SA. All the

blocks preceding the SA are required to have a BW serving the needed data rate with minimal

input-referred noise contribution, demanding a high-power budget. A solution to this problem

can be achieved by moving the decision-making block, the SA, to the front-end, getting rid of

the noisy and power-hungry blocks. As the interest in eliminating the power-hungry analog

front-end increases, integrating RX front-ends started to become more popular [32]. However,

these designs relied mainly on replacing the analog front end with a S/H circuit, while keeping

the SA as is. Even though the new implementations get rid of the linear front-end, the input

signal still goes through a series of I-V-I-V conversion.

In this chapter, we propose a current-mode receiver that gets rid of the linear front-end as

well as the Gm stage in the SA by merging the S/H circuit with the SA into a current-mode

receiver. By nature, the input signal to an O/E RX is single-ended, while an SA requires a

differential input. In conventional RXs, the differential inputs for the SA are generated by the

TIA/MA combination using dummies or baluns, as discussed in Section 3.3. The proposed

design aims to convert the single-ended PD current into differential currents feeding directly

into a current-based SA to resolve the data right at the input, without the need for any noisy and

power-hungry stages.

4.2 Proposed current-mode receiver

The proposed design converts the single-ended PD current into a differential current through

the '�/�� “bias-tee-like” combination, as shown in Figure 4.1 (a). As shown in Figure 4.1 (b),

a large value for '� ('� � /�# ) ensures that it acts as a DC current source to bias the
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Figure 4.1: (a) '�/�� combination used for single-ended to differential conversion. (b) '�/��
in the proposed design. (c) '�/�� in [101]

PD with an �� = �$#/2. '� is then followed by a DC-blocking cap, ��. After the '�/��

combination, currents �% and �# are fully differential and are ready to be processed by the

SA. A large '� ensures minimal contribution to the input-referred noise of the RX. Similar to

the offset-canceling feedback in conventional linear RX front-ends, '�/�� sets the high-pass

corner for the RX, and must be kept sufficiently low in order to not degrade the RX eye.

A similar '�/�� combination is used in [101], but for very different purposes. In [101], '�

is used as a TIA, with a value less than /�# , converting the PD current to a voltage, as shown

in Figure 4.1 (c). A pair of '�/�� then enables the single-ended to differential conversion, and

+2% and +2# are fully differential with a common mode, +�" , set by the following circuit.

In [101], the value of '� strongly dictates the gain and BW of the TIA, creating a tight

trade-off between them. Practically, the value of '� should be relatively small to achieve the

targeted BW, usually in the range of a few hundred Ohms. Consequently, it will have a high

47



noise current showing directly at the input, which, in turn, will degrade the sensitivity of the

RX. Moreover, as the input changes, the PD biasing will be modulated, which could potentially

degrade the performance of the RX.

The proposed design, shown in Figure 4.2, aims to avoid any of the I-V conversions and

handle the signal current directly at the SA for a low-power implementation. As the input to the

SA in Figure 4.2 is a current rather than a voltage, the Gm stage in a conventional SA can be

omitted. When the SA is enabled, the input current is integrated on�%% and�%# until either+%

or +# hits the threshold of the back-to-back inverters enabling the positive feedback to resolve

a one or a zero aided by the regenerative action.

A quarter-rate implementation for the current-mode receiver is shown in Figure 4.3, where

four slices of theRX are used to sample and recover the incoming serial data in a time-interleaved

fashion. The switching matrix, along with the clock generation circuits, ensures a seamless

Figure 4.2: Full-rate current-mode receiver.
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transition between the four slices of the RX. ���,%, ���,# , �%%, and �%# are used to set the SA

gain and implement offset cancellation.

In Figure 4.3, and for illustration purposes, the variable current sources (���,% and ���,# ),

and the time-interleaving switching matrix are shown as separate blocks. However, in the

proposed implementation, shown in Figure 4.4, they are integrated within the SA. The proposed

SA is working at quarter the data rate and is clocked with four clock phases, as shown in

Figure 4.5. The four clock phases are generated by a quadrature current-mode logic (CML)

divider, followed by a CML-to-CMOS converter, and are then buffered to the SA slices.

The SA phases of operation are depicted in Figure 4.5 along with Figures 4.6 – 4.8, and can

be summarized as follows

Figure 4.3: Quarter-rate current-mode receiver.
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Figure 4.4: Proposed current-SA.

Figure 4.5: Clock phases, and current-SA phases of operation.
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Phase 1: ’Reset’

In the reset phase, shown in Figure 4.6, "1%,#–"5%,# are turned off disconnecting the slice

from the input and ensuring that the back-to-back inverters "7%,# -"8%,# are not connected to

ground to avoid any static power consumption. In the meantime, �(%,# are discharged through

"6%,# , while �%%,# are pre-charged to +�� through "9%,# .

Phase 2: ‘Data sampling and integration’

In this phase, shown in Figure 4.7, the reset switches "6%,#–"9%,# and "10 are turned off

and the input is connected to the SA core though "1%,#–"2%,# . At the same time, �(%,# are

connected to the core through "5%,# . When connected, �(%,# provide a DC current that helps

increase the SA gain with minimal added noise. The input currents are integrated on �%%,# ,

and according to the current’s polarity, a difference in the values of +% and +# is established,

putting one of them on the onset of the SA threshold.

Phase 3: ‘Decision and regeneration’

In the last phase of an operation cycle, shown in Figure 4.8, as q270 goes low the input is

disconnected from the SA and is connected to the SA of the next slice. Simultaneously, q90

goes high, enabling a current path through "3%,#–"4%,# to allow the SA to make a decision

and its outputs to reach the rail-to-rail values. With this technique, the SA is allowed double

the unit interval (UI) to resolve the value of one bit.

During the design phase, the resistors and capacitors values, and transistors sizes were

chosen to achieve the best possible performance in terms of noise, BW, low cutoff frequency

( 5;2), and dynamic range. The general considerations taken to achieve that target are presented
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Figure 4.6: Proposed current-SA: Phase1-reset.

Figure 4.7: Proposed current-SA: Phase2-integrating the input on the output capacitors.
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Figure 4.8: Proposed current-SA: Phase3-Decision, and regeneration phase.

in the rest of this section.

At the input, the '�/�� combination is used to convert the single-ended current into

differential. However, the selection of their values is very crucial to the design as they set the

PD biasing voltage and the 5;2 of the system. Ideally, '� should have a value as high as possible

to reduce its noise current contribution. However, the PD bias voltage (+%� = +�� − 2 �'� )

needs to be high enough for the PD to have sufficient BW and responsivity. Therefore, by

knowing the maximum+�� a process can handle, and the maximum expected DC current from

the PD, the value of '� can be set. The value of �� is, then, selected with a trade-off between

the BW and the 5;2. The parasitics of �� show up as part of the total input capacitance, which

will have a direct impact on the RX BW, setting the upper limit on ��. As �� is inversely

proportional to 5;2, it should be sized to allow minimal drift in the longest consecutive identical

digits in the targeted PRBS sequence at the lowest targeted data rate. As a rule of thumb, the
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maximum 5;2 could be obtained as the ratio between the targeted data rate and the number of

bits in the targeted sequence [103].

During an operation cycle, themost critical phase is the sampling and integration phase. The

performance of the RX during that phase determines the overall performance in terms of noise,

BW, and dynamic range. To gain more insight on what dictates the noise and BW performance,

the SA can be reduced during the sampling phase to the circuit shown in Figure 4.9 (a). A

transistor, in this case, can be represented as a switch with a series on-resistance ('$# ) and

infinite off-resistance, and the circuit could be represented by the model in Figure 4.9 (b).

Ideally, the PD current should be completely routed to �%%. However, along the way from

the input to the �%%, the current will see different leaking paths with �%� as the dominant one.

Here, �%� represents the total capacitance at the RX input, including the PD capacitance, pad

capacitance, and any parasitic capacitance from ��. The ratio of the current loss in �%� is

equivalent to the ratio of the SA’s input impedance to �%�’s impedance over frequency. This

IP

VP

M1P M2P

M7P

CPP

IP

VP

CPP Ron iR,n

CPD CPD

≡

(b)(a)

Figure 4.9: (a) The current-SA during phase 2, (b) and its simplistic equivalent circuit of the
current-SA in phase 2.
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will determine the –3 dB BW of the system, according to equation 4.1.

533� =
1

2c'$#�%�
(4.1)

Moving on to the noise analysis, an ON switch can be viewed as a resistor with a parallel

noise current source (for noise calculations a Thevenin’s equivalent might be more convenient),

and the RMS output noise voltage follows equation 4.2 [7].

+A<B>DC =

√
2 )
�%%

(4.2)

Therefore, increasing �%%,# will lower the noise and enhance the sensitivity at the expense of

the SA’s gain and BW.

Finally, the input current to the current-mode receiver could vary due to a change in

the received light intensity and/or the PD responsivity. Therefore, the RX’s gain should be

adjustable to accommodate as wide of a dynamic range as possible. The gain of an SA could

be directly coupled to the slew rate of discharging the capacitance at the output nodes, and

hence depends on the current strength and the value of the capacitance. To achieve this goal,

the design uses a bank of capacitors for both �%%,# and �(%,# to control the capacitance and

the current at the output nodes, respectively. Even though in the current implementation, the

values of �%%,# and �(%,# are changed externally, in a complete implementation, a feedback

loop sensing the output of the SA and trimming their values is necessary.
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4.3 System implementation and measurements

The design was implemented in a CMOS 65 nm TSMC process, and Figure 4.10 shows the

chip micrograph. Figure 4.11 shows a block diagram of the setup used in measuring the chip.

A Pulse Pattern Generator (PPG)/Error Detector (ED) pair were used to generate the input data,

and to check the output data for errors. A balun was used to generate fully differential clocks. A

programmable delay line was used to adjust the clock-to-data delay. The chip includes a serial

to parallel interface (SPI) that feeds all the programmability bits used in system selection, offset

cancellation, gain control, and termination resistance trimming.

The chip has two copies of the proposed design with different input options. First, an

on-chip modulated current source with a total parasitic capacitance of 8 fF is used as a PD

emulator (EMU). This is particularly useful as it allows for testing the system in an all-electric

test setup. It also gives a general idea about how the system would work if a low parasitic

on-chip PD is used. After verifying the system’s functionality using the PD-EMU, the second

copy could be used with a wirebonded external PD (XPD) for a realistic test setup.

Ongoing measurements show that the system with the PD-EMU is functional up to 14 Gb/s

and can achieve a BER of 1E–12 with an input current of 70 `A, as shown in Figure 4.12.

Table 4.1 includes a comparison between the best results obtained to date for our design with

recently published designs.
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Figure 4.10: current-mode receiver die micrograph.
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Figure 4.11: current-mode receiver measurement setup.
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Figure 4.12: current-mode receiver measurement: BER vs. input current

Table 4.1: Performance summary and comparison to state-of-the-art clocked TIAs.

This work [101] [104] [7] [8]
Technology 65 nm 130 nm SOI 65 nm 90 nm 28 nm
Data rate (Gb/s) 14 10 25 16 25
Sensitivity (`App) 70 6 86 284 25
CPD (fF) PD-EMU1 On-chip 60 440 <25
Efficiency (pJ/b) 0.27/22 1.5 3.25 1.4 0.17

1Estimated capacitance = 8 fF 2Including clocking buffers and divider
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Chapter 5

Silicon-Photonic coherent transmitter1

5.1 Introduction

The architecture of a coherent TX supporting DP-QPSK (or DP-QAM) signaling is shown in

Figure 5.1. The Silicon-photonics IC consists of four MZMs, optical splitters and combiners,

a polarization beam splitter and rotator (PBSR) [106, 107] and phase shifters. The Silicon-

photonics TX is driven by four SiGe linear drivers. When adequately biased and driven, an

operation that is described in detail later in this chapter, a DP-QPSK optical output is generated

if the drivers’ output are NRZ, and a DP-"2-QAM output is attained if the MZMs are driven

by M-level PAM (PAM-M) signals.

In this chapter, we present a high-swing linear MZM driver. The driver utilizes several

BW-extension circuit techniques, including a resistor-based capacitor splitting technique, to

simultaneously achieves high BW (over 40 GHz), large swing (6 Vppd), low total harmonic

distortion (THD) (3.6%) while being protected against breakdown voltage (BV), and mitigating

1© of IEEE. Reprinted, with permission from [105]
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Figure 5.1: A Dual-Polarization (DP) QPSK/QAM coherent TX

reliability concerns in a 130 nm SiGe process. The driver also maintains a targeted swing and

E/OBWusing pre-emphasis control in its output stage and gain control in the pre-driver variable

gain amplifiers (VGA). Finally, the driver is co-packaged with a Silicon-photonics optical TX

enabling the same level of performance as LiNbO3 MZMs with III-V drivers at 34 Gbaud.

This chapter is organized as follows. A description of operation and requirements for the

coherent TX is given in Section 5.2. The details of theMZM driver are presented in Section 5.3.

The test benches used to evaluate the fabricated prototype, along with the experimental results,

are summarized in Section 5.4. Finally, the chapter is concluded and summarized in Section 5.5.
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5.2 Coherent Silicon-photonics transmitter

Figure 5.2 shows the basic building block of a coherent TX consisting of an electrical driver

and an MZM. The optical power intensity at any bias point for the MZM is given by (5.1).

%>DC (C) =
U%8=

2

(
1 + cos c

+'� (C) ++180B
+c

)
, (5.1)

Where +'� (C) is the driver output signal, +180B is the voltage used to bias the MZM at the target

operating point (of optical output power), +c is the half-wave voltage, %8= is the input optical

power to the MZM, and U is the MZM insertion loss. Figure 5.3 shows the optical power

intensity for the MZM as a function of the driver swing (+'�).

In an intensity-modulation TX, the MZM is biased at the quadrature point (&), which is the

drive voltage at which the output optical intensity drops to half of its maximum. The optical

power intensity is modulated by the MZM sending high power for a logic-‘1’ and a low power

for a logic-‘0’ in an NRZ transmission. The TX is optimized to deliver high launch power and

high extinction ratio, and a swing of +c.

On the other hand, in a coherent TX, theMZM is biased at the null bias point (#). Figure 5.3

EP

EN

DRV MZM1
DAC

ππ

VRF

Figure 5.2: The main building block of a coherent TX - a driver and a null-biased MZM.
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Figure 5.3: Null-biased MZM operation to obtain a PSK modulated signal.

also shows the optical field (% ∝ |� |2) for the MZM. Equal but opposite swings at the null

bias point lead to the optical output field changing its sign but maintaining the same magnitude.

This enables phase modulation.

In addition to the transfer functions, Figure 5.3 shows the constellation for an NRZ driving

signal. When a common-mode signal drives both MZM arms, the electric field vectors at

the combiner are c out of phase, yielding an intensity null in the output optical power, and

a (0,0) point on the constellation map. However, when a differential signal representing a

logic-‘1’ is applied to the MZM, one arm gets a positive phase shift rotating its electric field

vector clockwise while the other gets a negative phase shift rotating its electric field vector anti-
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clockwise, resulting in a non-zero optical signal and a point on the real axis of the constellation

map. On the other hand, if a differential signal representing a logic-‘0’ is applied, the resulting

output is of the same intensity as that of the logic-‘1’, but with a c phase shift. The operation of

this fixture can be represented by a phase shift keying (PSK) constellation. Driven With NRZ

signals, the logic-‘1’ and logic-‘0’ have similar intensity levels, but the optical fields have 0 and

c phases, respectively. Moreover, the spectral efficiency of the TX can be increased by driving

the modulator with a PAM-4 signal instead of NRZ, which results in a 4-PSK operation.

Figure 5.1 shows the schematic of the full coherent TX. It consists of fourMZMs performing

PSK each, grouped into pairs of two. Each pair is configured as a Mach-Zehnder interferometer

(IQ-MZI), with a c/2 phase shift concatenated to one MZM to generate both �-phase and

&-phase constellation points. To mathematically represent the output of the TX, the electrical

field can be analyzed at different points along the optical TX. The electric fields at points ‘A’

and ‘B’ are represented in (5.2) and (5.3), respectively.

�� (C) = �� (C) cos (l'� C + q�), (5.2)

�� (C) = �& (C) sin
(
l'� C + q&

)
, (5.3)

where l'� is the angular frequency of the electric field, �� (�&) and q� (q&) are the electric

field amplitude and phase at point ‘A’ (‘B’), respectively.

At point ‘C’, �� (C) and �� (C) are combined and the resulting �� (C) follows (5.4), where A

and \ are obtained according to (5.5) and (5.6), respectively.

�� (C) = A (C) cos (l'� + \ (C)), (5.4)
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A (C) =
√
�2
�
(C) + �2

&
(C), (5.5)

\ (C) = tan−1
(
�&

��

)
, (5.6)

A QAM signal is thus generated by combining the �-phase and &-phase.

A PBSR is then used to multiplex the signals from the upper and lower paths in the

polarization domain. The output of such DP coherent optical TX can generally be represented

using (5.7) and can be visualized via a constellation diagram.

�)- (C) = [A (C) cos (l'� + \ (C))]-−?>; + [A (C) cos (l'� + \ (C))].−?>; , (5.7)

Thus the TX outputs a DP-QPSK (or DP-4QAM) signal for NRZ-driven MZMs and a

DP-16QAM for PAM-4-driven MZMs, respectively.

By inspecting Figure 5.1 and Figure 5.3, it is evident that any deviation from a c phase shift

in the inner MZMs or c/2 in the outer IQ-MZI would result in a distorted constellation, and

hence, a degraded BER [108]. Therefore, a control loop ensuring proper biasing of the MZMs

and IQ-MZI is implemented. Similar to bias controls in discrete quadrature modulators like

LiNbO3, dithering is applied to set all the TX phase shifts to their desired points [109].

In a coherent link, it is desirable to maximize the launch power by maximizing the optical

power intensity of the symbols. A maximum power intensity can be achieved by driving the

MZM to span a 2+c of its characteristics. Driving the MZM with a voltage swing lower than

2+c will result in a launch power degradation. The degradation from the maximum possible

power is referred to as modulation loss (ML). However, due to the nature of the optical field,

spanning 2+c means driving the MZM into a highly nonlinear region. As a compromise to
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keep the operation as linear as possible while transmitting high launch power, a +c driving

swing around the null-bias point is usually targeted, resulting in ≈ 3 dB of ML. For instance,

the MZMs in this work have electrodes designed as Z0 = 44 Ω transmission line as a result of

the trade-off between the driver power consumption, MZM BW, and phase shift efficiency. The

MZM is ≈ 3.5 mm long with +c! = 2.44 V.cm, and is driven by a 6 Vppd driver. That swing

will span close to 1+c when the MZM is biased at the null for coherent operation and achieve an

extinction ratio of 15.8 dB when the MZM is biased at the quadrature for intensity-modulation

operation. It should be noted that achieving a full 1+c modulation would require re-designing

either the MZM or the driver output stage. On the MZM side, +c can be reduced by increasing

the MZM’s length, which is usually limited by the available area on the SiPh chip and adds

to the MZM loss. Another way would be enhancing the phase shift efficiency at the expense

of increasing the PN-junction capacitance, which in turn lowers the characteristic impedance

of the transmission line, increasing the driver’s power consumption. On the driver side, in the

used technology, going beyond 6 Vppd will raise reliability concerns, and a breakdown tripler

will be needed. Following the same approach for breakdown doubler, designing a tripler will

require adding another auxiliary path and a stack of more transistors at the output stage, which

will come at the expense of BW, headroom, and power consumption.

5.3 Mach-Zender modulator driver

In the presented work, the 44 Ω-MZM is driven by a SiGe electrical driver, as shown in

Figure 5.4. The high-speed path of the driver includes an input buffer, two VGAs, and the

output stage. To support the high-speed path, the driver also includes a cross-coupled quad
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proportional to absolute temperature (PTAT) generator-based bandgap reference similar to

[110]. The bandgap reference provides reference currents to the rest of the driver blocks.

Moreover, to minimize the impact of any mismatch between the differential paths, the driver

includes an offset cancellation circuit. As shown in Fig. 5.4, the DC levels of the driver

outputs are extracted using an 8 kHz low pass filter and then compared. Any mismatch is then

corrected for by the Gm-stage drawing unbalanced current from the input termination resistors

using NMOS current steering pair. Furthermore, in the integrated solution, the driver’s outputs

are connected to the MZM and cannot be accessed for debugging or gain control purposes.

Therefore, a peak detector (PKD) circuit [111], as shown in Fig. 5.4, is used to generate a

signal strength indicator. To protect the driver against electro-static discharge (ESD) events,

ESD devices are added to all the pads. The ESD devices provide 500 V protection with ≈ 25 fF

capacitance and 2 kV protection with ≈ 95 fF capacitance for the high-speed pads and the DC

pads, respectively.
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Figure 5.4: Mach-Zender modulator driver block diagram.
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5.3.1 Input buffer

In a coherent TX, the signal processed by the digital signal processing (DSP) engine and RF

Digital to analog converter (DAC) is fed to the MZM driver through the transceiver carrier in

a 50 Ω environment. Therefore, the driver uses an emitter-follower-based input buffer along

with 50 Ω input-side termination, as shown in Figure 5.5, to guarantee proper input matching,

introduce the needed level shifting, and shield the parasitic capacitance of the following stages

from input node.

5.3.2 Variable gain amplifier

To compensate for variations in the input signal level as well as the interconnect losses between

the DSP and the driver, two Gilbert cell-based VGAs are used, as shown in Fig. 5.6. Using

control voltages +��% and +��# , &3-&6 are used to steer the signal currents, changing the

current levels delivered to the load '! , and hence controlling the gain of the amplifier. The

VGAs have continuous-time linear equalization of 4.6 dB [36] and provide 10 dB of gain range

without significant changes to the BW or peaking.

Rbias

INN

50Ω 50Ω 

Offset 

cancellation 

current

INP

OUTN

OUTP

Q1

Q2

Q3

Q4

Figure 5.5: Input buffer schematic.
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Figure 5.6: VGA schematic.

5.3.3 Driver output stage

Asmentioned in Section 5.2, an output swing of 6Vppd is chosen for the output stage as a realistic

value to provide the needed +c for the MZM. As the TX is targeted for > 200 Gb/s DP-16QAM

operation, this imposes challenging specifications for the driver to be met simultaneously.

For instance, a 6 Vppd output swing must be supported in our SiGe technology with a

breakdown characterization voltage (�+��>) [112] of only 1.65 V. Simultaneously, a nominal

electrical BW of 50 GHz and E/O BW of 40 GHz is targeted with sufficient slew-rate for

large-signal swings. Moreover, with the coherent optical link relying on pulse shaping and the

use of amplitude modulation to improve its spectral efficiency, the high-swing driver must also

be highly-linear, with THD < 6%. The driver’s THD performance has a direct impact on the

SNR, and standards often specify a THD performance requirement [113]. Note that prior-art in

high-speed large-swing drivers either supported switching (non-linear) output stages for NRZ

signaling in lower-cost BiCMOS processes [112, 114, 115] or reduced-Vppd for a linear high-

speed design using a state-of-the-art process with high- 5) MOSFETS and HBTs [116]. E/O

measurements are also seldom shown.
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Traditionally, MZM drivers used a cascode design in their output stage to support high

swings. However, in a conventional cascode design, Figure 5.7 (a), the emitter voltage of

the cascode device &2 is almost constant, and the maximum output swing is limited by the

collector-emitter breakdown voltage of &2. To break the �+��>-limit on the output swing and

achieve 3 Vpp (≈ 2�+��>) swing, the conventional cascode design can be modified to divide

the output swing between&1 and&2 using an auxiliary path as in [114], Figure 5.7 (b). Instead

of driving the cascode base with a constant voltage, the auxiliary path drives &2 with a scaled

copy of the signal, ensuring that the output swing is divided between&1 and&2, hence doubling

the maximum achievable output swing.

Although adding the auxiliary path helps increase the maximum achievable swing, it adds

more capacitance to the input node (P), as shown in Figure 5.7 (c). As a result, the voltage

doubler design suffers a BW reduction when compared to the conventional cascode design.

Moreover, the MZM driver is required to deliver a high swing on a low impedance, requiring

a large �&1 (≥ +??//>). Consequently, &1 is sized up to handle that current and to operate

near its maximum 5) leading to a large parasitic capacitance �) arising from the base-emitter

capacitance (��� ) of&1 and other parasitics. This, in turn, limits the BW at node (P). Moreover,

unlike the driver in [114], which mainly focused on NRZ operation, the desired driver in our

work must address linearity to satisfy the coherent link requirements. Therefore, our design

must primarily focus on the BW, linearity, and swing in the output stage while ensuring the

timing of the main and auxiliary paths are matched to avoid distorting the output. Note that

small-signal gain/BW and linearity considerations reflect the overall performance even for a

large-swing driver [112].

To benefit from the voltage doubling technique while alleviating the BW limitation due to
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Figure 5.7: (a) A conventional cascode output stage. (b) A voltage breakdown doubling (VBD)
output stage. (c) VBD limitations.

the added capacitance in the main and auxiliary paths, we present a resistor-based capacitor

splitting, as shown in Figure 5.8. Inductor-based capacitor splitting techniques have been

used before [37, 95] for gain-BW extension. Resistor-based capacitor splitting is usually not

effective in conventional single-stage or multistage amplifier designs for gain-BW extension.
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However, resistor-based capacitor splitting and shielding can lead to BW expansion in our two-

path additive design without affecting the overall gain of the signal path. The auxiliary path,

however, should be modified to ensure that the reliability criteria are still met.

In Figure 5.8 (a), the inputs to both paths are connected to the same node, and assuming

�1 and �2 have sufficiently larger BW, the system has a dominant pole at 1/RC, as can be

seen in (5.8). Here, ' is the load resistance of the stage that drives the two paths, and � is

the total load capacitance looking into the two paths. The input capacitance of the main path

is attributed to the ��� of its emitter-follower input stage, while the input capacitance of the

auxiliary path is due to ��� and the Miller-amplified ��� . After properly sizing both paths,

the input capacitance values of both paths are close in value in this design, assumed to be �/2

each. Furthermore, the additive gain of both paths can be approximated to that of the main path

�1 as the auxiliary path’s gain is heavily degenerated by the output resistance of &1.

+$*)

+�#
= (�1 − �2)

−6<&%'
1 + B'� ≈

−�16<&%'

1 + B'� , (5.8)

where +�# is the input voltage to the output stage (from the VGA), +$*) is the output voltage,

and 6<&% is the transconductance of the stage that drives the two paths.

If the auxiliary path capacitance is shielded between '− A and A, as shown in Figure 5.8 (b),

the transfer function of the system changes as in (5.9).

+$*)

+�#
=

−�16<&?'
(
1 + B('−A)A�

2'

)
(
B('−A)A�2

4

)2
+ B('+('−A))�

2 + 1
, (5.9)

As per (5.9), the resistor-based capacitor splitting technique creates a pole-zero pair at a
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higher frequency, but more importantly, pushes the dominant pole further without affecting the

overall gain of the system, as shown in Figure 5.8 (c). As shown in Figure 5.8 (d), a higher

split-ratio (r/R) leads to a higher BW extension ratio (BWER) but also reduces the signal into

the auxiliary path that must be compensated by the auxiliary path. A split ratio of r/R = 0.5

leads to BWER = 1.5.
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Figure 5.8: (a) Main and auxiliary paths connect to the same driving point. (b) Resistor-based
capacitor splitting. (c) BW extension due to resistor-based capacitor splitting. (d) BW extension
ratio vs. r/R.
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enhancement: Voltage break-down doubler→ Capacitor-splitting→ emitter-degeneration→
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With the design targets and considerations described earlier, the rest of this Section explains

the steps and the design flow for the output stage. Figure 5.9 shows the design evolution. After

sizing the output differential-pair (&1) and cascode transistors (&2) to accommodate the needed

current to achieve the targeted large signal swing on the load, matching between the main and

auxiliary paths is addressed. Since the output resistance of&1 acts as a high emitter-degeneration

for &2, the auxiliary path exhibits high BW compared to the main path. Therefore, �� and

'� are used to slow down the auxiliary path to match the timing of the main path [114]. The

inadequate BW of the voltage breakdown doubling (VBD) architecture is enhanced by pushing

the dominant pole using resistor-based capacitor splitting. The split in this design results in a

BWER = 1.3 without any power, gain, or area overhead. A side effect of this technique is the

drop in the auxiliary path gain. The drop can be compensated by increasing '� and decreasing
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�� , which is easily accomplished. However, the practical BWER attainable from this technique

is limited by the effect increasing '� has on headroom, timing mismatch, and reliability. For

instance, A and '� should be carefully changed to avoid changing the operation region of &3

and make sure it stays in the active region. Moreover, to maintain the timing between both

paths, an increase in '� should accompany a reduction in �� . Eventually, the capacitance

seen by '� will be limited by the parasitic capacitance of &2. Finally, the breakdown voltage

in the used technology is rated for an open base operation (�+��$ = 1.65 V), and 100 Ω base

resistor connection (�+�� |'=100 ' 2.1 V). Using low '� values allows a margin to exceed

�+��$ without sacrificing the reliability of &2. In this work, BWER is practically limited

by the parasitic capacitance of &2 to 1.5. To allow a reasonable margin in the design, a split

ratio resulting in BWER = 1.3 is chosen. Next, resistor-degeneration ('�1) is implemented for

&1. The degeneration increases linearity and BW as the transconductance of &1 (6<1) and its

base-emitter capacitance (���1) are decreased by [1+6<1('�1/2)]. This also reduces the gain,

but the reduction is acceptable as it brings the overall gain closer to the targeted range. It is

important to note that BW extension and linearity enhancement in the linear, high-swing, and

low-impedance driving output stage is more important than gain reduction. The gain can be

compensated in the VGA stages with more relaxed design constraints. To maintain timing, BW,

and linearity matching between both paths, emitter degeneration ('�3) is also implemented in

the auxiliary path with '�3 chosen to satisfy (5.10), where 6<3 is the transconductance of the

common-emitter transistor (&3) in the auxiliary path.

1 + 6<1

(
'�1
2

)
= 1 + 6<3

(
'�3
2

)
, (5.10)
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The degeneration increases the overall BWER to 2.3 and improves the simulated 1 GHz

THD from 6.7% to 5.1%. The THD is simulated using a 1 GHz single-tone input signal and by

observing the power levels of the fundamental and its harmonics at the output [117]. Finally,

emitter degeneration at &5 ('�5) is used to further improve the linearity for an overall THD of

3.6%, and pre-emphasis capacitor (��5) is used to introduce a low-frequency zero and push the

overall BWER to 4.54.

Overall, the combination of these techniques enhances the electrical BW from 11 GHz to

50 GHz and reduces THD by 47%, from 6.7% to 3.6% for the high-swing driver. The tunable

��5, along with the VGA deemphasis, compensates variations to ensures a minimum E/O BW

of 40GHz.

Even though small-signal analysis provides the needed intuition to understand and design

the output stage, large-signal analysis, shown in Figure 5.10, provides beneficial insights to

help better understand the design. The timing of the main and the auxiliary paths have to

be matched to minimize the output distortion and maintain breakdown protection, as shown

in Figure 5.10 (a). Since the auxiliary path exhibits high BW compared to the main path,

the signal traveling through the main path arrives at the output with a delay compared to

the auxiliary path’s signal, the output signal could experience severe distortion. Therefore,

properly slowing down the auxiliary path using �� [114] and speeding up the main path using

emitter-degeneration '�1 to have matched delays guarantee a minimized output distortion.

Another large-signal consideration is the dynamic base currents of &1 and &2. Although

their static base currents are low, high dynamic base currents are needed to charge-discharge

their large parasitic capacitances (��� and ���)[112]. Therefore, the driving stages must be

designed to handle the needed currents. As shown in Figure 5.10 (b), the charge-discharge
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currents of �� oppose those of ���2 and ���2 minimizing the overall needed dynamic current

at node (N2). Moreover, degenerating &1 reduces the effective ���1 capacitance, reducing the

needed dynamic current at node (N1). Hence,�� and '�1 relax the needed driving capabilities

of the paths-driving stage and enhance the speed of the overall system.

The complete output stage combines all these steps in a differential fashion, as shown in

Figure 5.11. It consists of a driving stage with a split load resistor, a main path providing all

the needed gain, and an auxiliary path to double the maximum achievable swing with its input

capacitance shielded by the resistor-based capacitor splitting. The output stage uses ground as

the high supply and –5.5 V as the low supply. Drop diodes are used to adjust the DC operating

point of each stage separately.
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Figure 5.11: The complete output stage of the MZM driver.

5.4 System implementation and measurements

Aprototype 2-channel driver chip is fabricated on a 250GHz 5) 130 nmSiGeBiCMOS process.

Two 2-channel driver dies, and a Silicon-photonics IC are flip-chipped to a ceramic substrate

and co-packaged, as shown in Figure 5.12. The driver is first tested electrically by wafer probing

using a 40 GHz vector network analyzer. An electrical S21 BW higher than 40 GHz, as shown

in Figure 5.13, and an S11 < –10 dB for frequencies up to 40 GHz, as shown in Figure 5.14,

are obtained, respectively. Then, the E/O BW of the flip-chipped assembly is tested using a

50 GHz optical-vector network analyzer setup, which showed a 40 GHz E/O BW, as shown in

Figure 5.15.
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Figure 5.12: Die photos of the Silicon-photonic IC and driver chips alongside the flip-chipped
assembly.

Figure 5.13: Electrical single-ended S21 of the driver.
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Figure 5.14: Electrical single-ended S11 of the driver.

Figure 5.15: E/O S21 of the flip-chipped assembly.
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The ROSNR at the RX is an overall metric to characterize the coherent link performance.

The test setup to measure the ROSNR is shown in Figure5.16 (a). For a constant optical power

at the RX set by the variable optical amplifier +$�2, the noise power added to the TX output

is controlled by +$�1 until a target BER is reached at the RX, determining the ROSNR at

that point. For this application, a BER of 3E–2 is targeted. As shown in Figure 5.16 (b),

for the targeted BER and RX input optical power ranging from –25 to 0 dBm, the 34 Gbaud

DP-16QAM performance of the presented TX matches that of a commercial fixture comprising

a 32 Gbaud III-V linear driver and 35 GHz LiNbO3 modulator.

The 2-channel driver chip occupies an area of 1.6 mm2. The output stage consumes 145 mA

from a –5.5 V supply, while the pre-amplifiers along with the rest of the blocks on the chip

consume 75 mA from a –3.3 V supply. Accordingly, the total measured power consumption is

≈1 W per channel and Figure 5.17 shows the power breakdown based on post-layout relative

contributions.

The full E/O assembly of four drivers and dual-polarization �& modulators is tested using

an optical modulation analyzer [118]. An optical modulation analyzer is used to visualize

the transmitted signal in a constellation format and construct the TX output eye diagrams for

different phases and polarizations. A commercial coherent DSP and a commercial 8-bit 64 GS/s

DAC are used to provide the needed multilevel PRBS-31 signals for different test conditions.

The DAC is connected to the drivers through a board and cabling with 14 GHz bandwidth

restraining the link performance and is partially compensated by the VGA continuous-time

linear equalization and DSP equalization. Figure 5.18 shows the constellations for 34Gbaud

DP-16QAM, achieving an aggregate data rate of 272 Gb/s/_ at a BER less than 1E–3, and

Figure 5.19 shows the constellations for 64 Gbaud DP-QPSK, achieving an aggregate data rate
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comprising of a III-V driver and LiNbO3 modulator.
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Figure 5.17: Breakdown of the power consumed in the driver.

of 256 Gb/s/_ at a BER less than 1E–6. In both cases, the BER is well below the FEC threshold

of 3E–2.

The optical modulation analyzer is used to recover the X-polarization (I-phase & Q-phase)

andY-polarization (I-phase&Q-phase) eye diagrams for the 272Gb/sDP-16QAMand 256Gb/s

DP-QPSK cases as shown in Figure 5.20 (a) and (b), respectively.

To enable higher data rates and high order modulation schemes such as 64QAM, a state-

of-the-art coherent DSP is used to test the E/O TX. Moreover, the overall linearity of link is

enhanced by reducing the driver’s output swing to 2.4 Vppd, allowing for a PAM-4 and PAM-8

operation at high baud rates. However, as a result, the ML is increased by 3 dB, and %!$

is increased to maintain the same launch power. Consequently, 552 Gb/s/_ is achieved with

69 Gbaud DP-16QAM at a BER of 3.2E–2, and 408 Gb/s/_ is achieved with 34 Gbaud DP-

64QAM at a BER of 9.6E–3, as shown in Figure 5.21 and Figure 5.22, respectively, allowing

for post-FEC error-free operation.
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Figure 5.18: Constellation for 272 Gb/s DP-16QAM.

Figure 5.19: Constellation for 256 Gb/s DP-QPSK.
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Figure 5.20: optical modulation analyzer-recovered eye diagrams for (a) 272 Gb/s DP-16QAM,
and (b) 256 Gb/s DP-QPSK.
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Figure 5.21: Constellation for 552 Gb/s DP-16QAM.
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Figure 5.22: Constellation for 408 Gb/s DP-64QAM.

The performance summary and comparison with the state-of-art drivers are shown in Table

5.1. Using only 250 GHz- 5) HBTs in the high-speed path, this is the only design to report

E/O BW of 40 GHz. Moreover, the design achieves the highest gain of 30 dB while allowing

for a 10 dB dynamic range to accommodate any changes in the DSP signal strength. Most

of the designs for high-swing drivers in Table 5.1 are non-linear switching amplifiers. This
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design achieves high linearity, with 3.6% THD at 1 GHz. Table 5.2 summarizes the overall

single-polarization (SP) and DP performance of the E/O TX assembly.

Table 5.1: Performance summary of the high-swing linear driver and comparison to prior art
[114] [112] [115] [116] This work

Gbaud 10 40 40 56/64 34/69/64
Signalling NRZ NRZ NRZ PAM-8/PAM-4 PAM-8/PAM-4/NRZ
Driver type Switching Switching Switching Linear Linear
Elec. BW (GHz) N/R 33.7 N/R 57.5 401

E/O BW (GHz) N/R N/R N/R N/R 40
Gain (dB) 23.6 13 26 14.5 20–30 (With VGA)
Supply2 (V) 6.5 5.5 5 6 5.5
Output (Vppd) 7.6 6 6 3.8/4.8 2.4/2.4/6

THD N/A N/A N/A 6%
(at 10 GHz and 6Vppd)

3.6%
(at 1 GHz and 6Vppd)

PDC (W) 3.7 1.35 1.92 0.82 1
Area (mm2) 1.2 0.72 3 0.6 1.6
BiCMOS Tech. 180nm 250nm 130nm 55nm 130nm

5) (GHz) 120
(HBTs only)

180
(HBTs only)

200
(HBTs only)

300
(HBTs and MOSFETs)

250
(HBTs only)

1Measured on a 40 GHz Vector Network Analyzer
2Of the output stage

Table 5.2: E/O TX assembly performance summary.
Modulation SP-QPSK DP-QPSK SP-16QAM DP-16QAM DP-16QAM DP-64QAM
Gbaud 64 64 45 34 69 34
Data rate (Gb/s) 128 256 180 272 552 408
Driver output (Vppd) 6 6 6 6 2.4 2.4
# of driver modules 2 4 2 4 4 4
PDC (W) 2 4 2 4 4 4
Energy/bit (pJ/b) 15.6 15.6 11.11 14.7 7.2 7.35

5.5 Summary

In this chapter, we present a Silicon-photonic MZM-based optical TX, and linear, high-swing

SiGe drivers. The spectral efficiency of the optical TX is enhanced using advanced modulation

schemes such as QPSK and QAM, and polarization multiplexing. To enable that, various

circuit techniques are described to meet the stringent requirements of high swing, BW, and
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linearity for the MZM driver, along with the high-level of integration that Silicon-photonics

offer. The low-cost, compact, and all-Si/SiGe design matches the ROSNR performance of

LiNbO3 modulators with III-V drivers at 34 Gbaud. To the best of our knowledge, this is

the first published Silicon-photonic design to support DP-16QAM at data rates higher than

500 Gb/s/_.
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Chapter 6

Silicon-Photonic coherent receiver

6.1 Introduction

Coherent O/E RX support high spectral efficiency by using varying-envelope modulation

schemes, such as 16QAM, and DP multiplexing [14]. Prior-art in linear TIAs have focused on

increasing transimpedance gain (/) ) [119–122], –3 dB BW [120, 122], and reducing high-/)

input-referred noise (IRN) [119–122] and 1GHz THD [119–121]. However, to support data

rates beyond 400 Gb/s/_ and high order modulation in links where the RX input signal cur-

rent (��# ) vary significantly based on TX power, fiber length, and multiplexing/demultiplexing

losses, link considerations demand exceedingly stringent IRN-THDperformance: (1) LowTHD

across a large range of ��# . (2) Low THD at 1 GHz and up to a frequency of BW/3. (3) Low

IRN at maximum /) and at lower /) (larger ��# ) to maintain SNR gains.

The O/E BW must be sufficiently high to support the data rate, but not exceedingly large

so as to minimize channel crosstalk, IRN and THD. For a 66 Gbaud operation, a BW of 40 to

45 GHz is targeted.
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Figure 6.1 shows a DP-QAM Silicon-photonic O/E RX. The received DP optical signal,

%'� , is demultiplexed using a PBSR. After demultiplexing the incoming RF signals into X–

and Y–polarization, a 90◦-hybrid, is used to down-convert the �-phase and &-phase signals

directly into baseband, in an intradyne RX architecture (l!$ ≈ l'�). Inside the 90◦-hybrid,

the received signal is split into two paths to be mixed with the LO in �&&-phase fashion. Each

PD receives an optical signal �%� (C) = �!$ (C) + �'� (C), and the resulting current �%�

follows equation 6.1.

�%� (C) =
'

8

(
%!$ +

√
%'�%!$ cos (Φ(C))

)
, (6.1)

where ' is the PD responsivity, Φ is the phase modulation component of the received signal,

and %!$ and %'� are the LO power and the received signal power, respectively. As can be seen

in the second term of equation 6.1, the received input signal experiences an optical gain due to

the mixing with %!$ . As a result, the sensitivity of the coherent RX is enhanced by increasing

the LO power, and is superior to that of a direct-detect RX by a factor of 2
√
%!$/%'� [119]. A

detailed discussion on the design challenges for a coherent RX is provided in [119].

The RX high-swing linear output is digitized and processed via a commercial analog to

digital converter (ADC) and a coherent DSP engine.

The O/E RX must support a wide range of %'� (��# ∝ %'�) and LO powers, as shown

in Figure 6.2. At very low ��# , the RX is noise-limited and does not meet the ROSNR target.

Increasing ��# improves the SNR. However, to maintain a constant signal swing at the RX

output for the ADC, larger ��# must accompany appropriate /) reduction. But, /) reduction

usually comes at the expense of a degraded IRN [119–122], limiting the ROSNR improvement
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Figure 6.1: A dual-polarization QAM Silicon-photonic O/E RX.

and degrading the constellation. Increasing ��# further pushes the RX in THD-limited regime.

A low target-ROSNR for DP-16QAM constellation and across a wide range of input signals

can only be met by making the RX reconfigurable, achieving low noise and THD across gain

settings. To achieve that, the RX discussed in this chapter monitors the output level and

automatically adjusts 5 different parameters to operate at the optimum point.
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Figure 6.2: IRN, THD, and ROSNR vs. ��# for different RX designs.

6.2 The proposed Auto-reconfigurable receiver

6.2.1 Auto-reconfigurable Transimpedance Amplifier

The RX first-stage is realized using a resistive feedback TIA, in which, a feedback resistor

('�) is connected around a differential amplifier, and the TIA gain is approximately '� . In

[120–122], the value of '� , and hence the gain of the first-stage, is kept constant. VGAs in

subsequent stages realize the dynamic range. However, in systems where a wide dynamic range

is needed, '� control is required to realize the low ends of the dynamic range. Figure 6.3 shows

the required reconfiguration, and the design methodology is as follows:
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Figure 6.3: TIA design for improving THD across different frequencies for low-gain settings:
6<-control→ &1 reconfigurability→ '!-control.

1. Although '� reduction can be used, it degrades the phase margin leading to unwanted

peaking in the output voltage (at 36 GHz in this design) which, in turn, degrades the

high-frequency THD, as shown in Figure 6.3. The THD calculated from the system’s

large-signal response can be related to peaking in its small-signal response with the worst

THD at the third of the peak frequency.

2. In order to enhance the TIA phase margin, '� reduction is accompanied by a reduction

in the forward path gain. The 6< of &1 is reduced by reducing �1, and hence the forward

path gain is reduced. The phase margin enhancement due to 6<-control reduces the

peaking and the mean (over frequencies up to BW/3) THD to 9.1%.

However, &1 was sized in part to operate near its maximum 5) at the original value of �1
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at high-gain (high '�) settings. Therefore, at low-gain settings, a reduction in �1 reduces

5) of &1, increases the delay around the feedback loop, and degrades the phase margin.

3. Thus, the 6<-control is augmented with &1 size-control to maintain a high 5) operation

across the dynamic range. Note that for an NPN, the impact of &1 size-control on 6< is

not significant. The addition of the&1 size-control fully utilizes the 6< reduction benefits

and decreases the mean THD to 7.8%.

Moreover, the PD-to-TIA connection acts as an LC network interacting with the TIA’s

input impedance (/�# ). As '� changes, /�# changes and unwanted peaking is created

(at 16 GHz in this design) with the most peaking happening at the lowest '� values.

4. In addition to the 6<-control, '!-control is introduced to stabilize the /�# , flatten the

low-frequency peak and improve the mean THD to 5.5%.

Moreover, enhancing the phase margin and reducing the unwanted peaking lowers the group

delay variations across gain settings and over frequencies to 30 GHz to less than 30 pspp.

Besides phase margin enhancement, reconfiguring&1 size directly impacts the RX IRN and

THD, as shown in Figure 6.4. At low ��# (high /) ), RX performance is noise-limited. Given

that the parasitic base resistance of&1 (A1) acts as a major noise contributor, its value should be

minimized by sizing up &1. However, at high ��# (low /) ), RX performance is THD-limited

and the nonlinear parasitic capacitance (�12) of &1 contributes to the high-frequency THD.

Thus, sizing &1 down enhances the high-frequency THD. The conflicting requirements for

IRN-THD are resolved by splitting &1, as shown in Figure 6.4. At low /) , the effective size

is reduced to &1� by turning �2 off. As a result, �12 is reduced lowering the high-frequency

THD. As /) increases, �2 starts increasing and&1� is fully utilized at maximum TIA gain. As a
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Figure 6.4: &1-reconfigurability for optimizing linearity at large ��# and noise at small ��# .

result, A1 is reduced lowering the IRN. Figure 6.4 shows simulated IRN and THD performance

comparing a TIA with large, small and reconfigurable &1 devices. The performance of the

reconfigurable device approaches the IRN performance of the large device at maximum gain,

and the THD performance of the small device at minimum gain, hence covering a wide dynamic

range without sacrificing neither linearity nor noise.

Due to the dynamic changes in 6< and '! , the common-mode voltages in the TIA loop

and at the TIA output can experience large variations potentially putting the RX at suboptimal

bias points. DC loops are thus augmented into the TIA and linked to the 6<, '! controls to

compensate for any common-mode change across different gain settings.
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6.2.2 Collaborative offset and DC cancellation

In a coherent O/E RX, the received signal is mixed with the LO and then applied to the PD.

Consequently, an increase in the LO power increases the input current to the TIA and enhances

the RX sensitivity. However, it also increases the PD DC current (���) as a mixing side-

product. Thus, ��� cancellation (IDCC) loop is essential for each input to retain the sensitivity

enhancement and protect the RX from current overdrive. As shown in Figure 6.5, the IDCC

compares the single-ended input common-mode voltages to a predetermined reference voltage

(+'��) and sinks any excess ��� .

In addition, a DC offset cancellation (DCOC) loop is required to cancel any offset in the

TIA or between the two IDCCs. The DCOC senses the difference between P and N of a

differential signal at its input and corrects the offset by drawing an unbalanced current at its

output. In [119], the DCOC is connected to the TIA output, and with the DCOC load being an

emitter-follower stage, it can drop the DCOC gain significantly and limit its correction range.

Moreover, any offset from the PDs and/or the IDCCs will propagate through the TIA degrading

dynamic performance including THD. Therefore, a better approach is to correct the TIA offset

at its input. However, both IDCC and DCOC attempting to set input common-mode voltages

can create contention. Thus, a collaborative offset and ��� cancellation (COIDCC) loop is

proposed in which the output of the DCOC is scaled and added to the IDCC +'�� to create a

customized+'�� for the P and N paths separately. The COIDCC protects the first-stage against

high ��� and resolves offset at the very input to maintain high linearity.
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(a) (b)
Figure 6.5: Block level diagram of a single channel RX along with the details for Collaborative
offset and ��� cancellation (COIDCC) and the gain control.

6.2.3 Automatic/Manual gain control

Figure 6.5 shows the block diagram of the RX. In addition to the reconfigurable TIA, the

high-speed path consists of two current-steering VGAs similar to [119–122] and a 50 Ω output

driver. The gains of the TIA and the VGAs can be adjusted manually by an externally applied

voltage, or automatically via an automatic gain control loop. In the automatic gain control

mode, the output level is estimated by a peak detector circuit and compared to an externally

applied voltage (OA) set to get a targeted output voltage swing. The result of comparing OA
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to the peak detector output is the gain control voltage (+��). Alternatively, in manual mode,

+�� can be applied externally and the automatic gain control loop is broken. In both cases, the

+�� voltage is then processed in the control-generation block and TIA/VGA control signals are

generated.

To get the best noise performance, the gain stages are sequentially controlled. The TIA

gain is maximized first, then the VGAs start contributing to the /) with VGA1 starting slightly

before VGA2. This permits the RX to benefit from any increase in the input signal without

(a) (b)
Figure 6.6: Critical signals generated from the control block to control the TIA and VGAs as
+�� changes.
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significantly increasing the RX noise contribution, hence enhancing the SNR. Figure 6.6 shows

plots of the main control signals for the TIA and the VGAs. To generate those signals, +��

is fed into multiple control-generation building blocks (Figure 6.1), and the generated curves

have the nature of a differential amplifier DC transfer characteristics.

The reference voltage (+'), tail current (�) and degeneration resistance ('� ) are used to

control the slope and the start/end values of each curve separately. The control signals are

provided as currents to the high-speed blocks where they are converted into control voltages.

'� is varied by controlling a shunt NFET, while '! is varied by controlling a shunt PFET.

6.3 System implementation and measurements

The auto-reconfigurable RX was implemented on 0.13 `m SiGe process. The electrical RX is

tested on-wafer. Figure 6.7 shows a maximum /) of 75.5 dBΩ and a 35.5 dB /) range with

BW > 40 GHz across gain settings. Figure 6.8 shows a maximum-gain IRN of 18.5 pA/
√
�I,

with minimal IRN degradation as the gain drops to ≈ 0.5 kΩ allowing SNR to benefit from

any received signal increase. RX THD is measured at different input currents and frequencies:

1 GHz THD remains low, and worst-case THD at 10 GHz is still below 10% as shown in

Figure 6.9. As shown in Figure 6.10, thanks to the COIDCC, the TIA can handle up to 8.5 mA

of measured ��� into each terminal.

Electrical driver ICs, RX ICs, and Silicon-photonic transceivers are flipped-chipped to a

substrate and co-packaged. Figure 6.11 shows the O/E RX. Thanks to the auto-reconfigurable

TIA, the O/E RX meets the target 24 dB-ROSNR at 400 Gb/s/_ for PRF > –23 dBm and up to

%'� = 1 dBm (limited by test setup) at the commercial DSP FEC threshold of 1E-2 allowing

99



Figure 6.7: Measured /) at max. and min. gain.

Figure 6.8: Measured IRN vs. /) .

for zero post-FEC errors. Figure 6.12 shows the constellations for 66 Gbaud DP-16QAM,

achieving 528 Gb/s/_ with zero post-FEC errors. TABLE 6.1 summarizes the performance and

100



10GHz

8GHz
5GHz

1GHz

Figure 6.9: Measured THD at different frequencies and inputs.

Figure 6.10: Measured input DC voltage vs. the injected DC current.

101



compares it to prior-art.

Figure 6.11: Die micrographs depicting the O/E RX: Silicon-photonic IC along with 2×2 RX
ICs, and a zoom-in on the RX IC.

Figure 6.12: Measured constellations for 528Gb/s DP-16QAM O/E RX.
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Table 6.1: Performance summary and comparison.

This work [119] [120] [121] [122]
Baud rate (Gbaud) 66 34 64 32/25 100/50
Modulation DP-16QAM DP-16QAM SP-QPSK NRZ/PAM-4 NRZ/PAM-4
O/E RX bit rate (Gb/s) 528 272 128 32/50 100
–3dB Elec. BW (GHz) 42 27 53 33 42
Max ZT (dBΩ) 75.5 73 80 74 68.5
ZT range (dB) 35.5 43 - 24 20
Target ROSNR1 (dB) 24 N/R
IRN @ max ZT (pA/

√
�I) 18.5 20 24.8 12.2 8

IRN @ 500Ω (pA/
√
�I) 42 100 65 40 N/R

1GHz THD @3mAppd (%) 2.22 N/R 2.553 N/R N/R
Avg.4 THD @3mAppd (%) 4.4 N/R
Power/TIA (mW) 275 313 277 218 150
Technology (`m) 0.13 SiGe

150Gbaud DP-16QAM, 2500mVppd output, 3600mVppd output, 4Averaged over frequency

6.4 Summary

The auto-reconfigurable TIA minimizes THD and noise across a wide range of input signal and

frequencies to meet a target-ROSNR. To the best of our knowledge, this is the first published

work to report an auto-reconfigurable TIA breaking IRN-THD trade-off, high-frequency THD

measurements, and support >0.5Tb/s/_ DP-16QAM.
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Chapter 7

Conclusion and future work

7.1 Conclusion

Silicon-photonics, along with innovative circuit techniques, have paved the way for O/E links

to satisfy the ever-growing communication demands for different applications and reaches.

In warehouse-scale datacenters, where implementations are currently dominated by MM

VCSEL-based links, the increase in loss andmodal dispersion inMMFs render themunattractive

from the perspective of link energy efficiency for medium reach. MRR-based Silicon-photonic

links utilizing SMFs are a promising alternative. This dissertation presents a comprehensive

overview of the state-of-the-art of optical devices and CMOS circuit-level simulations, along

with a detailed power and noise analysis for both VCSEL andMRR-based links. To benefit from

MRR-based links while bridging the performance gap in energy efficiency to the VCSEL-based

links, several research opportunities at the device, circuit, and link-level are discussed.

On the RX side, an APD greatly enhances the sensitivity of the O/E RX, which in turn

enhances the energy efficiency of the O/E link. In this dissertation, we present an APD-based
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O/E RX achieving the best-reported sensitivity to date among 850 nm linear CMOS TIAs at

10Gb/s. Moreover, from the perspective of CMOS circuit design, alternate TIA topologiesmust

be developed to improve the sensitivity of the RX. Therefore, a current-based RX attempting

to break the gain-BW-power trade-offs facing conventional RX designs is proposed.

For long-reach communication, the spectral efficiency of the optical TX is enhanced using

advanced modulation schemes such as QPSK and QAM, and polarization multiplexing. In

this dissertation, we present a Silicon-photonic MZM-based optical TX, and linear, high-swing

SiGe drivers. The low-cost, compact, and all-Si/SiGe design matches the ROSNR performance

of LiNbO3 modulators with III-V drivers at 34 Gbaud. To the best of our knowledge, this is the

first published Silicon-photonic design to support DP-16QAM and DP-64QAM at data rates

higher than 500 Gb/s/_.

Finally, we present an O/E RX for long-reach applications. The RX uses an auto-

reconfigurable TIA to minimize THD and noise across a wide range of input signal and frequen-

cies to meet a target-ROSNR. To the best of our knowledge, this is the first published work to

report auto-reconfigurable TIA breaking IRN-THD trade-off, addressing high-frequency THD,

and supporting >0.5Tb/s/_ DP-16QAM.

7.2 Future work

As PAM-4 promises higher throughput for the same baud rate compared to NRZ, it is being

adopted into the new optical communication standards for datacenters. Usually, handling a

multi-leveled signal requires a linear TIA to preserve the information contained in the amplitude

in the I-V conversion. A current-mode receiver, discussed in Chapter 4, is a nonlinear RX that
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Figure 7.1: Input currents and output voltages of an NRZ-current-mode receiver for different
PAM-4 symbols.

cannot be used on its own to detect a PAM-4 current signal. Therefore, as a continuation

of the work presented in Chapter 4, we propose a PAM-4-current-mode receiver that has the

advantages of anNRZ-current-mode receiver with the ability to detect the information contained

in the signal’s amplitude.

In an NRZ-current-mode receiver, shown in Figure 4.2, the input current is integrated on

�%%,# leading to a change in values of +% and +# with a slew rate proportional to the input

current amplitude.

As shown in Figure 7.1, ‘11’ and ‘10’ input currents have the same polarity. Therefore, an

NRZ-current-mode receiver output will be the same in both cases, losing the information about

the second bit in the symbol. However, by taking a closer look at +# , it has a higher slew rate

when the input is ‘11’. This difference in the slew rate of +# carries the information about the

second bit in the symbol, and hence, it can be extracted by means of a slew rate comparator.

The slew rate of two signals could be compared using a voltage comparator with a threshold,
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ideally, set at the maximum g, where g is the time difference between the two signals at a certain

voltage level. However, in this case, g values are relatively low, in the range of ≈ 10 ps, which

complicates the design of the voltage comparator. Therefore, in a realistic implementation, the

values of g should be increased to relax the comparator’s design. We propose the use of a time

amplifier to increase g and simplify the voltage comparator’s design. Time amplifiers have

been used before in phase-locked loops [123].

The proposed PAM-4-current-mode receiver, shown in Figure 7.2, consists of two NRZ-

current-mode receivers. One of the NRZ-current-mode receivers is connected to the PD

through an '�/�� combination, while the other is connected to a controllable ��� to generate

a reference, +A4 5 , for the slew rate comparator. The outputs from the first NRZ-current-mode

receiver, $*)% and $*)# , are then fed to an SR-latch to generate the MSB. At the same

Figure 7.2: Input currents and output voltages of an NRZ-current-mode receiver for different
PAM-4 symbols.
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time, the slew rates of $*)% and $*)# are compared to that of +A4 5 to determine the LSB.

Depending on the symbol, the correct LSB could be generated from comparing either$*)% to

+A4 5 , or $*)# to +A4 5 and the correct path will be selected based on the value of the MSB.

As a proof-of-concept, the system has been verified at a schematic level in TSMC 65 nm

CMOS technology, with the layout and the testing plan in progress. From schematic simulations,

the system is expected to work up to 30 G/s. Table 7.1 includes a performance summary and

comparison between the schematic simulation results and recently published designs.

Table 7.1: PAM-4-current-mode receiver schematic performance summary and comparison to
state-of-the-art.

This work [124] [122] [125]
Technology 65nm 65nm 130nm BiCMOS 16nm-FinFet
Data rate (Gb/s) 30 40 56 100
Sensitivity (`App) 40 37.8 19 42
Efficiency (pJ/b) 1.07 2 1.5 0.6
RX type Integrating Linear Linear Linear
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