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Abstract

It is well established that the properties of many materials change as their thickness
is shrunk to the nanoscale, often yielding novel features at the near-surface region
that are absent in the bulk. Even though there are several techniques that can study
either the bulk or the surface of these materials, there are very few that can scan
the near-surface region of crystals and thin films versus depth. Beta-detected NMR
(β -NMR) is capable of this and therefore has been established as a powerful tool
for material science. This thesis aims to further develop the capabilities of β -NMR.

The first part of this thesis demonstrates that by comparing the spin-lattice relax-
ation rates (SLR) of two radioactive Li isotopes (8,9Li) it is possible to distinguish
whether the source of SLR in a given situation is driven by magnetic or electric
interactions. This is an important development for β -NMR, since there are instances
where it is problematic to distinguish whether the measured relaxation is due to
magnetic or electric fluctuations. Using this method, it was found that the SLR in
Pt is (almost) purely magnetic in origin, whereas the spin relaxation in SrTiO3 is
driven (almost) entirely by electric quadrupolar interactions.

The second part of this thesis traces the development of α-radiotracer, that uses
the progeny α-particles from the decay of 8Li, in order to directly measure the
nanoscale diffusivity of Li+ in Li-ion battery materials. To develop this technique,
Monte Carlo simulations of the experimental configuration were carried out, a new
apparatus and a new α-detector were designed and used for experiments on rutile
TiO2. In rutile, the measurements revealed that Li+ gets trapped at the (001) surface,
a result that helps explain the suppressed intercalation of Li+ in bulk rutile. Moreover,
the diffusion rate of Li+ in rutile was found to follow a bi-Arrhenius relationship,
with a high-T activation energy in agreement with other reported measurements
and a low-T component of similar magnitude with the theoretically calculated
diffusion barrier as well as the activation energy of the Li-polaron complex found
with β -NMR below 100 K.
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Lay Summary

Beta-detected NMR (β -NMR) is capable of studying both the magnetic and electric
properties of materials at the nanoscale (billionth of a meter) and therefore has
been established as a powerful tool for material science. The first part of this
thesis demonstrates that by comparing the β -NMR signal of two radioactive lithium
isotopes it is possible to distinguish whether the dominant interaction in a given
situation is magnetic or electric in origin. This development can aid the identification
and fabrication of materials with useful properties for a wide range of applications.

In addition, in this thesis the α-radiotracer technique for studying nanoscale
lithium diffusion was developed. Studying diffusion is crucial for identifying better
materials for next-generation lithium-ion batteries. This technique uses nuclear
physics to study how fast lithium ions move inside materials and also what happens
when these ions reach a surface.
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Chapter 1

Introduction

1.1 Importance of nanomaterials

New experimental tools and techniques capable of studying nanoscale phenomena,
are constantly revealing new and potentially useful properties. The difference
between nanomaterials (e.g., particles or thin-films) and their bulk forms stems from
finite size effects and interfaces which can give rise to new and unusual properties.
When one (or several) of a material’s dimensions approaches the nanoscale, certain
underlying quantum effects cannot be neglected any more, as the classical limit
gets progressively less valid. This gives rise to novel material properties (optical,
electromagnetical, chemical, etc), that are much less important on a macroscopic
length scale. For instance, the 2D electron gas (2DEG) [4], realized at the interface
of certain heterostructures, exhibits extremely high electron (hole) mobility and
can also give rise to the quantum Hall effect, where the conductance can only
take quantized values [5]. In addition, the material properties are in many cases
size-dependent in this scale. This permits the fine-tuning of certain properties
(e.g., electrical conductivity and magnetic permeability) by changing the size of the
particle or the thin-film. An important example of this tunability relates to quantum
dots, which are small semiconductor particles having a nanoscale diameter. When
certain quantum dots are illuminated they will emit light, the frequency of which
depends on the particle’s size [6].

Apart from the rise of quantum mechanics at this scale, a second reason behind
the importance of the nanoscale is the large surface-to-mass ratios of nanomaterials.
Indeed, a spherical nanoparticle with a radius of 100 nm would have a surface-
to-mass ratio 10,000 times larger than a 1 mm radius single-crystal of the same
substance. A greater surface area increases the chemical reactivity of the substance,
which can greatly improve, for instance, the properties of catalysts used in chemistry
and chemical engineering.

Moreover, the developments in nanoscale fabrication and experimental tech-
niques revealed a plethora of interesting surface phenomena. A few examples in-
clude the novel material class of topological insulators [7], which have topologically-
protected conduction states at their surface while being bulk insulators, as well as
the fabrication of magnetic surfaces, interfaces and thin films [8].
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The above-mentioned phenomena are not just of pure scientific interest, but
they rather have very important applications. For instance, quantum tunneling is
responsible for the development of flash memory for computers [9] and topological
insulators might be used in the future for better magnetic (memory) devices [10].

1.1.1 Experimental techniques to study nanoscale phenomena

Many interesting and important nanoscale phenomena have been discovered by the
parallel development of a large number of experimental methods capable of studying
them. For instance, nuclear magnetic resonance (NMR) [11] is sensitive to local
electromagnetic fields and resonant X-ray diffraction (XRD) [12] can effectively
provide site-specific chemical information, but both lack the sensitivity to explore
surface or near-surface phenomena, however useful they may be in studying the
bulk of materials.

Another very important class of experimental techniques includes many that
can probe the surface properties of thin films and single crystal samples. Grazing
incidence X-ray diffraction and neutron reflectivity, are two complementary tech-
niques [13] that illuminate the sample with different probes and use their diffraction
to extract properties of the surface and near-surface region. Atomic force microscopy
(AFM) [14] uses piezoelectric elements to image the surface of solids with sub-
nanometer resolution, as well as to perform force spectroscopy. Scanning tunneling
microscopy (STM) [15] is capable of imaging surfaces with single-atom resolution.
It makes use of the quantum tunneling effect, by bringing a conducting tip close to
the sample surface and then observing the tunneling current versus applied voltage
and tip position. Angle-resolved photoemission spectroscopy (ARPES) [16] can
be used to explore the electronic structure of solids (i.e., their k-space/momentum-
resolved band structure), using the electron photoemission upon illumination with
soft X-rays.

Despite the large number of available techniques for studying nanoscale materi-
als, very few are able to study the near-surface region (1 nm to 100 nm) of a sample.
This is a very interesting region, where one can study how the material properties
change versus the distance from the surface [17–19] (or an interface between two
heterostructures [20]). Among the techniques mentioned above, only grazing inci-
dence X-ray diffraction and neutron reflectivity are able to probe this near-surface
region and both of them are reciprocal-space probes as opposed to real-space probes.
Indeed, there are only two general purpose real-space techniques capable of studying
the near-surface region of thin-films and single crystals, β -detected NMR (β -NMR)
and low energy muon spin rotation/relaxation (LE-µSR), accompanied by some
special-case techniques, such as conversion-electron Mössbauer spectroscopy [21].

In recent years, β -NMR has been established as a powerful tool of material
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science due to its inherent sensitivity to magnetic and electronic properties of the
probe’s local environment [22]. It has been used extensively to study, amongst other
topics, metals [23, 24], insulators – both classical [25] and topological [26] –, su-
perconductors [27], semiconductors [28], lithium diffusion [29, 30], soft condensed
matter [31], antiferromagnetism [17], as well as recently ionic liquids [32].

Despite its wide range of applications and its demonstrated success in studying
the nanoscale, β -NMR is still not very well known or widely used. The primary
reason is that it requires an extensive infrastructure, including a particle accelerator
capable of delivering an intense beam of spin-polarized radionuclides. There are
very few centers in the world with such capabilities and all of them focus primarily
on nuclear or particle physics research. These include TRIUMF in Canada [33],
ISOLDE in Switzerland [34, 35], Osaka [36] and Moscow [37]. From these, the
center with the most developed β -NMR program is the ISAC facility at TRIUMF,
Canada’s national laboratory for nuclear and particle physics.

A major limitation on the proliferation of the β -NMR technique is that ISAC is a
single-user facility, meaning that only one experiment may be using the radioactive
beam at any given time. Typically, the beamtime dedicated to β -NMR experiments
at TRIUMF is limited to 5 weeks/year, but at the time of writing it is significantly
lower, due to extended shutdown periods each year for helping with the ARIEL
upgrade [38]. As a consequence, the β -NMR beamtime at TRIUMF has to be used
very effectively, which sometimes makes it difficult to obtain beamtime for control
measurements. This underlines the need for more β -NMR user facilities.

The principle success of TRIUMF’s low-energy incarnation of β -NMR [33,
39] is the ability to study thin films, surfaces, and interfaces — situations where
conventional NMR is ill-suited. This stems from β -NMR’s high sensitivity (per
nuclei) relative to conventional NMR; typically only∼ 108 nuclei (instead of∼ 1017)
are required for a discernible spectrum (see Tab.1.1).
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Table 1.1: Comparison of classical NMR with β -NMR. Nuclear Polarization refers
to the percentage of the spin-probes in the sample that are spin-polarized, whereas
Sensitivity refers to the number of spin-probes needed for a spectrum. The much
greater sensitivity of β -NMR, permits the study of thin-films.

NMR β -NMR
Nuclear Polarization � 1% ∼ 70-80%

Nuclear Probes
stable nuclei with spin,

e.g.,1H, 13C, 57Fe, 17O, etc
unstable nuclei with spin,
e.g.,8Li+, 9Li+, 31Mg+, etc

Sensitivity >1016 probes ∼ 108 probes

Detection Method
Induced EMF in a coil from

precession of nuclear magnetization
Anisotropic β -decay

In classical NMR, the nuclear spin polarization is achieved by applying a strong
magnetic field on the sample. This field splits the degeneracy of the nuclear spin
states, making the state with the nuclear spin parallel to the field energetically
favorable by an energy difference –for spin 1/2 nuclei – of ∆E = 2µB, where µ is
the nuclear magnetic moment. At a temperature T, the ratio of the occupation of the
two spin states of a spin-1/2 nucleus is given by a Boltzman distribution:

N+/N− = exp(−∆E/kBT ) (1.1)

where N+ and N− are the populations of the ± nuclear spin states at the axis
defined by the applied magnetic field and kB is the thermodynamic Boltzmann
constant. Almost always ∆E� kBT , which leads to the approximation:

N+/N− ∼ 1− ∆E
kBT

(1.2)

It is important to note that unlike conventional NMR, where the thermodynamic
Boltzmann factor (∆E/kBT ) determines the polarization, the initial non-equilibrium
nuclear polarization in β -NMR is close to unity and independent of the sample
temperature and/or magnetic field. Consequently, measurements can be made
under conditions where conventional NMR is difficult or impossible e.g., at high
temperatures, low magnetic fields or in thin films. The intensity of the implanted
beam (typically ∼107 s−1), is such that the concentration of the nuclear probes
is so small that there is no interaction between probes and thus no homo-nuclear
spin-coupling.

The only other real-space technique with equivalent sensitivity over a compara-
ble material length scale (viz. 10 nm to 200 nm) [40] is low-energy µSR [41–43].
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µSR is a sister technique to β -NMR, in the sense that both rely on the same un-
derlying physical principle (i.e. parity violation in weak nuclear interactions, see
Sect. 2.1). However, they operate in complementary time-windows due to the
different probe lifetimes (1.21 s for 8Li+ vs. 2.2 µs for µ+). As a result, the two
techniques are sensitive to spin relaxation rates of completely different frequencies.
Broadly speaking, the time range of each technique is defined as [τβ/100−100τβ ],
where τβ is the lifetime of the radioactive probe, which means that µSR is most
suitable to study electromagnetic spin relaxation rates at the MHz scale, whereas
8Li β -NMR can be used to probe spin relaxation rates at the sub-Hz to kHz range.
Thus, both techniques have leveraged the nuclear physics of β -decay to investigate
topical problems in condensed matter physics, including magnetic surfaces, thin
film heterostructures and near surface phenomena.

This thesis aims to further enhance the capabilities of 8Li β -NMR, by developing
new tools and methods that use the α-emissions of 9,8Li in conjuncture with the
β -NMR signal coming from the β -decay.

The first part of the thesis (Ch. 2-3) describes the isotopic comparison method,
which compares the spin-lattice relaxation (SLR) rates of two radioactive isotopes
(in this case 9Li and 8Li) under identical experimental conditions to distinguish
the source of SLR in a given situation, enhancing thusly β -NMR’s capabilities of
studying the nanoscale. Indeed, using this method we were able to show that the
SLR rate in Pt is caused by primarily magnetic interactions, whereas in SrTiO3 the
main effect driving the SLR is electric quadrupolar in origin. One major limitation
when using the 9,8Li isotopic comparison method is that the effective β -decay
asymmetry of 9Li is very low. This is due to the fact that 9Li has three different
decay paths, two of which have opposite asymmetries that nearly cancel. This
results in a very small β -NMR signal which makes the 9Li β -NMR measurements
very time-consuming. To partly overcome this issue, we developed a method for
distinguishing the decay paths of 9Li by using the α-particles coming from the
decay of 9Li. This method is termed α-detection for Lithium-9 Enhanced Initial
Asymmetry (αLithEIA) and can in principle increase the effective asymmetry of
9Li by a factor of ∼3.

The second part of this work (Ch. 4-6) describes the development (from first
principles to full material studies) of the 8Li α-radiotracer method, which is capable
of studying nanoscale Li diffusion using the α-decay of 8Li. Indeed, we employed
this method to study 8Li diffusion in rutile TiO2 (see Ch. 6), which is a material
where Li diffusion is very fast and quasi one dimensional. Rutile has potential uses
as an anode in Li-ion batteries. Based on our measurements, we were able to show
that Li+ gets trapped upon reaching the (001)-surface of rutile, which is very hard
to establish with other techniques and might be causing the reported difficulty of
Li+ intercalation in bulk rutile. Furthermore, we found that the diffusivity of Li+ in
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rutile follows a bi-Arrhenius relationship. At high-T , the corresponding Arrhenius
component is in agreement with what other techniques (including β -NMR) have
found. Below ∼200 K, a second Arrhenius component becomes dominant, which
has an activation energy similar to what was found with β -NMR below 100 K as part
of a Li-polaron complex [29], as well as close to the activation energy calculated
theoretically [44].

This is the only direct method for studying nanoscale Li diffusion and therefore
might be proven very useful in understanding the motion of Li+ interstitials through
various materials and their interfaces, as well as in the pursuit of next-generation
Li-ion battery materials, the importance of which is described in the next part of
this introduction.

1.2 Li-ion Diffusion - Solid State Li-ion Batteries

1.2.1 Importance of Li-ion Batteries

The current global fossil-fuel-based economy poses a series of economical, political
and environmental risks to the planet, which include the depletion of key energy
sources, the risk of politically-induced fuel price crisis (similar to the 1973 oil
crisis), as well as the potentially devastating results of the ongoing (man-made)
climate change. Indeed, the global CO2 emissions have increased dramatically over
the past few decades, despite the efforts by the international community to contain
them (Kyoto 1997 protocol, Paris 2015 accords). To avoid (or at least mitigate) the
above crisis, a strong turn towards clean energy solutions is required, both in the
energy production and in the transportation sectors. A key issue in both cases is to
find feasible ways to store electrical energy.

Given that the most mature renewable energy technologies are wind and solar,
which are generally not readily available when the demand is high, highly efficient
energy storage systems integrated with the electric grid are required for a real shift
towards renewable energy. Electrochemical storage systems (i.e., batteries and
capacitors) are able to store the surplus energy from renewable energy power plants
to be used when the electricity demand is higher than the supply [45]. Batteries in
particular are highly efficient in storing energy and have long lifetimes, with Li-ion
batteries being able to provide a higher energy return factor than other types [46].

Turning to the transportation sector, sustainable transport requires the replace-
ment of the internal combustion engine (ICE) by zero (or low) emission vehicles,
such as electric vehicles (EVs) and hybrid electric vehicles (HEVs). These require
power sources with high output and energy density, as well as fast charging times.
Li-ion batteries play already a key role as power sources in HEVs and EVs, as they
are considered the best available option [47]. Indeed, over the last few years Li-ion
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powered vehicles moved very successfully from proof-of-principle prototypes to
widely used commercial products (see Fig. 1.1) [48, 49].

Figure 1.1: Li-ion battery market expansion (2000-2015). Adapted from Ref. [50].

Conventional Li-ion batteries have a graphite anode, a lithium metal oxide
cathode (e.g., LiCoO2, LiMO2) and a liquid or polymer gel electrolyte, which is
a solution of lithium salt in an organic solvent (such as LiPF6 in EC-DMC). The
working principle of such a battery involves the (reversible) transport of Li+ between
an anode through the electrolyte towards a cathode. A schematic of a conventional
C/LiCoO2 battery can be seen at Fig. 1.2.

When the battery is charged, the lithium ions are stored in the anode. During
discharging, lithium ions diffuse through the electrolyte and separator diaphragm
and into the cathode, where Co ions change valence to accommodate the oxidized
Li+. The resulting charge imbalance drives the flow of electrons in the external
circuit through the load. Note that in order to avoid short circuiting the current
through the load circuit, the electrolyte has to be able to conduct the Li ions but
at the same time be an electrical insulator. During charging, a voltage is applied
to drive electrons back to the anode which causes the lithium to diffuse from the
cathode back into the anode.

These conventional Li-ion batteries work with a typical voltage of ∼4 V and a
specific energy 100 Whkg−1 to 150 Whkg−1 [51].

Conventional Li-ion batteries present, however, a number of challenges. These
include low energy density, high cost, as well as relatively fast aging [53]. These
characteristics ultimately relate to the motion of Li+ interstitials in such materials, in
terms of how fast Li+ diffuses, but also to the extent of Li uptake and intercalation,
the effect of Li concentration on its motion, as well as its fate as it diffuses to
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Figure 1.2: Schematic of a (C/LiCoO2) Li-ion battery. Adapted from Ref. [52].

the interfaces of such materials. In particular, diffusion of lithium ions inside
materials used in Li-ion batteries is important, since it ultimately determines the
charging/discharging rate of the battery.

The need to overcome these drawbacks, as well as to enhance Li-ion batteries’
relative advantages, motivates the search and study of novel electrode materials
with superior characteristics. To that end, present-day research efforts focus on
finding materials to replace current electrode and electrolyte materials with others
having better characteristics in terms of cost, energy/power, safety and lifetime.
Replacement materials for the graphite and LiCoO2 electrodes should have a higher
energy density and/or lower cost, whereas a replacement of the liquid electrolyte
solution with a solid electrolyte would result in safer Li-ion battery systems, since the
liquid electrolytes tend to be more susceptible to fires and hydrogen gas liberation.

To be able to identify potential Li-ion battery materials with superior char-
acteristics, experimental techniques capable of studying Li diffusion in different
systems and under different conditions are required. Sect. 1.2.2 describes the most
commonly used methods for studying Li diffusion in scales of µm and above and
Sect. 1.2.3 the techniques capable of investigating nanoscale Li diffusion.

In addition, understanding the characteristics of the Li motion across interfaces
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of materials is also of great importance, as in an actual battery Li+ will have to be
able to seamlessly move across material boundaries to diffuse from one electrode to
the other across the electrolyte.

1.2.2 Experimental Methods for Studying Solid State Diffusion

Many experimental techniques have been used to study diffusion in solids. These
are generally split into direct and indirect methods (see Fig. 1.3).

Figure 1.3: Direct and indirect methods for studying solid state diffusion with
their ranges in terms of diffusivity (D) or mean residence time (τ̄). Adapted from
Ref. [54] with the addition of β -NMR and α-radiotracer (in blue).

The direct methods rely on Fick’s laws (see Ch. 4) and relate directly to
the macroscopically defined diffusion coefficient D. In this sense, they can be
thought of studying macroscopic (or long-range) diffusion. Important examples
of such techniques include the radiotracer method [55, 56], secondary ion mass
spectroscopy (SIMS) [57], electron microprobe analysis (EMPA) [58] and field
gradient NMR [59]. Spreading resistance profiling (SRP) is used to study dopant
diffusion in semiconductors. It can be considered to be a direct method as it can
generate a depth profile for the spreading resistance, even though it requires a
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transformation to convert that into a concentration profile. The technique developed
as part of this thesis, namely the nanoscale 8Li α-radiotracer method, also belongs
in this category.

Even though most NMR techniques study diffusion indirectly (see below),
field-gradient NMR (FG-NMR) is considered as a direct method. It employs a field
gradient (either static or pulsed) over the sample and permits thusly the measurement
of macroscopic diffusion without the need of invoking an atomistic model for the
diffusion. FG-NMR, just like all NMR techniques – with the exception of β -
NMR – require big samples and therefore is not applicable for nanoscale diffusion
measurements, as it is limited by the gradient (dB0/dz) that can be produced.

The radiotracer method is the most commonly used technique for studying
self diffusion in solids, provided that radioactive isotopes of the diffusing element
with suitable half-lives exist. This technique studies diffusion by introducing
tracer quantities of the radioisotope at one side of the sample (see Fig. 1.4). After
some time, the sample is cut in slices and the diffusion coefficient is extracted by
measuring the radioactivity of each slice. Even though this technique is suitable over
a large range of diffusion coefficients, it is not applicable for nanoscale diffusion.
Moreover, it cannot study Li diffusion, because of the lack of suitable radioisotopes
– the Li radioisotope with the longest half-life is 8Li, but its 0.8 s half-life is not
sufficient for this method –.

There are variations of the above technique, which use non-radioactive tracers
with mass spectroscopy detection instead of radioactivity and are therefore able to
study Li diffusion. They follow the steps outlined at Fig. 1.4, but they measure the
density of the imported tracer in each slice by some other means, e.g., by optical
absorption [60].

The rest of the direct techniques are of a narrower scope and applicability. SIMS
uses sputter profiling and is therefore capable of studying low diffusivities over
small diffusion scales. Auger electron spectroscopy (AES) is only able to study
the diffusion of foreign atoms, as it cannot distinguish between different isotopes.
Rutherford back scattering (RBS) is well suited for the study of heavy solutes in
light solvent, in contrast with nuclear reaction analysis (NRA), which can study light
solutes, provided that there is a suitable nuclear reaction with a narrow resonance.

On the other hand, indirect methods are techniques for studying diffusion that
are not directly based on Fick’s laws. They rather infer the diffusion rate of atoms
in a solid by measuring phenomena related to the atomic motion. They directly
measure atomistic quantities such as correlation and relaxation times(rates), line-
widths, etc. From these, the hop rate τ

−1
0 is extracted, which in turn is translated into

a macroscopic diffusion rate using Einstein-Smoluchowski’s law (see Sect. 4.2.3).
Most of the indirect methods are based on nuclear or radioactive signals and

probes. One important exception is impedance spectroscopy (IS) [61], which
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Figure 1.4: The steps for measuring diffusion with the (radio)tracer method. First
the tracer is deposited at one surface, then the sample is annealed for some time.
Finally, it gets sliced in thin layers and the tracer quantity of each slice is measured.
From that, the diffusion coefficient can be extracted. Adapted from Ref. [54]. In
contrast, both β -NMR and the 8Li α-radiotracer method are non-destructive to the
sample.

measures the complex electric impedance of the material under study versus AC
frequency. Mössbauer spectroscopy (MBS) is not widely applicable because of
the small number of Mössbauer isotopes. The most important of them is 57Fe,
which makes possible to study Fe diffusion with MBS [62]. Quasi-elastic neutron
scattering (QENS) [63] can be also used to study fast diffusion rates, provided that
the material of interest has isotopes with large quasi-elastic scattering cross-sections.

Nuclear magnetic resonance (NMR) along with spin-lattice relaxation spec-
troscopy (SLR) [54] are widely used to infer diffusion rates. They are applicable in
a broad range of diffusivities and for a large selection of diffusing species. These
techniques employ the nuclei of certain lattice atoms as spin-probes and they use
the line-width of the resonance and/or the spin-lattice relaxation rate to extract the
diffusion rate of interstitial ions.

1.2.3 Studying nanoscale Li diffusion

Nanostructured Li-ion battery materials (nanoparticles, nanofibers, thin-films, etc)
have been found to exhibit substantially increased mass transport capabilities [64–
67] compared to their bulkier forms, leading to enhanced electrode charge-discharge
rates. This stems from the shorter diffusion lengths for Li+ transport between
the different parts of the battery, but also because of the much larger electrode-
electrolyte contact areas, that allows for a highly increased lithium intercalation.

Even though there are many techniques capable of studying Li diffusion, very
few of them are applicable to study Li diffusion at the nanoscale – or in nano-sized
samples – and all of them are indirect. They include impedance spectroscopy
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(IS) [68], low-energy muon spin rotation (LEµSR) [69] and β -detected nuclear
magnetic resonance (β -NMR) [22, 29].

In the literature, there are many cases of materials that the various methods yield
diffusion rates differing by many orders of magnitude under the same conditions,
e.g., in rutile TiO2 [29, 60, 68, 70–73], or in LiCoO2 [74–76]). A direct method
applicable to the nanoscale could potentially shed light on these discrepancies.

To that end, we developed a spin-off of the classical radiotracer method, namely
the 8Li α-radiotracer method, which uses the attenuation of the (grand)daughter
α-particles coming from the radioactive decay of 8Li, in order to study nanoscale
Li diffusion.

This direct method for studying Li diffusion differs from conventional radio-
tracer diffusion experiments in several key areas: it is non-destructive to the sample;
it is sensitive to atomic motions over the nanometer length scale [56, 76–78]; and it
is amenable to the use of short-lived radioisotopes with relatively short half-lives
τ1/2 (Li has no radioactive isotopes with τ1/2� 1s). It makes use of a focused 3 mm
diameter low-energy 8Li+ ion beam to inject a target material with the radiotracer
atoms. Both during and following the beam pulse, the temporal evolution of the
α-decay signal is monitored, whose yield and shape are correlated to the rate of
arrival at the crystal surface and the details of the diffusion boundary conditions
(e.g., a reflective or absorptive surface).

Such a technique has been developed in Japan for micrometer Li diffusion [79–
83] and recently also for nanometer-scale studies [56, 76–78]. As part of this
thesis, a new incarnation of the above technique has been developed (Ch. 5 and
Ch. 6), sharing many characteristics with its Japanese version, but also having key
differences (see Ch. 5). This method is demonstrated not only to be able to extract
the nanoscale diffusion rate of Li ions, but also to indicate what happens to Li ions
when they reach the sample surface.

1.3 Organization of this Thesis

This thesis presents the recent developments on using 8Li as a probe in condensed
matter physics. For the case of β -NMR, we show how comparing 8Li and 9Li
one can determine the source of spin relaxation. In addition, we show that the
α-particles emitted as part of the decay process can be used to track the motion of
8Li or to enhance the beta-decay asymmetry of 9Li.

Chapter 2 is intended as an introduction to β -NMR. It includes an outline of
the physical basis of the method, a synopsis of the experimental infrastructure
employed, as well as a presentation of the different types of measurements that are
used in this work.
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Chapter 3 then presents the development of the αLithEIA isotopic comparison
method, which makes use of 8Li and 9Li beams to identify the source of spin-lattice
relaxation in β -NMR. This new tool for β -NMR can be very useful in cases that it
is not clear whether the primary source of relaxation in a sample is of electric or
magnetic origin. However, 9Li β -NMR is much more time-consuming and tedious
(compared to 8Li), due to the suppressed asymmetry signal associated with that
isotope. To amend this issue, the αLithEIA method was developed, which tags the
9Li β -decays in coincidence/anti-coincidence with an α-particle and is shown to
enhance the 9Li β -NMR signal by a factor of ∼ 2 (and theoretically it can enhance
it by a factor of ∼ 3).

Chapters 4–6 outline the other application of using the α-decay signal in β -
NMR, namely studying Li diffusion at the nanoscale (i.e., the 8Li α-radiotracer
method).

Chapter 4 provides the theoretical background of interstitial diffusion theory,
both from a macroscopic and a microscopic point of view.

The basis of the 8Li α-radiotracer method is covered in Chapter 5, which
presents the calculations and Monte Carlo simulations which were carried out as
part of this work to establish the feasibility of the technique, as well as to provide
the tools needed for the extraction of the diffusion coefficient from the experimental
data.

Chapter 6 follows the development of the 8Li α-radiotracer technique by pre-
senting the study of Li diffusion in rutile TiO2. With these measurements, we were
able to extract both the diffusion coefficient of Li in various temperatures, as well as
the energy barrier for Li diffusion. In addition, our measurements show that Li+ has
a high probability (≥ 50%) to get trapped upon reaching the (001)-surface of rutile.

Finally, Chapter 7 summarizes the above results and identifies possible future
work to further develop this study.

This thesis contains material taken from three of the author’s papers [1–3].
Chapter 2 and 3 are partially taken from References [1, 2], while Chapter 5 and
6 contain material from Reference [3]. This introductory Chapter also partially
incorporates material from all these papers.
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Chapter 2

Beta-detected Nuclear Magnetic
Resonance

This Chapter is intended to be a short introduction to the β -NMR technique, by
discussing the physics behind it (Section 2.1), the details of the radioactive, spin-
polarized beam production and delivery to the spectrometers (Section 2.2), the
interactions of the spin-probes with their environment once inside the material
under study (Section 2.3), as well as the experimental modes used to infer these
interactions (Section 2.4). Finally, Section 2.5 presents the merits of using the
information from the α-decay in parallel to the β -decay in order to enhance the
capabilities of β -NMR, which is the primary focus of this thesis.

2.1 Physics of β -NMR

The basis of β -NMR is the parity-violating (nuclear) weak interaction, whereby the
direction of the emitted electron (positron) from the decaying nucleus is correlated
with the nuclear spin polarization at the time of decay:

W (θ) = 1+βapcos(θ) (2.1)

where β = ν/c is the velocity of the high energy electron (positron) normalized
to the speed of light, p is the magnitude of the nuclear polarization vector, θ is the
angle between the nuclear polarization and the electron (positron) velocity and a
is the asymmetry parameter depending on the properties of nuclear β -decay (see
Fig.2.1).

The resulting anisotropic decay pattern for the high energy electron allows one
to monitor the nuclear polarization from highly polarized 8Li+ beams (or other
β -NMR nuclear probes) implanted in the sample. In particular, the asymmetry in
the count rate at time t between two opposing β -detectors is proportional to the
component of nuclear polarization along the direction defined by the two detectors:

A(t) =
NB(t)−NF(t)
NB(t)+NF(t)

= A0 pz(t) (2.2)
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Figure 2.1: Anisotropy of the direction of the emitted β -particle based on the
polarization of the parent nucleus. The asymmetry of β -counts at two opposing
detectors (B and F) can be used to monitor the degree of nuclear polarization versus
time. Adapted from Ref. [22].

where NB(t) and NF(t) are the counts measured in the backward and forward
detectors, pz(t) is the component of nuclear polarization along the z-axis defined
by the detectors, and t is the time of decay after implantation. The detectors are
generally positioned so that z is along the direction of initial polarization.

Note that the asymmetry in the count rate has a maximum value of A0 at t = 0
which is reduced relative to the theoretical asymmetry a, as calculated from the
nuclear properties, owing to instrumental effects such as the finite solid angle
subtended by the detectors and scattering of the β -particles before reaching the
detectors. Note also that pz(t) and thus A(t), are time dependent, reflecting the fact
that the nuclear polarization is subject to spin relaxation processes in the sample
(see Sec. 2.3), which in fact is the quantity of interest in a β -NMR experiment.

By changing the energy of the beam (between 0.1 keV to 30 keV) the mean
implantation depth can be tuned in a range of approximately 10 nm to 200 nm. Thus,
it is possible to perform depth-resolved experiments, which makes this technique
ideal for the study of near-surface phenomena [19] (see Sec. 2.2.3).

The most commonly used β -NMR isotope at TRIUMF is 8Li, which has a
lifetime of τ =1.21 s, spin I = 2, gyromagnetic ratio γ =6.3015 MHzT−1, and a
relatively small –but non-zero– electric quadrupole moment Q = +32.6 mb [84].
The fact that 8Li is not a purely magnetic probe makes it possible to study electric
quadrupolar phenomena. Moreover, the theory of nuclear β -decay predicts that the
theoretical asymmetry parameter a (Eq. 2.1) of 8Li is about 1/3.

Typical radionuclides that have been used as β -NMR probes can be seen at
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Tab. 2.1. This thesis focuses exclusively on 8Li and 9Li.

Table 2.1: Intrinsic nuclear properties of radioisotopes used in β -NMR. Iπ is
the nuclear spin (and parity), µ is the magnetic moment, and Q is the electric
quadrupole moment. When Q is non-zero, the probe is sensitive to the local electric
field gradient else it is sensitive to the local magnetic field alone.

Iπ τβ (s) µ (µN) Q (mb)
8Li 2+ 1.2096(5) [85] +1.653560(18) [86] +32.6(5) [84]
9Li 3/2− 0.2572(6) [87] +3.43678(6) [86] -31.5(5) [84]

11Be 1/2+ 13.74(8) [88] -1.6813(5) [89] -
31Mg 1/2+ 0.236(20) [89] -0.88355(15) [90] -

8Li β -decays to the first excited state of 8Be, which in turn decays with a short
mean lifetime of 3.01×10−22 s into two α-particles, emitted at an angle of 180o in
the center-of-mass frame of the 8Be daughter nucleus (Eq.(2.3)).

8
3Li→8

4 Be∗+ e−+ ν̄e
8
4Be∗→ 2α

(2.3)

The average energy of the emitted β is∼6 MeV, but due to the three-body decay
kinematics, it varies continuously between 0 MeV to 12.5 MeV, with the upper limit
defined by the Q-value of the decay and the mass of 8Be (Fig. 2.2a). The mean
energy of the emitted α-particles is 1.6 MeV with a full width at half maximum
of 0.6 MeV due to lifetime broadening. Because of quantum mechanical mixing
of the first and the higher excited states of 8Be [91], the energy spectrum of each
α-particle has an asymmetric high energy tail (Fig. 2.2b).

2.2 Experimental Details of β -NMR at TRIUMF

This section describes the process of how TRIUMF produces and delivers to the
experimental spectrometer(s) a clean, highly-polarized, intense beam of the re-
quired isotope (Sect. 2.2.1). The next part then gives a detailed description of the
characteristics of the high-field and low-field β -NMR spectrometers (Sect. 2.2.2).
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Figure 2.2: Energy distribution of the β -particles (left) coming from the decay of
8Li (Adapted from Ref. [92]) and that of the α-particles (right) coming from the
subsequent decay of 8Be [93].

2.2.1 Polarized Beam Production and Delivery

At TRIUMF, the first step towards the production of the spin-polarized radioactive
beam of the specific β -decaying isotope required for the β -NMR experiments (e.g.,
8Li, 31Mg, etc) is to extract and accelerate a beam of negatively charged hydrogen
ions. An ion source ionizes hydrogen gas to produce 1

1H− ions, which get initially
accelerated by a sixty-meter-long electrostatic linear accelerator. This beam is then
injected into the main 520 MeV cyclotron (see Fig. 2.3).

The main cyclotron accelerates the negatively charged hydrogen ions using an
alternating electric field with a frequency of 23 MHz and a 4000-Tons six-sector
normally-conducting magnet made of iron. The magnet produces a magnetic field
of 0.56 T using 18500 A of current. The Lorentz force produced by the combination
of the electric and magnetic fields accelerates the ions up to 75% of the speed of
light after 1500 revolutions in an outward spiral trajectory inside the cyclotron tank.
At the end of the acceleration process, the ion beam passes through a thin carbon
foil, which strips the two electrons from the negatively charged ions to produce bare
protons. This process reverses the charge of the accelerating beam, which, in turn,
reverses the direction of the cyclotron motion and guides the ion beam out of the
cyclotron and into the post-acceleration beamline. This extraction process increases
the efficiency of the main cyclotron significantly, relative to extracting a beam of
bare protons, allowing for a more intensive beam to be produced (up to ∼100 µA).

The beam of 520 MeV protons is then directed towards the Meson Hall, or the
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Figure 2.3: Internal view of the 520 MeV main cyclotron vault at TRIUMF. Notice
the size of the vault compared to the man at the center. Adapted from Ref. [94].

ISAC facility. In the Meson Hall, it is used to treat ocular melanoma of cancer
patients, by selectively depositing the proton’s energy in the tumor [95], or it
bombards a suitable solid target, which creates a secondary beam of pions which
further decays into a muon. The muons are used to study the properties of materials
with the µSR technique [96].

When a beam of a specific isotope is requested, the proton beam is directed
towards the Isotope Separation and Acceleration (ISAC) facility [97], where it
collides with a carefully engineered target and creates a variety of isotopes [98]
by nuclear spallation. The target is chosen to enhance the production and release
of the desired isotope(s) and is made, amongst others, by Tantalum (Ta), SiC or
Uranium(U)/Uranium Carbite(UC). Ta is the optimal target for production of alkali
metals such as 8Li. The target is kept at a temperature of ∼ 2000 to 2500 ◦C and
a positive voltage of 28 to 30 kV. The high temperature allows the newly formed
isotopes to diffuse fast to the surface of the target and exit the target vessel through
a tube of 1-2 mm diameter. For the production of short-lived isotopes – with half
life ∼10 µs – keeping this diffusion time short can be critical. This is yet another
motivation for trying to understand diffusion in solids (see Ch. 4-6).

The positive potential of the target (relative to the grounded extraction electrode)
accelerates the ions leaving the target via the small diameter tube and forms an
intense beam with a cross section of a few mm, moving towards a high-precision
magnetic mass separator. The magnetic field bends the trajectories of the different
isotopes by a different angle (depending on their momentum/mass) thereby ensuring
that only ions of the desired isotope reach the experiment. 8Li is very easy to mass-
separate, since there are no stable isotopes with a similar mass. Using a typical
proton beam current of 40 µA, the ISAC target can seamlessly provide a 8Li+ beam
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with an intensity of 108 ions/s.
Before reaching the β -NMR experimental spectrometer(s), the radioactive beam

is (nuclear-)spin-polarized in flight by a single-frequency dye laser [39]. This
technique is able to polarize the 8Li ions to a ∼ 70% [99] level.

Figure 2.4: Schematic of the polarizer and the section of the beamline leading to
the β -NMR and β -NQR spectrometers. Note that the neutralizer cell is currently
filled with Rb vapor, not Na. Adapted from Ref. [39].

The first step towards producing a highly spin-polarized beam is to neutralize
the beam by passing it though a cell filled with Rb vapor, held at a temperature
of ∼250 ◦C. The Rb vapor is confined in the cell using a recycling jet target.
Alkali metals can easily lose one electron to the positively charged ions, thus they
effectively neutralize the beam with a typical efficiency of 50%. The neutralized
beam then drifts by 1.9 m inside the optical pumping region, whereas the part of
the beam that failed to get neutralized is dumped into a Faraday cap by a pair of
electrostatic reflection plates. A small longitudinal magnetic field (∼2 mT) is present
inside the optical pumping region, for the purpose of defining the polarization axis.
The neutralized beam overlaps with a laser beam created by a dye laser source,
counter-propagating in the polarizer beamline. The laser light is circularly polarized
with respect to the polarization axis – which is also the axis the beam is propagating
on – and is tuned to the Doppler-shifted D1 transition close to 671 nm for 8Li (see
Fig. 2.5). This wavelength corresponds to the energy needed for the transition from
the ground state 1S1/2 to the first excited state 2P1/2 of 8Li. Because the ground
state of 8Li is split into two hyperfine levels, as is the case with many alkali isotopes,

19



to achieve a high level of polarization, the light has to be tuned at both sub-levels’
wavelengths. For the polarization of other isotopes/elements the laser frequencies
are tuned using similar considerations.

Figure 2.5: Schematic of the spin polarization method for 8Li. The upper image
shows the ground state and first excited state with their hyperfine splittings. The
lower image shows the pumping of the positive helicity (σ+) after a few cycles of
optical pumping. Adapted from Ref. [100].

The Zeeman splitting due to the small longitudinal magnetic field further splits
the hyperfine levels to 2F+1 sub-levels mF , where F= I+J. In the lower part of
Fig. 2.5, the effect of illumination with σ+ (i.e., positive helicity) circularly polar-
ized laser light is shown. The only allowed absorptions are the ones that increase the
magnetic quantum number mF by +1. This effect populates gradually the highest
angular momentum state of +5/2, with both nuclear and electronic polarization
having their highest permitted value. Spontaneous fluorescence – which is allowed
for transitions satisfying ∆mF =0,±1 – has a lifetime of 27 ns, thus, the drifting time
through the optical pumping region (∼2 µs) allows for the 8Li atoms to go through
dozens of pumping cycles of laser light absorption and fluorescent emission.

The net effect of this process is that the 8Li nuclei are nuclear-spin-polarized
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and the majority ends up at the nuclear spin state mI=+2 (-2 for the σ− helicity).
This corresponds to a high level of nuclear polarization (∼70 %), which is defined
as:

P(t) =
1
I ∑

mI

mI pmI (t) (2.4)

where mI is the nuclear spin quantum number, P(t) is the nuclear polarization
(along the axis defined by the external magnetic field) versus time and pmI (t)
corresponds to the population of the mI-th state at that point in time.

After the polarizing process, the neutral beam enters into a cell filled with cold
He gas that re-ionizes the ions with an efficiency of about 1/2. The part of the
beam that is left neutral is dumped at the neutral beam monitor (NBM) – made by a
thin palladium foil – which measures its intensity and polarization. The re-ionized
part of the beam is steered by an electrostatic bender, which delivers it to either
the high-field or the low-field spectrometer, referred usually as the β -NMR and
β -NQR spectrometers, respectively. These electrostatic benders do not affect the
polarization direction, which is determined by the helicity of the laser beam directed
along the axis of the polarizer.

The section of the beamline after the polarizer leading to the β -NMR spec-
trometer includes three Einzel lenses, which electrostatically focus the beam to the
center of the sample. Two sets of manual slits can be used to collimate the beam and
reduce the beam spot on the sample. The size and the position of the beamspot is a
very sensitive function of a large number of parameters. The beam is accelerated to
a certain energy when extracted from the ISAC target and its trajectory and size are
influenced by the upstream elements (Einzel lenses, magnetic quadrupoles), as well
as the magnetic field B0 inside the spectrometer. If the beam reaches the spectrome-
ter perfectly centered on the magnet axis of the superconducting solenoid, then the
Einzel lenses and the bias voltage of the sample should not affect its trajectory. In
reality it is very hard to tune the beam to arrive perfectly, so the combined effect of
the magnetic field and the electrostatic bias results into a spiraling motion leading
to a beam spot which depends slightly on the magnetic field and the deceleration
potential.

To ensure a good beamspot in all required magnetic fields and electric biases,
before the start of the experiments, the ISAC operator tunes the EM elements of
the beamline with 7Li+ until good beam transport is achieved and then fine-tunes
the last downstream elements using a 8Li+ beam until a centered, adequately small
beamspot is achieved in all required conditions. For each condition (magnetic
field and electrostatic bias) the beamspot is imaged by a charge-coupled device
(CCD) camera lying outside vacuum behind an optical port, using a scintillating
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sapphire at the sample position. The camera images the front surface of the sample
using a mirror installed inside the main chamber which bends the optical path by
approximately 90◦.

2.2.2 β -NMR and β -NQR Spectrometers

For all the experiments related to this thesis, TRIUMF’s dedicated β -NMR and
β -NQR spectrometers were used. In both spectrometers, the sample material is kept
under ultra high vacuum (UHV) at the end of ISAC’s beamline. A superconducting
magnet can generate a magnetic field of up to 9 T around the sample of the high-
field β -NMR spectrometer, pointing along the probe ions’ spin polarization. A
regular conducting Helmholtz magnet is capable of creating a field of 0-20 mT
(i.e., 0-200 Gauss) at the low-field β -NQR spectrometer. The platforms on which
the spectrometers are positioned are electrically isolated from ground so they can
be raised to several kV, effectively increasing the electric potential of the samples.
This way, the mean implantation depth of the radioactive beam inside each sample
crystal can be controlled by the applied platform voltage [101]. In this section, the
characteristics of these two instruments will be presented. As part of this thesis, an
upgraded version of the β -NQR cryostat – the so-called “cryo-oven” – was designed
and fabricated. Its specific characteristics can be found in Appendix A.

2.2.2.1 The β -NMR spectrometer

The high field spectrometer, usually referred to simply as the “β -NMR spectrome-
ter”, has a longitudinal geometry, in the sense that the nuclear polarization and the
direction of the external magnetic field all coincide with the direction of the beam’s
motion and they are perpendicular to the surface of the sample under study.

The β -NMR apparatus is a cold finger UHV-compatible cryostat from Oxford
Instruments (see Fig. 2.6), capable of maintaining a vacuum of up to 10−10 Torr.
This level of vacuum is achieved via a system of load locks that allow for changing
the sample without venting the main chamber. To change the sample, the cryostat is
driven back by a motor that stretches a bellows, out of the bore of the superconduct-
ing magnet, until the sample holder port of the cryostat lies directly below the load
lock and gate valve shown in the figure below.

The sample is mounted outside vacuum on an aluminum sample holder, at the
end of a stainless steel rod (see Fig. 2.7). The typical size of β -NMR-compatible
samples is 8 mm x 10 mm x 0.5 mm. Thin films, or samples of smaller sizes
are mounted on a substrate (usually made of sapphire due to its high thermal
conductivity and natural scintillation properties) by using UHV-compatible silver
paint. The sample is then attached on the sample holder by two small Al clamps.
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Figure 2.6: High-field β -NMR spectrometer. The ion beam enters from the left
side, passing through the hole of the upstream scintillation detector and reaches the
sample sitting at the center of the deceleration space with the polarization parallel
to its momentum. A cryopump is used to maintain the UHV vacuum in the sample
space and a cold finger cryostat to control the sample temperature. Adapted from
Ref. [33].

The sample holder is mounted into the cryostat using a load lock so the main
chamber can be maintained at UHV during sample changes. After the sample is
mounted, the cryostat is driven back in the bore of the magnet. Typically a sample
change requires between 45 min and one and a half hour.

The sample is positioned at the center of a superconducting solenoid magnet
capable of generating a uniform static magnetic field B0 of up to 9 T. Since the
nuclear polarization is longitudinal, the β -detectors are positioned upstream and
downstream of the sample and initial polarization direction (see Fig. 2.1). Both are
plastic scintillation detectors. The downstream detector – the so-called “Forward
detector” – lies outside vacuum behind a thin stainless steel window. The β particles
easily pass through the window without much attenuation compared to their average
energy (see Fig. 2.2a), but all α-particles are blocked. The upstream detector –
the “Back detector” – has a hole in the middle to allow for the incoming beam to
reach the sample. Due to the focusing effect of the strong magnetic field, the Back
detector has to be positioned outside the bore of the magnet in order to allow the
β particles to reach it, instead of moving further upstream by passing through its
central hole. The two detectors cover very different solid angles in the absence of a
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Figure 2.7: β -NMR sample holder. At the rightmost side the end of the sample rod
is visible, on which the copper part of the sample holder is screwed. The sample is
mounted on the sample holder using two small clamps.

magnetic field, but they have similar effective solid angles, when a high magnetic
field is applied.

A non-resonant helical transmission line can generate a transverse radio-frequency
(RF) field B1(t) in a range of frequencies ω up to 45 MHz. The direction of B1(t) is
perpendicular to both the static magnetic field B0 and the polarization of the beam.
It is used for frequency-resolved experiments (see Sec. 2.4.1).

The temperature of the sample is controlled using a combination of liquid helium
flow and a resistive heater. A Lakeshore temperature controller can automatically
maintain the sample at a constant temperature by balancing the cooling power of
liquid helium with the appropriate amount of current passing through the heater.
This allows one to control the sample temperature in the range 3.5 K to 318 K. The
whole apparatus sits on a platform, on which a biasing voltage of up to ±30 kV can
be applied.

2.2.2.2 The β -NQR spectrometer

The low-field β -NQR spectrometer differs from the high-field β -NMR spectrometer
in several ways. In contrast with β -NMR, the geometry of the β -NQR spectrometer
is transverse. The beam is implanted into the sample with its momentum normal to
the sample’s surface, but its nuclear polarization is perpendicular to its momentum,
i.e., parallel to the surface of the sample-material. This is evident from Fig. 2.4 since
the polarization is longitudinal in the polarizer. The two 45o benders in Fig. 2.4 are
electrostatic and thus do not influence the direction of nuclear polarization.

The static applied field B0 can be completely absent, permitting for zero-field
experiments. For low-field measurements, B0 is oriented (anti)parallel to the po-
larization of the beam. It is generated by passing current through a Helmholtz
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coil, which creates a uniform magnetic field around the sample (of 0-20 mT) at the
sample position.

A small vertical Helmholtz coil can generate a transverse RF field B1(t) in a
range of frequencies from 0-2 MHz. The direction of this field is perpendicular to
both the polarization of the beam and its momentum. In other words, if the beam
momentum vector defines the z-axis of a lab-frame, then the polarization vector
would be on the y-axis and the RF magnetic field on the x-axis (see Fig. 2.8).

As discussed in Sec. 2.1, the β -detectors should be positioned along the line
defined by the initial nuclear polarization. Thus, in the case of the β -NQR spec-
trometer, they are to the left and right of the sample, lying outside vacuum behind
two thin stainless steel windows. They are naturally referred to as the “Left” and
“Right” detectors, respectively. They are fast plastic scintillators which convert the
energy of the incoming β -particles into light, which is turned into electrical signal
by a photomultiplier tube (PMT).

Figure 2.8: Over-view of the β -NQR spectrometer. The ion beam enters from the
top of the figure (parallel to the z-axis), with its polarization along the y-axis, on
which the two β -detectors are situated. Note that the coordinate system in this
over-view is slightly unusual, as the z-axis is generally defined to be along the
direction of the magnetic field and the nuclear polarization. Adapted from Ref. [33].

The samples are loaded into the cryostat from above, through a vacuum load-
lock, using a long (∼1.6 m) stainless steel rod and a process similar to that for
β -NMR. The β -NQR sample holder has four sample positions (see Fig. 2.9). Each
position can be filled with a sample of dimensions 12 x 12 x 0.5 mm3 a priori,
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reducing thus the number of sample changes needed during an experimental run
period. Sample changes need to be done at ∼300 K. Each sample change typically
takes about 1-2 hours. The rod can be turned by hand from outside vacuum around
the x-axis of Fig. 2.8, thus introducing an angle between the sample surface and
the beam axis. This allows for angle-resolved experiments, which are crucial for
studying electric quadrupolar phenomena [29].

Figure 2.9: The β -NQR sample holder (made of copper) with four samples mounted.
In contrast to the β -NMR one, it has four sample stations, which reduces signifi-
cantly the number of sample changes needed during an experimental run period.

Similarly to the β -NMR spectrometer, the temperature of the sample is con-
trolled by a combination of liquid helium flow and a heater, using a Lakeshore
controller to stabilize or change the temperature effectively. The lower thermal mass
of this cryostat permits a much faster temperature change (tens of K/min) compared
to the β -NMR cryostat (1-2 K/min). The β -NQR cryostat has a temperature range
between 4.5 K and 300 K.

The β -NQR platform can be raised to a high voltage of 30 kV allowing the en-
ergy of implantation to be adjusted between 0.1 keV and 30 keV which corresponds
to a mean implantation depth between about 10 and 200 nm.

2.2.3 Beam Implantation Profiles

Changing the energy of the ion beam through varying the β -NMR/NQR platforms
bias voltage allows for depth resolved measurements. The higher the energy of
the ion beam, the deeper the incoming ions stop on average. The energy range
accessible with ISAC’s ion beams permits for a mean implantation depth of 10 nm
to 200 nm. This can be used to study, among other things, how the temperature of
phase transitions depends on proximity to the sample’s surface [19], the dynamics
close to a buried interface of two heterostructures [20], studying the vortex lattice
at a superconducting substrate [102], or long-range magnetic effects in thin films
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caused by the proximity to a magnetic [103] substrate. In all these cases, it is
paramount to know the depth profile of the β -NMR ion probes upon implantation.

The ion implantation (statistical) profile can be simulated using the Stopping
and Range of Ions in Matter (SRIM) software. SRIM is a well established Monte-
Carlo-based algorithm used extensively in condensed matter physics. It generates
the statistical stopping distribution of the incoming ion beam by simulating the
trajectory of each implanted ion individually (see Fig. 2.10). Each ion follows a
different path due to stochastic processes, such as Rutherford scattering to different
lattice ions resulting into abrupt changes in the direction of motion, as well as
different momentum transfers between the incoming ions and the lattice.

Figure 2.10: Example of 8Li tracks after implantation in rutile TiO2, as simulated
by SRIM-2013.

When the energy of the ion beam is increased, both the mean implantation depth
and its standard deviation (also referred to as “ion straggle” in this context) of the
stopping distribution increases. As an example, Fig. 2.11 depicts the depth profiles
for 8Li+ ions implanted in TiO2 for different beam energies.

Comparisons between SRIM and experiments [104] show that for Li ions,
81% of the simulated profiles that were compared to experiments differ from the
experimental points by less than 10% of the value predicted by SRIM.

A known issue with SRIM predictions is that it treats all target materials as
being amorphous. In some instances, though, the crystalline structure of the target
could provide some channeling paths for the incoming ions along specific directions.
If such a direction differs from the implantation angle below a critical angle, then
the channeling effect cannot be neglected and the actual implantation profile could
have a large tail towards the bulk of the crystal, which would be absent in the SRIM
calculation.
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Figure 2.11: 8Li beam implantation profile in TiO2 as simulated by SRIM-2013 for
a beam energy of 10 and 25 keV. By increasing the energy of the beam, both the
mean implantation depth and the ion struggle increase.

The critical angle of channeling is given by [105]:

ψ ≈
√

(Z1e)(Z2e)
E(d/2)

(rad) (2.5)

where Z1 is the atomic number of the ion beam, Z2 that of the target material,
e2 =1.44×10−5 MeVÅ, E is the energy of the beam (in MeV) and d is the effective
distance of the target’s atoms along the channeling pathway (in Angstroms).

The effect of channeling of lithium ions implanted along the c-axis of rutile
TiO2 will be discussed at Sect. 6.3.

Apart from the implantation profile itself, SRIM can also provide estimates on
other processes, such as the mean number of ion/hole pairs created on the track of
an ion, as well as the damage inflicted on the sample’s lattice due to the implantation
process.

2.3 Spin Interactions of β -NMR probes in a lattice

After implantation, the β -NMR probe stops at well defined interstitial position(s)
where there is a minimum in the potential energy surface. The nuclear spin polar-
ization will evolve in time according to a spin Hamiltonian which describes the
interaction between the nuclear spin and the surrounding crystalline lattice.

There are two basic kinds of interactions described by the corresponding spin
Hamiltonian. These can be generally categorized into magnetic (Sect. 2.3.1) and
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electric quadrupolar interactions (Sect. 2.3.2), with the latter being applicable only
for nuclear probes with a non-zero electric quadrupole moment.

2.3.1 Magnetic Interactions

The nucleus, which is a compound system consisting of neutrons and protons, has a
characteristic magnetic moment µ proportional to its total angular momentum J:

µ = γJ = γ h̄I (2.6)

where γ is a scalar quantity called the gyromagnetic ratio, h̄ is the reduced Plank
constant and I is a dimensionless angular momentum (operator).

As discussed in Sec. 2.2.1, the application of a magnetic field B lifts the degen-
eracy of the magnetic quantum number m to form the nuclear Zeeman states. The
Hamiltonian defining this process is given by:

Ĥm =−µ ·B (2.7)

Without loss of generality, one can set B = B0ẑ, so Eq. 2.7 can be rewritten as:

Ĥm =−γ h̄B0Îz (2.8)

Thus, the eigenvalues of Eq. 2.8 are the eigenvalues of Îz, multiplied by a
constant, i.e.:

Em =−γ h̄B0m, m =−I,(−I +1), ...,(I−1), I (2.9)

The nucleus can change its spin state by absorbing energy equal to the energy
difference ∆E of the initial and final states:

h̄ω = ∆E (2.10)

This change can only happen if the interaction causing it contains a non-zero ma-
trix element connecting the initial and final states. Experimentally, this is achieved
by applying a (weak) oscillating magnetic field B1(t) = B1cos(ωt)x̂ perpendicular
to the static field B0ẑ. The Hamiltonian governing this perturbation is:

Ĥpert =−γ h̄B1cos(ωt)Îx (2.11)

The matrix element of this Hamiltonian connecting states m and m′ is:

〈m′|Ĥpert |m〉 ∝ 〈m′|Îx|m〉 (2.12)

which is non-zero only if m′ = m±1.
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This defines the amount of energy ∆E that should be given to the nucleus
to change its state, as well as the corresponding resonance frequency ω0 of the
oscillating B1 field given by Eq. 2.11:

h̄ω0 = ∆E = γ h̄B0⇔
⇔ ω0 = γB0

(2.13)

After the spin-probes stop in the sample, they interact with the net magnetic
field Bnet at their stopping position, given by:

Bnet = B0 +Bint (2.14)

where B0 is the (static) external field and Bint is the internal magnetic field due
to the surrounding material at the implantation site of the nuclear probe.

Thus, their resonance frequency of absorption will differ from Eq. 2.13 and will
be instead:

ωL = γBnet (2.15)

where ωL is the Larmor resonance frequency of the nuclear spins in their crystal
environment.

In β -NMR, the net magnetic field is extracted by sweeping the frequency ω

of B1. When it coincides with the Larmor frequency of the nuclear spin-probes
under the influence of Bnet , the nuclear spins will start to precess around Bnet (in
the rotating reference frame) and thus the polarization present will be diminished.
In Sec. 2.4.1 the details of extracting Bint using this effect will be presented.

2.3.2 Electric Quadrupolar Interactions

The nucleus of each isotope consists of Z protons and N=A-Z neutrons, where
Z is the atomic and A the mass number uniquely defining the isotope. Because
of the fact that the nucleus is not a point-like object, but rather a complicated
system of its constituent nucleons, the nuclear structure can be understood – from
an electromagnetic point of view – as a series of electric and magnetic multipoles,
that depend on the spin of the nucleus.

For the simple case of I=1/2 the nucleus can be thought as an electric monopole
and a magnetic dipole (i.e., it has charge +Z and magnetic moment µ), but for I>1/2,
there is also a non-zero electric quadrupole moment eQ, due to the fact that the
distribution of charge for high-spin nuclei is non-spherical. As a result, nuclei with
spin I≥1 will interact with an electric field gradient (EFG) present at the nuclear
position.
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The EFG is defined by a matrix, the EFG tensor, with each of its elements
calculated by:

Vi j =
∂ 2V

∂xi∂x j
(2.16)

where V is the electromagnetic potential at the site of the probe nucleus, mea-
sured in Volts. Vi j is measured in V/m2.

This general tensor can be diagonalized by rotating the frame to the so-called
principal axis system (PAS). In this frame of reference, the EFG tensor has only three
non-zero elements across its diagonal, namely Vxx, Vyy and Vzz with det(V ) = 0.
These three axes are selected so that |Vyy| ≤ |Vxx| ≤ |Vzz|. Vzz is then called the
principal component of the EFG tensor.

In the PAS frame, the Hamiltonian describing the interaction of the electric
quadrupole moment of the nucleus with the applied EFG is given by:

Ĥq =
3eQVzz

4I(2I−1)h̄
[I2

z −
1
3

I(I +1)+
η

3
(I2

x − I2
y )] (2.17)

where I is the spin of the nucleus and η is the asymmetry parameter of the EFG.
η takes values between 0 and 1 and is zero in the case of axial symmetry. It is
defined by the diagonal terms of the EFG tensor by Eq. (2.18).

η =
Vxx−Vyy

Vzz
(2.18)

In the case of the spin-2 8Li, Hamiltonian (2.17) reduces to:

ĤI=2
q = hνq[I2

z −2]+ηνq[I2
x − I2

y ] (2.19)

where νq is the quadrupole (transition) frequency given by:

νq =
e2Qq

8h
=

eVzzQ
8h

(2.20)

where eq=Vzz is the principal component of the EFG tensor. Even at zero
magnetic field, the nuclear spin sub-levels |m > are split due to Hq. For spin-2,
there are two resonant frequencies, one at ν = νq stemming from the |±1 >→ |0 >
transition and one at ν = 3νq corresponding to the |±2 >→ |±1 > transition (see
Fig. 2.12).

The position of the resonant frequencies in a given crystal environment can be
studied with the β -detected nuclear quadrupole resonance (β -NQR) technique with
zero applied field (B0 = 0). A β -NQR resonance spectrum (see Sec. 2.4.1) would
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Figure 2.12: The energy splitting of the magnetic sub-levels of 8Li, due to the axial
part of Hamiltonian (2.19). Adapted from Ref. [106].

reveal 2I satellite resonances due to the single quantum transitions (∆m =±1) and
2I-1 resonances due to the double quantum transitions (∆m =±2).

A change in the strength of the EFG would shift the resonant frequencies
of the β -NQR spectrum, whereas a departure from axial symmetry (i.e., η > 0)
would introduce a mixing of the |±2 > states with a relevant frequency splitting
∆±2 ∼ 3η2νq. Thus, β -NQR can in principle be used to study any structural phase
transitions in a material.

2.4 Types of Measurements

Regardless of the chosen spin-probe (e.g., 8Li, 9Li, 31Mg), or the spectrometer used
for a specific β -NMR or β -NQR study, there are two basic types of measurements
that can be employed for the study of the local properties of crystals with the β -
NMR technique: Either the frequency of the transverse RF field is scanned to reveal
the resonance(s) of the nuclear probes in their crystal environment using (usually) a
continuous ion beam, or the time evolution of the β -decay asymmetry is registered
in the absence of a RF field while using a pulsed ion beam. The former type is
generally refereed to as a “frequency scan”, whereas the latter is known as a “SLR
run”.

If a typical ion beam rate of 106 8Li+/s is assumed, both types of measurements
would require 15 min to 40 min for acquiring a run with reasonable statistical
uncertainties. For other isotopes this time can be much longer (see Chap. 3).

2.4.1 Resonance Spectra

Before discussing fluctuations and spin relaxation it is important to note that the
quasi-static (or time-averaged) parameters of the spin Hamiltonian (e.g., local
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Figure 2.13: (a) Combined resonance spectrum for 8Li in a Bismuth single crystal at
294 K with four single quantum transitions (SQT) at ν =±νq and ±3νq, interlaced
by three sharper double quantum transitions (DQT). Due to the high degree of
nuclear polarization, most 8Li probes start at the |m = ±2 > state and thus the
“outer” resonances corresponding to the |±2 >→ |±1 > transition (e.g., the ones
at ν =±3νq for the SQT) have a larger amplitude than the inner ones, reflecting the
larger probe population of the state. (b) The same spectrum, but helicity-resolved.
The fact that the position of the resonances is reversed for the two helicities indicates
that the resonances are quadrupolar, as the sign of the frequency ν of each resonance
(compared to the Larmor frequency) depends only on the nuclear spin state which
is reversed for the opposite helicity. Thus the spectra of the two helicities are
reflections of each other from the Larmor frequency. Adapted from Ref. [22].

magnetic field or electric field gradient) are directly obtained from the β -NMR
resonance spectra. Such spectra may be observed by implanting a continuous beam
of highly polarized probe nuclei in the sample in the presence of a static external
magnetic field B0 applied along ẑ. One then monitors the lifetime averaged detector
asymmetry:

〈A(ω)〉=
∫

∞

0
exp(−t/τ)Apz(ω, t)dt (2.21)

as a function of the frequency (ω) of the smaller RF magnetic field B1cos(ωt)
oriented perpendicular to B0 and the initial polarization direction ẑ. In contrast to
classical NMR, the external field B0 is not used to create the nuclear polarization,
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but rather simply to hold the polarization and control the resonance frequency.
The RF frequency ν =ω/2π is varied in steps dν in a range around the expected

resonance frequency. Every frequency step lasts typically for at least one nuclear
lifetime (e.g., at least for a second for 8Li), in order to avoid the spin-probe’s
memory effect, namely having at a given time in the sample probes from the
previous frequency steps still present. That would create an unwanted mixing
between the measurements of different frequencies. The actual lingering time
at each frequency bin is selected by balancing the trade off between the need to
minimize the aforementioned memory effect and the time investment required for
the acquisition of a resonance spectrum.

A reduction in the time integrated asymmetry 〈A(ω)〉 occurs when the frequency
of B1 matches the Larmor resonance frequency (Eq. (2.15)) just like in continuous
wave (CW) NMR. This reduction is caused by the resonant precession of the nuclear
spins around B1 (in the rotating reference frame), which results into depolarization
of the spins.

Once a frequency scan is complete, the helicity of the laser is reversed and
the frequency scan is repeated with the opposite spin polarization (see Fig. 2.14).
The asymmetries of the two helicities will have opposite signs and the combined
asymmetry spectrum can be obtained by averaging the absolute values of them:

Ā =
A+−A−

2
(2.22)

where Ā is the combined asymmetry and A± is the asymmetry for each laser
helicity.

This process removes many sources of systematic error associated with the β -
NMR measurement. For instance, in the geometry of the β -NQR spectrometer, any
source of β -scattering between the sample and the L/R detectors that is asymmetric
between the two detectors will shift the asymmetries of both helicities by a constant,
frequency-independent value, but the combined asymmetry will be completely
unaffected by such an effect, as the constant would cancel out.

A resonance measurement consists typically of several (∼2-20) scans for each
helicity, in order to minimize the statistical uncertainties. If any given frequency
scan is identified as problematic (e.g., due to a proton trip or problems with the
laser), it can be individually disregarded before averaging all scans into a single
resonance spectrum.

The resonance shift compared to that of a reference material allows for the
study of the local internal magnetic field Bint . In β -NMR, the most commonly used
reference material is MgO, which is a non-magnetic insulator with very few nuclear
moments and also νq = 0, thus the 8Li β -NMR resonance is very narrow and more
or less unshifted except for a small chemical shift. Therefore, for MgO it holds
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Figure 2.14: (a) Combined resonance spectrum for 8Li implanted in a epitaxial
Ag film (19 nm) grown on MgO at 155 K. There is one resonance from MgO and
two from the thin Ag film. The resonance labeled O is attributed to 8Li in the
octahedral interstitial site in Ag, whereas the resonance labeled S is due to 8Li in the
substitutional site in Ag. All these sites have cubic symmetry and therefore show no
quadrupolar splitting. (b) The same spectrum, but helicity-resolved. The position of
the spectra is the same for both helicities, which indicates that they are not due to
quadrupolar effects. Adapted from Ref. [22].

approximately that νMgO ∼ γB0. As a result, the resonance shift ∆ν of a material
relative to MgO yields:

∆ν = ν−νMgO = γBnet − γB0 = γBint (2.23)

where Eq. (2.14) is used to get the last equality.
The position of the resonance(s) is determined by the quasi-static or time

averaged parameters of the spin Hamiltonian. Nevertheless, as in conventional
NMR, the shape of the β -NMR resonance may still be sensitive to the fluctuations
in the local environment. For example in the fast fluctuation limit the line width is
narrowed and varies as ∆2τc where ∆ is the static line width and τc is correlation
time for fluctuations in spin Hamiltonian terms responsible for the line narrowing.

Coupling between the nuclear quadrupole moment and any local electric field
gradient will lead to additional structure (e.g., quadrupolar splittings, see Sec. 2.3.2),
as in conventional NMR. By gradually varying the frequency of the RF field, a
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spectrum of all the resonances of the system can be generated.
The power of the RF field is what destroys the nuclear polarization, so its

value can affect (in a well-defined way) the resonance spectrum. If the RF power
is small, it won’t be enough to depolarize all spin-probes at resonance, so the
asymmetry peak will have a small amplitude and will be hard to resolve. This effect
suppresses the β -NMR signal, so it would make a resonance measurement more
time consuming. On the other hand, a strong RF would depolarize the probes on
resonance completely, but it would also partially destroy the polarization of probes
being slightly off-resonance. This effect artificially broadens the resonance and is
generally referred to as “power broadening”. Due to these effects, sometimes it is
necessary to measure the same resonance using different RF powers, in order to be
able to distinguish the underlying resonance width from the power broadening.

2.4.2 Spin Lattice Relaxation Spectra

Information on the fluctuations of the electromagnetic fields in a material of interest
is obtained through measurements of the (longitudinal) spin-lattice relaxation (SLR)
rate in the absence of a RF magnetic field. Note that this type of measurement does
not provide any spectral resolution of the fluctuations driving the SLR.

The SLR may be studied by implanting a series of beam pulses into the sample
and then monitoring A (t), which is the convolution of the asymmetry A(t− t ′) with
the beam pulse N(t ′) where t ′ is the time of arrival for a given probe and t− t ′ is the
time spent in the sample before its β -decay:

A (t) =
∫ t

−∞

N(t ′)A(t− t ′)dt ′ (2.24)

In general the SLR rate, usually denoted as 1/T1 (with T1 being the longitudinal
spin-lattice relaxation time), originates from fluctuations in the local magnetic field
(and the EFG for nuclei with I≥1) occurring in a direction perpendicular to the
nuclear polarization axis. They can be arising from fundamental processes such as
phonon scattering, magnon scattering, conduction electron scattering, diffusion, etc.

The measured SLR relaxation rate depends mostly on those fluctuations that
have an appreciable spectral density close to the Larmor frequency. Since νL is
related to the total magnetic field (see Eq (2.15)), the SLR relaxation rate depends
on the applied magnetic field B0, so the latter can be varied to allow for the study of
fluctuations of different frequencies.

In the case that the SLR is caused by fluctuating magnetic dipolar interactions,
the 1/T1 is often approximated using the Bloembergen-Purcell-Pound (BPP) theory.
The ansatz of BPP is that the fluctuations driving the relaxation are described by a
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autocorrelation function which is proportional to exp[-t/τc], where τc is the corre-
lation time. The Fourier transform of the autocorrelation function is a Lorentzian
describing the the spectral density of the fluctuation. The observed relaxation rate is
proportional to the magnitude of the spectral density at the Larmor frequency. In
the case of the magnetic dipole interaction driving the SLR, 1/T1 is given by:

1
T1

= K
τc

1+ω2
0 τ2

c
(2.25)

where K is a constant depending on the nuclear probe and the dipole-dipole
separation distance.

In the simplest case of all nuclear probes being at equivalent environments with
a well defined 1/T1 rate, the SLR rate can be extracted by fitting the SLR spectrum
using a single exponential:

A(t− t ′) = exp
[
−
(
t− t ′

)
/T1
]
, (2.26)

Substituting this into Eq. (2.24) and assuming a square beam pulse during the
time interval [0,∆], one obtains a form for the asymmetry during and after the pulse,
by averaging over all arrival times:

A (t) =

{
A0

τ ′
τβ

1−exp(−t/τ ′)
1−exp(−t/τβ )

t ≤ ∆

A(∆)exp[−(t−∆)/T1] t > ∆
, (2.27)

where τβ is the radioactive lifetime, 1/τ ′ = 1/τβ + 1/T1 and A0 is the initial
asymmetry at the time of implantation. Note that the SLR spectrum has two distinct
regions (see Fig. 2.15): during the beam pulse (0 < t < ∆) the asymmetry relaxes
towards a dynamic equilibrium value [107]:

¯A =
A0

1+ τβ/T1
, (2.28)

Note that this equilibrium value is the “baseline” (i.e., off-resonance) asymmetry
of the resonance spectrum (see Sec. 2.4.1).After the beam pulse (t > ∆) A (t) decays
towards the Boltzmann equilibrium value, which is essentially zero on our scale.
There is a pronounced kink in A (t) at t = ∆ when the beam pulse ends. This is also
the time with the highest event rate and smallest statistical uncertainty in A (t). The
statistical uncertainties of β -NMR measurements are governed by Poisson statistics,
so the relative uncertainty of a measurement decreases by the square root of the
number of counts. Because of the radioactive decay law (see Eq. (2.29)), the number
of decay events are maximum when the largest number of radionuclides are present
in the sample, which is exactly at time t=∆.
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dN(t)
dt

= N(t)exp(−t/τβ ), (2.29)

where N(t) is the number of nuclides present in the sample at time t.
The beam-on time ∆ is set to several nuclear lifetimes (typically ∆∼ 4τβ ) and the

beam-off region should be adequate for all nuclear probes to decay before another
beam pulse arrives (∼ 10τβ ). After the end of the measuring period described
above, the laser helicity is reverted and another beam pulse is implanted, having the
opposite nuclear polarization. As in the case of a frequency scan (see Sec. 2.4.1),
the SLR spectra of the two helicities can be combined using Eq. (2.22) to generate
the combined SLR histogram.

Figure 2.15: SLR spectrum of 8Li implanted in a single crystal of bismuth at 295 K.
The combined asymmetry is shown in (a). In (b), the helicity-resolved SLR spectra
are shown. Adapted from Ref. [22].

2.5 Enhancing the capabilities of β -NMR using α

detection

According to Eq. (2.3), each 8Li decay leads to the production of a β - and two α-
particles (plus an electron antineutrino). So far, 8Li β -NMR has ignored completely
the subsequent α-decay of 8Be and any information that it could be carrying. One
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aim of this thesis is to couple the information from the α- and β -particles in order
to expand the capabilities of β -NMR.

As mentioned in Sect. 2.1, 8Li has a non-zero electric quadrupole moment.
This makes it possible to study with the same probe both magnetic and electric
quadrupolar phenomena (see Sect. 2.3.1 and Sect. 2.3.2). On the other hand, in
certain instances it might be hard to identify the relative contributions of these
underlying interactions to the spin lattice relaxation rate.

As part of this thesis, we showed that it is possible to resolve the primary source
of relaxation in a material, by performing an isotopic comparison using two different
β -decaying isotopes of the same element (in this case 8Li and 9Li). The different
nuclear characteristics of the two isotopes (spin, electric quadrupole moment) result
in different SLR rates for the two isotopes in the limits of either purely magnetic or
electric quadrupolar interactions (see Ch. 3).

A major limitation when using the isotopic comparison of 9Li/8Li is that the
signal from 9Li is heavily suppressed, i.e., 9Li has a smaller effective β -decay
asymmetry. Indeed, we would typically spend many hours acquiring a single 9Li
SLR spectrum, compared to 15-20 min for 8Li, and still our uncertainties were
dominated by the 9Li measurements. Even though we don’t need to compare the
1/T1 rates for 9Li and 8Li for every condition, but only for a few temperatures and
fields, it would still be advantageous to enhance the 9Li signal.

The reason for the lower 9Li asymmetry is that 9Li can β -decay into three
different energy levels of 9Be, two of which have opposite asymmetries that nearly
cancel when weighted by their branching probabilities. Nevertheless, two of the
three main decay channels of 9Li further decay into two α-particles, which makes it
possible to differentiate between the different channels by tagging the β -particles
in coincidence or in anti-coincidence with an α . In this thesis we designed a
system that allows for the aforementioned α-tagging (see Sect. 3.3.2). The effective
asymmetry of an α-tagged measurement was found to be 3 times larger than that
without α-detection.

Thus, we showed that by coupling the signal of the β and α-decays of 9Li, we
can amend considerably the limitations of using the isotopic comparison method in
8Li β -NMR, establishing it as a new tool for β -NMR.

In addition, being able to detect the α-particles coming from the decay of 8Li
allows us to measure the rate with which lithium ions diffuse inside materials. To
measure lithium diffusion, a short beam pulse of 8Li ions gets implanted in the
sample material. The energy of the beam defines the initial depth profile of the ions.
Upon implantation, the lithium ions start diffusing through the sample and decay
at random times (following the decay rate of 8Li) to 8Be and then immediately
into two α-particles. The α-particles attenuate inside the material very fast, so the
highest energy α-particles can come only from decays close to the surface.
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In order to establish the feasibility of this technique and identify the optimum
detection geometry a detailed Monte Carlo simulation of the geometry and physics
of the experiment using the Geant4 simulation package was carried out. Geant4
was developed at CERN, and it is a very powerful and flexible toolset for particle-
material interactions (see Ch. 5).

Based on the aforementioned simulations, we designed a new cryostat that is
suitable for this study (see Appendix A). The new cryostat has a nominal temperature
range of 5 K to 400 K (compared to 3.5 K to 300 K of the old β -NQR cryostat),
thus is really a cryo-oven (which is of course an oxymoron). Being able to reach
higher temperatures can be critical for studying slow diffusion in materials where
the diffusion is too slow at room temperature, since the diffusion rate increases
exponentially with temperature in materials that follow Arrhenius law.

Following the commission of this new spectrometer, we conducted proof of
principle experiments on rutile TiO2 (see Ch. 6), where we were able to directly
measure the diffusion rate of lithium at a nanometer scale over a wide temperature
range. With this measurement we showed that the temperature dependence of the
diffusion is bi-Arrhenius, with a second, previously unknown Arrhenius component
below∼200 K and also proved that Li+ gets trapped upon reaching the (001)-surface
of rutile, which explains the reported suppressed Li intercalation in this material.

In the remaining chapters of this thesis, these two applications of the α-detection
system coupled to 8Li β -NMR will be presented.
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Chapter 3

Using α-tagged 9Li β -NMR to
Distinguish the Source of Spin
Lattice Relaxation in 8Li β -NMR

As 8Li has a non-zero electric quadrupolar moment, a key issue in any 8Li β -NMR
experiment is to identify the source of spin-lattice relaxation (SLR) and in particular
whether the fluctuations driving the SLR are magnetic or electric in origin. Unlike
the positive muon, µ+ (I = 1/2), 8Li (I = 2) is not a pure magnetic probe and its
relaxation is sensitive to both fluctuating magnetic fields and electric field gradients
(EFG’s).

In some cases, the primary source of relaxation may be inferred. For example,
in simple metals the observed relaxation is linear in temperature [107] as expected
from the Korringa relaxation [108], which originates from the scattering of the spin
of the conduction electrons at the Fermi surface from the nuclear spin, mediated
through the (magnetic) contact hyperfine interaction.

However, in more complicated instances, such as heterostructures comprised of
magnetic and non-magnetic layers, it becomes difficult to determine the contribution
of each type of relaxation. LaAlO3/SrTiO3 multilayers are particularly illustrative
of this point; the bulk layers are non-magnetic insulators, while there is evidence of
magnetism at their interfaces [20].

In conventional NMR it is possible to differentiate between relaxation mecha-
nisms by isotopic variation of the nuclear probe (if suitable isotopes exist), since
the absolute relaxation rates for each isotope scale according to their nuclear mo-
ments. For two isotopes with significantly different nuclear moments (e.g., 6Li
and 7Li [109]) the ratio of the relaxation rates should be distinctly different in the
limits of either pure magnetic or pure electric quadrupolar relaxation. Here we test
the feasibility of isotope comparison applied to β -NMR — using 8Li and 9Li, two
β -radioactive isotopes.

The stopping sites of 8Li and 9Li are often interstitial rather than substitutional
as in the case of conventional NMR. However, we expect that both implanted 8Li
and 9Li will probe the same sites. Measurements on 9Li are more time consuming
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than for 8Li. This is related to the fact that 9Li lies one neutron further away from
the valley of stability, consequently the beam intensity in this experiment was about
10 times lower and 9Li has a more complicated β -decay scheme, which results in a
β -decay asymmetry about 3 times smaller than for 8Li, as will be discussed below.

Measurements reported here were made in Pt metal, where the spin relaxation
rate of 8Li (9Li) is dominated by Korringa scattering [110], which is magnetic, and
in strontium titanate (SrTiO3), which is a non-magnetic insulator with a large static
electric quadrupolar interaction for implanted 8Li. SrTiO3 is a common substrate
material but also has interesting properties on its own which have been studied
extensively with a wide variety of methods including β -NMR. Although we expect
the quadrupolar fluctuations in EFG caused by lattice vibrations to dominate the
spin relaxation, there are also potential magnetic sources of relaxation that could
contribute as explained below.

In the following sections we first summarize the theoretical considerations
behind the isotopic variation method. This is then followed by the experimental
results along with a discussion.

3.1 Isotopic Comparison Method

The magnitudes of each contribution to the spin-lattice relaxation rate (SLR) for a
given probe nucleus scale according to their nuclear properties; namely, their spin,
I, magnetic moment, µ , and electric quadrupole moment, Q. Measurements of
SLR rates for two different isotopes under identical experimental conditions (i.e.,
magnetic field, temperature, etc.) can be compared through their ratio, R:

R
(
I, I′
)
≡ 1/T1(I)

1/T1(I′)
=

1/T M
1 (I)+1/T Q

1 (I)

1/T M
1 (I′)+1/T Q

1 (I′)
, (3.1)

where I and I′ denote the spin quantum number of each isotope and 1/T M
1 (I),

1/T Q
1 (I) are the SLR rates due to magnetic and electric quadrupolar interactions,

respectively.
Two limits are of interest here: when the relaxation is solely due to either

magnetic or quadrupolar interactions within the host-sample.
In the former case, Eq. (3.1) reduces to the ratio of pure magnetic relaxation,

RM, which in the limit of fast fluctuations (i.e., τ−1
c � ω0, where τc is the NMR

correlation time and ω0 is the Larmor resonance frequency, see Sect. 2.3.1) is:

RM
(
I, I′
)
=

(
µ/I
µ ′/I′

)2

=

(
γ

γ ′

)2

, (3.2)
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where µ and γ are the magnetic moment and gyromagnetic ratio of each isotope.
Note that the fast fluctuation limit ensures that 1/T1 is independent of ω0, which
simplifies the ratio considerably.

In the other case, Eq. (3.1) yields the ratio of relaxation rates in the pure
quadrupolar limit, RQ:

RQ
(
I, I′
)
=

f (I)
f (I′)

(
Q
Q′

)2

, (3.3)

where Q are the nuclear quadrupole moments, and [111]

f (I) =
2I +3

I2(2I−1)
(3.4)

Thus, given the nuclear moments of each isotope, one can calculate the ratio
of relaxation rates when either mechanism is dominant. Using Eqs. (3.2) and (3.3),
along with the nuclear spins and moments for 8Li and 9Li (see Table 2.1), we find
the limiting cases for T−1

1 (9Li)/T−1
1 (8Li): 7.67964(16) and 2.1362(4) for RM and

RQ, respectively.
The difference between these limits is not as pronounced as for 6Li and 7Li [109],

where RM and RQ differ by a factor of ∼90 [112]. Nevertheless, 8Li and 9Li are
sufficiently different that the nature of fluctuations and resulting spin relaxation
(magnetic versus electric quadrupolar) may be differentiated by such a comparison.

3.2 Experimental Demonstration of the Isotopic
Comparison Method

To demonstrate the comparison of 8Li and 9Li in β -NMR, two very different
materials were selected.

The first is Pt which is a d-band metal with a face cubic centered (fcc) crystal
structure in which the 8Li resides at a site with little or no quadrupolar interaction
(i.e., the octahedral interstitial site, at which the EFG is zero by symmetry). In this
test case we expect the relaxation to be predominantly magnetic, as 1/T1 is known
to depend linearly on temperature [107], as expected from Korringa scattering.

SrTiO3 on the other hand is a non-magnetic paraelectric – on the verge of
being ferroelectric [113] – insulator with few nuclear moments and no conduction
electrons (so no Korringa relaxation). Previous work in SrTiO3 shows that 8Li
experiences a large quasi-static quadrupolar interaction [25]. Thus in this case, we
expect quadrupole fluctuations to play a more important role. Nevertheless, it is
still unclear to what extent magnetic relaxation can be neglected in SrTiO3, as there
could be defect-related magnetic effects present.
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For example, O vacancies in SrTiO3 result in two Ti3+ ions which are typically
paramagnetic. In principle, the resulting paramagnetic defects would have low
frequency magnetic fluctuations which will contribute to the SLR of the implanted
Li nucleus in SrTiO3, as dilute paramagnetic effects are well known to affect the
1/T1 in both solids and liquids.

3.2.1 Platinum

The sample was a high-purity (99.999%) Pt foil with dimensions 12x12 mm2

and thickness of 0.1 mm. It was cut from the same initial foil that was studied
with β -NMR by Ofer et al. [110]. The implantation energy was 18 keV, which
corresponds to a range of 42 nm and a straggle of 23 nm for both isotopes of lithium.
The implantation profile was estimated using the Monte-Carlo-based SRIM-2013
software [104].

The resonance spectra (see Sect. 2.4.1) at 1.90 T and 300 K for both 8Li and 9Li
can be seen in Fig. 3.1. To account for power broadening, the spectra were fit to a
Voigt line shape [101] simultaneously, sharing a common (normalized) resonance
frequency and Gaussian width.

For 8Li, the intrinsic Gaussian FWHM was found to be 0.85(10) kHz. This
value is somewhat smaller than those reported previously in Pt [114], where power
broadening was not taken into account. By comparing the 8Li resonance in Pt
with that in the standard β -NMR reference material MgO [115], the Knight shift
is estimated as −309.8±1.9 ppm, in agreement with previous measurements. For
9Li in Pt at 1.90 T and 300 K, a single resonance at 33.18685±0.00028 MHz with
FWHM of 6.8±0.6 kHz is observed.

The fact that 8Li and 9Li resonance measurements in Pt exhibit a single narrow
line below 300 K, indicates that both isotopes occupy a single site with a vanishing
(static) EFG [101, 114]. The spectrum is simpler than in other metals, where
multiple Li+ sites are found below 300 K [23, 24, 116–120].

Given the simplicity of the spectrum, we expect SLR in Pt to follow a single
exponential form (see Eq. 2.27).

The SLR rates for 8Li+ and 9Li+ implanted at 300 K were measured in magnetic
fields of 1.90 T and 6.55 T — the latter shown in Fig. 3.2. For both isotopes the
length of the beam pulse (∼ 3.3τβ ) and the total observation time (∼ 9.9τβ ) were
chosen to minimize the statistical uncertainties.

Temperature dependent SLR of 8Li+ in Pt has been studied previously by Ofer et
al. [110] between 3 K to 295 K at 4.10 T, where the SLR rate was found to increase
linearly with temperature, implying Korringa relaxation [108]. This relation holds
for high magnetic fields and different implantation energies.
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Figure 3.1: Resonance spectra in Pt foil at 300 K and 1.90 T with 8Li (top) and 9Li
(bottom). The frequency has been normalized to the gyromagnetic ratio of each
isotope.

The temperature-dependent 8Li+ SLR rates at various magnetic fields are shown
in Fig. 3.3, including our measurements, as well as results from Ofer et al. [110].

The 8Li SLR rate at 6.55 T is in good agreement with the Korringa fit by Ofer
et al. [110], extrapolated to 300 K, whereas the measured SLR rate at 1.9 T is
lower by about 10%. It is unlikely that this is a real effect since any additional
source of relaxation would increase the relaxation at the lower magnetic field which
is opposite to what is observed. The slight reduction in 1/T1 measured at 1.9 T
suggests there may be a small systematic error related to the fact that the beam
spot is a bit larger at that magnetic field (thus there could be a small non-relaxing
background signal from 8Li+ stopping outside the sample) and the ratio between
the β -rates in the two detectors is different compared to the higher field. However,
it should be noted that the measured 8Li SLR rates in Pt foil appear to increase
linearly with temperature, independent of implantation energy and applied magnetic
field.

45



0 2 4 6 8 10
0

0.018

0.037

0.055

0.073

Beam ON OFF

8Li

Time (s)

A
sy

m
m

et
ry

0 0.851 2
0

0.003

0.006

0.009

0.012

Beam ON OFF

9Li

Time (s)
(a) (b)

Figure 3.2: SLR spectra for 8Li+ (left) and 9Li+ (right) implanted in Pt foil with
an energy of 18 keV at 300 K 6.55 T. The solid orange lines are fits to Eq. (2.27).
Note the different time scales, which reflect the lifetime of each radionuclide. The
absolute SLR rate for 9Li+ is 1.60(10) and 0.2368(26) for 8Li+.

The ratios of T−1
1 (9Li)/T−1

1 (8Li) at 6.55 T and 1.90 T are in good agreement
with each other and we find a relaxation rate ratio, RPt, of 6.8(4) and 5.9(9) at 6.55 T
and 1.90 T, respectively.

3.2.2 Strontium Titanate

SrTiO3 was chosen for this study since it is a non-magnetic insulator, and a material
where the 8Li relaxation is expected to be dominated by electric quadrupolar interac-
tions. It has been studied extensively with low-energy 8Li β -NMR [18, 106, 121].

SrTiO3 is a cubic perovskite at 300 K (Fig. 3.4). Implanted 8Li occupies three
equivalent interstitial non-cubic sites [19], namely the face-centered sites in the unit
cell centered at Sr2+. At 300 K, the EFG is axially symmetric, with the main axis
along Sr-8Li-Sr.

Two SrTiO3 samples were studied in this experiment. Both were 10x8x0.5 mm3

single crystals with the (100) orientation, i.e., with the a cubic axis perpendicular
to the face of the sample. Both samples were epitaxially polished (0.2 nm RMS
roughness). Sample 1 (S1) was left bare, while sample 2 (S2) was capped with
30 nm of LaTiO3

1. At the implantation energy of 18 keV, a negligible fraction of
8Li+ ions stop in the LaTiO3 film, or the near surface region. This was checked for
both 8Li and 9Li by using SRIM-2013 [104].

1Note that the thin layer of LaTiO3 was for a different experiment, but had no effect on the current
experiment, since it was so thin that most of the 8Li passed through it.
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Figure 3.3: Measured SLR rates for 8Li implanted in Pt. The relaxation rate
increases linearly with temperature, appearing insensitive to both implantation
energy and magnetic field strength, consistent with a Korringa mechanism [108].
Measurements from this work are highlighted in colored disks, while black diamond
markers indicate data from earlier measurements on Pt foil [110]. The solid orange
line is Korringa fit to all the SLR rates in Pt and differs somewhat from the result of
Ofer et al. due to the additional data points from this work.

Figure 3.5 shows the SLR spectra for 8Li and 9Li at 300 K at various magnetic
fields between 0 mT to 15 mT applied along the (100) cubic crystallographic axis of
sample S1. It is evident from the data that the relaxation is more complex than in Pt
since a single exponential fails to describe the decay of spin polarization.

The spectra were best fitted with a two-component exponential function, but
given that one of the relaxation rates is found to be nearly zero, a phenomenological
relaxation function of the following form [121] was used:

A(t− t ′) = f exp
[
−λ
(
t− t ′

)]
+(1− f ) , (3.5)

where f is the fraction of the relaxing asymmetry (0≤ f ≤ 1) and λ ≡ 1/T1.
Since f is approximately field-independent in our range of fields, the SLR

spectra for 8Li and 9Li were fit globally, sharing a common f , which turned out to
be 0.347(3).

One might expect this since a magnetic field applied along the (100) direction
breaks the local symmetry between the 3 otherwise equivalent sites. More specifi-
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Figure 3.4: The crystal structure of the cubic perovskite SrTiO3. A Sr2+ (yellow
sphere) lies at the center of the unit cell, with O2− ions (green spheres) at the
corners of the cube and Ti4+ ions (red spheres) at the octahedral holes created by
the oxygens. Implanted 8Li+ occupies one of the face-centered sites of the unit cell.
Adapted from Ref. [122].

cally the EFG tensor is axially symmetric about one of the three orthogonal cubic
axes, with only a small asymmetry factor η ∼ 0.01 [123] (see Sect. 2.3.2). Thus the
applied magnetic field is either along the EFG axis or perpendicular to it. However
f was about the same in zero-field (ZF) and given that the two 90 degree sites don’t
contribute to the ZF signal and that f is about the same at ZF, the more complex
relaxation function observed in SrTiO3 must be unrelated to the angle between the
magnetic field and the symmetry axis of the EFG.

Consequently there must be an additional source of fluctuations affecting the
SLR for all 3 sites in the same way but in an inhomogeneous manner either in time
or space. Previous studies have found that the relaxing fraction f is also temperature
independent [121]. This suggests that the origin of the relaxing component should
be structural, associated with defects close to about one third of the implanted Li,
with the rest being in a non-relaxing environment away from such centers.

Regarding the relaxation function, note that this is an unfamiliar regime, where
the Zeeman interaction is smaller than νQ = 153.2kHz (see Sect. 2.3.2) over the full
range of fields, since even for our highest field measurement at 15 mT, (γ/2π)B =
94kHz. At high fields (several Tesla), previous work suggests that f = 0 [25]. In
the high-field limit, the relaxation of any β -NMR experiment approaches zero,
because the Zeeman splitting becomes larger than the fluctuation rate terms giving
rise to relaxation, which in turn converts the relaxing component into a non-relaxing
one, leading to f = 0. There is likely some change that will happen around 50 mT,
where the Zeeman interaction really starts to take over. In addition, the fraction f
is expected to be independent of the sample orientation, since SrTiO3 is a cubic
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Figure 3.5: SLR spectra of 8Li (left) and 9Li (right) in single crystal SrTiO3
(sample S1) at 300 K. The solid orange lines are a global fit to Eqs. (2.24) and (3.5)
where a common parameter f is shared between all spectra, as it was found to be
approximately field-independent in this field range.

material.
In sample S1, the SLR rate for 8Li is found to vary weakly with applied magnetic

field below 15 mT, reaching a plateau below 5 mT (see Fig. 3.6). It is likely, but
unclear due to the limited statistics, that a similar behavior occurs for 9Li. At 300 K,
the ratio of the 9Li/8Li SLR rates for SrTiO3, RSTO, was found to be 3.7(7) at 10 mT
and 2.4(5) at 3.6 mT.

For comparison, the SLR rate of 8Li and 9Li was also measured in a second
SrTiO3 sample (S2) (see Fig. 3.7).

The fit for sample S2 using Eq. 3.5 does not include a small but very fast relaxing
component that can be identified at the early part of Figure 3.7. Given the large
statistical uncertainties of the 9Li spectrum, it would be over-fitting to add an extra
fast relaxing component, in addition to the two terms of Eq. 3.5. Moreover, this very
fast relaxing component is not present in other studies on SrTiO3 (including our
current measurements for sample S1), which means that this extra fast relaxation
is most probably related to lithium stopping outside the sample (e.g. due to beam
instabilities or backscattering off the target material). In low magnetic field, having
a percentage of the incoming lithium stopping outside the sample often manifests as
a small but very fast relaxing component, irrelevant to the material under study.

The ratio of relaxation rates in sample S2 at 10 mT was found to be 2.4(5).
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Figure 3.6: Field dependence of 1/T1 for 8Li and 9Li in SrTiO3 at 300 K. The
(orange) triangle represents a linear interpolation at 3.6 mT from the 2.5 mT and
5 mT 8Li measurements.

3.2.3 Ratio of Relaxation Rates

The ratio of relaxation rates in platinum RPt = 6.82(29), which is the weighted
average of the measurements at 6.55 T and 1.90 T. Note that this value is somewhat
less than expected from the pure magnetic limit RM (Fig. 3.8).

The reason for this discrepancy could be the non-zero temperature. All mea-
surements were taken at 300 K where the lithium ions could have some quadrupolar
contribution due to local vibrations and scattering of phonons which leads to a
fluctuating EFG. However 1/T1 is very linear in temperature, whereas any such
contributions would have a stronger temperature dependence. It would be interesting
to repeat the measurements at a lower temperature to check if RPt is closer to the
magnetic limit or not. In any case, an electric quadrupolar contribution to 1/T1
cannot be very large in Pt at 300 K.

We also reported a value of RSTO in two samples of SrTiO3. In the first sample,
the weighted average RSTO of the measurements at 3.6 mT and 10 mT yielded 2.9(4).
This value is close, but not within experimental error of the quadrupolar limit of
RQ≈ 2.14. After taking into account the measurement on the second SrTiO3 sample,
which was 2.4(5) at 10 mT, the weighted ratio of relaxation rates in SrTiO3 is found
to be 2.7(3), closer to the quadrupolar limit. Still there is a small disagreement
which suggests some small magnetic contribution to 1/T1.

This small magnetic relaxation may be related to the observed non-exponential

50



0 4 10
0

0.02

0.04

0.06

0.08

Beam ON OFF

8Li

Time (s)

A
sy

m
m

et
ry

0 0.851 2
0

0.004

0.075

0.011

0.015

Beam ON OFF

9Li

Time (s)
(a) (b)

Figure 3.7: SLR spectra of 8Li (left) and 9Li (right) in SrTiO3 (sample S2) at 10 mT
and 300 K. The solid orange lines are a global fit to Eqs. (2.24) and (3.5) where a
common parameter f is shared between both spectra.

decay of polarization. The relaxing fraction f has been found in previous studies as
well and it is approximately temperature independent [121] and independent of the
angle between the magnetic field and the crystallographic axis [123]. This suggests
that it could be due to the dynamics associated with defects close to some of the
implanted Li. These fluctuations would be primarily paraelectric [123], but a small
portion could be magnetic in origin. For example any O vacancies a few lattice
sites away would give rise to paramagnetic Ti3+ ions, in addition to paraelectric
fluctuations. A typical level of oxygen vacancies in SrTiO3 of about 1−2% would
result in lithium having such a defect for a nearest or next-nearest neighbor 20−30%
of the time, which could explain the fraction f ∼ 0.3.

As to whether these defects are primarily intrinsic to the crystal or caused by
the beam implantation, note the following: There is no doping taking place with 8Li,
since each ion decays into a β and two α-particles (plus an electron antineutrino).
9Li, on the other hand, decays into the stable ground state of 9Be half of the time,
so some Be doping should be expected. Based on the total number of implanted
9Li+, the typical width of the beamspot and the implantation depth simulated by
SRIM-2013, this doping is calculated to be in the order of parts per billion (50
ppb for Pt, 130 ppb for SrTiO3). Such a small concentration should not create any
considerable effect.

In addition, a typical lithium ion can create multiple Frenkel pairs (∼ 80 defect-
s/ion in Pt, ∼ 90 defects/ion in SrTiO3), so their concentrations are expected to be
higher. Using again SRIM, their concentration was calculated in the order of 100
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Figure 3.8: Ratios of 9Li to 8Li 1/T1 relaxation rates in Pt (weighted average of all
measurements) and in the two SrTiO3 samples. The red line represents the weighted
average of the measurements in both SrTiO3 samples.

ppm in SrTiO3 and ∼ 50 ppm in Pt. These numbers correspond to the upper limit of
Frenkel pairs present, as in reality some would anneal away quickly. Note that these
defects would be formed gradually with time, i.e., they would affect primarily the
measurements taken last. Such time-dependence was not observed, though. Also,
here we assume that there is no recombination of the created Frenkel pairs, which,
given the temperature of the experiments, should not be the case. Therefore, these
concentrations represent the upper boundary of the extrinsic defects.

In comparison, the intrinsic defects in SrTiO3 (primarily O vacancies) are in the
∼ 1% range, orders of magnitude higher than even the upper limit of extrinsically
caused defects. From that, we conclude that the small magnetic part of the relaxation
in SrTiO3 was not caused by the beam implantation.

3.3 Enhancing the Effective Asymmetry of 9Li Using
α-tagging

Fig. 3.2 and 3.5 reveal that the uncertainty associated with the 9Li measurements
was much larger than 8Li, even though we typically spent ∼ 10 times more time for
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the acquisition of the 9Li spectra. The figure of merit for a β -NMR measurement
is A2N, where A is the observable asymmetry and N is the total number of decay
events — both factors for 9Li are significantly reduced relative to 8Li. Since 9Li
lies further away from the valley of nuclear stability, it has a shorter half-life and
fewer ions were extracted from the ion source and delivered to the spectrometer
(∼106 s−1 vs ∼107 s−1 for 8Li+). This in turn reduced the factor N for 9Li. Also,
the asymmetry for 9Li is much smaller than for 8Li (see Sec. 3.3.1). As a result,
about 90% of the data acquisition was spent on 9Li, since these results dominated
our uncertainty in the ratio of the relaxation rates.

To further develop the capabilities of the isotopic comparison method in β -NMR,
we designed a system that was able to enhance the effective initial asymmetry of 9Li
by a factor of ∼ 2. That system, coupled with the development of certain aspects of
TRIUMF’s ISAC facility that increased the intensity of 9Li+ beams by a factor of
∼ 10, suppressed greatly the uncertainty of 9Li measurements, making the figure of
merit for 9Li comparable to 8Li.

In this section the basis of the new system is presented (Sec. 3.3.1), followed by
the proof-of-principle experiments (Sec. 3.3.2).

3.3.1 αLithEIA Method

The reduction in asymmetry for 9Li compared to 8Li is attributed to 9Li’s more
complicated β -decay scheme (see Fig. 3.9).

Figure 3.9: Properties of the principle β -decay modes of 8Li and 9Li [124]. Whereas
8Li decays always to the first excited state of 8Be, 9Li can decay to the ground state
or one of the excited states of 9Be.

In particular, 9Li has three main decay channels, two of which have oppo-
site asymmetries that nearly cancel after weighting by the branching probabilities
(Eq. 3.6).
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a = ags pgs+a1 p1+a2 p2 = 0.505(−0.4)+0.34(0.6)+0.1(−1) =−0.096, (3.6)

where ags,pgs are the asymmetry and branching probability of the 9Li β -decay
to the ground state and ai,pi are the values associated with the decay to the i-th
excited state of 9Be (see Tab. 3.1).

Thus, most of the observed asymmetry derives effectively from the weakest
decay mode which has a branching probability of only 0.1 but a large theoret-
ical asymmetry parameter a = −1.0. The relevant branching probabilities and
asymmetries of each decay mode are reported in Fig. 3.9.

Table 3.1: The asymmetry (a) of each decay mode of 9Li [124]. The total asymmetry
for 9Li is the sum of the asymmetry weighted by the relevant probability of each
decay mode.

9Be state Probability Iπ a Decay mode
ground state 50.5% 3/2− -2/5 stable
2429.4 MeV 34% 5/2− 3/5 n+2α

2780 MeV 10% 1/2− -1 n+2α

From Tab. 3.1, note that by tagging the 9Li β -events according to whether an α

is emitted or not, it would be possible to distinguish between the decays going to
the ground state of 9Be versus the excited states and isolate their contributions. An
efficient α-detection system can enhance the initial asymmetry of the 9Li spectra
significantly, since it should be possible to register two spectra in parallel, one with
the β detected in coincidence with an α , and one without an α . Using Eq. 3.6, the
former spectrum would have an initial asymmetry of a = 0.236, twice as big as that
obtained without α-detection. The latter spectrum would have an increased initial
asymmetry of a = 0.4 if the α-detection efficiency is close to 100%, making the
effective asymmetry of the measurement 3 times larger than that without α-detection
(see Fig. 3.10).

If the α-detection efficiency is lower than 100%, then some of the β -particles
coming from a decay to an excited state of 9Be would mistakenly be added to the
anti-coincidence spectrum (i.e., β -with-no-α of Fig. 3.10). This would effectively
lower the asymmetry of the anti-coincidence spectrum. The asymmetry of the
anti-coincidence spectrum versus the α-detection efficiency is given by Eq. 3.7:
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Figure 3.10: Theoretical initial β asymmetry detected in coincidence with an α

(blue), or in the absence of an α (red), for varying α-detection efficiency. The
asymmetry of the anti-coincidence spectrum depends on the α-detection efficiency
because coincidence events with undetected α-particles would falsely mix the two
spectra.

abα(e) =
ags pgs +a1 p1 ∗ (1− e)+a2 p2(1− e)

pgs + p1(1− e)+ p2(1− e)
=
−0.202+0.158(1− e)

0.505+0.44(1− e)
, (3.7)

where e is the efficiency of the α-detector (0≤ e≤ 1).
Also note, that when the 9Li decays into an excited state of 9Be, it subsequently

emits two α-particles, at an angle of 180o. This means that an efficient α-detector
can register all decays that emit an α , by just covering half the solid angle, namely
2π , instead of the total 4π .

Thus, our proposed detection system consists of a hat-like detector over the
sample with a hole for the beam to enter, as well as a system of lenses to guide
the produced photons from the scintillator to a photomultiplier tube (PMT) outside
the ultra high vacuum (UHV). Most of the α-particles will only have to cross a
few nanometers of material (depending on the implantation depth) to reach the
scintillator, so they will escape the sample without much attenuation. This has been
confirmed with a Monte-Carlo Geant4 simulation [125].
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This detection system will be referred henceforth as αLithEIA (α-detection for
Lithium-9 Enhanced Initial Asymmetry), spelled “alı́thea” from the Greek word for
“truth” (αλήθεια2). αLithEIA was incompatible with the current β -NMR and
β -NQR cryostats (see Sec. 2.2.2), so we designed a new apparatus (the so-called
“cryo-oven” (see Appendix A)) that would permit us to detect at the same time the
α- and the β -particles, but also was designed to be an upgrade over the old β -NQR
cryostat.

3.3.2 Experimental Testing of the αLithEIA Method on ZnS(Ag)

We decided to perform a proof of principle experiment of αLithEIA, using ZnS(Ag)
as the sample. The main advantage of this is that it ensured a very high efficiency
for detecting the α-particles, given that all the 8Li+ stopped directly in the ZnS(Ag)
scintillator. In other words, the ZnS(Ag) served both as the sample and the detector.

ZnS is a cubic material in the sphalerite form. When doped with Ag, the
resulting compound is known to be an extremely bright scintillator [126] (∼ 95,000
photons/MeV). Commonly it is used in a polycrystalline form, sprayed as a powder
on a surface. The incoming α-particles produce a high number of photons, with
an intensity peak at a wavelength of 460 nm [127], caused by the recombination
between shallow donors and simple silver substitutional acceptors [AgZn] [128].
The small thickness of the powder suppresses significantly the scintillation due to
incoming β -particles, which attenuate in a much longer range (see Sect. 5.2.2.4),
making this material ideal for the α-detection system of this study.

In the first part of this experiment, we studied with 8Li β -NMR a polycrystalline
powder of ZnS doped with 6% Ag, deposited on a (fairly transparent) Al2O3
substrate. The light emitted from the α-particles propagating in the ZnS paste,
was passing through the transparent substrate and was guided to a photomultiplier
tube (PMT) lying outside vacuum, by a system of two convex lenses. As the same
α-detector assembly was used for the study of 8Li+ diffusion, a more detailed
discussion on the geometry of the detector can be found in Ch. 5. As a high α-
detection efficiency is highly advantageous (see Fig. 3.10), the energy threshold of
the PMT was set just above the noise level.

We acquired a 8Li resonance spectrum at 10 K (Fig. 3.11) and in addition
verified that the scintillating properties of this material are unchanged in a wide
range of temperatures (5-310 K), by imaging the scintillation produced by the
implanted beam with a CCD camera.

The resonance spectrum was fitted best with two Lorentzian curves, both cen-
tered at the same frequency (129.197(4) kHz). The two curves had very different

2αλήθεια has an interesting etymology: αλήθεια > α +λήθη = something that should not
be forgotten, i.e., the truth.
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Figure 3.11: Resonance spectrum for 8Li in ZnS(Ag) at 10 K.

widths: The narrow one had a FWHM of 0.64(5) kHz, whereas the wide line had a
FWHM of 2.61(25) kHz. The amplitude of the narrow line was twice as big as that
of the wide line.

Based on the unit cell structure of ZnS(Ag), we expect 8Li ions to inhabit the
tetrahedral interstitial sites, with four sulfur nearest neighbors (Fig. 3.12), as both
Ag+ and Zn2+ have a (−1)e relative charge and this Li+ is attracted to these centers.

The multicomponent nature of the resonance is most likely related to the disor-
dered nature of the sample since it is ∼ 6% Ag doped with other defects present as
well. We attribute the narrow resonance to lithium ions being in a slowly relaxing
environment, whereas the wide resonance should be due to 8Li being at positions
that lead to fast but inhomogeneous relaxation. Such centers of relaxation could be
complexes of Ag+ with other paramagnetic centers and other defects, which can
produce a small EFG at the 8Li site. Near the lithium implantation site, there are six
possible sites for doped Ag ions to be. Thus, at a 6% doping level, there is a 31%
probability of lithium to have at least one Ag ion as a (next-nearest) neighbor. This
model is supported by the fact that the amplitude of the narrow resonance is twice
as large as the wide resonance, i.e., 1/3 of the resonance amplitude is due to the fast
relaxing component and 2/3 due to the slow component.

In addition to the resonance spectrum, the temperature dependence of SLR
(Fig. 3.13) further supports the aforementioned model. The SLR spectra were fitted
best with a two-component fit, with one of the two 1/T1 rates being systematically
compatible with zero at all temperatures, therefore it was fixed to zero, leading to a
fitting just like that of Eq. 3.5.

Evidently, both the fraction f of the relaxing component and the relaxation rate
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Figure 3.12: The crystal structure of ZnS(Ag). The yellow spheres represent S,
the gray Zn and the green Ag ions. Implanted 8Li+ is expected to occupy one of
the tetrahedral interstitial sites, with four sulfur nearest neighbors. Adapted from
Ref. [129].

1/T1 are temperature-independent in the region 5 K to 225 K. In this temperature
range, the fraction of the relaxing component is ∼ 0.3, further supporting the view
that the relaxation is due to electric quadrupolar interactions of 8Li with Ag atoms
present at the vicinity. The relaxation rate 1/T1 is ∼ 1 s−1 in this temperature
range, but it increases up to 3 s−1 at 310 K. In the region 225 K to 310 K, the
fraction f or the relaxing component increases as well, up to ∼ 0.6. This behavior
is consistent with lithium becoming gradually mobile above 225 K, thus increasing
the probability of being near at least one Ag ion for some time during its lifetime.

Turning to the 9Li measurement, we measured an SLR spectrum at 310 K. In
contrast to Sect. 3.2, this time we registered three spectra in parallel. Except for
the regular (untagged) SLR spectrum without any consideration to the emitted
α-particles, we also registered each count to either the coincidence (α-tagged) or
the anti-coincidence (no-α-tagged) spectrum, depending on whether an α was also
detected accompanying the β . These three spectra (with fits to Eq. 3.5) can be seen
in Fig. 3.14.

From Fig. 3.14, note that both the α-tagged and the no-α-tagged spectra have
a significantly increased initial asymmetry compared to the untagged spectrum,
without any loss in statistics, since each untagged count is also stored in some of
the two tagged spectra as well. The no-α-tagged spectrum had an initial asymmetry
twice as big and the α-tagged spectrum four times as big as the untagged spectrum.
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Figure 3.13: Temperature dependence of the fraction of the relaxing component f
(left) and the relaxation rate 1/T1 (right) in ZnS(Ag).
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Figure 3.14: Untagged (black circles), α-tagged (red squares) and no-α-tagged
(blue triangles) spectra of 9Li β -NMR at 310 K in ZnS(Ag).

Tab. 3.1 indicates that the probability of 9Li to decay with an α is 49.5%.
Therefore, if our system could detect all α-decays, the α-tagged and no-α-tagged
spectra would have roughly equal counts. Based on the number of counts stored at
the two histograms, our α-detection efficiency was ∼50%.
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Table 3.2: Fits of the untagged, α-tagged and no-α-tagged spectra of 9Li β -NMR
at 308 K in ZnS(Ag).

Spectrum f slow 1/T1 (s−1) fast 1/T1 (s−1) χ2

Untagged 0.50(4) 0.41(15) 19(6) 1.15
no-α-tagged 0.480(20) 0.34(8) 18(3) 1.10

α-tagged 0.192(9) 0.000(5) 100(68) 1.06

From Tab. 3.2 it is evident that the fit of the anti-coincidence (i.e., no-α-tagged)
spectrum agrees well with the fit of the untagged spectrum, but with uncertainties in
its fit-parameters smaller by a factor of∼2. The fit for the coincidence spectrum does
not agree with either of the other two, due to the effect of rate-dependent distortion.
Indeed, there is a pile-up effect present, due to which the energy threshold of the
α-detector effectively decreases.

ZnS is known to emit light with a pulse having a long tail in time (Fig. 3.15).

Figure 3.15: The normalized decay curves of the light emitted from a ZnS(Ag)/6LiF
scintillator illuminated with 5.5 MeV α-particles. Adapted from [130].

The decay time of ZnS(Ag) phosphors is longer for α-particles than γ’s and
can be as long as 100 µs [131]. This can cause significant pile-up even for small
α-rates, that artificially allows low-energy α-particles to pass over the detector’s
threshold. In this case, as the energy threshold was set just above noise, the pile-up
effect resulted in noise being miscounted as α-events, thus mixing decays without
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an α into the coincidence spectrum in a time-depended manner.
Even though this time-dependent distortion effectively rendered the α-tagged

spectrum unusable, we were able to increase the efficiency of the 9Li measurement
by a factor of ∼ 2, not very far from the maximum expected theoretical gain of ∼ 3
(see Sect. 3.3.1). In Sect. 7.2, some ideas as to how to overcome this issue in the
future will be presented.

3.4 Conclusions

We have measured the ratio between 1/T1 of 9Li and 8Li in Pt and SrTiO3 in order
to help identify the nature of the fluctuations responsible for the spin relaxation
(i.e., if they are magnetic or electric quadrupolar). In Pt, the relaxation is single
exponential and the ratio RPt was found to be very close to, but slightly less than,
the pure magnetic limit. This is consistent with Korringa relaxation being dominant
as suggested by the linear temperature dependence in 1/T1 reported previously.
Nevertheless the small reduction in RPt relative to the pure magnetic limit means
that excitations causing a fluctuating EFG may provide a small contribution to the
observed spin relaxation.

In SrTiO3 at 300 K the results confirm that the dominant source of relaxation
is electric quadrupolar. However, the relaxation function is more complicated
involving a relaxing part and a non-relaxing part. This suggests there is some
inhomogeneous source of fluctuations/spin relaxation, possibly due to nearby de-
fects. The ratio RSTO is close to, but slightly larger than, the pure quadrupolar limit,
indicating that there may be some small magnetic contribution. However, the main
source of spin relaxation is quadrupolar. This is consistent with expectations given
the large quasi-static nuclear quadrupole interaction.

Most importantly, we have demonstrated that the method of isotope comparison
can be used in β -NMR to distinguish the nature of the fluctuations responsible for
1/T1. This represents an important new tool for β -NMR, since in many systems
there is uncertainty in the source of relaxation that cannot be removed simply by
varying experimental parameters.

To further develop the method of isotopic comparison in β -NMR using 8Li
and 9Li, we designed and tested a system of tagging the β -particles coming from
the decay of 9Li in coincidence with/without an α-particle. This system was
demonstrated to increase the effective asymmetry of 9Li by a factor of ∼2. This
development, coupled with the tenfold increase in 9Li+ rate that was achieved
recently at TRIUMF, increases the figure of merit of the 9Li β -NMR measurements
by a factor of ∼ 40, making it comparable with that of 8Li.
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Chapter 4

Principles of Interstitial Diffusion
in Solids

Diffusion of ions in solids is a mass transport mechanism of great significance for
many branches of material engineering, fabrication and science. Its applications
include – amongst others – diffusion hardening (e.g., steel), sintering and corrosion
of metals, semiconductor doping, as well as solid state batteries, a subset of which
(namely, the search for better Li-ion battery materials, see Sect. 1.2) is the main
focus of the second part of this thesis.

In this Chapter, a short outline of the theory of interstitial (self)diffusion will
be presented, both from a macroscopic (Sect. 4.1) and a microscopic (Sect. 4.2)
point of view. The following two Chapters introduce the 8Li α-radiotracer method
both from a theoretical and computational (Ch. 5), as well as from an experimental
perspective (Ch. 6).

4.1 Macroscopic Theory of Solid State Diffusion

In contrast to the cases of a species moving (diffusing) through a gas or a liquid,
the diffusion in a (crystalline) solid is restricted and is based on one (or several)
hopping mechanism(s).

We consider first solute atoms which occupy interstitial positions in the crystal
lattice. In such a case, diffusion is mediated by the interstitial ions hopping from
one energetically favorable site to the next, by passing over an energy barrier. The
lattice atoms are not permanently displaced due to this process. This is called an
interstitial mechanism for diffusion. This is conceptually the simplest process, but
also the most relevant to this work, since Li diffusion in Li-ion battery materials is
usually based on such a mechanism.

If the solute atoms are similar in size to that of the host crystal atoms, then they
can substitute a lattice ion and form a substitutional solution. The diffusion of such
atoms relies on the existence of vacancies close to the solute atom, since in this case
it can jump to the neighboring vacancy. This process is called a vacancy mechanism
for substitutional diffusion and it is generally slower than the simple interstitial case
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(under the same thermodynamical conditions).
Several other cases exist in between the two mechanisms discussed above, such

as divacancy substitutional diffusion (requiring two vacancies close to the solute
atom), or interstitialcy (i.e., indirect interstitial) diffusion, which is a collective
motion of an interstitial solute atom and an interstitial host atom.

The scope of this chapter is to provide the theoretical framework for the study
of Li interstitial diffusion in Li-ion battery materials, so only this case will be
presented.

4.1.1 Fick’s Laws

4.1.1.1 First law

From a macroscopic point of view, the diffusion of a species (e.g., atoms of a
specific element or isotope) in a solid is described by Fick’s laws. The first law is
defined by the formula:

j =−D5 c, (4.1)

where j is the flux, i.e., the number of atoms passing through a cross-sectional
area per unit time, D is the diffusion coefficient tensor and c is the concentration of
the diffusive species, namely the number of atoms per unit volume. The dimensions
of the diffusion tensor are length squared over time, so it is measured in units of
m2/s (or cm2/s).

In isotropic media, such as cubic crystals, icosahedral quasi-crystals, or amor-
phous metals, the diffusion tensor reduces to a scalar D (i.e., is direction-independent),
but generally is a symmetric tensor of rank 2. Every such tensor can be written in
diagonal form, so Eq. 4.1 reduces to a system of three equations after rotating the
coordinate system to that of the orthogonal principal directions (x1, x2, x3):

j1 =−D1
dc
dx1

, j2 =−D2
dc
dx2

, j3 =−D3
dc
dx3

(4.2)

where D1, D2, D3 are called the principal diffusivities. Generally these three
can be unequal and the diffusion along a random direction (a1,a2,a3) is given by:

D(a1,a2,a3) = D1cos2(θ1)+D2cos2(θ2)+D3cos2(θ3) (4.3)

where θi denotes the angle between ai and the principal axis-i.
In the case of systems with uniaxial symmetry, such as tetragonal, hexagonal

or trigonal latices, two of the principal diffusivities are equal and the diffusion
coefficient depends only on the angle Θ between the direction in question and the
axis of symmetry:
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D(Θ) = D1sin2(Θ)+D3cos2(Θ) (4.4)

4.1.1.2 Second law

The second Fick’s law can be derived from the first law (Eq. 4.1), if coupled to a
conservation (or continuity) equation:

∂c
∂ t

=−5 j (4.5)

Equation 4.5 holds if the species undergoing diffusion is conserved (i.e., doesn’t
take part in chemical reactions, radioactive decay etc). In such cases, coupling
Eq.4.1 and Eq. 4.5 leads to Fick’s second law:

∂c
∂ t

=5(D5 c) (4.6)

If the diffusivity does not depend on the concentration – which is always the
case for tracer studies like the present –, then the diffusion equation along direction
x is given by:

∂c
∂ t

= D
∂ 2c
∂x2 (4.7)

Eq. 4.7 is usually refereed to as the diffusion equation. This can be solved
analytically under given initial and boundary conditions.

4.1.1.3 Infinite medium solution

In the case of diffusion in an infinite 1D medium, starting with a concentration
c(0,0) at x = 0 at time t = 0 and c(x,0) = 0 elsewhere, Eq. 4.7 yields the following
solution:

c(x, t) =
c(0,0)
2
√

πDt
exp(−x2/4Dt) (4.8)

The characteristic length scale of this equation is the so-called diffusion length√
2Dt.

4.1.2 Temperature Dependence of Diffusion: Arrhenius Law

Generally speaking, the diffusivity (also known as diffusion rate) is temperature and
pressure dependent. Temperature especially has a pronounced effect on the diffusion
rate, which is suppressed at low temperatures and rises rapidly with increased T . It
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is found empirically that in many cases (but not always) the diffusion rate over a
certain temperature interval follows Arrhenius law:

D(T ) = D′0exp(−∆H/kBT ), (4.9)

where ∆H is the activation enthalpy of diffusion (in units of eV/atom), kB is the
thermodynamic Boltzmann constant and D′0 is the so-called pre-exponential factor.
The latter can be written as:

D′0 = D0exp(∆S/kB), (4.10)

where ∆S is the diffusion entropy and D0 can be calculated using the Einstein-
Smoluchowski relation (see Sect. 4.2.3). Using the thermodynamic equation at
constant pressure:

∆G = ∆H−T ∆S, (4.11)

where ∆G is the Gibbs free energy of activation, Eq. 4.9 can be written in terms
of D0 directly as:

D(T ) = D0exp(−∆G/kBT ), (4.12)

Note that the thermodynamic Gibbs free energy of activation corresponds to
the activation energy EA defined by the characteristics of the particle’s microscopic
motion (see Sect. 4.2.3).

An Arrhenius diagram depicts the logarithm of the diffusion rate (in units of
m2/s or similar) versus inversed temperature (in K−1), i.e., the graphical represen-
tation of the function log10[D(1/T )]. If the system under study follows Arrhenius
law, then its Arrhenius diagram will be linear, with the slope being −∆H/kB (or
equivalently −EA/kB).

4.2 Microscopic Theory of Diffusion

The macroscopic theory of diffusion follows the example of classical thermody-
namics, both in the concepts it employs (Gibbs free energy, diffusion entropy, etc),
as well as in the way of viewing the corresponding phenomena. This parallelism
extends also to the fact that the laws of both macroscopic theories can be derived
from microscopic statistical arguments. The microscopic (or atomistic) path to
diffusion is the subject of this section, which aims to recover Fick’s second law and
to relate the diffusion pre-exponential factor D0 and Gibbs free energy for diffusion
∆G with microscopic parameters of the lattice and its vibrations.
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To that end, the problem of the random walk of a particle in a (rigid) lattice
will be considered, both in the case of diffusion in an “infinite” lattice, as well as in
the case of diffusion close to a surface. The connection of this construct to Fick’s
formalism is achieved by using Einstein-Smoluchowski’s law (Sect. 4.2.3).

4.2.1 One Dimensional Random Walk

Before discussing the problem of the random walk of a particle in a lattice, it is
important to address a common misconception about the term “random” in this
context. In this classical treatment, the individual particles (ions, molecules, atoms,
etc) do not move randomly at any given point in time, but rather they follow
a trajectory governed by the potential landscape of the lattice around them, as
well as their momentum. The randomness of their long-range motion stems from
the stochastic collisions between the diffusive species and their lattice neighbors.
These collisions change the magnitude and direction of the particles’ momentum,
making their apparent motion to seem random, when viewed in isolation from their
environment.

The general formulation of the random walk problem contains a number np

of particles, each undergoing a series of N random displacements r1,r2,...,rN with
each step being independent of the previous ones both in direction and magnitude,
but with the probability of ri lying between r and r+dr governed by a pre-defined
distribution function τi(r). The diffusion process is then given by calculating the
probability W(R)dR that the particle will be at the interval [R,R+dR] after N
displacements [132].

Studying the one-dimensional random walk of a particle is the simplest case of
the aforementioned scenario and is very relevant to this work, since the diffusion of
lithium in rutile TiO2 – which was selected to be the test case of the technique for
studying nanometer scale lithium diffusion presented in this thesis – is known to be
highly one dimensional (see Sect. 6.1).

In the case of an one dimensional random walk, we assume that each particle
is displaced by steps of equal length l, but with each step having equal probability
(1/2) to move the particle to the left or to the right. After N steps, the possible
positions of a particle starting at 0 is:

−N,−N +1, ...0,N−1,N, (4.13)

where the x-coordinate of the i-th point is given by i · l.
To calculate the probability W (m,N) of the particle being at point m after N

displacements, note that this would be given simply by multiplying the number
of different paths that would lead the particle to point m after N steps with the
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probability of each path, normalized to the total number of possible paths with N
steps.

Since the probabilities of stepping to the left and to the right are both 1/2, all
paths should be assigned equal probability of (1

2)
N . Also, to arrive at point m the

particle should undergo (N+m)/2 steps to the right and (N-m)/2 to the left. This is
clearly a Bernoulli situation with:

W (m,N) =
N!

[(N−m)/2]![(N +m)/2]!

(
1
2

)N

, (4.14)

In the limit of N→ ∞ and m� N Eq. 4.14 can be simplified using Stirling’s
formula:

log(n!) = (n+
1
2
)log(n)−n+

1
2

log(2π)+O(n−1)(n→ ∞) (4.15)

to give:

log(W (m,N))'−1
2

log(N)+ log(2)− 1
2

log(2π)−m2/2N (4.16)

which, for large N, leads to the asymptotic formula:

W (m,N) =
√

2/πNexp(−m2/2N) (4.17)

The natural choice for the coordinate for 1D-diffusion is the displacement
x = m · l. The probability W (x,N)∆x is connected to Eq. 4.17 by:

W (x,N)∆x =W (m,N)(
∆x
2l

)

=
1√

2πNl2
exp(−x2/2Nl2)

(4.18)

The final step is to insert time into the probability equation, as diffusion is
of course a time-dependent process. Assuming that the particle undergoes n dis-
placements per unit time, we can define the diffusion rate as D = 1

2 nl2 using the
Einstein-Smoluchowski relation (see Sect. 4.2.3). After time t, there is (by con-
struction) a number of N = nt displacements, so Dt = 1

2 Nl2. Equation 4.18 can be
rewritten thusly:

W (x, t)∆x =
1

2
√

πDt
exp(−x2/4Dt)∆x (4.19)
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A comparison with Eq. 4.8 shows that this statistical analysis of the microscopic
interstitial motion recovers the 1D solution of Fick’s law (in the limit of a large
number of particles and steps).

4.2.2 Boundary Conditions

Equation 4.19 determines the probability of a particle starting at x = 0 at time t = 0
to be in the interval [x,x+∆x] at time t. It supposes an infinite medium in both
directions. A very important question, with very relevant consequences for this
work, is how Eq. 4.19 would be affected under certain boundary conditions.

In reality, no medium is infinite. Particles diffusing in a crystal (e.g., lithium
ions in rutile TiO2, see Ch. 5-6) would reach after some time one of the surfaces of
the crystal. There, they would either get trapped – thus, their diffusion would come
to a stop –, or they would get reflected. Here these two boundary conditions are
presented.

4.2.2.1 Absorbing surface

Turning first the case of an absorbing surface at a distance of m = m1 steps away
from the starting point m = 0. This trapping surface is supposed to absorb all
particles that reach it, which means that any diffusing particle that arrives there is
not allowed to move any more. Due to that, there are two important questions to
answer in this case, namely what is the probability of a particle arriving at some
point m after N displacements and also what is the rate of absorption at the surface
m = m1.

To calculate the probability W (m,N;m1), the only difference with the simple
case of an infinite medium presented at Sect. 4.2.1 is that all paths that arrive to
point m after passing through point m1 should be excluded. Every such forbidden
path can be thought as a path to the image point (2m1-m), thus the probability of
arriving at point m under the absorbing boundary condition can be written in terms
of Eq. 4.17 as:

W (m,N;m1) =W (m,N)−W (2m1−m,N)

=
√

2/πN[exp(−m2/2N)− exp(−(2m1−m)2/2N)](N→ ∞)

(4.20)

By introducing the coordinate x and the diffusion rate D, one can write Eq. 4.20
in a form similar to Eq. 4.19:
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W (x, t;x1) =
1

2
√

πDt
[exp(−x2/4Dt)− exp(−(2x1− x)2/4Dt)] (4.21)

This formula is valid for all x < x1. For x > x1 the probability is zero by
construction (all particles will get absorbed before reaching that point).
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Figure 4.1: Examples of density profiles W (x, t) starting with all particles at the
x = 0 surface at t = 0 (i.e., W (0,0) = 1) and diffusing with D =1 m2 s−1. There
is an accumulative wall at x = 10 m which traps all particles reaching it. As a
result, the density tends to even out in the 0≤ x < 10 space and also gradually get
suppressed (e.g., see the profiles for t = 500 and t = 1000 sec), as more and more
particles end up trapped at the wall.

Turning to the second question raised upon defining the current boundary
condition, namely what is the rate of absorption at the trapping surface, note that
this is given by the probability a(m1,N) of arriving at the point m = m1 after exactly
N steps, excluding all paths that pass through m1 at an earlier step.

Using similar arguments as above, this probability is given by:

a(m1,N) =
m1

N
W (m1,N)

=
m1

N

√
2

πN
exp(−m2

1/2N)(N→ ∞)

(4.22)

Finally, by the usual change of variables, one finds the rate of absorption:
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da
dt

(x1, t) =
x1

t
1

2
√

πDt
exp(−x2

1/4Dt) (4.23)

4.2.2.2 Reflecting surface

In the case of having a reflecting surface at point m = m1, then the probability of
arriving at a point m after N displacements is given by simply adding the probability
given by Eq. 4.17 with that for arriving at the “image” of m relative to the boundary
surface, 2m1−m, again as it would have been calculated in the absence of a boundary
condition. Therefore:

W (m,N;m1) =W (m,N)+W (2m1−m,N)

=
√

2/πN[exp(−m2/2N)+ exp(−(2m1−m)2/2N)](N→ ∞)

(4.24)

Which leads after changing the variables to the diffusion equation:

W (x, t;x1) =
1

2
√

πDt
[exp(−x2/4Dt)+ exp(−(2x1− x)2/4Dt)] (4.25)

Notice that the only difference of Eq. 4.25 with Eq. 4.21 is the sign of the term
corresponding to the image point 2x1− x.

4.2.3 Einstein-Smoluchowski Law

Einstein-Smoluchowski law connects the macroscopically defined diffusion rate D
(see Sect. 4.1.1) with the microscopic random motion of the diffusing particles, via
the relation:

D =
1

2dt
〈R2〉, (4.26)

where d is the dimensionality of the diffusion – i.e., (one half of) the possible
diffusion paths on the lattice – and 〈R2〉 is the mean square displacement of the
particle after stepping at random n-times in a time interval t.

R is by construction:

R =
n

∑
i=1

ri (4.27)

Thus:
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Figure 4.2: Examples of density profiles W (x, t) starting with all particles at the
x = 0 surface at t = 0 (i.e., W (0,0) = 1) and diffusing with D =1 m2 s−1. In contrast
to Fig. 4.1 there is now a reflective wall at x = 10 m. This change has minimal effect
at early times, when the density tends to even out in the 0≤ x < 10 space, but at the
long time limit W (x, t) does not get suppressed.

R2 =
n

∑
i=1

r2
i +2

n

∑
i=1

n

∑
j=i+1

rir j (4.28)

Which leads to the following expression for 〈R2〉:

〈R2〉=
n

∑
i=1
〈r2

i 〉+2
n

∑
i=1

n

∑
j=i+1
〈rir j〉 (4.29)

If the steps are uncorrelated (i.e., the walk is truly random), then the second
term averages to zero. Using this fact, one can define the degree of randomness of
the walk using the correlation factor f , defined as:

f = lim
n→∞

〈R2〉
∑

n
i=1〈r2

i 〉
= 1+2 lim

n→∞

∑
n
i=1 ∑

n
j=i+1〈rir j〉

∑
n
i=1〈r2

i 〉
(4.30)

For a true random walk, f = 1. For dilute interstitial diffusion (which is the
focus of this thesis), usually this is the case. This is so, because most neighboring
interstitial sites are empty, hence a jump towards any one of them is equally probable
and independent of the previous hop.
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Figure 4.3: Image of n individual random steps ri on a lattice, leading to a total
displacement R. Adopted from [54].

If the average step length is l, then:

n

∑
i=1
〈r2

i 〉= nl2 (4.31)

Combining Eq. 4.30 and Eq. 4.31 with Einstein-Smoluchowski law (Eq. 4.26),
yields:

D =
f nl2

2dt
(4.32)

To write Eq. 4.32 in a form independent of the number of steps n, one can define
the mean residence time τ of a particle at a certain lattice position. The inverse
of the mean residence time, τ−1 is called the hop rate. By the construction of the
problem, the particle undergoes n displacements in time t, so τ = t/n. Substituting
this to Eq. 4.32:

D =
f l2

2dτ
(4.33)

This is the most commonly used form of the Einstein-Smoluchowski expres-
sion, since it connects the macroscopically defined diffusion rate with microscopic
properties of the lattice and the particle motion that can be found experimentally or
through simulations.
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Physically, a particle in a lattice hops from an energetically favorable site to
the next, by overcoming the potential barrier separating the two. The height of
the barrier is equal to the energy difference EA between the particle’s equilibrium
position and that of the barrier’s saddle point (see Fig. 4.4). EA is called the
activation energy.

Figure 4.4: Interstitial atom’s jumping process. It hops from site A to site B by
moving through the saddle point. The energy difference between the energetically
favored initial (and final) sites with the saddle point defines the energy barrier EA.
This is also the difference of Gibbs free energy GM between these points, assuming
that the process is reversible (and thus ∆S∼ 0). Adapted from [54].

The hopping over the barrier is possible because at a non-zero temperature
the lattice atoms vibrate around their equilibrium positions and this fluctuation of
thermal energy provides the particles with enough kinetic energy to overcome the
barrier. The frequency of this vibration τ

−1
0 is of the order of the Debye frequency,

with typical values of 1012 Hz to 1013 Hz. The hop rate would be then equal to
τ
−1
0 ≡ v0 – also known as the attempt frequency – multiplied by the probability

of having enough energy to overcome the barrier. This probability follows the
Boltzmann distribution, so [133]:

τ
−1 = τ

−1
0 exp(− EA

kBT
) (4.34)

Note that Eq. 4.34 leads to Arrhenius law (Eq. 4.9) by substituting τ−1 in
Eq. 4.33. Then:
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D =
f l2

2dτ

=
f l2

2d
τ
−1
0 exp(− EA

kBT
)

= D0exp(− EA

kBT
)

(4.35)

4.2.4 Isotopic mass effect on diffusion

As a final note on the theory of interstitial diffusion, the isotopic effect will be
briefly discussed. Since in this work Li diffusion in solids is studied through the
radioactive decay of 8Li, it is important to address how different the diffusion rate
of 8Li(compared to the stable 6,7Li) is expected to be under identical circumstances.

In the general case, let there be two isotopes of the same element, with relevant
masses mα and mβ . Due to the different masses, the two isotopes are expected to
diffuse through the lattice with different diffusion coefficients Dα and Dβ .

To quantify the above discussion, Eq. 4.34 will be used, with the notational
substitution τ−1 ≡ ω and τ

−1
0 ≡ v0:

ωα,β = v0
α,β exp(−

EA
α,β

kBT
)≡ v0

α,β exp(−
∆HM

α,β

kBT
) (4.36)

where ∆HM is the activation enthalpy of diffusion defined at Eq. 4.9. The rele-
vant quantities for the two isotopes are to be distinguished by the use of subscripts,
e.g., v0

α ,v0
β

, ∆HM
α , ∆HM

β
.

Under identical thermodynamical conditions, the diffusion barrier is expected to
be independent of the mass of each isotope, since all isotopes of the same element
have by definition equal charges. This leads to EA

α = EA
β
= EA, or equivalently:

∆HM
α = ∆HM

β
= ∆HM (4.37)

The only exception to the above statement is hydrogen (and to a lesser extent
helium). For these very light nuclei, quantum tunneling and zero-point motion can-
not be neglected and since these effects are mass dependent, the effective diffusion
barrier for, e.g., 1H and 2H are expected to be different. For heavier ions, these
effects are negligible.

Using Eq. 4.36 to form the ratio of the jump rates, taking into account Eq. 4.37:

ωα

ωβ

=
v0

α

v0
β

(4.38)
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According to the classical rate theory [134], the attempt frequency v0 is the
vibration frequency of the atom at the direction of the jump attempt. The vibration
frequency can then be related to the isotopic mass by imposing Einstein’s model
for the vibrational frequencies of atoms in a crystal, which treats each atom as an
independent (quantum) harmonic oscillator. v0 turns out to be proportional to the
inverse square root of the mass, thus:

Dα

Dβ

=
v0

α

v0
β

≈
√

mβ

mα

(4.39)

For the case of 8Li vs 6,7Li, using Eq. 4.39 the diffusion coefficients for the
three isotopes yield: D6 = 1.15D8 and D7 = 1.07D8. In other words, according
to Einstein’s simple model, the diffusion coefficient extracted from 8Li diffusion
should be 10-15% lower than what would be for 6,7Li under identical circumstances.
Indeed, for the system studied in the following Chapters, namely Li diffusion in
rutile TiO2, Eq. 4.39 has been found experimentally to be valid, within error [70]
and no isotopic effects on the diffusion barrier were reported.
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Chapter 5

Principles of Studying Nanoscale
Lithium Diffusion Using the
α-Decay of 8Li

5.1 Basic Principles of the 8Li α-radiotracer Technique

As part of this thesis we have developed a novel method for directly measuring the
rate with which Li ions diffuse inside materials and potentially across their interfaces,
namely the 8Li α-radiotracer method. The primary practical interest is in regard
to Li-ion batteries, where Li diffusion determines the charging/discharging rate of
the battery and thus is a very important characteristic of all the key components
of a Li battery, i.e., the anode, cathode and electrolyte (see Ch. 1.2). In addition,
this method can determine whether Li+ gets reflected or trapped upon reaching the
surface of the sample, a fact that is very hard to establish with other techniques. The
surface boundary condition for the Li+ motion can critically affect the ease of Li
intercalation in a given material.

The method is a variation of the classical radiotracer method and uses the
attenuation of the progeny α-particles from the radioactive decay of 8Li, to study
nanoscale Li diffusion. As explained in Ch. 2, 8Li decays to one β -particle, two α’s
and an electron antineutrino. The energy of an α-particle is attenuated significantly
over a depth of 100 nm, which can be comparable to the diffusion length of 8Li
within its radioactive lifetime. The energetic β -particles, on the other hand, are much
more weakly attenuated and thus can serve as a convenient way to normalization
for the overall 8Li decay rate.

To measure Li diffusion, a short beam pulse of low energy (0.1− 30 keV)
8Li+ ions is implanted close to the surface of the sample (at an average depth of
∼100 nm) housed in an ultra-high vacuum cold finger cryostat [33, 123]. The
energy of the beam defines the initial Li+ implantation profile. Upon arrival, the 8Li+

start to diffuse through the sample and undergo β -decay to 8Be which then decay
(immediately) into two energetic α-particles, each with mean energy of 1.6 MeV.
Due to their rapid attenuation inside the sample, the highest energy α-particles
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escaping the sample originate from 8Li+ that have diffused back to the surface. To
further amplify the sensitivity to 8Li+ near the surface, the α-detector is placed at a
grazing angle, θ ≤ 4.4o, relative to the surface, as shown in Fig. 5.1.

Figure 5.1: Schematic of the ultra-high vacuum (10−10 Torr) sample region showing
the cross-section of the ring detector. The α-particles originating at depth d that
reach the α-detector traverse distance d/sinθ [77] through the sample. Not to
scale.

The α-detector in our setup is an Al ring, whose inside surface is cut at ∼45◦

and coated with a thin layer of Ag-doped ZnS, a well known scintillator sensitive
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to α-particles [131]. Note that the results of the simulation study presented here
are not heavily dependent on the type of the detector, as long as its thickness is
sufficient to stop α-particles and at the same time thin enough to keep the β energy
deposition inside it to a minimum (see Sect. 5.2.2.4).

The light from the ZnS(Ag) scintillator is collected in the forward direction
using two 5 cm � convex lenses (see Fig. 5.2) which focus the light onto the
photo-cathode of a fast photomultiplier tube (PMT). The first lens is attached at
the radiation shield of the cryostat – inside the ultrahigh vacuum region –, whereas
the second lens and the PMT are positioned outside the vacuum chamber, behind
a transparent viewport. A stainless steel tube that is housing the PMT is attached
around the optical viewport in order to block all ambient light from reaching the
photomultiplier. The PMT pulses have a large signal to noise ratio (> 10) and pass
through a timing filter amplifier to be discriminated, so that only the top 1/3 of
pulses above the noise level are counted.

Figure 5.2: Schematic of the α-detection geometry, not to scale. The 8Li+ beam
comes from the left of the figure and reaches the 7x7x0.5 mm3 sample after passing
through a pinhole Al collimator, which ensures a centered beam. The α-particles
that reach the ZnS scintillator produce light (drawn here as black arrows), which
propagates through a series of two focusing lenses towards the face of a photomul-
tiplier tube, lying outside vacuum inside a stainless steel housing that blocks all
ambient light. The lens closest to the sample is placed about one focal length away
from it (∼5 cm).

To ensure a stable, well defined 8Li+ beamspot at the center of the sample, an
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aluminum mask can be placed in front of the sample-detector region, having a small
hole (2 mm to 3 mm diameter) at its center to allow for the beam to enter. This
system does not allow for beam near the edge of the sample, for that could change
artificially the diffusion signal.

This system was incompatible with the geometry of the β -NQR cryostat and
for this reason a new custom cryostat was designed, the so-called “cryo-oven”
(see Appendix A). The new cryostat has a nominal temperature range of 5-400 K
(compared to 3.5-300K of the old β -NQR cryostat). Being able to reach higher
temperatures can be critical for studying slow diffusion, since the diffusion rate
increases exponentially with temperature in materials that follow Arrhenius’ law.
Thus, if the diffusion rate is prohibitively slow in a material at room temperature,
one can try to measure it at an elevated temperature.

Using the system described above, the diffusion rate of Li inside the sample is
directly related to the time it takes to reach the surface, which in turn relates to the
α-rate as a function of time. This method has intrinsic time- and length-scales of
τ1/2∼1 s and d∼100 nm, respectively, which leads to a theoretical sensitivity to the
diffusion rate D from 10−12 to 10−8 cm2 s−1. This technique thus covers an optimal
range of D for battery materials. However, our effective sensitivity limit is closer
to 10−11 cm2 s−1, determined by experimental factors such as the finite acquired
statistics and the existence of small distortions from nonlinear detector response.
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Figure 5.3: Simulated raw counts at the α-detector versus time. There is a sudden
change when the beam goes off at 1 s. Prior to that, the number of 8Li ions present
at any given moment in the sample was approaching transient equilibrium, whereas
after the end of implantation, the remaining 8Li is left to decay away.

In situations where Li+ is not mobile, the probability of detecting an α is time-
independent and the measured α-counts follow the decay rate of 8Li (Fig. 5.3).
This can be monitored conveniently using the high energy β -particles from the 8Li
decay, which are weakly attenuated over these distances. Thus, the ratio of counts
Yα = Nα/Nβ is constant in time. On the other hand, when Li+ is mobile, the ratio is
time-dependent when the mean diffusion length in the 8Li lifetime is comparable to
the mean depth of implantation, reflecting the fact that the 8Li+ depth distribution
(and hence the probability of detecting an α) is evolving in time.

The information on Li diffusion comes from the time evolution of the α-signal.
The absolute α-to-β ratio, i.e., the baseline ratio of Yα , in the absence of diffusion,
depends on experimental factors such as detector efficiencies, therefore in order
to account for these systematics, each α-spectrum is self-normalized to start from
unity at time zero, i.e., Y n

α (t) = Yα(t)/Yα(0).
In Sect. 5.2.2, simulated normalized α-signals Y n

α (t) for several diffusion rates
will be presented. By fitting the experimentally acquired normalized α-signal
Y n

α (t;T ) at a specific temperature to a library of simulated (or calculated) normalized
signals, the diffusion rate of Li at that temperature can be extracted (see Chapt. 6).

A technique similar to the one discussed here has been developed by Jeong
et al. [81] for Li+ diffusion on micrometer and, recently, by Ishiyama et al. [56]
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on nanometer length scales; however, the technique reported here differs in a
few key ways. In particular, the 8Li implantation rates accessible at TRIUMF
(typically 106-107 8Li+/s) are 1-2 orders of magnitude larger [56], which allows
the α-detector to be placed at a grazing angle θ (≤4.4◦ versus 10(1)o [78]). This
detector configuration significantly decreases the α-counts, but greatly enhances
the sensitivity to the near-surface region. Using this development, we were able
to perform many α-radiotracer measurements at various temperatures in a limited
amount of time, which permitted for the first time the extraction of the Li diffusion
activation energy (see Ch. 6).

5.2 Simulations of α-Detected Lithium Diffusion

In this section the aforementioned technique for studying lithium diffusion using
the (subsequent) α-decay of 8Li will be simulated under various conditions. This
simulation study is a very important first step towards the realization of the 8Li
α-radiotracer method, because it can provide valuable information on choosing the
best possible experimental configuration (e.g., the geometric characteristics of the
α-detector, its width, positioning etc), on how to avoid possible pitfalls (such as
a high degree of β -contamination in the α-detector) and also how the normalized
α-signal Y n

α (t) changes under various diffusion conditions (faster or slower diffusion
rate, different boundary conditions at the sample surface). In all the simulations
presented in this Chapter, the sample material is TiO2, because this material was
selected as the first case to be studying experimentally (see Ch. 6).

In order to extract the Li diffusion rate with the α-radiotracer method, we
performed numerical solutions to Fick’s laws in 1D to generate the time-evolved
depth distribution of 8Li+, accounting for the boundary conditions of the crystal
surface and the initial 8Li+ stopping profile as simulated by the SRIM Monte Carlo
package [104]. The normalized α-signal Y n

α (t;D) is then obtained using Monte
Carlo techniques aided by the Geant4 codebase [125, 135, 136].The procedure is
summarized as follows:

1. The implantation profile of the 8Li+ beam for an energy E between 0.1 keV
to 30 keV for a rutile TiO2 target is generated using the SRIM Monte Carlo
package [104].

2. A custom code was used to diffusively evolve the initial implantation profile
with time for various diffusion constants that span five orders of magnitude
(10−7 cm2 s−1 to 10−12 cm2 s−1) using Fick’s law (see Sect. 4.1.1). Two
different boundary conditions were considered, namely Li+ trapped (with a
certain probability) or reflected at the surface of the sample.
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3. Finally, these temporally evolved profiles of the 8Li+ depth distribution were
imported into the Geant4 simulation package. Using Geant4, all the relevant
geometrical structures (sample material, detectors, etc), physical interactions
(EM, radioactive decays, etc) as well as the energy/momentum distributions
of the α- and β -particles were defined and the α-counts versus time at the
α-detector were generated.

5.2.1 Temporal Evolution of the Diffusion Profiles

The first part of this simulation study is to generate the beam implantation profiles
of the 8Li beam for given beam energies inside the sample (see Fig. 2.11). This is
done with SRIM, as discussed at Sect. 2.2.3.

Generally speaking, by increasing the energy of the beam, the mean depth of the
ions increases, as does the width of their spatial distribution (i.e., the ion struggle).
Different beam energies might be ideal for studying different scenarios, therefore
a careful analysis of the optimum beam energy prior to the actual experiment is
very important. If the diffusion is very slow, close to the detection limit, it is
advantageous to decrease the energy of the lithium beam in order to bring most of
8Li closer to the surface. On the other hand, if the diffusion is very fast, a narrow
distribution of lithium close to the surface could lead to most of the change in the
α-detected signal happening at the very early times after the beam implantation,
possibly lying outside our detection capabilities. In such a case, a higher beam
energy would be necessary.

The next step after simulating the beam implantation profile is to study its
time evolution due to lithium diffusion. Only diffusion on the axis of implantation
(defined here as the z-axis) is considered, because our detection scheme is sensitive
only to changes in the depth distribution of lithium.

To observe any effect on the α-detection probability due to diffusion in the
xy-plane, the lithium ions would have to be able to reach the edge of the sample in
the time scale of a few half-lives of 8Li (∼6 s). The required diffusion rate for this
to happen would be six or seven orders of magnitude larger than a typical diffusion
rate of a Li-ion battery material at room temperature. Such an effect is therefore
neglected and the xy-distribution of lithium in the sample is considered constant,
defined by the properties of the beam. Typically a beam spot of 1 mm to 3 mm
diameter is considered, having a Gaussian density distribution. This requirement is
realized in the experimental configuration by adding a blocking Al mask in front of
the sample, as discussed in Sect. 5.1.

To generate the temporally-evolved depth distribution of the Li ions after a
small time interval ∆t, the initial implantation spectra are split in infinitesimal bins
∆z (1 nm wide) and then each bin is let to diffuse independently using the one
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dimensional bulk diffusion equation (Fick’s second law):

c(z, t) =
c(z′,0)
2
√

πDt
exp
[
−(z− z′)2

4Dt

]
, (5.1)

where D is the diffusion rate and c(z, t) is the concentration of Li at depth z and
time t, due to the diffusion of the initial concentration of the bin at z′. The diffusion
length L traveled by a 8Li+ in time ∆t is:

L =
√

2D∆t. (5.2)

The new depth distribution after time ∆t is given by superimposing all the
point-sources by summing over the diffused profiles of each bin:

c(z, t +∆t) =
∫

∞

0

c(z′, t)√
πD∆t

exp
[
−(z− z′)2

4D∆t

]
dz′. (5.3)

Where c(z, t + ∆t) is the new concentration of lithium at depth z, D is the
diffusion rate and c(z′, t) is the previous concentration of lithium at depth z′.

Apart from the non-zero width of the initial depth distribution, a second compli-
cation arises from the fact that not all ions are implanted simultaneously, but rather
over some time period [0,∆], where ∆ is typically set to 1 s. During that time, the
initial depth distribution of Li is continuously replenished from the incoming beam.
For t > ∆, the beam implantation comes to an end the remaining 8Li are left to
diffuse and decay. The algorithm employed here accounts for both the initial depth
distribution and the non-zero beam implantation period to calculate numerically the
temporal evolution of the depth profiles.

In addition to the aforementioned bulk-diffusion considerations, one has to
impose some boundary conditions at the two surfaces of the target crystal. Since at
the surfaces of different materials Li ions might interact with different potentials
(e.g., potential wells or barriers), two cases of boundary conditions were studied,
corresponding to the cases presented at Sect. 4.2.2.

In this section, only the effect of the front sample surface will be presented. This
is by far the most important surface, since virtually all of the α-signal comes from
decays happening close to it. Also, for typical samples with a thickness of∼0.1 mm
to 1 mm (see Sect. 6.3), this is the only relevant surface, because the lithium ions
won’t have time to reach the back of the crystal in a few lifetimes of 8Li.

The first boundary condition to be considered is for Li ions to be reflected at the
(front) surface of the target. This is probably the most common case in materials
that contain Li in their crystal structure; the reason being that all the trap sites for Li
ions are occupied. The time-evolved distributions of Li ions for different diffusion
constants were calculated, using as a starting point the implantation profile for a
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beam implantation energy of 25 keV (Fig. 5.4). The acquired temporally-evolved
spectra for a diffusion constant of D = 10−10cm2/s are presented at Fig. 5.4.
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Figure 5.4: Calculated depth profiles of Li ions versus time (using Eq. 5.3) for a
beam pulse of 1 s in TiO2, diffusion constant D =10−10 cm2 s−1, a beam energy of
25 keV and with Li ions getting reflected at the surface of the material.

It is evident that the depth profile of the 8Li concentration is relatively narrow
upon implantation, but it broadens significantly after a few seconds. For faster
diffusion rates of 10−9 cm2 s−1 to 10−8 cm2 s−1, the 8Li ions will get distributed
over a wide depth range of several µm after a few seconds.

The second boundary condition we consider is that Li ions get trapped (with
100% probability) when reaching the front surface of the sample. This leads to an
increasing percentage of Li at the surface over time. The percentage of Li trapped
at the front surface of the sample versus time for various diffusion rates is depicted
at Fig. 5.5:
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Figure 5.5: Simulated fraction of Li ions trapped at the front surface of a TiO2
sample versus time, for a beam pulse of 1 s and an initial beam energy of 25 keV.

From Fig. 5.5, it is evident that for a fast diffusion constant of 10−9 cm2 s−1,
more than 80 % of the remaining Li is trapped at the front surface of the sample
after 5 s. Of course Li diffuses in both directions through a random walk, but
because it gets trapped at the surface most of it will end up there, after a few
lifetimes. For slower diffusion constants these effects get gradually smaller. For
diffusion constants in the order of 10−12 cm2 s−1, virtually no Li ions will have
reached the surface after 5 s. The accumulation of Li at the surface for diffusion
rates >10−10 cm2 s−1 approaches saturation after a few Li lifetimes, while slower
diffusion rates result in a more linear accumulation. To study slower diffusion rates
10−12 cm2/s to 10−11 cm2/s, one could decrease the energy of the beam, in order
to move the distribution closer to the front surface.

Having generated the depth profiles of Li ions as functions of time, diffusion
constants and boundary conditions, the next step is to import them into the Geant4
simulation, in order to study the detector response at each scenario (i.e., time, D,
Ebeam).

5.2.2 Geant4 Simulations

Geant4 is a well established software toolkit used for the simulation of particle-
material interactions [125], such as the passage of particles through matter, detector
response to particle beams, etc. Geant4 is based structurally on the computer
language C++ and utilizes a Monte Carlo algorithm and a random number engine. It
is designed for use in a very wide range of applications, spanning from high energy
and accelerator physics, to nuclear physics, space applications, as well as medical
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physics and radiation safety. Indeed, it is applicable in an energy range of meV
(such as ion-DNA interactions [137]) to TeV (LHC-related applications).

Geant4 offers an extended toolkit covering all aspects of a particle-detector sim-
ulation. By using many predefined libraries and functionalities, the user can define
the geometry of the simulation (materials, shapes, dimensions, relative positions,
static EM fields), can choose from a number of physical models that determine
the processes relevant to the project (including electromagnetic and hadronic in-
teractions, decays etc.), the type, energy and the momentum (distributions) of the
primary beam particles, the shape and position of the beam. The user can also define
the desired output type at the end of the simulation process, such as the energy
deposited in the detector, the number of particles reaching the detector, etc.

Because of its object-oriented and modular architecture, the user is free to
choose, load or customize only the tools needed for their specific project. This allows
for a comprehensive structure that promotes the understanding of the code, lying far
away from black-box-type simulations. In addition, its multi-threading capabilities
allow for a nearly linear scale up of the number of simulated events [136].

The code of this simulation study is intended to be very adaptive to different
scenarios, therefore the user is allowed to define most aspects of it (using a macro
file or the command prompt) at the beginning of each simulation. This way, the user
can choose the energy of the 8Li beam (that corresponds to a SRIM implantation
profile to be loaded, see Sect. 5.2.1, the position and size of the (Gaussian) beamspot,
the sample’s (and substrate’s, if applicable) material and dimensions, the lithium
diffusion rate that will be simulated, as well as the size, width and depth of the
α-detector around the sample. The physical processes and the energy distributions
of the decay products of 8Li are defined internally, so the user would have to re-
compile the code, if any changes are needed on these aspects. More details on the
structure of this Geant4 project can be found in Appendix B.

The α-detector response is simulated for every required point in time the fol-
lowing way: First, the depth profile of 8Li is calculated for that time-bin, using the
algorithm outlined in Sect. 5.2.1. The user defines how many Monte Carlo events
(i.e., simulated 8Li decays) are required per time-bin. These decays are generated at
a random depth that follows the aforementioned depth distribution and their decay
product energies (one β , two α and one antineutrino) following the distributions
of Fig. 2.2. The initial direction of each particle is random, except for the two
α-particles that are emitted always back-to-back due to momentum conservation.
Note that the parity violation of the β -decay is not implemented and is neglected as
irrelevant to this study.

Each decay product is tracked individually through the geometry of the simula-
tion. At each step of their trajectory all relevant physical processes are taken into
consideration and they ultimately define stochastically the new position, direction
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and momentum of that particle’s trajectory. As a result, both α- and β -particles
scatter and lose energy while inside the sample, but over very different length scales,
as explained in Sect. 5.1. Part of their energy loss can be transformed into secondary
particles (such as low energy photons or electrons) that are also tracked in turn.
Any particle that reaches the detector(s) will interact with it and deposit energy.
When the total energy deposited in the detector is above a user-defined threshold,
then Geant4 registers a count in that detector. Note that all energy deposited is
measured, which means that if there is a lot of contamination from other particle
species, the detector signal could be potentially swamped. The issue of a possible
β -contamination at the α-detector is studied in Sect. 5.2.2.4.

5.2.2.1 Physical processes

In this simulation study, the main relevant physical processes are the electromagnetic
interactions and the radioactive decays. Since the energies of all particles that
participate in this experiment are not higher than a few MeV, many high energy
nuclear processes are forbidden (e.g., pair productions). The only nuclear process
(other than β -decay and α-decay) that can in principle be present is low energy
elastic nuclear scattering. Note that Geant4 automatically selects only the relevant
processes in each scenario based on the energy and type of particles. For instance,
if the hadronic interactions are “turned on” in a simulation concerning only leptons,
they will have no effect at all.

Because of the vast energy interval of possible Geant4 applications (meV-TeV),
there are multiple libraries (called PhysicsLists) that the user can select to simulate
the electromagnetic and nuclear interactions with different degrees of accuracy based
on the energy scale [138]. Some of them focus on enhanced accuracy and others on
better CPU performance. In this study, the PhysicsLists used were selected based
only on accuracy considerations. This is because the simulation time-investment
scales very rapidly with energy, so in this “low energy” range it is still rather small.

For electromagnetic interactions, the library G4EmLivermorePhysics was se-
lected, because it is more accurate than the usual G4EmStandardPhysics in the
MeV energy range. The hadronic interactions were included by importing the
libraries G4HadronElasticPhysics and G4HadronPhysicsQGSP BERT, which use
the Bertini model as a basis of simulating hadronic interactions. The various as-
pects of ion nuclear decay physics were covered by importing the relevant libraries
(G4DecayPhysics, G4RadioactivePhysics, G4StoppingPhysics, G4IonPhysics).

Note that Geant4 failed to generate the energy distribution of the α-particles of
Fig. 2.2b, because the quantum mechanical mixing of the two first excited states of
8Be was not implemented. To solve this issue that was leading to an unphysically
narrow energy spectrum for the α-particles, the energy distribution of Fig. 2.2b was
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imported by hand. All other aspects of the simulation, such as the energy spectrum
of the β and neutrino particles, the momentum distributions etc., were verified to be
simulated correctly by Geant4.

5.2.2.2 Geometry

Figure 5.6: Geometry simulated by Geant4. It contains a sample (optionally on
a substrate) at the center of the coordinate axes, with the ring α-detector around
its beam-facing surface, plus a β -detector behind a collimator at the back side of
the sample, used for calibration and testing purposes. The collimator is placed
to simulate the stainless steel foil in front of the β -NMR β -detectors that blocks
all alphas while allowing the beta particles to reach the detectors without much
attenuation.

The geometry of the simulation study can be seen at Fig. 5.6. It is comprised of four
different parts:

1. The sample under study (the light blue square at the center of the coordinate
system). The user can define its size, thickness and material.

2. At the back side of the sample there can optionally be a substrate. The user is
free to define its properties as well, but by default it is made of vacuum (i.e.,
it does not exist).

3. Around the front surface of the sample, there is a thin scintillating ring (made
by default of ZnS(Ag)) for α-detection. This ring is placed in front of the
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sample, in the sense that the ending point of the ring parallel to the z-axis
is at the same plane with the surface of the sample. The ring has a default
width of 10.4 mm diameter, a width of 0.4 mm and a depth of 0.1 mm. It
is angled internally to match the specifications of the actual experimental
detector. The fact that its depth is very small, makes it sensitive selectively
to α-particles, which deposit all their energy very rapidly, while making it
completely insensitive to β -particles (see Sect. 5.2.2.4). As with most other
aspects of this geometry, the user is free to modify the characteristics of the
α-detector.

4. A second detector is placed at a distance behind the sample, lying behind a
thin stainless steel collimator, which blocks all α-particles from reaching this
β -detector. It is used to normalize the α-detector counts, but its purpose is
purely for calibration and testing.

5.2.2.3 α-detector signal

The distribution of the energy deposited at the α-detector at different points in time
is depicted at Fig. 5.7, as simulated by Geant4 for a diffusion rate D =10−9 cm2 s−1

and the two aforementioned boundary conditions at the sample’s surface. Note
that this is the total energy deposited in the α-detector, by all incoming particles
(i.e., α-particles, β -particles and secondary photons and electrons produced by the
primary decay products of 8Li).
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Figure 5.7: Simulation of the distribution of energy deposited at the α-detector
per decaying 8Li ion at different times for a 8Li beam energy of 25 keV, with
8Li diffusing with a diffusion rate D =10−9 cm2 s−1 and Li ions getting trapped
(Left) or reflected (Right) at the sample’s surface. In the trapping case, there is a
significant increase with time in α-yield at high energies, as an ever increasing
percentage of Li+ gets trapped at the surface and can therefore reach the detector
without attenuation, accompanied by a decrease in yield at the low-energy part of
the spectrum, as the percentage of Li+ deep into the sample decreases accordingly.
The situation is the opposite for the reflective case.

When 8Li gets trapped at the sample surface (Fig. 5.7(a)), the yield of high
energy (>1.5 MeV) α-counts increases with time, because most of the 8Li will
reach the surface after a few lifetimes and will get trapped. The situation is more
complicated when Li gets reflected at the surface (Fig. 5.7(b)), because the 8Li ions
will initially diffuse (and) towards the surface, but then the distribution will start
diffusing primarily towards the bulk of the sample.

In order to suppress the background, namely the part of the signal that has no
connection or dependence on lithium diffusion, an energy threshold has been set
at 2 MeV. As a result, the α-detector registers a count if at some time (interval)
the total energy deposited in the detector is at least 2 MeV. This threshold has
been selected in order to maximize the signal-to-background ratio of the detector,
while maintaining significant count rates, since it allows to measure ∼30 % of the
unattenuated α-particles. A larger threshold value would reduce the counts of the
detector, without any significant effect on the quality of the signal. On the other
hand, a smaller threshold gradually decreases the quality of the signal (see Fig 5.8).
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Figure 5.8: The normalized α-spectrum, as simulated with Geant4 in TiO2, for dif-
ferent α-detector thresholds, a beam pulse of 1 s, diffusion constant D=10−9 cm2/s
and an initial beam energy of 25 keV, using the accumulative boundary condition.
Each simulated point is generated by 107 8Li decays. Evidently, the energy thresh-
old does not affect the temporal evolution of the Y n

α signal, but rather different
detector thresholds can enhance or suppress the amplitude of Y n

α . The error bars are
suggestive of what they would be in an actual experiment, based on the statistical√

N factor. They are the smallest at the beam off time (t = 1 sec), when the number
of 8Li+ decays is at maximum (see Fig. 5.3) and they increase substantially after
that.

Even though the qualitative characteristics of the normalized α-signal (e.g., the
rate of reaching saturation) are unaffected by varying the energy threshold of the
α-detector, a threshold between 1 MeV to 2 MeV results into the greatest percentage
change of the normalized α-counts with time and thus to the clearest α-signal.

With those considerations in mind, the normalized α-signal with an α-energy
threshold of 2 MeV is plotted in Fig. 5.9 as a function of time for lithium trapping
at the surface of the sample material:
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Figure 5.9: The normalized α-signal, as simulated with Geant4 in TiO2, for a beam
pulse of 1 s, different diffusion rates and an initial beam energy of 25 keV, using
the accumulative boundary condition. Each simulated point is generated by 107 8Li
decays.

Comparing Fig. 5.5 and Fig. 5.9, it is clear that the simulated spectrum looks
qualitatively very similar to the time evolution of the percentage of 8Li decaying
near the surface. There is a ‘kink’ at t = 1s, when the beam pulse is switched
off. Before that time, the initial beam profile gets continuously replenished by
the beam, antagonizing the fast lithium diffusion. After the beam is switched off,
lithium diffuses in both directions, but because it gets trapped at the surface most
of it will end up there, after a few lifetimes (see Fig. 5.5). For fast diffusion (e.g.,
D >10−10 cm2/s) this leads to a saturation of the signal for t > 3s. For a slower
diffusion rate (D <10−10 cm2/s) the saturation regime is out of the range of a
few lithium lifetimes, so the signal increases much more linearly and never really
saturates. The situation is very different when lithium gets reflected at the surface
of the sample (Fig. 5.10).
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Figure 5.10: The normalized α-signal, as simulated with Geant4 in TiO2, for a
beam pulse of 1 s, different diffusion rates and an initial beam energy of 25 keV,
using the reflecting boundary condition. Each simulated point is generated by 107

8Li decays.

This boundary condition leads to a more complicated dependence of the α-signal
on the diffusion rate. If the diffusion rate is lower than 10−11 cm2/s, then the Li
haven’t had time to reach the surface of the sample after 5 s, so the α-signal increases
very similarly to Fig. 5.9. For D =10−10 cm2/s, the signal initially increases, as the
peak of the 8Li distribution moves towards the surface, but decreases rapidly at later
times, after most of 8Li has bounced on the surface and moves towards the bulk. If
the diffusion rate is faster than 10−9 cm2/s, then the initial upturn will end almost
instantaneously and the α-signal will be monotonically decreasing.

A comparison between Fig. 5.9 and Fig. 5.10 indicates that the simulated α-
signal is very different depending on what happens to Li when it reaches the sample
surface. Therefore, if the boundary condition for Li reaching the surface of a
material is not known a priori, it can be deduced by comparing the experimentally
acquired α-signal with Fig. 5.9 and Fig. 5.10.

In the general case, where there is a trapping probability Ptr between 0−1 for
8Li+ to get trapped at the surface, then for the same diffusion constant the α-signal
Y n

α (t) evolves from its shape with a reflective boundary condition towards its shape
with a fully trapping surface, when Ptr gradually increases to 1. This is depicted in
Fig. 5.11 for a diffusion rate D =10−9 cm2/s.
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Figure 5.11: The normalized α-signal, for a beam pulse of 1 s, a diffusion con-
stant D =10−9 cm2/s and an initial beam energy of 25 keV, using various trapping
probabilities at the surface of the sample.

Regardless of the nature of the boundary condition at the surface, the α-signal
gets increasingly further away from the simple exponential decay of 8Li with
increasing diffusion rate. With an accumulating boundary condition (Ptr ∼ 1), faster
diffusion results in increasing α-to-β ratio, while a reflecting boundary condition
(Ptr ∼ 0) leads to α-counts that decrease with time faster than a simple exponential,
as Li bounces off the surface and starts diffusing towards the bulk of the sample.

In both cases, a diffusion constant larger than 10−12 cm2/s results in an observ-
able variation from the simple exponential decay line – which is the flat line at
the Y n

α (t) spectrum. Studying slower diffusion is possible by decreasing the beam
energy and thus moving the lithium closer to the surface (see Fig. 5.12).
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Figure 5.12: Simulated α-signals for a diffusion rate D =10−11 cm2/s and beam
energies of 10 keV and 25 keV, using the fully reflecting boundary condition. Each
simulated point is generated by 107 8Li decays. The (black and red) lines are just
guides for the eye.

From the above figure, it is evident that changing the energy of the beam can
have a significant effect on the quality of the Y n

α (t) α-signal. For a beam energy
of 25 keV, the signal for a diffusion rate D =10−11 cm2/s changes by less than
1 % over a period of 5 s, making the measurements of such an effect very time
consuming and marginal. On the other hand, reducing the beam energy to 10 keV
results into a signal that changes by∼10 % over the same time period, thus allowing
for an easier measurement of slow diffusion.

5.2.2.4 β -contamination

Since the β -particles are insensitive to nanoscale Li diffusion, having a lot of
energy deposited by β -particles inside the α-detector could result to a diffusion-
independent background in the α-detector signal, which potentially could swamp
the actual α-signal.

For this reason, the thickness of the α-detector has to be as thin as possible in
order to minimize the contamination from β -particles, while being thick enough to
stop the α-particles completely. Fig. 5.13 shows how much energy gets deposited by
α- and β -particles inside the α-detector – made of ZnS(Ag) – for various detector
thicknesses of the order of 0.01 mm to 1 mm.
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Figure 5.13: The energy deposition profile of α- (Left) and β -particles (Right)
inside the α-detector for various detector thicknesses.

From Fig. 5.13(a) one can see that an α-detector thickness in the range 0.1 mm
to 1 mm is adequate to stop completely the α-particles, while a detector thickness
of 0.01 mm is not enough to completely stop the α-particles with energy >4 MeV.

Turning to Fig. 5.13(b), the energy deposited in the α-detector by the β -particles
is virtually zero for a detector thickness of 0.01 mm, while for a thickness of 0.1 mm,
it is still limited around 100 keV. For larger detector thickness, in the order of 1 mm,
the β -particles can deposit as much as 1 MeV in the α-detector, which could lead
to background.

The above considerations identify an α-detector thickness of 0.1 mm as the
optimum value if the detector is made of ZnS. If another material is used, then this
study has to be repeated, since different material densities and Z-values result in
different stopping profiles for the incoming α- and β -particles.

5.3 Calculating the α-radiotracer signal

A major limitation of the simulation study presented in the previous section is the
time investment required for the simulation of a given scenario. This is true even
after complete parallelization of the Geant4 code, which provides almost linear
scale up with the number of processors [136].

Computationally speaking, each such simulation can be divided into two parts:
The calculation of the 8Li depth profile versus time and the Monte Carlo simulation
for every given point in time.
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The time needed for the first part increases exponentially with the diffusion
rate D. For slow diffusion rates (D between 10−12 cm2/s to 10−11 cm2/s), all 8Li
ions are distributed in the first few hundred nanometers from the surface, but for
faster diffusion (D between 10−9 cm2/s to 10−8 cm2/s)), the depth profile of 8Li
spans over tens of micrometers after a few seconds. Consequently, calculating the
depth profiles of 8Li for slow diffusion is almost instantaneous, but can take up to
several hours for fast diffusion (using a machine deploying an Intel(R) Core(TM)
i7-4710HQ processor, CPU @ 2.50GHz, 4 Core(s), 8 Logical Processor(s)).

In addition to the time consuming calculation of the depth distributions, running
the Geant4 simulation typically takes a few hours to complete a crude time-scan
of 15-20 data points with 107 Monte Carlo statistics per point. This raises the total
time investment significantly. For example, if a fine grid of data points is used over
a period of, e.g., 5 s after the beam implantation, for a multitude of diffusion rates
spanning at least 3-4 orders of magnitude, the required computational time for the
Geant4 simulations is prohibitively long.

To amend this problem, a method was developed to bypass the Geant4 simulation
completely. The idea is that the result of the Monte Carlo simulation can be
calculated (instead of simulated) by multiplying each bin of the depth profile of 8Li
(such as Fig. 5.4) with the probability of detecting an α for that depth (see Fig 5.14).
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Figure 5.14: Probability of α-detection versus decay depth, as simulated by Geant4
in TiO2. Pn

det is the probability of detection normalized to 1 at the surface, namely
Pn

det(d) = Pdet(d)/Pdet(0). At the main plot, the logarithm of Pn
det is plotted over a

range of 120 µm. There is a very sharp decrease over the first 100 nm and a very
slow probability reduction after that. For clarity, the first 1 µm from the surface is
plotted at the insert, on a linear scale.

For the case of TiO2, this distribution can be fitted effectively with a phenomeno-
logical sum of two exponentials:

Pdet(z;Eth) = c1exp(a1z)+ c2exp(a2z) (5.4)

with parameters: c1 = 0.01774, a1 =−0.003809 nm−1, c2 = 0.0133 and a2 =
−1.288 ·10−6 nm−1. Evidently, the fast decaying component dies out after the first
500 nm, while the slowly decaying component has a range on the milimeter scale.
The fast component is related to the high energy tail of Fig. 2.2b and the fact that the
α-detector ring has a non-zero width, whereas the slow component is most probably
due to α-particles emitted at a low angle relative to the surface of the sample that
reach the detector after they scatter close to the surface. This scattering results in a
small d/sinθ parameter, with only a weak increase of the attenuation with decay
depth.

Note that the probability Pdet of α-detection is a function of both the decay
depth and the energy threshold of the detector, as well as the properties of the
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material (density, Z-value, etc), therefore this simulation has to be run once per
material under study.

Then, the α-counts versus time are given by:

Nα(t) = N(t)
∫

∞

0
C(z, t)Pdet(z;Eth)dz (5.5)

where N(t) is the number of α-decays versus time, C(z, t) is the concentration
of Li at depth z and time t and Pdet(z;Eth) is the probability of detecting an α above
a given energy threshold Eth at that depth. A comparison between the simulated and
calculated α-signals under the same condition can be seen in Fig. 5.15.
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Figure 5.15: Comparison of the calculated (continuous red line) and simulated
(black points) Y n

α (t) α-signals for a diffusion rate of D = 10−10 cm2 s−1.

Evidently, this method succeeds in reproducing the Geant4 simulation. The
merit of this approach is that it allows for the calculation of normalized α-signals in
only a fraction of the time required for the full Geant4 simulation. This development
was exploited for extracting the diffusion rate of Li from experimental data (Ch. 6).

5.4 Conclusions

In summary, the subsequent α-decay of 8Li can be used to extract the nanoscale
diffusion rate of Li in solids.

The very different attenuation profiles of the emitted α- and β -particles inside
materials allow for the monitoring of the nanoscale 8Li+ motion towards/away from
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the sample surface by measuring the ratio of the α-to-β counts versus time.
A detailed simulation study of the above concept was carried out. The implan-

tation profile of 8Li+ for various beam energies was simulated by SRIM. These
profiles were evolved in time for different diffusion coefficients D in accordance
with Fick’s second law, in order to calculate the 8Li depth distribution versus time
under the boundary condition of 8Li getting either trapped (with a certain proba-
bility) or reflected upon reaching the sample surface. Then, for each of the above
depth distributions, the output of the α- and β -detectors was simulated by Geant4.

By analyzing the various simulations presented in this Chapter, a favorable
experimental geometry was identified, which was used as a basis for the design of
the new cryo-oven (see Appendix A).

The combined graphs of the normalized α-signals Y n
α versus time for various

diffusion coefficients showed that it is possible to determine the boundary condition
at the sample surface based on the time evolution of Y n

α .
It was also identified that it is possible to accelerate the compilation of a li-

brary of normalized Y n
α (t;D) by performing a series of calculations that are able to

reproduce the Geant4 simulations in a fraction of the required time.
In the next Chapter, this theoretical/numerical study is put to the test, by per-

forming proof-of-principle 8Li α-radiotracer measurements in rutile TiO2.
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Chapter 6

Measurements of 8Li Diffusion in
Rutile using α Detection

In this study we employ the α-radiotracer method to extract the diffusion rate
of isolated ion-implanted 8Li+ within ∼120 nm of the surface of oriented single-
crystal rutile TiO2, at the dilute limit of Li concentrations. The α-particles from
the 8Li decay provide a sensitive monitor of the distance from the surface and
how the depth profile of 8Li evolves with time. The main findings are that the
implanted Li+ diffuses and traps (with a probability ≥50 %) at the (001) surface.
The T -dependence of the diffusivity is described by a bi-Arrhenius expression with
activation energies of 0.3341(21) eV above 200 K, whereas at lower temperatures,
it has a much smaller barrier of 0.0313(15) eV. The low-T behavior is discussed in
the context of the recently reported Li-Ti3+ polaron complex [29].

6.1 Rutile - General Characteristics

Many transition-metal oxides are good materials for lithium-ion batteries [139]; their
capability of assimilating the extra charge from lithium ions, their open-structures,
and relatively low production cost all make them attractive intercalation electrodes.
In particular, the TiO2 polymorphs have garnered significant attention to this end in
recent years.

Rutile is the most stable TiO2 polymorph (Fig 6.1), which crystallizes in a
body-centered tetragonal structure made up of two Ti and four O atoms per unit
cell [140] (lattice parameters a = b = 4.59Å and c = 2.95Å). The crystal’s macro-
structure is comprised of stacked TiO6 octahedra, which share edges with their
neighbors in the c-direction and corners in the basal ab-planes. This fortuitous
atomic arrangement gives rise to open channels parallel to its c-axis, providing a 1D
pathway for interstitial ion transport. In this sense, rutile is structurally similar to
many so-called superionic conductors which also posses crystallographic tunnels
that confine the motion of mobile ions.

Regarding the surface properties of rutile, there have been extensive studies of
their properties [141–143], but the focus was never on the (001) surface, as it is not
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stable [144–146]. Rather, a reduction of the surface Ti atoms’ coordination from
sixfold to fourfold reduces the energy configuration of the surface. As a result, the
(001) surface tends to reconstruct at higher temperatures, which could give rise to
trapping centers for Li+.

Figure 6.1: A 3-D view of the rutile TiO2 unit cell [147] (left) and the rutile
lattice [148] (right), with the possible sites for lithium intercalation marked with
pink (octahedral sites) and blue (tetrahedral sites).

It has been known for some time [60, 70] that Li+ diffusion down these intersti-
tial channels is extremely fast, greatly surpassing all other interstitial cations [149],
with a room temperature diffusion coefficient exceeding many modern solid-state
Li electrolytes [150]. A major limitation, however, for the use of rutile as a Li-ion
battery material is its limited Li uptake at room temperature [151, 152]; however,
the discovery that using nanosized crystallites mitigates this issue [65] has led to
renewed interest in its applicability [139].

There are a number of poorly understood aspects of rutile lithiation, including
the cause of the limited Li+ uptake, as well as why reported Li diffusion rates
differ by orders of magnitude, even under the same experimental conditions [29,
60, 68, 70–73, 153–155]. As pointed out recently [29], there is large scatter in the
reported diffusion coefficients [29, 60, 71–73]. Such systematic discrepancies are
not unprecedented (see e.g., LiCoO2 [74–76]), but rather unexpected in a relatively
simple ion conductor.

The 1D ionic transport of Li+ is characterized by an activation energy of
∼0.33 eV, as evidenced by both techniques sensitive to microscopic [29, 155]
and macroscopic [60, 68] Li+ motions. Surprisingly, these results greatly con-
trast the large body of theoretical work that predicts significantly lower barriers of
0.03-0.05 eV [44, 148, 156–163], suggesting a key ingredient is missing from the
calculations.

At low temperatures (below 100 K) a second Arrhenius-like component with an
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energy barrier of ∼0.027 eV was recently reported using β -NMR [29], but it was
attributed to the local dynamics of Li+-polaron complexes, rather than long-range
diffusion.

This complex is formed when Li+ comes into proximity with an electron polaron
Ti´Ti, namely a localized electron on a Ti site (i.e., a Ti3+ site in a lattice of ideally
Ti4+). The electron polaron is mobile along the c-axis stacks of TiO2 octahedra
with an activation energy of 0.033 eV, according to DFT calculations [157].

Interestingly, DFT calculations of the Li-polaron complex hopping, yield an
activation energy of 0.29 eV, very close to the value of 0.33 eV found at high-T in
all relevant experiments.

Using the results of the current study, we were able to suggest a novel inter-
pretation of the Li+ dynamics in rutile TiO2 that can answer some of the above
questions.

6.2 Experimental Details

This experiment was performed using the facility infrastructure at TRIUMF [33],
in Vancouver, Canada. The α-radiotracer method used a low-energy radioactive
ion beam of 8Li+ to introduce Li into a target material. The ions are implanted with
typical energies≤30keV, whose precise value can be tuned with a decelerating bias
applied to an electrically isolated spectrometer platform [33, 123, 164]. The incident
energy is used to influence the 8Li+ stopping distribution, providing depth resolution,
with a typical mean range of ∼100 nm at these energies. The incoming 8Li+ beam
was implanted in rutile targets housed in an ultra high vacuum cold finger cryostat
within a dedicated low field spectrometer [33, 123]. The samples were commer-
cial chemo-mechanically polished (roughness <0.5 nm) single crystal rutile TiO2
substrates (CRYSTAL GmbH) with typical dimensions of 7 mm×7 mm×0.5 mm.
The surfaces were free of macroscopic defects under 50x magnification.

6.3 Experimental Results on Rutile TiO2 Using the
α-radiotracer Technique

Using the α-radiotracer technique, we performed measurements on rutile TiO2
at various temperatures with two beam energies (10 and 25 keV) and two sample
orientations.

It is the 1D character of lithium diffusion in rutile TiO2 (the tensor D is very
anisotropic, see Sect. 4.1.1) that makes it an ideal test case for this technique.
As Li+ is known to diffuse primarily along the c-axis of rutile, if the c-axis is
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oriented parallel to the surface (perpendicular to the beam), then the 8Li+ motion
should not change the initial implantation profile. Since the ab-plane diffusivity
Dab�10−12 cm2 s−1, Y n

α (t) is expected to be time-independent. On the other hand,
if the c-axis is perpendicular to the surface, then the depth distribution of lithium
should evolve rapidly with time, since Dc �10−12 cm2 s−1. Depending on the
boundary condition at the surface, we expect either a spectrum like Fig. 5.9, Fig. 5.10,
or something in between.

In Fig. 6.2 we compare the measured normalized α-yield, Y n
α , for the c-axis

parallel and perpendicular to the surface. As expected, the time spectrum for the
(110) orientation of TiO2 rutile (c-axis parallel to the surface) is completely flat
at 294 K, indicating that the ab-plane diffusion rate is lower than the detection
limit ∼10−12 cm2 s−1 (Fig. 5.9), consistent with other studies reporting an ab-plane
diffusion rate of 10−15 cm2 s−1 or lower [60].

In contrast, the spectrum from the (001)-oriented crystal increases rapidly with
time. Most of the percentage change in the signal happens during the first 2 sec
followed by a much more gradual increase. This is the signature of fast diffusion
(D >10−9 cm2/sec), approaching the saturation regime of Fig. 5.9.

Next, we rotated the (001)-oriented rutile by θ ∼ 10o – introducing an angle
between the incoming beam and the crystallographic c-axis – and repeated the
measurement under otherwise identical experimental conditions (294 K, 25 keV).
The two Y n

α (t;θ) signals can be seen Fig. 6.3. The comparison of the two cases can
be used to decide whether channeling (see Sect. 2.2.3) can be neglected or not, as
the critical angle for channeling in rutile is calculated (using Eq. 2.5) to be 6.9o.
Evidently, the two spectra look very similar – inside their experimental uncertainty
–, but the signal of the rotated sample evolves more linearly close to the end of
the beam pulse, where the number of alphas collected is maximum. This slight
difference might be due to the reduction of a (small) pile-up effect at the detector,
as the rotation of the sample reduced the effective solid angle of the detector and
thus the probability of two light pulses of lower energy than the threshold to arrive
at the same time at the PMT tube and be counted as a single alpha of energy above
the threshold (similarly to the case discussed in Sect. 3.3.2).

From the above test, we conclude that channeling cannot be very significant
under these experimental conditions, therefore the SRIM implantation profile was
used to generate a library of calculated normalized α-spectra versus diffusion rate
in a range [10−12 - 10−8] cm2/sec, as described in Sect. 5.2. Exploiting the fact
that the calculated α-signals can be generated significantly faster than the simulated
ones, this library contained 100 calculated spectra for each order of magnitude of
diffusion coefficient in the above-mentioned range.

After these tests at room temperature, we also performed a temperature scan in
the range of 60 K to 370 K with beam energies of 10 keV and 25 keV. In Fig. 6.4 are
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Figure 6.2: Comparison of the measured normalized α-yield Y n
α (t;D,Ptr) for the

(110)- and (001)-oriented rutile TiO2 and fits (orange lines) for a beam energy of
25 keV and a surface trapping probability Ptr = 1. The increasing signal with time in
the (001) crystal is consistent with the anisotropy of the Li diffusion coefficient [60]
and indicates that Li diffuses fast along the c-axis and gets trapped upon reaching
the sample surface. Each spectrum took roughly 40 min, with an α-rate of∼ 20,000
ions/pulse. Each beam pulse was 1 s long and was repeated every 15 s.

a few examples of experimental data for the (001) orientation with a beam energy
of 25 keV, with the corresponding fits.

In this temperature range, the value of the normalized α-signal Y n
α (t;T ) at 5 sec

increases with temperature up to ∼300 K, but then evidently starts getting reduced
again, even though it is clear that the high temperature spectra reach saturation
much earlier. This apparent signal reduction in the high-T region is due to the
self-normalization process, which normalizes the spectrum to its (extrapolated)
value at time zero. For a beam energy of 25 keV and diffusion rates of up to
∼10−9 cm2/sec, Li+ does not move fast enough to reach the surface at the very first
time-bins. For faster diffusion, though, this is no longer true. For D >10−9 cm2/sec,
the percentage of Li near the surface (and therefore the probability of α-detection)
is much higher even at very early times, so the whole spectrum gets normalized to a
higher value, hence the apparent signal suppression.

This effect is also present in the simulations. The turning point in the diffusion
coefficient, above which the signal is getting suppressed is 3.1×10−9 cm2/sec in
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Figure 6.3: Comparison of the measured normalized α-yield Y n
α (t;θ) between

unrotated and rotated (by 10o) (001)-oriented rutile TiO2 at 294 K.

the current experimental configuration. This is the slowest diffusion rate which
enables the peak of the implantation profile of the 25 keV beam of Fig. 2.11 to reach
the surface during the first 10 ms time-bin.

To fit the data, we used a custom C++ code applying the MINUIT [165] min-
imization functionalities of ROOT [166] to compare the Y n

α signals to the library
of calculated spectra. The free parameters of the fit were the diffusion rate D and
the trapping probability at the (001) surface, Ptr. All Y n

α (t;D,Ptr) spectra at both
implantation energies (10 keV and 25 keV) were fitted simultaneously with a shared
Ptr value. For the (001) orientation Y n

α increases rapidly with time, approaching
saturation, indicating that lithium diffuses fast along the c-axis and gets trapped at
(or within few nm of) the surface (see Fig. 5.9). For Ptr ≥50 %, the global χ2 value
is completely insensitive to Ptr, but for Ptr <50 %, the quality of the fits deteriorates
rapidly. This can be understood by revisiting Fig. 5.11, where it is evident that the
Y n

α signal is virtually unaffected by the trapping probability Ptr, for Ptr ≥50 %.
This is the first unambiguous evidence for Li trapping (with at least 50 %

probability) at the (001) surface. There is no evidence of Li de-trapping up to 370 K,
since at that temperature Y n

α (t;T ) reaches saturation after ∼2 s and any Li surface
de-trapping would lead to an observable decrease of Y n

α (t;T ) at later times. The
non-zero trapping probability is most likely related to the reported difficulty of
intercalating Li into rutile, as the Li ions would tend to stick at or near the surface
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Figure 6.4: Examples of measured normalized α-yield Y n
α (t;D,Ptr) for the (001)-

oriented rutile TiO2 and fits (orange lines) for a beam energy of 25 keV and a
surface trapping probability Ptr = 1. For increasing temperature, Y n

α (t;D) saturates
more and more rapidly, indicating that above room temperature, most of Li gets
trapped at the (001)-surface during its lifetime. Above room temperature, the c-
axis normalized spectra Y n

α (t;T ) get progressively suppressed, as the normalization
factor Yα(t = 0;T ) increases substantially due to fast diffusion. Each spectrum took
roughly 40 min, with an α-rate of ∼ 20,000 ions/pulse. Each beam pulse was 1 s
long and was repeated every 15 s.

rather than diffuse towards the bulk.
This view is in agreement with the suggestion of Hu et al. [65] that there might

be a surface storage mechanism for Li+ in nanosized rutile, with a calculated surface
Li content of roughly 50 % of its maximum surface capacity in storing Li+. In
addition, Zhukovskii et al. [167] indicated using ab initio simulations that it might
be energetically favorable to store Li+ at the surface of metal/Li2O nanocomposites.
It is worth mentioning, however, that both these studies were focusing on nanometer-
sized systems, whereas the current study used macroscopic single-crystals, with Li
implanted near a (001)-oriented surface.

It is not clear whether the Li+ surface trapping is caused by an electrostatic
potential well (similar to H in Pd [168]), a partially reconstructed surface [141] (see
Sect. 6.1), or by a chemical sink due to a solid state reaction at the surface (e.g.,
forming another phase such as cubic LiTiO2). With X-ray diffraction, it was found
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that about 40 % of the (001) surface of a polished and annealed rutile sample was
flat and the remaining 60 % consisted of (011)-oriented facets [169], which could
provide trapping centers for Li+.

6.4 Arrhenius Fits and Discussion

Turning to the values of D(T ) extracted using the above analysis (see Fig. 6.5), they
reveal a bi-Arrhenius relationship of the form:

D(T ) = DH exp [−EH/(kBT )]+DL exp [−EL/(kBT )] , (6.1)

where Ei is the activation energy and Di is the pre-factor of each component (i =
H/L). These were found to be EH = 0.3341(21)eV and DH = 2.31(18)×10−4 cm2 s−1

for the high-T component and EL = 0.0313(15)eV and DL = 7.7(7)×10−10 cm2 s−1

for the low-T component, respectively.
This extracted EH is in excellent agreement with values deduced by other

techniques [29, 60, 68] and the diffusion rates at high temperatures are very similar
to the ones found in rutile nanorods using impedance spectroscopy [68], but three
orders of magnitude lower than what is found with β -NMR [29], even though the
current measurements agree with β -NMR at low temperatures (T ∼ 150K), as can
be seen at Fig. 6.5.

From the values of the energy barriers and the pre-exponential factors of the
bi-Arrhenius fit, one can easily see that the energy barriers are reported with a much
smaller relative uncertainty, compared to the pre-factors. This stems from the fact
that a change in the trapping probability Ptr in the range discussed above (Ptr ≥50 %),
results in the bi-Arrhenius plot of D(T) (shown in Fig. 6.5) to be shifted vertically
by a constant amount. The lower the value of Ptr, the faster the diffusivity, while the
energy barriers of the two components are virtually unaffected. Also, note that the
uncertainties of the Arrhenius parameters reported here are purely statistical, but the
systematic sources of uncertainty, such as possible discrepancies between the various
parameters of the Geant4 simulation with the actual experimental configuration,
are taken into account in the level of fitting each individual normalized α-yield, by
introducing a stretching factor which is able to stretch (or suppress) the measured
Y n

α (t) signals by ∼10 %. This factor increases the available phase-space of each fit,
therefore increases the uncertainty of the diffusivities of each individual fit.

An additional reason for the higher uncertainty of the pre-exponential factors,
is that both data sets acquired with beam energies of 10 and 25 keV yield virtually
the same bi-Arrhenius activation energies and they are in agreement at high-T ,
but the low-T component of the 10 keV data is shifted lower by about an order of
magnitude (see Fig. 6.6).
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Figure 6.5: Arrhenius plot, comparing reported Li diffusivity in rutile
TiO2 [29, 68]. The solid black line is the bi-Arrhenius fit of Eq. 6.1 with
Ptr =100 %. The red line is the high-T Arrhenius component found with
β -NMR [29]. The blue dashed line is the fit of the present data using the two
Arrhenius components found with β -NMR [29], assuming that only a fraction f of
the β -NMR fluctuations corresponds to a hop. which f was the only free parameter
and yielded f =28.1(17)×10−6

For trapping probability Ptr <100 %, the apparent gap narrows and for Ptr =50 %
is about half an order of magnitude wide. The persistency of the gap suggests that it
might be related to either a discrepancy between SRIM and the actual implantation
profiles (e.g., due to channeling [170]), or due to some small random disorder close
to the surface parameterized by some energy scale (∆). At higher temperatures when
kT >> ∆ its effect would diminish. Both these effects would affect the (closer to
the surface) 10 keV data more than the 25 keV and would become irrelevant at fast
diffusivities, explaining the agreement of the two sets at high temperatures and why
the diffusion seems slower at low-T for the 10 keV data. The insensitivity of the
α-yield Y n

α (t;θ) to the angle of sample’s rotation θ (see Fig. 6.3), suggests that a
possible channeling effect cannot be very large, which makes the latter explanation
of a near surface random disorder more probable.
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Figure 6.6: Arrhenius fit to the diffusion rates of 8Li found in this study in (001)-
oriented rutile TiO2 assuming a fully trapping (Ptr = 100%) sample surface and the
implantation profile provided by SRIM for a beam energy of 10 and 25 keV.

A bi-Arrhenius relationship for diffusivity is not uncommon; in vacancy ion
conductors [171], it may occur from a crossover between a region at high-T , where
vacancies are thermally generated, to a region at lower T with a shallower slope.
As α-radiotracer is always only measuring the diffusion of Li+, rather than the net
ionic conductivity, the origin of the two Arrhenius components can’t be the same as
above. While we cannot be conclusive about it, we consider some possibilities.

Using molecular dynamics (MD) in rutile TiO2, Gligor et al. [172] found a
bi-Arrhenius behavior above room temperature for high Li concentrations, but
reported an Arrhenius relation with EA ∼0.22 eV for low concentrations (LixTiO2
with x ≤ 0.06). Gilgor et al. attributed the additional Arrhenius component at
high concentrations to Li+ blocking the c-axis channels, resulting in the collective
motion of several Li+ moving together at high temperatures, whereas individual Li+

ions are thought to be moving at lower temperatures. In spite of the bi-Arrhenius
finding, this MD study contrasts ours, as our measurements were taken in ultra
dilute concentrations of Li+ and the second Arrhenius component was found far
below room temperature.
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To provide a possible explanation of the two Arrhenius components, we consider
a recent β -NMR experiment on rutile [29], which also used an implanted 8Li+ beam
on similar crystals. The β -NMR measurements revealed two peaks in the relaxation
rate 1/T1, one below 100 K and one above 200 K.

Below 100 K, a 0.027 eV barrier was attributed to dynamics of electron-polarons
in the vicinity of the implanted ion [157, 173]. Electron-polarons in rutile TiO2
are manifested as Ti3+ centers, produced by an electron trapped at a normally Ti4+

ion. These extra electrons can be provided either by oxygen vacancies [174], by
doping with Li [173], F or H, by laser illumination [175], or due to electron/hole
excitations produced by the implantation process of an ion beam. When Li+ ions
are introduced in rutile at low temperatures (∼20 K), the interstitial ion has been
shown [173] to occupy a position neighboring a Ti3+ center, forming therefore a
neutral paramagnetic bound Li-polaron complex.

In principle, the dynamics of these complexes might not be diffusive, e.g. the
8Li+ is static and the polaron is thermally trapped by the Li and cycles through
trapping and detrapping. Nonetheless, our current measurement really shows that
there is some long range diffusion of 8Li+ at low-T , with a barrier significantly
different than high-T . While our EL is of a similar magnitude to that found with
β -NMR, it is also compatible with the diffusion barrier predicted from theory for
isolated Li in rutile [148, 156, 157, 159–161, 163, 172]. The α-radiotracer cannot
distinguish whether Li moves either as a simple interstitial, or as part of a Li-polaron
complex, it would only identify their weighted average contribution to the motion
of 8Li+. The similarity of the observed activation energy at low temperatures to
the theoretical value suggests that a small fraction of the Li+ interstitials does not
combine with a polaron, but rather diffuses as a simple ion. If this fraction is small,
that would explain why the low-T pre-factor is so much smaller than the high-T .

It seems possible that the larger activation energy observed above 200 K may
involve diffusion of a more complex object, possibly a Li-polaron complex, or it
could be related to a dissociation energy of Li+ with the polarons, which are known
to form Coulomb bond defect complexes. Indeed, theory predicts a diffusion barrier
of 0.29 eV for the Li-polaron complex and a disassociation energy of 0.45 eV [157],
both comparable to the high-T barrier found here. The Li-polaron complex is overall
electrically neutral, so its movement should contribute to the diffusivity of Li but
not to the ionic conductivity (charge transport). An electric field would not cause it
to move - unless it was strong enough to destabilize the complex (strong potential
gradient). Thus, if it is a neutral Li-polaron complex moving at high-T , one would
expect the impedance measurement to yield a very different Arrhenius slope. This
speaks in favor of the Li-polaron dissociation case, but without further investigation
we cannot exclude the possibility of Li-polaron diffusion, or a combination of the
two aforementioned mechanisms.
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The much larger pre-factor above 200 K, compared to low-T , is also quite
intriguing and is further evidence that these are two very different mechanisms for
diffusion of Li in rutile. Indeed, DH , when written in terms of frequency, yields
τ
−1
H ∼2×1012 s−1, which is in the 1012-1013 s−1 range one would normally expect

from phonons driving a thermally activated motion. Note that this frequency is
∼5000 times smaller than what was found with β -NMR [29], as well as with optical
absorption [60].

The above explanation on the nature of the two Arrhenius components relies on
the assumption that the Li-polaron complex is stable or metastable at high temper-
atures. In the absence of Li doping, the intrinsic Ti3+ polarons [174] are unstable
at high temperatures, with the corresponding electron paramagnetic resonance
(EPR) signals vanishing above 20 K [175]. The Li-polaron complex is shown to be
more stable, with the EPR signal visible up to 50 K [173] (above which the signal
broadens) and the corresponding β -NMR signal being present up to 100 K [29].

There are no studies reporting the existence of Li-polaron complexes above
100 K, but the fact that the dissociation energy for the complex is expected to
be large (0.45 eV [157], an order of magnitude larger than the 0.025 eV thermal
energy at room temperature), suggests that these complexes might be present at high
temperatures and the EPR signal might be broadened by some other process, rather
than the dissociation of the complex. For instance, its broadening could reflect the
mobilization of the complex, or internal excitations (i.e., polaron hopping locally
while still overall bound to Li+.

One could argue that the Li-polaron complex is unbound in equilibrium at high
temperatures (above 100 K), but the ion beam implantation process creates a number
of electron/hole pairs in the vicinity of the 8Li+, which may form the complex with
one of the free electrons at higher temperatures for a short time. However, this
explanation would suggest that the high-T Arrhenius component is beam-induced,
rather than inherent to the crystal and would therefore fail to explain the agreement
of EH with techniques that don’t use an ion beam.

An alternative explanation regarding the nature of the two Arrhenius compo-
nents, would be the opposite of the one discussed above, namely having Li-polaron
complex diffusion at low-T and simple interstitial motion at high-T. This scenario
has the merit of not requiring the Li-polaron complex to be stable at high tempera-
tures and also explains why the low-T Arrhenius component found with β -NMR
has the same activation energy as the one found here. However, it does not provide
any insight as to why the energy barrier predicted by DFT for simple interstitial
motion is ten times smaller than EH and (coincidentally?) agrees with EL, whereas
the predicted values for Li-polaron complex diffusion and dissociation are similar
to EH and an order of magnitude larger than EL.
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6.5 Conclusions

In summary, we used the radioactive α-decay of 8Li to study Li diffusion in a single
crystal rutile TiO2 in the range of 60 K to 370 K.

This work established the feasibility of the α-radiotracer technique, as well
as its applicability to answer science-relevant questions about the Li+ motion in
a Li-battery material. It is the first time that α-radiotracer is used to extract the
activation energy of the Li+ motion in a sample. Moreover, it is demonstrated to be
the only technique to date that can clearly identify the surface boundary condition
of the Li+ motion.

In rutile TiO2, the nanoscale Li diffusion rate was found to exhibit bi-Arrhenius
behavior. We report a high-T activation energy of EH = 0.3341(21) eV, in agree-
ment with measurements carried out with different techniques [29, 60, 68]. At
low temperatures, a second Arrhenius component was revealed, with an activation
energy of EL = 0.0313(15)eV. We suggest that this might be related to a small
fraction of the Li+ that does not bind to a Li-polaron complex but rather hops as a
simple interstitial with an activation energy near theoretical calculations. In addition,
we found evidence that Li traps at the (001)-surface, which could contribute to the
reduced Li uptake at room temperature. We believe that this technique can shed
new light on the Li motion in Li-ion battery materials and across their interfaces.
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Chapter 7

Conclusions and Future Work

7.1 Summary

In this work, we have enhanced the ability to study nanoscale phenomena using the
radioactive β - and α-decays of 8Li and 9Li.

We showed that by comparing the β -NMR spin lattice relaxation rate (SLR) of
8Li and 9Li under the same experimental conditions it is possible to distinguish the
source of relaxation in a given sample (Ch. 3). As a proof of principle, we studied
a Pt foil and a SrTiO3 single-crystal. The SLR in Pt was shown to be primarily
magnetic in origin, whereas in SrTiO3 the main source of relaxation was identified
to be electric quadrupolar. To further develop the isotopic comparison method of
β -NMR, we showed that the 9Li β -NMR asymmetry can be increased by a factor
of at least ∼2, by tagging the decay branches of 9Li in coincidence/anti-coincidence
with an emitted α-particle. The isotopic comparison method can greatly enhance the
capabilities of β -detected NMR, by providing a tool capable of lifting any ambiguity
as to what is the dominant source of spin-lattice relaxation in a given situation.

In the second part of this work, we developed from first principles the α-
radiotracer technique and we used it to study the Li motion in rutile TiO2.

Detailed simulation studies (Ch. 5) were carried out in order to guide the design
of a dedicated spectrometer (Appendix A) and also as a basis of the data analysis
tools required for extracting the diffusion rate of Li+ from the raw α-rate signal.

Using the α-radiotracer technique, we studied the Li+ motion in rutile TiO2, in
which we showed that Li+ gets trapped upon reaching the (001) surface of rutile and
that the diffusion rate of Li+ versus temperature follows a bi-Arrhenius relationship
(Ch. 6). The high temperature component was in agreement with other techniques
and the previously unknown low temperature component yielded important novel
information on the nature of the Li motion. We believe that the α-radiotracer
technique is very effective in studying nanoscale Li+ diffusion, as it is the only
experimental technique that directly measures the Li+ diffusion rate in this scale
and can clearly extract the surface trapping probability of Li+, which has important
implications on the applicability of a given material as part of a Li-ion battery
system.
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7.1.1 Isotopic comparison for distinguishing magnetic and electric
relaxation in β -NMR

As there are instances where the source of the SLR in a β -NMR measurement is
not easily identifiable as either magnetic or electric quadrupolar, we developed the
isotopic comparison method using 8Li and 9Li probes. The basis of the method
is that the SLR of the same element should scale between isotopes based on their
different nuclear characteristics, such as spin and quadrupole moment. For the case
of 9Li and 8Li, we showed that the ratio of the relaxation rates of the two isotopes
in the limit of fast fluctuations is ∼ 7.7 for pure magnetic interactions and ∼ 2.1 for
purely electric quadrupolar.

Following this theoretical result, we performed β -NMR measurements with both
isotopes in two very different materials, namely Pt and SrTiO3. Pt is a metal in which
ion-implanted Li feels a very small, if any, quadrupolar interaction, so the primary
source of relaxation was expected to be through the (magnetic) Korringa hyperfine
interaction to the conduction electrons. Indeed, the ratio of the relaxation rates for
9Li and 8Li yielded 6.82(29), close to the limit of purely magnetic interactions.

In contrast, the same ratio in SrTiO3 was 2.7(3) , very close to the limit of the
spin fluctuations being caused by purely electric quadrupolar interactions. That was
expected from a non-magnetic insulator such as SrTiO3 with very few available
nuclear moments. Indeed, previous measurements with 8Li β -NMR had found all
the usual signs of a dominant electric quadrupolar interaction at the stopping site of
8Li. Hence, we showed that using the isotopic comparison technique with β -NMR
using 8Li and 9Li as probes, it is possible to infer the primary source of spin lattice
relaxation in a given situation.

The 9Li β -NMR measurements dominated both the time investment and the
uncertainty of the isotopic comparison. A large part of the reason behind this
is that 9Li decays into three possible states of 9Be, two of which are associated
with opposite β -decay asymmetry and thus suppress the average β -NMR signal
significantly. To increase the usability of the isotopic comparison, we invented a
method (termed αLithEIA) of partially resolving the decay branches of 9Li, by
tagging each β -decay in coincidence/anti-coincidence with an α-particle. The α’s
are emitted from decays to one of the excited states of 9Be, whereas a decay to
the ground state emits only a β (plus an electron antineutrino for lepton number
conservation). Using the αLithEIA method, we were able to increase the effective
asymmetry of 9Li β -NMR by a factor of ∼2.
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7.1.2 Establishing the α-radiotracer technique for studying
nanoscale Li diffusion

So far, the α-decay of 8Li had been completely neglected as a means of studying
nanoscale phenomena in solids. In this work, we use the rapid attenuation of α-
particles in solids to extract the long-range diffusion rate of Li+ in a direct manner,
with the so-called α-radiotracer technique. This allows one to study at the same
time both the long-range motion of Li+ (using the α-decay) and its local hop-rate
(using β -NMR) with a single ion-implanted radioactive probe (8Li).

To achieve that, we had to study all aspects of the new technique, in order to find
an experimental geometry that is compatible with the constrains of both β -NMR
and the α-radiotracer. This was done using a combination of the Monte Carlo
Geant4 simulation package and custom codes. The findings of that work were an
indispensable guide for the design, development and testing of a novel spectrometer
with the specified characteristics, the so-called cryo-oven.

In addition, the aforementioned simulation study doubled as the basis of the
data analysis tools required for the extraction of the diffusion rate and the surface
trapping probability of Li+ from the raw experimentally-acquired α-rate.

The conclusion of the simulation study regarding the optimum α-detection
geometry was the placement of a thin Al ring just upstream of the sample surface,
coated with a layer of ZnS(Ag) paste (ideally ∼0.1 mm thick). This geometry
maximized the quality of the normalized α-signal without diminishing the effective
solid angle of the detector. The light produced from α-particles reaching the
ZnS(Ag) ring was then guided through a system of lenses to a photomultiplier tube,
whose energy threshold was selected again in order to maximize the quality of the
signal, based on the simulation.

Moreover, the simulation study showed that it is possible to determine the
probability of Li+ trapping at the surface of the sample, in addition to extracting the
diffusion rate and energy barrier of the Li+ motion. These findings then were put to
the test by studying the diffusion of Li+ in single crystal rutile TiO2.

7.1.3 Study of the Li+ motion in rutile TiO2, using the α-radiotracer
technique

Rutile TiO2 is an interesting 1D ion conductor with several open questions regarding
the Li interstitial motion through its c-axis and the fate of Li+ upon reaching its
surface. The much slower Li diffusion in the ab-plane makes it an ideal test case for
α-radiotracer. Indeed we found no evidence of Li motion perpendicular to the c-axis
above the theoretical detection limit of this technique (i.e., Dab�10−12 cm2 s−1),
as expected from other studies showing a much lower diffusion rate. In contrast,
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the c-axis diffusion rate was much larger than 10−12 cm2 s−1 and we were able to
get full temperature scans between 60 K and 370 K with two beam energies (10 keV
and 25 keV).

These data where then fitted with the model developed through the simulation
study (Sect. 7.1.2) and yielded information on both the Li (001)-surface trapping
probability and the temperature dependence of the diffusion rate. Based on the
analysis, we found that Li+ has a probability to get trapped upon reaching the
(001)-surface of rutile larger or equal to 50 %, with no evidence of de-trapping up
to 400 K. In addition, we showed that the temperature dependence of the diffusion
rate follows a bi-Arrhenius relationship, rather than a simple Arrhenius.

The Arrhenius component of the diffusion rate that is dominant at high tem-
peratures was found to have an activation energy of 0.3341(21) eV, in excellent
agreement with other techniques, including our recent β -NMR measurement.

At lower temperatures – below 200 K – a second, previously unknown, Arrhe-
nius component was revealed, having a diffusion barrier of 0.0313(15) eV. Our
recent 8Li β -NMR measurement in rutile [29] had found a second fluctuation mech-
anism below 100 K that followed Arrhenius law with a similar activation energy
0.027 eV, but was attributed to local dynamics with the electron-polaron. As α-
radiotracer is insensitive to local effects, we concluded that part of the β -NMR
signal should be related to long-range Li motion. In addition, the similarity of
the low-T activation energy with the theoretical diffusion barrier of the simple Li+

interstitial, suggests that at low-T a portion of Li+ does not combine with a polaron
and moves as a simple interstitial.

Overall, the work on rutile has showed the capability of the α-radiotracer
technique to study the nanoscale Li motion, but also its power to extract new
information about diffusion and surface trapping of Li+ in technologically relevant
materials.

7.2 Future Work

Moving forward, there are advances to be made in both the isotopic comparison
and the α-radiotracer methods, as well as interesting new research pathways and
material properties to be studied using the aforementioned techniques.

As for the isotopic comparison method, the most impactful immediate advance
is to remove the distortions of the α-tagged spectrum (see Sect. 3.3). This is
expected to further increase the enhancement of the 9Li asymmetry by an additional
factor of ∼ 2. To achieve this, one option would be to move away from the ZnS(Ag)
scintillator and design a different α-detector with suppressed noise and better time
response (i.e., rapid light output). Such an example would be a Si-strip detector.
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Nonetheless, given how successful the current very simple setup is, there is a big
incentive to look for other options for cleaning up the α-tagged spectrum. One such
option would be to add an additional non-polarized pulse in the sequence of positive
and negative helicities (i.e., having a pulse sequence of P+→ P0→ P−). As the
unpolarized beam should result in zero β -asymmetry, any variation of the α-tagged
spectrum from the A = 0 line would be the product of distortion. One could then
subtract the unpolarized spectrum from the helicity-resolved ones and recover the
actual time-evolution of the undistorted spectrum. The obvious drawback of this
option is that it effectively reduces the time used for the actual SLR measurement
by 1/3, so it should only be used if its resulting increase in asymmetry sufficiently
compensates for that.

Turning to the Li diffusion measurements, we propose to further advance and
establish the capabilities of the α-radiotracer technique by studying the motion of
8Li+ across an interface of two Li-ion battery materials, as well as by increasing the
maximum temperature of the cryo-oven. By changing the thermometer lead wires
to higher-T materials, it should be possible to increase the maximum temperature of
the cryo-oven to ∼600 K.

Regarding the study of the Li+ motion through an interesting heterostructure,
we propose to use a thin-film of graphene on rutile TiO2 as our proof-of-principle
experiment. On one hand, it has been shown that capping rutile with graphene
substantially enhances (up to 100%) Li-ion insertion capacity [176, 177], which was
attributed to achieving better conductivity and to a structure that supports insertion
reactions [178]. Based on our result that Li+ traps at the surface of rutile TiO2, we
think that this increase may, to some extent, be due to a more favorable boundary
condition (i.e., a more reflective boundary) for Li intercalation at the surface of rutile.
α-radiotracer is the only technique capable of directly extracting this information,
so we propose to study how the graphene cap changes the Li+ surface trapping
probability. Moreover, the fact that we have already studied extensively the motion
of 8Li+ in rutile TiO2 will expedite the study of Li motion in this heterostructure,
as we won’t have to perform again (during an increasingly limited beam-time) the
control measurement of the temperature dependence of Li diffusing in an uncapped
single crystal rutile TiO2. On the above and on all other samples that we plan to
study with β -NMR and/or the α-radiotracer technique(s), we will perform a rigorous
characterization of their crystal structure and their surface with other techniques,
such as XRD [12] and AFM [14].
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Quesada, M. Raine, M. A. Reis, A. Ribon, A. Ristić Fira, F. Romano,
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Appendix A

The cryo-oven

In this appendix, the characteristics of the new cryo-oven are discussed. The
geometry of this new apparatus is designed around the α-detection system discussed
in Ch. 5.

Starting from the sample itself, it sits on an Aluminum sample holder, which
contains three sample positions and two thermometers, one Pt resistor and one
Si diode (see Fig. A.1). The Pt resistor can measure temperatures up to 873 K
(600 ◦C), but does not work below 30 K, whereas the Si diode is functional at low
temperatures but unable to measure above 523 K (i.e., 250 ◦C).

Figure A.1: Figure showing the sample holder used in the cryo-oven assembly. The
top picture (F) is the side facing the beam and the lower one (B) the back of the
sample holder. At the right hand side, the two thermometers are visible, both the Pt
resistor (top picture) and the Si diode (lower picture). To their left, the three sample
positions can be seen. On the middle position, there is an Al2O3 crystal coated
with ZnS(Ag) and capped with a 3 mm � Al collimator. It is used for 8Li+ beam
diagnostics. On the top and bottom positions, the (001) and (110)-oriented rutile
TiO2 samples are sitting on the 7x7 mm2 slot, which has a circular gap around it for
the light emitted from the ZnS(Ag) to go through. On the front of the two samples
(top picture), there is an Al ring coated with ZnS powder. At the rightmost sample,
this ring is visible, as the Al collimator was not installed yet at the time the picture
was taken. The Al collimator is then installed on top of the Al ring, as shown in the
leftmost sample position. It allows only the centered part of the 8Li+ beam to reach
the sample.
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The sample-mounting concept and process is identical to the conventional β -
NQR cryostat, as discussed in Sect. 2.2.2. The only difference is that the samples
intended to be studied with the α-radiotracer technique should be mounted on a
special 7x7 mm2 base, which sits on the regular 12x12 mm2 slot. On the upstream
side of the sample, a ring painted with ZnS(Ag) and a Al mask with a pinhole are
also mounted (see Fig. A.1).

The Al collimator, mounted ∼1 mm upstream of the sample, stops the 8Li beam
from getting implanted off-center, as discussed in Ch. 5.

The light produced from the ZnS(Ag) ring passes through the peripheral hole
around the 7x7 mm2 base and can reach the photomultiplier tube (PMT) lying
outside vacuum after getting focused on its front surface by a system of two convex
lenses. The first lens is mounted on the radiation shield of the cryo-oven, whereas
the second one is mounted outside vacuum, at the front of the PMT housing. This
light-collection system is depicted on Fig. 5.2.

The lower region of the cryo-oven, with the α-detection, the cooling and heating
systems visible, can be seen on Fig. A.2a. In the two cuts shown in that figure, one
can identify the following parts:

1. The front (Fig. A.2a) and back (Fig. A.2b) sides of the three sample positions
on the Aluminum sample holder at the end of a hollow stainless steel rod.

2. The position of the Si diode (Fig. A.2a) and Pt resistor (Fig. A.2b) thermome-
ters occupying the topmost (blind) position on the sample holder.

3. Vertical-cut views of the radiation shield installed around the sample region.

4. View of the beam collimator positioned on the radiation shield upstream of
the sample (Fig. A.2a).

5. Images of the optical viewport with a convex lens positioned on the radiation
shield at the back (i.e., downstream) side of the sample.

6. The Al wedge piece on which the sample holder sits.

7. The electric heater.

8. The liquid He inlet tube.

9. The liquid He exhaust tube.

In addition to the two above-mentioned thermometers on the sample holder,
there is a thermometer mounted on the Al wedge piece, one on the copper heater
and one on the radiation shield, all Pt resistors.
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Fig. A.3a shows the whole cryo-oven assembly both externally (Fig. A.3a) and
as an isometric cut (Fig. A.3b). The system’s key components are enumerated as
follows:

1. The radiation shield installed around the sample holder.

2. View of the beam collimator positioned on the radiation shield upstream of
the sample.

3. Images of the optical viewport with a convex lens positioned on the radiation
shield at the back (i.e., downstream) side of the sample.

4. View of one of the two windows allowing the β -particles to reach the two
beta detectors positioned at the left and right sides of the sample (Fig. A.3a).

5. The liquid He inlet tube.

6. The liquid He inlet port.

7. The liquid He exhaust tube.

8. The liquid He exhaust port.

9. The upper stainless steel flange with the rotatable bellows allowing the cryo-
oven alignment with the beamline.

10. The ports of the electrical feedthroughs used for the thermometers and the
heater positioned on the cryostat and the radiation shield.

11. The port of the electrical feedthroughs passed through the hollow sample rod
for the thermometers on the sample holder.

12. The load lock valve that allows the differential pumping during the sample
change process.
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(a) (b)

Figure A.2: Images of two SolidWorks cuts of the lower region of the cryo-oven
assembly with the various parts enumerated. See text for details.
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(a)
(b)

Figure A.3: Images of two SolidWorks overviews of the cryo-oven assembly with
the various parts enumerated. See text for details.
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Appendix B

Geant4

This Appendix discusses how the Geant4 project used in this thesis is structured.
The assumption is that it runs on a Unix-type operating system (e.g., Linux), as
Geant4 is almost incompatible with Windows.

As discussed in the Ch. 5, the Geant4 code doesn’t have to be used per se in
order to compile the library of Y n

α (t) versus D, but rather Geant4 is required in order
to provide the probability of alpha detection versus depth, each time some aspect
of the experiment (such as sample properties, detector geometry, energy threshold)
changes. Nonetheless, the project presented here can generate both the α-detection
probability vs depth and the actual Y n

α (t;D) signal, simply by changing the input
macro file.

B.1 Getting started

An overview of Geant4 can be found here: https://geant4.web.cern.ch/
Upon downloading the source code, detailed instructions on how to build

and install Geant4 can be found here: http://geant4-userdoc.web.cern.ch/
geant4-userdoc/UsersGuides/InstallationGuide/html/installguide.html

After the Geant4 software is installed, the novice user can familiarize themselves
by going through the example projects provided by the Geant4 development team
and are distributed as part of the Geant4 source code.

B.2 The project code tree

Turning now to the project at hand: The classes defining the Geant4 project devel-
oped as part of this thesis are very long. If printed here, they would cover more than
80 pages. Instead, they can be found and downloaded at the link: https://github.
com/arishadj/LiDiffusion-v2 together with all secondary files needed for the
execution at https://github.com/arishadj/LiDiffusion-v2-build.

The following supposes that the source code of the project is copied in a
folder named LiDiffusion-v2, where the main class file LiDiffusion.cc and the
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CMakeLists.txt lay, as well as two secondary folders, src and include. src contains
the .cc files of the Geant4 code and include the header files with the extension .hh:

LiDiffusion-v2/

LiDiffusion.cc

CMakeLists.txt

src/

LiActionInitialization.cc

LiDetectorConstruction.cc

LiDetectorMessenger.cc

LiEventAction.cc

LiPrimaryGeneratorAction.cc

LiPrimaryGeneratorMessenger.cc

LiRun.cc

LiRunAction.cc

LiSteppingAction.cc

PhysicsList.cc

include/

Analysis.hh

LiActionInitialization.hh

LiDetectorConstruction.hh

LiDetectorMessenger.hh

LiEventAction.hh

LiPrimaryGeneratorAction.hh

LiPrimaryGeneratorMessenger.hh

LiRun.hh

LiRunAction.hh

LiSteppingAction.hh

PhysicsList.hh

The CMakeLists.txt file allows the compilation of the project. For more details
on how to build and compile a Geant4 project, see:

http://geant4-userdoc.web.cern.ch/geant4-userdoc/UsersGuides/

InstallationGuide/html/quickstart.html

The compiled code lies on a second folder LiDiffusion-v2-build, which also
includes the shell environment setup script for Geant4 geant4.sh and all other
secondary files needed for this project:

LiDiffusion-v2-build/

LiDiffusion

geant4.sh

standard t.mac

init vis.mac
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vis.mac

ProbVsDepth.C

cmake install.cmake

Makefile

DiffusionProfiles/

EnergyHistograms/

beta.txt

AlphaEnergySpectrum.txt

Wilkinson raw data.txt

AlphaSpectrum.C

alpha spectrum params

SRIM/

TiO2 25keV.txt

...etc...

TiO2 25keV/

...etc...

ROOTfiles/

NormalizedSignal.C

The function of each file, both from the source code and the secondary auxiliary
files, will be discussed below.

B.3 Running the simulation

To run the compiled code, simply open a terminal in the LiDiffusion-v2-build folder
and execute:

1 >> s o u r c e g e a n t . sh
2 >> . / L i D i f f u s i o n

This initializes the Geant4 code. After the end of this process, the user can apply
commands that either define parameters of the simulation, or start the simulation
itself. Because the simulation at hand is rather complex and is designed to be
flexible, a large number of parameters have to be defined by the user prior to the
simulation start. This is taken care by a macro file, such as standard t.mac. To run a
macro file, the user should use the command:

1 I d l e > / c o n t r o l / e x e c u t e s t a n d a r d t . mac / / o r n a m e o f a n o t h e r m a c r o

The standard t.mac has the visualization capabilities of Geant4 turned off, in
order to speed up the performance. If the user wants to visualize the geometry of
the simulation, the macro file init vis.mac should be used instead.
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B.4 Structure of the Geant4 project

B.4.1 LiDiffusion.cc

LiDiffusion.cc is the main class of the project. It defines the random number gen-
erator, chooses between single-threaded and multi-threaded programming styles
and instantiates the runManager, by creating instances of the main classes required
for the simulation. These are the LiDetectorConstruction, which defines the ge-
ometry of the simulation (see Sect. B.4.2), the PhysicsList that defines the models
of the physical interactions to be used in the simulation (Sect. B.4.3) and the Li-
ActionInitialization class (Sect. B.4.4), which instantiates all other parts of the
simulation.

B.4.2 LiDetectorConstruction/LiDetectorMessenger

The LiDetectorConstruction class defines all the information regarding the materi-
als and the geometry of the simulation. The user can change most aspects of the
geometrical structures (materials, sizes etc) using the macro file, which passes these
inputs to LiDetectorConstruction through the LiDetectorMessenger class. LiDetec-
torMessenger contains the definition of the available commands for changing the
geometry of the simulation.

The header file LiDetectorConstruction.hh contains the definitions of all public
and private functions, as well as all protected objects that are used during the
simulations (e.g., the G4LogicalVolume structures).

The .cc file contains the definition of all relevant methods. MakeMaterials()
instantiates the material manager and defines the default material of each component
(e.g., sample, detector etc). Construct() is the main function that defines and creates
the geometry of the simulation, as well as which LogicalVolumes correspond to
which detector. This source code also contains a number of auxiliary functions that
are used to define the material of each component, e.g., SetSampleMaterial(...) sets
the material of the sample, as defined by the user through the macro file.

Finally, the class LiDetectorConstruction containts the methods required in
order to import the SRIM implantation profile and calculate the temporally-evolved
depth profile. These methods are called at the LiPrimaryGeneratorAction class that
defines the properties of the particle beam, but are placed in LiDetectorConstruction,
in order to allow for parallel execution of the simulation, as LiDetectorConstruction
is shared between all CPU cores, in contrast with the LiPrimaryGeneratorAction
which is defined locally in each core.

The method CheckDepthDistribution() checks if the depth distribution for the
user-defined diffusion rate, boundary condition and point in time already exists in
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the folder .../LiDiffusion-build/DiffusionProfiles/NAMEofSRIMfile/
For instance for a diffusion rate 10−9 cm2 s−1, a trapping boundary condition

at the sample’s surface, SRIM file TiO2 25keV and time 0.1 s, it will seek the file
.../LiDiffusion-build/DiffusionProfiles/TiO2 25keV/D1e-09t0 1accumulative.txt. If
it exists, then it will just get imported. If not, then the method: MakeDepthDistribu-
tion(...) will be invoked.

MakeDepthDistribution(...) creates the time-evolved profiles starting from the
SRIM file. It calls the method ReadSRIMProfile(...) to import the SRIM profile and
then calculates the depth distribution for the requested point in time by stepping
from time t = 0 and calculating all intermediate distributions with a finite differences
numerical code. Until the BeamOff time, the initial implantation distribution gets
replenished at each time increment and the depth profile is evolved in time using
Fick’s Second law (Eq. 5.1).

After the final depth profile is calculated, it is used by the method SetCoeffi-
cients(...) to define the coefficients needed to sample the profile by the random
number generator of the LiPrimaryGeneratorAction class.

B.4.3 PhysicsList

PhysicsList class defines which models will be imported in order to simulate all rele-
vant physical interactions. The classes G4EmLivermorePhysics and G4EmExtraPhysics
are used for the electromagnetic interactions, as they are considered the most accu-
rate models in the MeV energy region [179]. G4HadronElasticPhysics defines the
nuclear elestic scattering and G4HadronPhysicsQGSP BERT imports the Bertini
model for the hadronic interactions, as it is deemed the most suitable for energies
below ∼10 GeV [180].

B.4.4 LiActionInitialization

LiDetectorConstruction and PhysicsList are the two classes that are shared by
all CPU cores, i.e., they are running in the master thread. LiActionInitialization
instantiates both the master thread - with the method BuildForMaster() - and each
parallel thread with the method Build().

Each thread creates instances of the classes LiRunAction, which defines the
output of the simulation (see Sect. B.4.6), the LiPrimaryGeneratorAction class,
which defines the properties of the “particle gun” (see Sect. B.4.5), LiEventAc-
tion (Sect. B.4.6), which collects all relevant information after the simulation of
each “event” (i.e., each 8Li decay) and the LiSteppingAction, which collects the
energy deposited in the detectors during each “step” of each particle’s trajectory
(Sect. B.4.6).
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In a nutshell, the structure of the simulation is the following: Each thread creates
the primary particles (i.e., the products of an 8Li decay) with an initial position,
momentum, energy and direction defined by the user or through statistical distri-
butions and random number generation. Each of these particles is propagated in
the geometry of the simulation in small steps. At each step, all relevant physical
interactions are applied in a stochastic manner. They can generally result in energy
loss, momentum/direction changes and secondary particle creation. At the end of
each step, the energy deposited at the detectors is collected by the class LiSteppin-
gAction, which passes it to the class LiEventAction. The above tracking process
continues until each primary particle loses all its energy, or propagates out of the
defined simulation geometry. Then, the same process is repeated for each produced
secondary particle.

LiEventAction accumulates the energy deposited in the detectors during the
whole tracking of all particles created by a single 8Li decay and passes the total
energy deposited at that decay event to the LiRunAction class which registers it in
an output ROOT file.

B.4.5 LiPrimaryGeneratorAction/LiPrimaryGeneratorMessenger

LiPrimaryGeneratorAction defines all properties of each primary particle to be
tracked in the simulation geometry in the main method GeneratePrimaries(...). The
(x,y) coordinates of the decay are generated by a Gaussian distribution, with center
and sigma values defined by the user in the macro file through the LiPrimaryGenera-
torMessenger class. The decay depth follows the distribution defined by the method
MakeDepthDistribution(...) of the LiDetectorConstruction class (see Sect. B.4.2).

If the user wants to generate the probability vs depth instead of simulating the
Y n

α (t) signal, then they should pass a negative value for time through the macro file.
Then LiPrimaryGeneratorAction will generate a flat distribution of depths in the
first 20 µm.

The beta particle coming from the 8Li beta decay is assigned a random energy
following the experimental beta energy distribution by calling the method Make-
BetaDistribution() which reads the auxiliary file beta.txt (Sect. B.2) and creates a
random number following that distribution. Its momentum direction is completely
random. To take into account the spin polarization of the beam, a custom code
should be inserted here. As this is inconsequential for the diffusion study, it is
omitted.

For each decay event, a pair of alpha particles emitted back-to-back at the
same coordinates as the beta are also generated. Their energy follows the energy
distribution defined in the auxiliary file AlphaEnergySpectrum.txt. This file is created
using the experimental values of the spectrum from [93] by running the ROOT file
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AlphaSpectrum.C. As the file AlphaEnergySpectrum.txt is already defined, the user
does not have to recompile it each time.

B.4.6 LiRunAction/LiEventAction/LiSteppingAction

LiSteppingAction gets the information of the current coordinates of the trajectory of
each propagating particle, checks if it is inside some detector defined at LiDetector-
Construction (Sect. B.4.2) and if it is, passes the energy deposited in that detector
by the tracked particle during the current step of its trajectory to the LiEventAction
class.

LiEventAction class sums at the end of each decay event the energy deposited in
the detectors by all/some particles in all the steps of their trajectories and fills the
histograms defined in the LiRunAction class with the relevant values.

LiRunAction defines what information will be stored in the output ROOT file.
It creates a number of histograms to be filled (e.g., the histogram of the 8Li depth
distribution in the sample), as well as a “Ntuple” structure, which contains “leafs”
with the relevant information of each decay event (e.g., decay depth and energy
deposited at the detector).

B.4.7 Output files

The output of the simulation is a .root file. If the simulation was aiming to get the
probability of detecting an alpha versus decay depth, then one has to run the ROOT
file ProbVsDepth.C with ROOT, in order to generate the relevant .txt file from the
raw .root output file.

If the chosen output is the Y n
α (t) signal, then upon completion of all simulations

(one for each chosen instance in time), the .root files should be moved to the
ROOTfiles folder and the code NormalizedSignal.C should be executed with ROOT
in order to generate the normalized alpha signal from the raw energy deposition at
the detector.

To change the detector threshold, one has to manually change the value defined
in the ProbVsDepth.C and NormalizedSignal.C files, but can use the same .root
files in order to re-calculate the Y n

α (t) signal. The detector threshold can be defined
either directly by an energy value (e.g., 2 MeV), or indirectly by choosing which
percentage of the highest energy alphas should be detected (e.g., the 30 % of the
highest energy alphas corresponds to an energy threshold of roughly 2 MeV).
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B.4.8 Macro (input) file

The macro files with the extension .mac define all parameters of a simulation. For
instance, the following commands define the verbose levels of the simulation:

1 / c o n t r o l / v e r b o s e 0
2 / c o n t r o l / s a v e H i s t o r y
3 / run / v e r b o s e 0
4 / c o n t r o l / c o u t / i g n o r e T h r e a d s E x c e p t 0
5 / e v e n t / v e r b o s e 0
6 / t r a c k i n g / v e r b o s e 0

The following commands then define the various geometrical characteristics of
the sample, (optional) substrate and alpha detector:

1 / L i D i f f u s i o n C o d e / geomet ry / c r e a t e S a m p l e M a t e r i a l 3 . 1 5 Mg 1 F 2
2
3 / L i D i f f u s i o n C o d e / geomet ry / se tSampleWid th 7 mm
4 / L i D i f f u s i o n C o d e / geomet ry / s e tSampleDep th 500 um
5 / L i D i f f u s i o n C o d e / geomet ry / s e t S u b s t r a t e W i d t h 7 mm
6 / L i D i f f u s i o n C o d e / geomet ry / s e t S u b s t r a t e D e p t h 500 um
7 / L i D i f f u s i o n C o d e / geomet ry / s e t D e t e c t o r W i d t h 0 . 4 mm
8 / L i D i f f u s i o n C o d e / geomet ry / s e t D e t e c t o r D e p t h 0 . 1 mm
9 / L i D i f f u s i o n C o d e / geomet ry / s e t D e t e c t o r R a d i o u s 5 . 7 2 mm

10 / L i D i f f u s i o n C o d e / geomet ry / s e t F i l e n a m e MgF2

In this case, the sample would be a 7x7x0.5 mm3 MgF2. The substrate has
nominally the same size, but as its material is not defined in the macro file, it takes
its default value of being made of vacuum, i.e., it does not exist. The alpha detector
is a ring (with its internal side cut at a 45o angle) and the above commands define
its radius, width and depth. As its material is not defined in this macro file, it takes
its default value of being made of ZnS(Ag).

The characteristics of the particle beam and the requested instance in time to be
simulated are defined by the following commands:

1 / L i D i f f u s i o n C o d e / geomet ry / L i I o n s P e r P u l s e 1000000
2 / L i D i f f u s i o n C o d e / geomet ry / setBeamOnTime 1 s
3 / L i D i f f u s i o n C o d e / geomet ry / se tSRIMf i l ename TiO2 25keV
4 / L i D i f f u s i o n C o d e / geomet ry / s e t D i f f u s i o n R a t e 1e−11
5 / L i D i f f u s i o n C o d e / geomet ry / s e t B o u n d a r y C o n d i t i o n r e f l e c t i v e
6 / L i D i f f u s i o n C o d e / geomet ry / se tT ime 0 . 1 s
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The above commands define that the ion beam will contain 106 Li ions, which is
taken into account during the beam implantation time, defined to be 1 s. The SRIM
file to be imported is the TiO2 25keV (i.e., a 25 keV 8Li+ beam implanted into TiO2)
and this initial depth distribution is to be developed in time with a diffusion rate
of 10−11 cm2 s−1 and a reflective boundary condition at the surfaces of the sample,
until the depth distribution at the requested point in time (t =0.1 s) is calculated.

Finally, the following commands update the parameters with the user-defined
values and instantiate the simulation, in this case with 107 8Li decays.

1 / L i D i f f u s i o n C o d e / geomet ry / d i a g n o s t i c s 1
2 / L i D i f f u s i o n C o d e / geomet ry / u p d a t e
3
4 / run / beamOn 10000000

To generate a full Y n
α (t;D) signal, the above commands should be re-defined

in succession for each required point in time. To generate the probability vs depth
distribution, then the /LiDiffusionCode/geometry/setTime command should be set
to some negative value (e.g. −1). In this case, it is recommended to run very long
simulations, at least 106 decay events per nanometer of the profile.

153


	Abstract
	Lay Summary
	Preface
	Table of Contents
	List of Tables
	List of Figures
	Acknowledgments
	Dedication
	Introduction
	Importance of nanomaterials
	Experimental techniques to study nanoscale phenomena

	Li-ion Diffusion - Solid State Li-ion Batteries
	Importance of Li-ion Batteries
	Experimental Methods for Studying Solid State Diffusion
	Studying nanoscale Li diffusion

	Organization of this Thesis

	Beta-detected Nuclear Magnetic Resonance
	Physics of -NMR
	Experimental Details of -NMR at TRIUMF
	Polarized Beam Production and Delivery
	-NMR and -NQR Spectrometers
	Beam Implantation Profiles

	Spin Interactions of -NMR probes in a lattice
	Magnetic Interactions 
	Electric Quadrupolar Interactions

	Types of Measurements
	Resonance Spectra
	Spin Lattice Relaxation Spectra

	Enhancing the capabilities of -NMR using  detection

	Using -tagged 9Li -NMR to Distinguish the Source of Spin Lattice Relaxation in 8Li -NMR
	Isotopic Comparison Method
	Experimental Demonstration of the Isotopic Comparison Method 
	Platinum 
	Strontium Titanate 
	Ratio of Relaxation Rates 

	Enhancing the Effective Asymmetry of 9Li Using -tagging
	LithEIA Method
	Experimental Testing of the LithEIA Method on ZnS(Ag)

	Conclusions 

	Principles of Interstitial Diffusion in Solids
	Macroscopic Theory of Solid State Diffusion
	Fick's Laws
	Temperature Dependence of Diffusion: Arrhenius Law

	Microscopic Theory of Diffusion
	One Dimensional Random Walk
	Boundary Conditions
	Einstein-Smoluchowski Law
	Isotopic mass effect on diffusion


	Principles of Studying Nanoscale Lithium Diffusion Using the -Decay of 8Li
	Basic Principles of the 8Li -radiotracer Technique
	Simulations of -Detected Lithium Diffusion
	Temporal Evolution of the Diffusion Profiles
	Geant4 Simulations

	Calculating the -radiotracer signal
	Conclusions

	Measurements of 8Li Diffusion in Rutile using  Detection
	Rutile - General Characteristics
	Experimental Details
	Experimental Results on Rutile TiO2 Using the -radiotracer Technique
	Arrhenius Fits and Discussion
	Conclusions 

	Conclusions and Future Work
	Summary
	Isotopic comparison for distinguishing magnetic and electric relaxation in -NMR
	Establishing the -radiotracer technique for studying nanoscale Li diffusion
	Study of the Li+ motion in rutile TiO2, using the -radiotracer technique

	Future Work

	Bibliography
	The cryo-oven
	Geant4
	Getting started
	The project code tree
	Running the simulation
	Structure of the Geant4 project
	LiDiffusion.cc
	LiDetectorConstruction/LiDetectorMessenger
	PhysicsList
	LiActionInitialization
	LiPrimaryGeneratorAction/LiPrimaryGeneratorMessenger
	LiRunAction/LiEventAction/LiSteppingAction
	Output files
	Macro (input) file



