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Abstract

This dissertation provides a novel perspective on neutrality in vowel harmony, using evidence from multiple front/back and ATR harmony systems. While many standard accounts of harmony assume an equivalence between vowels that are neutral to harmony and those that lack a counterpart in the harmonic feature (e.g. van der Hulst 2016), this correspondence is demonstrably false in both directions. For example, in Hungarian (Chapter 3), [e:] lacks a harmonic counterpart, but is not consistently neutral to front/back harmony, in that it can alternate harmonically in some suffixes with [a:]. Conversely, in Mayak (Chapter 9), [a] has a contrastive ATR counterpart, yet is nonetheless neutral to ATR harmony.

I argue that these types of patterns force a new, target-focused approach, where participation is based on the drive of specific vowel qualities to undergo harmony; neutrality results when this drive is insufficient to force unfaithfulness. This idea is motivated by cross-linguistic and phonetic facts suggesting that vowels that are low and/or rounded are inherently better targets of front/back harmony, while higher vowels are better targets of ATR-dominant harmony.

I implement this approach formally in Harmonic Grammar; the harmony constraint is scaled by the quality of a vowel as a potential target, parallel to Kimper’s (2011) trigger strength scaling. This account can capture the complexities in the relationship between contrast and neutrality in a variety of harmony systems, including the gradience of neutrality (the height effect) in Hungarian (Hayes & Londe 2006), and paired neutral vowels in Mayak (Andersen 1999), among other cases. I argue that this view of harmony is necessary: neutrality is crucially about the quality of a vowel as a potential target of harmony, where target quality is determined in a cross-linguistically consistent, phonetically motivated way.
Lay summary

The goal of this dissertation is to establish and analyze the generalizations about which sounds can be exempt from a process called HARMONY, in which sounds within a word must match in some aspect of how they are pronounced. It is often the case that certain sounds, called NEUTRAL, are not subject to this requirement, and an ongoing question in linguistics is to determine which sounds are neutral and why. One of the most common generalizations made about neutral sounds is that they are those that lack a counterpart, produced in all the same ways except the aspect in which sounds must match for harmony. I discuss a number of languages in which this equivalence is false and provide a novel analysis, based on the relative drive for particular sounds to agree in particular properties.
Preface


All of the aforementioned chapters have been modified from their published form. The remainder of the dissertation is unpublished, original work by me.
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Chapter 1: Introduction

1 Background

Vowel harmony is a phonological process in which vowels within a domain, typically a phonological word, must agree in some feature. For example, in Hungarian, vowels must agree in the feature [back], such that the dative suffix alternates between [-nɔk], with a back vowel, and [-nɛk], with a front vowel, depending on whether the vowels in the root are back or front respectively; examples include [haːz-nɔk] ‘house-DAT’ versus [tyːz-nɛk] ‘fire-DAT’ (Siptár & Törkenczy 2000). In vowel harmony systems, certain vowels can be neutral, such that they are not subject to this agreement requirement; an example in Hungarian occurs with the vowel [i], which can occur with back vowels in examples like [pɔːpiːr-nɔk] ‘paper-DAT’ (Siptár & Törkenczy 2000). As expected, [i] can also occur with front vowels, in cases like [ɾəvid-nɛk] ‘short-DAT’ (Siptár & Törkenczy 2000).

Vowel harmony is an extremely well-studied phonological phenomenon, and within that, a great deal of research focuses on neutral vowels, namely those that are exempt from undergoing harmony (e.g. Vago 1973; Goldsmith 1985; van der Hulst 1985; Ringen 1988; Archangeli & Pulleyblank 1994; Pulleyblank 1996; Ringen & Vago 1998; Kiparsky & Pajusalu 2003; Krämer 2003; Pulleyblank 2004; Archangeli & Pulleyblank 2007; Nevins 2010; Gafos and Dye 2011; Kimper 2011; Törkenczy et al. 2013; etc.). A considerable amount of research has been devoted to distinguishing between neutral vowels that are opaque, interrupting harmony, versus transparent, allowing harmony to pass through them (e.g. Kiparsky & Pajusalu 2003; Kimper 2011; Walker 2012; van der Hulst 2016), but less research has examined what determines whether a vowel is neutral at all, although it is a major focus of Archangeli & Pulleyblank (1994).
In the literature, an equivalence is often drawn between neutrality and lack of contrast for the harmonic counterpart, both explicitly as well as implicitly in the analysis. In other words, the idea is that a vowel will participate in harmony except when doing so is impossible due to a lack of harmonic counterpart in the inventory (e.g. Ringen and Vago 1998; Kimper 2011; Walker 2012; van der Hulst 2016). For example, in Finnish, the back vowels [a, u, o] and the front vowels [æ, y, ø] are three respective sets of harmonic counterparts, in that they differ only in the feature [back]; in contrast, there are no back vowels in the Finnish inventory that differ from the front vowels [i] and [e] in only this feature.

This assumption about the connection between neutrality and lack of contrast has been made since the beginning studies of neutrality within generative grammar. For example, Halle (1964) uses the neutrality of [i] to Finnish front/back harmony as an example of how non-contrastiveness for a given feature can allow a segment to be exempt from phonological patterns. Similarly, in many rule-based analyses of harmony (e.g. Lightner 1965; Vago 1973; etc.), neutrality is derived by having all vowels undergo harmony, followed by a process of absolute neutralization for vowels that are not contrastive for the harmonic feature. Applying this approach to the Finnish case, /i/ would harmonize to [ɯ] in back-harmonic words, but then the absence of a high back unrounded vowel in Finnish means that an absolute neutralization rule would then change [ɯ] back to [i]. Evidently, such an analysis is possible only if the harmonic counterpart of the neutral vowel cannot surface in the language.

This idea that neutrality and lack of contrast are equivalent is not limited to earlier literature; it is still present in a great deal of modern research. For example, van der Hulst (2016) draws a direct equivalence between neutrality and unpairedness in stating that “The non-advanced low vowel /a/ in Tangale misses a harmonic counterpart. This is what we call a neutral
vowel.” A version of this idea has also been advanced as part of the Contrastive Hierarchy (Dresher 2009), in which contrast is linked to feature specification; this type of approach can predict that segments without counterparts can participate in a harmony system, if they are appropriately specified, but not that segments with counterparts can be neutral.

Despite this pervasive view of neutrality, the connection between neutrality and lack of harmonic counterpart is false in both directions, and some literature, such as Archangeli & Pulleyblank (1994), has suggested divorcing the concepts. Vowels with counterparts may nonetheless be neutral; this occurs in Mayak (Chapter 9), where low vowels are contrastive for ATR but generally neutral to ATR harmony (Andersen 1999). Conversely, vowels without contrastive counterparts may nonetheless be targets of harmony, either through re-pairing (changing an additional feature; Baković 2000), or by participating allophonically. For example, in Alur (Chapter 7), there is no ATR low vowel in the language, but the RTR low vowel [a] undergoes harmony in some contexts by re-pairing to the mid vowel [e], which is otherwise the ATR counterpart of [ɛ] (Kutsch Lojenga 1991). In Mayak (Chapter 9), the mid RTR vowels do not have contrastive ATR counterparts, yet ATR mid vowels occur allophonically as the result of harmony (Andersen 1999).

This dissertation considers these types of complexities in the relationship between neutrality and lack of contrast, in a variety of front/back and ATR harmony systems, most of which are problematic for a traditional view of neutrality and most existing theoretical analyses of vowel harmony. I propose a novel theoretical analysis that is a revised way of viewing participation and neutrality in harmony. Under this approach, participation is based in part on vowel-specific asymmetries in the drive to undergo harmony. I formalize this idea by extending
Kimper’s (2011) idea of scaling harmony constraints by their triggers to targets, and I show that this account can predict a number of patterns that are problematic in other approaches.

2 Central questions and main point

The central question posed by this dissertation is what participates in harmony and why. I look specifically at front/back harmony and ATR-dominant harmony, as these types of vowel harmony systems are widespread and tend to have particularly interesting target asymmetries in some well-described languages.1 Despite all the literature that draws an equivalence between lack of contrast and neutrality, it is known that these two properties are independent in at least some languages, but what is less clear is how exactly neutrality does get determined in these cases, and how we can analyze such patterns within a theoretical framework. This dissertation aims to address such questions. It is worth noting that there is a match between lack of contrast and neutrality in many languages, and this connection is not merely a coincidence, because the same markedness constraints that create an inventory gap can, under the right conditions, also result in a vowel being neutral to harmony.2 This dissertation does not argue that such an approach is wrong for the languages for which it works, but rather that such harmony-independent mechanisms cannot be the sole way in which neutrality is established.

The equivalence that has been drawn between neutrality and lack of contrast is really two separate claims, but is false in both directions: not all neutral vowels are non-contrastive for the harmonic feature, and not all vowels that are non-contrastive for the harmonic feature are neutral. Moreover, there are patterns independent of contrast in terms of which vowels are neutral, such

---

1 Other types of harmonies do also show interesting target asymmetries, as described for instance for rounding harmony by Kaun (1995). I simply focus on front/back and ATR-dominant harmonies for reasons of scope.
2 Of course, there is also the possibility that reports of neutrality are wrong, as is the case for Kinande, which was often reported to have a neutral low vowel that in fact participates in regressive harmony allophonically (Gick et al. 2006).
as the height effect that has been described for front/back harmony (e.g. Hayes & Londe 2006), in which higher vowels are more likely to be neutral. Such patterns are justifiable in terms of the phonetic properties of the relevant vowels.

In this dissertation, I argue that such patterns should be incorporated into formal analyses, and in fact need to be, in order to provide adequate accounts of a number of languages. While languages can (and sometimes do) use the same mechanisms to define both inventory structure and participation in the harmony system, and indeed such an approach may be the right analysis for a majority of harmony systems, this cannot account for all cases of neutrality. Instead, there must be an additional harmony-specific mechanism that other languages use in order to establish which segments participate in harmony. In other words, the penalty for a disharmonic form should depend on which vowels are interacting.

3  Formal proposal

In this thesis, I will argue for a specific formal proposal in which the vowel quality of the target is integrated into the penalty for disharmony. This analysis is situated in Harmonic Grammar (HG; Legendre et al. 1990a; b; Smolensky & Legendre 2006; Pater 2009), which is a version of Optimality Theory (OT; Prince & Smolensky 1993) in which constraints are weighted rather than ranked; the ‘harmony score’ of the candidate is determined by summing penalties across its constraint violations, and the winning candidate is the one with the highest harmonic score. Although any type of harmony constraint could work with the target-scaling approach, I adopt harmony-driving constraints adapted from Pulleyblank (2004), which penalize disharmonic V-V combinations, and which identify one vowel as the focus or ‘target’ and the other as the context or ‘trigger’; violations are counted based on the focus. An example is *[RTR]≈[ATR], which
assigns a violation for every RTR vowel (the focus/target, noted with an underline) followed at any distance by an ATR vowel (the context/trigger); I adopt this constraint over other possibilities because it has a relatively natural way of identifying which vowels are subject to trigger scaling versus target scaling. While I refer to the focus as the ‘target’ and the context as the ‘trigger’, this constraint can equally well be satisfied by harmony in the opposite direction; in other words, these are standard markedness constraints that penalize a configuration without requiring a particular solution.

In order to incorporate the target-based generalizations that are the focus of this dissertation, I adopt and extend the notion of ‘scaling factor’ from previous works like Kimper (2011). Scaling factors, in this usage, are constants based on specific properties of the violation; the base weight of a constraint is multiplied by any relevant scaling factors to determine the entire penalty for the violation. Kimper (2011) uses such scaling factors on the harmony constraint for trigger ‘strength’ (i.e. propensity of a particular vowel to trigger harmony) and trigger-target distance. In this dissertation, I extend this use to target ‘goodness’, or the susceptibility of a particular vowel quality to undergo harmony. In this way, the penalty incurred for disharmony depends on the particular vowel that could have undergone harmony but did not, such that the vowel-quality-based difference in the propensity of different vowels to undergo harmony is incorporated into the penalty assigned by the harmony constraint.

Considering the constraint *[RTR]≠[ATR]*, we can scale it for the combination of distance, trigger, and target, as will be done in Chapter 8 for Lango. Looking at targets specifically, suppose that the mid RTR vowel *[ɛ]* is a worse target than the high RTR vowel *[ɪ]*, and is scaled as such in a given language like Lango. Then, for a given distance and trigger, disharmonic sequences in which *[ɛ]* is the potential target will score a lower penalty on
*[RTR]≠[ATR] than sequences in which [i] is the potential target. In the analysis of Lango in Chapter 8, for instance, the weight of *[RTR]≠[ATR] is 2, the target scaling factor for [ɛ] is 2 and that for [i] is 3; additionally, the trigger scaling of [u] is 4 and the distance scaling across multiple consonants is 0.5. Thus, an ɛCCu sequence, like in the Lango example [dèk-wú] ‘stew-2PL’, would be given a penalty of 2 (weight) * 2 (target scaling) * 4 (trigger scaling) * 0.5 (distance scaling) = 8 on *[RTR]≠[ATR]. In contrast, an iCCu sequence, as in the Lango example /nin-wú/, which surfaces as [niŋ-wú] ‘name-2PL’, would receive the higher penalty of 2 (weight) * 3 (target scaling) * 4 (trigger scaling) * 0.5 (distance scaling) = 12. These penalties are negative, such that if the weight of the faithfulness constraint is between 8 and 12, we expect harmony in the latter case but not the former. This is precisely what happens in Lango with a high back trigger across multiple consonants, and this scaling is therefore how I derive the high versus non-high target effect in such contexts in Chapter 8. With different scaling factors, it could alternatively be possible to expect harmony in both cases or in neither.

4 Typological predictions

In a theory without target quality scaling, a variety of possible harmony systems can be predicted by a combination of harmony (H) constraints, general markedness (GM) constraints against particular segment types (feature combinations), and faithfulness (F) constraints. Specifically, we can predict no harmony (when F>>H), harmony to contrastive vowels (when GM>>H>>F), or harmony to all vowels, either through allophonic participation or re-pairing of non-contrastive vowels (depending on the ranking of faithfulness to other features). Pulleyblank et al. (1995) provide a typology of this sort, in considering what happens with low vowels in a variety of African ATR harmony systems.
Once target scaling is added to the grammar, more possibilities are predicted. Specifically, target scaling is similar to using multiple harmony constraints, each with specified targets, with a fixed relationship among these harmony constraints. For example, scaling high targets above mid targets above low targets for an ATR harmony constraint would be effectively equivalent to having three ATR harmony constraints, one for high targets, one for mid, and one for low, with a fixed ranking in that order. The faithfulness and general markedness constraints can then be ranked/weighted anywhere within this harmony hierarchy. Specifically, then, target quality allows for asymmetries that are otherwise not possible, critically including the possibility for non-participation of contrastive vowels, if harmony targeting a given vowel is weighted lower than faithfulness. For example, if ATR faithfulness is weighted between harmony targeting mid vowels and harmony targeting low vowels, then low vowels will not harmonize for ATR, regardless of whether they are contrastive. This possibility does not exist in the framework that does not separate harmony by potential target.

5 Structure

This work is a manuscript-based thesis, in that each of the eight content chapters is designed to be able to stand alone as a separate paper; two have already been published as such, and a third is in press. The theoretical tools will be presented for each language, along with the data and other relevant argumentation. Most content chapters are about individual languages, and these are divided into two parts: one on front/back harmony, and the other on ATR-dominant harmony. However, the same style of analysis is adopted in both parts.

Following the introduction is Part 1, consisting of Chapters 2 through 5, which deals with front/back harmony. Chapter 2 is an introduction to the typology of front/back harmony,
describing the generalizations related to this type of harmony, in particular in relation to which vowels participate. It also sets up the remainder of Part 1.

Chapter 3 is about Hungarian, in which there is no clear distinction between ‘neutral’ and ‘harmonic’ vowels, because front unrounded vowels can display behaviour that is intermediate between these categories, as both triggers and targets. This chapter also serves as an introduction to and argument for the type of formal analysis adopted throughout the dissertation, namely one in which the penalty for disharmony depends on which type of vowel is the potential target. I formalize this using a target scaling factor that reflects asymmetries in which vowels participate in harmony. Chapter 3 has previously been published in *Glossa* (Ozburn 2019a).

In Chapter 4, I show how the same tools used in the analysis of Hungarian can also help to analyze some facts from Votic that have been described as a ‘paradox’. In Votic, [i] behaves as [-back] for the purposes of conditioning lateral [l]~[l] alternations, but is neutral to harmony. Adopting the same type of target scaling as for Hungarian provides a straightforward account, as neutrality does not have a direct relationship to contrast or feature specification in this approach. In this chapter, I also examine the participation of consonants in vowel harmony systems.

Chapter 5 differs from the other chapters, in that it is not about an individual language. Instead, it is about segment-specific participation, exploring the hypothesis that we might expect a vowel like [i], which is often neutral, to participate less in front/back harmony systems even in cases in which it is not categorically neutral. In this chapter, I develop a method of quantifying segment-specific participation in vowel harmony and apply it to lexical corpora of three languages with front/back harmony. It is primarily a proof-of-concept. This chapter has been previously published in the proceedings of AMP 2018 (Ozburn 2019b).
Following Chapter 5, I move into Part 2, consisting of Chapters 6 through 9, which deal with ATR-dominant vowel harmony. Chapter 6 is an introduction about ATR harmony, in the same vein as Chapter 2. This chapter describes generalizations related to ATR harmony, focusing on ATR-dominant harmony and on which vowels tend to participate in such systems. It also sets up the remainder of Part 2.

Chapter 7 analyzes harmony in Alur, in which there is a mostly ‘normal’ relationship between lack of contrast and neutrality, except that in certain contexts, unpaired [a] participates by re-pairing to a mid vowel. The factors that affect Alur harmony have been described in a complex way, and I reanalyze them as being purely phonological, relating to domains and distance. The facts of Alur are consistent with the type of analysis adopted throughout this thesis, although such formal devices are not actually necessary. It is nonetheless an important case to examine, as it illustrates one of the ways in which the relationship between contrast and participation can manifest, and it illustrates that even the ‘normal’ cases are consistent with a target-based approach. A version of this chapter will be published in the proceedings of CLA 2019 (Ozburn to appear).

Chapter 8 provides an account of Lango, in which harmony is determined by a complex set of interactions between triggers, targets, and distance, even though all vowels are contrastive for ATR. I adapt the analysis from Hungarian and Votic to ATR harmony, showing that the same type of height effect in targets, plus factors for triggers and distance, also provide an account of Lango. I also argue against existing accounts of Lango, particularly against a notion of ‘heads’ of ATR domains that requires reference to both input and output ATR values.

In Chapter 9, I provide an analysis of Mayak, in which low vowels are neutral despite being contrastive for ATR, while the non-contrastive mid vowels participate allophonically.
Such behaviour is clearly inconsistent with a view equating participation and neutrality, and I argue that most existing accounts could not deal with this pattern. However, it can be analyzed by extending the account of Lango developed in Chapter 8; Mayak simply draws the boundary among potential targets in a different place, distinguishing non-low versus low targets, instead of the high versus non-high distinction used in Lango.

Finally, Chapter 10 concludes, summarizing the entire dissertation and discussing some of the opportunities for future research that arise from this way of considering participation in harmony systems.
Chapter 2: Participation in front/back harmony

1  Introduction

In this chapter, I discuss the typology of participation in front/back harmony, discussing the types of asymmetries for which special theoretical tools are required. This chapter does not outline the formal analysis; the formalism that I will adopt in this dissertation is instead discussed in detail in the chapter on Hungarian, and refined through the chapters on other languages.

Front/back harmony is a phonological process in which co-occurring vowels (within some morphosyntactically or prosodically determined domain) must agree in the feature [back]. It is typically apparent both root-internally, as a static distributional pattern that governs attested versus unattested root shapes in the lexicon, as well as in alternations, in which affix vowels alternate in their front/back value depending on the value of the root. Some examples from Hungarian are given in (1) below; note how the suffix vowel is the back [ɔ] when the root contains the back vowels [a:,o,u:] in (a-c), while the same suffix contains the front vowel [ɛ] when the root contains the front vowels [y:,y,ø] in (d-f). (Length does not affect harmony in Hungarian, except where it changes vowel quality. Note that this suffix changes in rounding between the two variants; this is not a type of harmony but rather an effect of the idiosyncratic Hungarian vowel pairing of [ɔ] with [ɛ] as the only two short low vowels.)

(1) Front/back harmony (Siptár & Törkenczy 2000); back vowel roots in (a-c), front vowel roots in (d-f)

a.  ha:z-nɔk  house-DAT
b.  va:rho-nɔk  town-DAT
Front/back harmony is relatively well-studied, though much of the research focuses on a small number of languages. The systems of Finnish, Hungarian, and Turkish are well-known and quite thoroughly examined in both descriptive and theoretical literature (e.g. Ringen and Heinämäki 1999; Siptár & Törkenczy 2000 on Hungarian; Clements & Sezer 1982 on Turkish; among many others). Several other systems have been examined in the theoretical literature but are less thoroughly studied, such as Votic (e.g. Blumenfeld & Toivonen 2016; Hall 2018) and Uyghur (e.g. Halle, Vaux & Wolfe 2000; Vaux 2000; McCollum 2019); McCollum (2019) also examines harmony in Kazakh, Kyrgyz, and Uzbek. In general, front/back harmony tends to occur primarily in Uralic and Turkic languages, though there exist some cases analyzed as front/back harmony that have been described in languages outside of these families, such as Kaska (e.g. Hansson & Moore 2011). Notably, however, several cases of harmony originally analyzed as being front/back, in Mongolic and Tungusic languages, have been reanalyzed as being tongue root harmony (e.g. Rialland & Djamouri 1984; Svantesson 1985; Li 1996; see also Vaux 2009). Section 3 discusses the hypothesis from Vaux (2009) that Turkic shifted an original tongue root harmony system from Proto-Altaic, preserved in Mongolic and Tungusic, into a front/back one.
2 General patterns

2.1 Participation and neutrality

It is well-known that (non-low) front unrounded vowels like [i] or [e] are often neutral to front/back harmony systems; this pattern is true in two of the most widely studied languages: Finnish and Hungarian (e.g. Ringen and Heinämäki 1999 on Finnish; Siptár & Törkenczy 2000 on Hungarian). In these and other languages with this pattern, the inventories lack (non-low) back unrounded vowels such as [u], [i] or [y]; traditional analyses connect the neutrality of front unrounded vowels with their lack of back harmonic counterparts in the phoneme inventory, in claiming that neutral vowels are those without counterparts and vowels without counterparts are neutral (e.g. Vago 1980a; Ringen & Vago 1998; etc.). The Hungarian vowel inventory, as an example of the unpairedness of front unrounded vowels, is given in Table 2.1, while some examples of the neutrality of Hungarian front unrounded vowels are given in (2). Note how in the examples, the final root vowel is front, which is disharmonic with both the rest of the root and the suffix.

<table>
<thead>
<tr>
<th></th>
<th>Front</th>
<th></th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unrounded</td>
<td>Rounded</td>
<td>Unrounded</td>
</tr>
<tr>
<td></td>
<td>Short</td>
<td>Long</td>
<td>Short</td>
</tr>
<tr>
<td>High</td>
<td>i</td>
<td>i:</td>
<td>y</td>
</tr>
<tr>
<td>Mid</td>
<td></td>
<td>e:</td>
<td>ø</td>
</tr>
<tr>
<td>Low</td>
<td>ε</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1 Hungarian vowel inventory (Siptár & Törkenczy 2000)
(2) Transparency of front unrounded vowels (Siptár & Törkenczy 2000; Rebrus et al. 2012)

a. pɔpi:r-nøk paper-DAT
b. rɔdi:r-nøk eraser-DAT
c. kuvik-nøk little owl-DAT
d. ka:ve:-nøk coffee-DAT
e. korde:-nøk cart-DAT
f. ta:ne:r-nøk plate-DAT

This neutrality is particularly common in Uralic languages, which often have the relevant inventory asymmetries (e.g. Siptár & Törkenczy 2000 on Hungarian; Ariste 1968 on Votic; Ringen and Heinämäki 1999 on Finnish; Kangasmaa-Minn 1998 on Mari; etc.). In contrast, most Turkic languages are not particularly interesting from the standpoint of participation in front/back harmony, in that these languages typically have symmetric inventories for front/back, and all vowels participate (Johanson 2015). One notable and relatively well-studied exception is Uyghur, which has neutral front unrounded vowels and a lack of back unrounded vowels in the inventory (Halle, Vaux & Wolfe 2000; Vaux 2004; Johanson 2015). Uyghur thus patterns like Finnish and Hungarian in this respect, although there are additional complications to the Uyghur pattern due to raising of harmonic low vowels to neutral [i] in certain contexts (Vaux 2000). However, McCollum (2019) argues that Uyghur does not involve transparency.

In languages in which they are neutral, the front unrounded vowels are transparent, in that they are skipped over in determining harmony of further vowels (Kiparsky & Pajusalu 2003). Examples were shown in (2); the suffix takes a [+back] value following the back vowel that precedes the neutral one. It is generally accepted that these vowels are genuinely transparent; a
number of phonetic studies have been conducted on Hungarian, which have found not found
perceptible acoustic differences in neutral vowels depending on harmonic context (e.g. Blaho &
Sz eredi 2013). Nonetheless, Benus & Gafos (2007) did find some small articulatory differences,
although given the acoustic and perceptual results that have not found such differences, it is
reasonable to express skepticism about the phonological relevance of those results. I follow most
literature on Hungarian in assuming that the vowels are truly transparent.

There is a known height effect in neutrality in front/back harmony, in that higher vowels
are more likely to be neutral (e.g. Hayes & Londe 2006). This effect is present cross-
linguistically; admittedly the research focuses on only Uralic and Turkic families, but there is an
implicational generalization that if a lower front unrounded vowel like [e] is neutral to front/back
harmony in a given language, then so is a higher one like [i] (e.g. Anderson 1980, Benus 2005,
Finley 2015, etc.). The effect also exists within individual languages; for example, there is an
effect in Hungarian in which the front unrounded vowels are neutral to different extents, with
higher vowels more likely to be neutral in terms of factors like participating in harmonic suffix
alternations (e.g. Hayes & Londe 2006). This will be discussed in more detail in Chapter 3, but
some examples are given in (3), in comparison to the examples in (2) above. Specifically, while
[i] is consistently transparent (2a-c), [e:] is usually transparent (2d-f) but may be variably opaque
(3a), while [ɛ] is usually opaque (3b) but may variably be transparent (3c-d).

(3) Variability in neutrality (Siptár & Törkenczy 2000; Rebrus et al. 2012)

a. ˈɔsteːk-nɒk/ŋɛk  Aztec-DAT

b. hʌvør-nɒk  pal-DAT

c. ma:gneʃ-nɒk/ŋɛk  magnet-DAT
d. ko:deks-nek codex-DAT

Notably, this Hungarian pattern suggests that there is not a categorical distinction between which vowels are neutral and which are harmonic: the degree to which a given vowel participates in harmony can fall somewhere between these two extremes. This variability occurs in two senses: particular lexical items with the same front unrounded vowel can differ in whether they show transparency or not (e.g. (3b) versus (3d)), and the same root can show transparency sometimes but not others (e.g. (3c)).

There is additional evidence from Finnish of this height effect, as well as for the idea that the divide between ‘neutral’ and ‘harmonic’ is not categorical: high [y], which is harmonically paired with [u] and generally participates in harmony, is more likely to be (variably) neutral than mid [ø], which is paired with [o] (Ringen and Heinämäki 1999). Specifically, disharmony with [y] is more likely to be permitted in loan words. This ties in with the general height effect in neutrality in front/back harmony, and shows that even among paired vowels, there is not a categorical divide in which vowels participate and which are neutral. Instead, [y] and [ø] are both paired in Finnish, yet differ in their propensity to being neutral, with the higher one more neutral than the lower one. This could conceivably be explained in the same way as the height effect among front unrounded vowels: disharmony with lower vowels is tolerated less than disharmony with higher ones.

There is also a height effect in one non-Uralic/non-Turkic language with front/back harmony, namely the Athabaskan language Kaska (Hansson & Moore 2011). Kaska shows harmony through an [æ]~[a] alternation (or maybe [ɛ]~[a]). Particularly interesting is that mid [e] is neutral and transparent to this harmony; however, /e/ can be allophonically lowered to [æ] by a
coda [h], and in such cases, it becomes a target of harmony. Thus, in Kaska, like in Uralic languages, lower vowels are more likely to be harmony targets, while higher ones are more likely to be neutral and transparent.

Certain types of consonants may participate in front/back harmony systems, notably laterals (as in Votic; Ariste 1968; Blumenfeld & Toivonen 2016; see Chapter 4) and dorsal segments (as in Uyghur, where velars precede front vowels and uvulars precede back vowels; Hahn 1991). In many such cases, there is no contrast in the language between the relevant consonants, and their [back] value is determined entirely by the harmony system; this is the case for the Votic plain versus velarized lateral, as well as for velars versus uvulars in most Turkic languages, although they are contrastive before [i] in Uyghur (e.g. [kij] ‘wear’ vs. [qij] ‘cut’; Lindblad 1990). In such cases, it can be said that the consonants are targets of harmony, but not triggers themselves; their underlying value is never apparent, as there is consistent agreement with the vowels (which do clearly contrast). However, in Turkish, there are some special cases in which palatalization of consonants is contrastive, and of course therefore not determined by harmony; these palatalized consonants can be disharmonic and can disrupt the propagation of harmony (Clements & Sezer 1982; Ní Chiosáin & Padgett 2001). A full discussion and treatment of Turkish is beyond the scope of this dissertation, but at least in the described cases of front/back harmony, it appears to be only in the exceptional cases (e.g. loans) that consonants have a role other than target in front/back harmony systems. A full typology of what types of consonants might interfere with front/back harmony (e.g. whether secondary palatalization is
more likely to interfere than other types of consonants\textsuperscript{3}) is beyond the scope of the present dissertation, but an important question for future research.

2.2 Other generalizations in front/back harmony

This dissertation focuses on patterns in participation and neutrality, but it is worth briefly considering the other types of generalizations that can be made about front/back harmony systems.

In both the Uralic and Turkic families, languages are suffixing, and front/back harmony propagates from root to suffix (Abondolo 1998 on Uralic; Johanson 2015 on Turkic). On the surface, then, front/back harmony is typically progressive, but the directionality can possibly be explained by morphological structure: these systems are root-controlled. Both epenthetic vowels and phonetic coarticulation studies have been used to address the directionality question. There is some discussion and debate about whether epenthetic vowels in loanwords in Turkish show regressive harmony, which would be suggestive of harmony not being solely progressive; however, Kabak (2011) expresses skepticism of the view that the epenthetic vowel is determined by harmony, since back [ɯ] breaks up certain types of initial CC clusters regardless of whether the following vowels are back or front. Moreover, in the Turkic language Tuvan, backness harmony affecting word-medial epenthetic vowels is strictly progressive, with vowel quality coming from the preceding vowel rather than the following one (Harrison 2000), suggesting that the progressive directionality is not just an artifact of suffixing morphology. In terms of phonetic studies, work on Finnish has suggested that coarticulation to neutral vowels differs progressively versus regressively, which has been argued to reflect a progressive directionality in the

\textsuperscript{3}The reason we might suspect this is that there is a connection between palatalization and front/back harmony; for instance, Karaim palatalization consonant harmony has been hypothesized to have developed from Turkic vowel harmony (see e.g. Nevins & Vaux 2004).
phonological harmony system (Gordon 1999). On the other hand, Beddor & Yavuz (1995) found that in Turkish, regressive coarticulation is actually stronger than progressive coarticulation, exactly opposite to the phonological process of vowel harmony; it is unclear if this is relevant to the harmony system, as they suggest that it may be related to stress being (usually) word-final\(^4\), so that the regressive coarticulation mostly involves stressed-to-unstressed. In other words, front/back harmony tends to be progressive, and it is not entirely clear whether this is simply an artifact of the morphology of Uralic and Turkic languages, or something deeper about the harmony.

While harmony is typically discussed in terms of suffix alternations for front/back harmony systems, the languages also have root-internal harmony, in which (non-neutral) vowels typically must agree in [back] (Siptár & Törkenczy 2000 on Hungarian; Ringen and Heinämäki 1999 on Finnish; Clements & Sezer 1982 on Turkish, though they also note there are numerous exceptions to root-internal harmony in Turkish). Compounds generally do not harmonize in Uralic and Turkic, although there is evidence in Turkish that compounds tend to be harmonic at a level greater than expected by chance; that is, the words chosen to make a compound tend to belong to the same harmonic class (Martin 2007). Recent loans are often not harmonized (e.g. Siptár & Törkenczy 2000 on Hungarian; Ringen and Heinämäki 1999 on Finnish; Clements & Sezer 1982 on Turkish), suggesting that root-internal harmony may no longer be an active part of the phonology of these languages, or that loans have their own stratum in the phonology; as such, some analyses adopt high-ranking root faithfulness and do not analyze root internal harmony (e.g. Ringen & Vago 1998). However, at least in Hungarian, disharmonic loans involving vowels that are usually harmonic are considered to be ‘foreign’ by native speakers, while disharmonic

\(^4\) Though see more recent work such as Kabak & Vogel (2001) and Inkelas & Orgun (2002) on the complications of Turkish stress.
loans involving neutral vowels are not (Törkenczy 2010: 8). This suggests that native speakers do in fact note root-internal harmony as part of their phonology.

In the case of disharmonic loans in front/back harmony systems, the suffix [back] value is typically determined by the final non-neutral vowel of the base, as in Hungarian [ʃoːr-nek] ‘chauffeur-DAT’ (Siptár & Törkenczy 2000 on Hungarian; Ringen and Heinämäki 1999 on Finnish; Clements & Sezer 1982 on Turkish). Nonetheless, in harmonic words, it could be claimed that harmony propagates from the initial vowel, given that harmony is progressive. Moreover, Kiparsky & Pajusalu (2003) note in their survey that a number of languages with front/back harmony, such as Votic and Seto, have a larger vowel inventory in initial syllables than non-initial ones; for instance, Kiparsky & Pajusalu (2003) note that Votic dialects and Southern Seto have [ø] and [i] in initial syllables but not in non-initial ones. Such facts independently suggest that these languages have a preference for faithfulness in the first vowel (also the stressed syllable). In certain front/back harmony systems, such as Khanty, the stressed vowel may also be the relevant trigger from which harmony propagates, as in [sa’reenä] ‘salmon-LOC’ versus [ˈaɲkeje] ‘mother-LAT’ (Vaysman 2009). It is difficult to determine any broader role of stress in these harmony systems, given that a number of Uralic and Turkic languages have fixed stress, either initial (as in Hungarian and Finnish; e.g. Siptár & Törkenczy 2000 on Hungarian; Vroomen et al. 1998; Antilla & Boersma 2001 on Finnish) or final (as in the simplest case in Turkish; note that the phonology of stress in Turkish is complicated by morphological and lexical exceptions, but this has no consequences for the application of vowel harmony; e.g. Kabak & Vogel 2001, Inkelas & Orgun 2003).

To my knowledge, beyond arguments based on neutral front vowels, there is no basis for assuming that either value of [back] is the only active one in front/back harmony systems. This is
in contrast to some tongue root systems in which ATR is clearly the active value, given that ATR anywhere in the harmony domain, including in an affix, will cause all other vowels in the domain to become ATR (e.g. Casali 2003). In front/back harmony, as mentioned, the root controls harmony, and we consistently see agreement between the suffix and the non-neutral vowels in the root. There is no reason to suppose that only [+back] or only [-back] is the active feature in the system, and dominant/recessive harmony systems do not appear to exist for front/back harmony. However, there are some researchers who suggest that [Front] is the active feature in front/back harmony at least in Finnish and Hungarian (e.g. Goldsmith 1985; Hyman (2002: 6) notes, without explaining further, that it is not clear whether both values need to be active, marking Front harmony as existing but Back harmony as questionable.

Many languages with front/back harmony also have rounding harmony, particularly in Turkic languages, though this is also the case in some Uralic languages such as Hungarian and Eastern Mari (Abondolo 1998). Rounding harmony may be dependent on front/back harmony, in cases like Hungarian, where it occurs only among front vowels (Törkenczy 2010). However, front/back harmony is not typically dependent on any other type of harmony.

3 Harmony in the proto-language

Important in the understanding of front/back harmony is the extent to which the system can be reconstructed as a feature of the proto-language in Uralic and Turkic, and what form the harmony took. Specifically, information about how the harmony systems evolved to their present state can provide evidence on what the best participators in harmony are, which is relevant to the type of analysis to be developed here.

---

5 It is possible that this is just a particular property of ATR systems, as it is unclear whether harmony in any other features behaves like this. In particular, rounding, front/back, and height harmony generally do not, with the exception of Moro, which might be derived from an ATR system (Ritchart & Rose 2017).
Vaux (2009) has suggested that Turkic front/back harmony developed out of tongue root harmony in Proto-Altaic. This argument assumes the Altaic hypothesis (Poppe 1960) in which Turkic, Mongolian, and Tungusic shared a common ancestor, which is not without controversy. Mongolian and Tungusic were originally thought to have front/back harmony, but based on more careful phonetic study of some of the relevant languages, more recent work (e.g. Svantesson et al. 2005) argues that in fact, it is tongue root harmony. Vaux (2009) suggests that the more articulatorily complex ATR/RTR distinctions, which he notes are not present in all languages (unlike [back] distinctions) in the proto-language evolved in Turkic to become a front/back distinction and harmony system instead; he argues that this makes sense as a way in which tongue root distinctions, which he claims are more marked than [back] distinctions\(^6\), can be lost in a language. Particularly interesting here is that [i] was previously claimed to be neutral in the tongue root harmony in other Altaic branches; this is well known for Mongolian in particular. However, it has been shown at least for Halh/Khakha Mongolian that [i] alternates allophonically with [ɪ] (Rialland & Djamouri 1984; Svantesson et al. 2005), although this may be gradient/phonetic coarticulation rather than categorical/phonological allophony, as Svantesson et al. (2015) characterize [i] as phonologically transparent to harmony. Exploring the connection between the behaviour of [i] in these Altaic tongue root harmony systems and in front/back harmony is an interesting avenue for future research.

In terms of the history of harmony in Proto-Uralic, the Proto-Uralic vowel system has been reconstructed as having a four-way contrast in high vowels, defined by backness and rounding, but only a two-way or three-way contrast in mid vowels, between [e] and [o] and

\(^6\) This claim, however, is not entirely clear, as he does not provide evidence that making tongue root distinctions is in fact more common than making [back] distinctions involving vowels of the same rounding. In particular, one question is whether making rounding distinctions in front vowels is in fact more common than making tongue root distinctions. It is also not entirely clear what concept of the word ‘marked’ he is adopting, though he seems to reference articulatory complexity.
possibly a back unrounded mid vowel (Ultan 1973; Abondolo 1998). Many languages, such as Finnish and Hungarian, lost the back, high, unrounded vowel, as well as the back, mid, unrounded vowel if one was present (Ultan 1973), though others like Nganasan maintain a four-way alternation (Abondolo 1998). It has been proposed that harmony in Proto-Uralic began as a process that affected only low vowels; non-low vowels, even rounded ones like /u/ and /o/, were exempt from harmony, and opaque (e.g. Ultan 1973). Harmony was only later extended from low vowels to non-low ones. In some languages, like Finnish, this resulted in the creation of vowel qualities in non-initial syllables that had previously existed only in initial syllables. For instance, [ø] is reconstructed as existing only in initial syllables in Proto-Fennic (e.g. Viitso 1998), and still exists only initially in some daughter languages like Votic (e.g. Ariste 1968), but non-initial [ø] does exist in Finnish through an extension of the harmony system to target [o]. The fact that harmony began as a process only targeting low vowels is particularly interesting given that lower vowels appear to be better targets of front/back harmony, in the context of the height effect discussed above.

4 Why we might want to rethink how participation gets defined

On the surface, many front/back harmony systems look exactly like we might expect from a view in which participation correlates with having a counterpart in the harmonic feature. However, when we consider many of these systems in more detail, we find instead that participation is more complicated. In Hungarian, for instance, there is not a categorical divide between which unpaired vowels are neutral and which participate in harmony; the vowel [e:], for example, is intermediately neutral as a target, in that it sometimes alternates and sometimes does not in suffixes (e.g. Törkenczy 2010). This pattern and additional complications in Hungarian neutrality
are discussed and analyzed in Chapter 3. In Votic, which is addressed in Chapter 4, [i] does not participate in front/back harmony, but does participate in other front/back processes in the language, suggesting that a lack of [back] specification, due to lack of contrast, cannot be the reason for its neutrality to harmony.

5  **Hypothesis based on the typology**

Given the consistency with which certain vowels tend to be neutral to front/back harmony, and the questions specific languages raise about whether this can truly be attributed to patterns of contrast, I will propose that individual vowel qualities (in a language-independent sense) vary in their propensity to be targets of harmony, independent of contrast. In other words, participation is not simply about whether a vowel has a harmonic counterpart within the phoneme inventory, but about how problematic disharmony is involving that vowel; whether a vowel contrasts for the harmonic feature is not necessarily relevant. In front/back harmony specifically, disharmony involving rounded vowels is more problematic than that involving unrounded ones, and disharmony involving lower vowels is more problematic than that involving higher ones. These generalizations are independently motivated by phonetic findings about articulation and perception of the front/back contrast in vowels of different rounding and height.

This predicts that we might see the same kind of variability in whether a vowel is a target of harmony in non-categorical ways too. As mentioned, while many front/back harmony systems do have neutrality, there are others that have been described as having all vowels participate. However, harmony systems tend to have at least some exceptional cases of disharmony within their lexicon, from sources like unassimilated loans, compounding, and non-alternating affixes. We might expect that vowels that are more likely to be categorically neutral (within and across

---

7 The question of how harmonic counterpart gets determined is itself an often ignored question too.
languages) are also more likely to be gradiently neutral within a language, in that they participate less consistently in the harmony system and are more likely to be part of exceptional disharmonic co-occurrences. In the final chapter of this section on front/back harmony, I will develop a way of testing this hypothesis quantitatively and apply it to lexical corpora of three front/back harmony languages. In this dissertation, the purpose is a proof-of-concept and illustration of this tool, but it could be profitably applied in future research, for other cases of harmony, other types of data or corpora, or other specific questions.

6 Structure of the rest of the section on front/back harmony

The rest of this section is structured as follows. First is a chapter on Hungarian vowel harmony (previously published as Ozburn 2019a), which explains why the nuances of the relationship between neutrality and lack of contrast in Hungarian force a new view of participation in harmony. This chapter describes the theoretical framework to be used through the rest of the dissertation. Following the Hungarian, there is a chapter on Votic, which shows how the same kind of approach I argued to be necessary for Hungarian can also solve the ‘paradox’ in Votic harmony and lateral alternations (Blumenfeld & Toivonen 2016) in a very straightforward way. The final chapter in this section (previously published as Ozburn 2019b) deals with the hypothesis that the patterns we tend to see categorically in participation versus neutrality in front/back harmony should also be apparent gradiently, including in languages that on the surface seem to have a direct match between which vowels participate in front/back harmony and which are contrastive for front/back.
Chapter 3: A target-oriented approach to neutrality in vowel harmony: Evidence from Hungarian

1 Introduction

Widely discussed in the study of vowel harmony (e.g. Vago 1973; Goldsmith 1985; van der Hulst 1985; Ringen 1988; Archangeli & Pulleyblank 1994; Pulleyblank 1996; Ringen & Vago 1998; Kiparsky & Pajusalu 2003; Krämer 2003; Pulleyblank 2004; Archangeli & Pulleyblank 2007; Nevins 2010; Gafos and Dye 2011; Kimper 2011; Törkeneczy et al. 2013; etc.), neutral vowels are those that are exempt from undergoing harmony. Neutral vowels are typically classified into two types: opaque and transparent, where the former type interrupts harmony while the latter allows harmony to pass through it (Archangeli & Pulleyblank 2007; Gafos and Dye 2011). While considerable attention has been paid to distinguishing between these types (e.g. Kiparsky & Pajusalu 2003; Kimper 2011; Walker 2012; van der Hulst 2016), less research has focused on why neutrality occurs at all. In much of the literature, either implicitly or explicitly, the standard assumption is that a vowel will participate in harmony except when doing so is impossible due to a lack of harmonic counterpart in the inventory (e.g. Ringen and Vago 1998; Kimper 2011; Walker 2012; van der Hulst 2016). For example, van der Hulst (2016) draws a direct equivalence between neutrality and unpairedness in stating that “The non-advanced low vowel /a/ in Tangale misses a harmonic counterpart. This is what we call a neutral vowel.”

However, the connection between neutrality and incompatibility with the harmonic feature is false in both directions. Vowels that are perfectly compatible with the harmonic feature may nonetheless be neutral, as in Mayak (Chapter 9), where low vowels contrast in [ATR] (as shown by Andersen (1999), who provides evidence that it is an ATR alternation by showing a
low vowel suffix that does alternate) but do not undergo tongue root harmony in situations in which other vowels do (Andersen 1999). Similarly, vowels that are incompatible with the harmonic feature may nonetheless undergo harmony through a change in an additional feature, in a process known as *re-pairing* (Baković 2000). For example, in Maasai, [a] has no [ATR] counterpart, yet undergoes progressive ATR harmony by re-pairing with [o] (Archangeli & Pulleyblank 1994; Baković 2000). Alternatively, unpaired vowels may alternate allophonically, as in Kinande, without necessitating an additional feature change (e.g. Archangeli & Pulleyblank 2002).

Even in Hungarian, one of the most studied languages for neutrality and its connection to unpairedness, it has been noted that neutrality is not as simple as the traditional view might suggest, and that this view is fundamentally flawed. For example, Törkenczy (2013) notes problems with many common claims about neutrality, including that some Hungarian neutral vowels are not harmonically unpaired, and that whether a given neutral vowel is opaque or transparent can depend on whether it occurs in an alternating or invariant suffix. Similarly, Siptár (2015: 3), in discussing Hungarian, notes that the concept of neutral vowel is “variable, gradual, and context-dependent”. Benkő et al. (2017) further note that it is a problem for Hungarian that traditional approaches consider neutrality to be categorical and that gradience (in the sense of vowels differing in their phonological degree of neutrality, with morpheme-specific neutrality versus participation) is often unintegrated into the phonological analysis. In front/back harmony more broadly, Kiparsky & Pajusalu (2003) mention in their typology that there are multiple possible reasons for a vowel to be unable to alternate harmonically.

This chapter proposes a revised analytical and intuitive framework for viewing participation and neutrality in harmony, by considering a variety of data from Hungarian that are
problematic for a traditional view of neutrality and most theoretical analyses. For example, the vowel [e:], while generally transparent in roots, alternates harmonically in some suffixes by re-pairing with [a:]. I argue that this and other patterns in Hungarian necessitate a new view of participation in harmony, in which the main cause of neutrality is not necessarily incompatibility with the harmony feature, but rather a weak vowel-specific drive to undergo harmony. Articulatory and perceptual facts, in terms of the space along the front/back dimension that vowels can move around without changing category, suggest that vowels that are rounded and/or low are better participators in front/back harmony than vowels that are non-low and unrounded (e.g. Benus 2005; Gafos and Dye 2011). These properties give independent motivation for the height-based vowel-specific asymmetries in the requirement to undergo harmony. I formalize this view by extending Kimper’s (2011) trigger-based analysis of harmony to targets, showing that such an account can capture the basic facts of Hungarian, in addition to predicting a variety of other patterns that are problematic in other analyses. Moreover, the inherent gradience of this approach allows for integration into the account of the non-categorical divide between harmonic and neutral vowels, and allows for the incorporation of a morpheme-specific component for lexically determined behaviour.

The chapter is organized as follows. Section 2 describes the facts about Hungarian harmony, and Section 3 details the phonetic motivations for the relevant patterns. Section 4 discusses the implications that the Hungarian data has for the view of neutrality and why it is problematic to previous accounts. Section 5 presents the target-oriented approach, while Section 6 applies it to the Hungarian data. Section 7 describes some further implications of target-focused harmony for other languages, and Section 8 concludes.
2 Hungarian harmony

This section overviews the facts about Hungarian vowel harmony. Section 2.1 discusses the vowel inventory and basic harmony pattern. Section 2.2 describes the patterns of neutrality within roots, while Section 2.3 deals with neutrality in suffixes. Section 2.4 summarizes the patterns in terms of gradience in triggers and targets of harmony.

2.1 Vowel inventory and basic harmony pattern

The Hungarian vowel inventory, with feature representations, is given in Table 3.1.

<table>
<thead>
<tr>
<th></th>
<th>Front [-back]</th>
<th>Back [+back]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unrounded [-round]</td>
<td>Rounded [+round]</td>
</tr>
<tr>
<td></td>
<td>Short</td>
<td>Long</td>
</tr>
<tr>
<td>High [+high,-low]</td>
<td>i</td>
<td>i:</td>
</tr>
<tr>
<td>Mid [-high,-low]</td>
<td>e:</td>
<td>ø</td>
</tr>
<tr>
<td>Low [-high,+low]</td>
<td>ε</td>
<td>ø</td>
</tr>
</tbody>
</table>

Table 3.1: Hungarian vowel inventory (Siptár & Törkenczy 2000)

Phonetic descriptions have noted that [a:] is produced as central or even front, but it patterns phonologically as a back vowel and has been argued to be phonologically classified as such (e.g. Gósy & Siptár 2015). Throughout this chapter, I will consider [a:] a back vowel, despite its
phonetic implementation. It is worth noting that for all other vowels, the distinction between front and back is synchronically based in the phonetics; the phonetics does have bearing on the phonological patterning, despite the phonetics/phonology mismatch in the behaviour of [a:].

By some researchers, [e:] has been analyzed as being at least sometimes a phonologically low vowel, due to its alternations with [ɛ], [a:], and [ɔ]. For example, Siptár & Törkenczy (2000: 158) class non-alternating [e:] as mid in their feature system, but alternating [e:] emerges as a low vowel phonologically in their analysis; in standard Hungarian, however, non-alternating [e:] and derived [e:] are the same vowel. However, I follow the phonetic inventory in Siptár & Törkenczy (2000: 52), Hayes & Londe (2006), and Törkenczy (2010), among many others, in categorizing it as mid. Given the height effect among front unrounded vowels in Hungarian harmony, to be discussed in Section 2.2, the distinction between [e:] and [ɛ] in height is relevant to the phonological system. In general, as Törkenczy (2010) notes, the system requires two degrees of backness and three of height. In the present analysis, I assume that the crucial factor of height is determined based on the phonology, though of course that is founded in the phonetics.

Notable in this inventory are the gaps where vowels do not have a counterpart that differs only along the front/back dimension. Only non-low rounded vowels have direct harmonic counterparts; the front unrounded vowels and the low vowels ([i], [i:], [ɛ], [a:], and [ɔ]) do not have counterparts that differ only in the feature [back]. Given that short, rounded, back vowels have a three-way height distinction, both [high] and [low] are active features within the Hungarian phonological system, assuming these are the relevant features for characterizing

---

8 However, there is ambiguity in the identity of the vowel [ɔ], with some researchers using the symbols [ɒ], [ɑ], or [a], suggesting that this vowel may not in fact be rounded; it is unclear whether these researchers mean that the vowel is rounded or not. If it is not, then [ɛ] and [ɔ] are a direct harmonic pair. Whether they are or not has no bearing on the analysis here.
vowels.\(^9\)

Hungarian has an extensively studied system of front/back harmony, as well as a more limited system of rounding harmony that will not be discussed here (e.g. Vago 1973; Goldsmith 1985; van der Hulst 1985; Ringen 1988; Ringen & Vago 1998; Siptár & Tőrkenczy 2000; Hayes & Londe 2006; Nevins 2010; Tőrkenczy 2010; Gafos and Dye 2011; Kimper 2011; Tőrkenczy et al. 2013; etc.). In general, disregarding the front unrounded vowels, vowels that disagree in the feature [back] are not permitted to co-occur within (native) roots, and suffixes alternate according to the [back] value of the root vowels. Examples are given in (1), with the dative suffix [nɔk]–[nɛk].\(^{10}\)

(1) Front/back harmony (Siptár & Tőrkenczy 2000); back vowel roots in (a–c), front vowel roots in (d–f)

a. haːz-nɔk

b. vaːrof-nɔk

c. kosoruː-nɔk

d. tyːz-nɛk

e. tykør-nɛk

f. ørøm-nɛk

d. fire-DAT

e. mirror-DAT

f. joy-DAT

\(^9\) Following a Contrastive Hierarchy style approach (Dresher 2009), we could claim that [low] is not contrastive or specified among unrounded vowels, which would allow [eː] and [aː] to be direct harmonic counterparts. Nonetheless, doing so would not resolve the issue of their asymmetrical behaviour (to be discussed in Section 2.3), and would require [ɛ] and [ɛː] to be of the same height, which is inconsistent with their distinct phonological patterning (see e.g. Ringen & Vago 1998 for discussion and references about [ɛ], and Benus 2005 for arguments that the distinction results from the difference in height).

\(^{10}\) Note that this alternation involves re-pairing, since neither vowel has a direct harmonic counterpart.
2.2 Neutrality in roots

The front unrounded vowels are generally considered transparent to this harmony; they can co-occur in roots with any other vowel, and are skipped over in determining the harmonic value of the suffix (Siptár & Törkenczy 2000; Törkenczy 2010). Thus, suffixes generally surface as back when they attach to stems that contain a back vowel followed by a (non-low) front unrounded vowel. Examples are shown in (2a-f). While the high front unrounded vowels [i] and [i:] are consistently transparent\(^{11}\) (as long as there is only a single one; see below), the mid front unrounded vowel [e:] shows variable behaviour; some back-[e:] stems show consistent transparency (2d-f), while others are able to take either front or back stems (“vacillating”), as in (2g) (Törkenczy et al. 2013). The low front unrounded vowel [ɛ] shows an even greater degree of variable behaviour and is sometimes considered front harmonic (e.g. Ringen 1975; 1978; 1980); while there exist some back-[ɛ] stems that take only back suffixes (2h), most such stems either vacillate (2i) or take only front suffixes (2j) (Törkenczy et al. 2013). This is a morpheme-specific property: different stems have different preferences for front or back suffixes, and the choice is lexically arbitrary (Hayes et al. 2009; Rebrus et al. 2017). Moreover, although a single [i] or [i:] is always transparent, multiple high front unrounded vowels are variably opaque, as shown in (2k).

---

\(^{11}\) A reviewer points out that in very rare cases, a single [i] may be opaque, as in “abszint-nak/nek” and “Auschwitz-ból/ből”, but also notes that these words may be analyzed as complex, as [sint] and [vits:] are both independent words. I will assume that the variability possible in these words comes from ambiguity in their morphological structure, rather than from any phonological factors. In other words, speakers may or may not treat these words as compounds. When they are treated as compounds, the back vowel is outside of the harmony domain, allowing the possibility of front suffixes. In contrast, when they are not treated as compounds, they behave like other back-[i] words, in taking back suffixes.
(2) Transparency of front unrounded vowels (Siptár & Törkenczy 2000; Rebrus et al. 2012)

a. poːpiːr-nøk paper-DAT
b. røːdiːr-nøk eraser-DAT
c. kuvik-nøk little owl-DAT
d. kaːveː-nøk coffee-DAT
e. kordeː-nøk cart-DAT
f. taːneːr-nøk plate-DAT
g. østeːk-nøk/ønek Aztec-DAT
h. høver-nøk pal-DAT
i. maːgneːf-nøk/ønek magnet-DAT
j. koːdeks-nøk codex-DAT
k. ønɔliːzif-nøk/ønek analysis-DAT

The distinction between the degree of transparency for high, mid, and low vowels, in terms of how consistently they are transparent, is known as the height effect; it is strongly supported by a large body of data and wug test judgements from native speakers (Hayes & Londe 2006). Essentially, [i(:)] is more transparent than [e:], which is more transparent than [ɛ]; this “transparency scale” is supported by ratios of front suffixation to all suffixation for back-neutral stems calculated from corpus counts (Rebrus & Törkenczy 2016b), with total transparency for [i(:)], a low ratio for [e:], and a high ratio for [ɛ]. The example in (2k), showing that multiple neutral vowels are less transparent, illustrates what is known as the count effect, and also applies to the other front unrounded vowels; again, this effect has been shown to be productive and robust (Hayes & Londe 2006). The height and count effects also combine, such that if a back
vowel is followed by at least two neutral vowels, there is vacillation (either front or back suffixation) with [i:], vacillation or front suffixation with [e:], and only front suffixation with [ɛ] (Siptár & Törkenczy 2000).

While (2) shows that (non-low) front unrounded vowels do not generally trigger harmony when other potential triggers are present, they are “last-resort” triggers, in that roots with only front unrounded vowels typically take front suffixes (e.g. Siptár & Törkenczy 2000). Examples are shown in (3), with the dative suffix seen in previous examples and the ablative suffix [tø:l]~[to:l]. It is worth noting that within roots, neutral vowels can precede back vowels, as in [bikɔ] ‘bull’; the pattern in (3) occurs solely across morpheme boundaries, in that root-internal harmony for front unrounded vowels is not required even in native vocabulary.

(3) Last-resort triggering by front unrounded vowels (Siptár & Törkenczy 2000)

a. viːz-nek water-DAT
b. viːs-tøːl13 water-ABL
c. sɛgeːn-nek poor-DAT
d. sɛgeːn-tøːl poor-ABL

I will consider these examples in (3) to be last-resort triggering, as opposed to a default value, because it is clear from vacillating stems that front unrounded vowels are able to trigger front

---

12 While Siptár & Törkenczy (2000) note that most neutral-only roots behave like [viːz] in taking front suffixes, there is a small class of about 50-60 exceptions to this generalization (“anti-harmonic” stems), exemplified by hid+nak (see e.g. van der Hulst 1985; Ringen and Vago 1998). A full treatment of these roots is beyond the scope of this dissertation, though I offer some possibilities for analysis in Section 6.5. Most of these roots have [i] or [iː]; a few have [eː], in keeping with the general height effect.

13 Note that Hungarian has obstruent cluster voicing assimilation; the root-final consonant in this form assimilates in voicing to the suffix-initial [t].
harmony in some contexts; the same can be thought to apply here. In new loans and nonce words, front unrounded vowels also always take front suffixes, providing an additional argument for them to behave as triggers. As I adopt binary features (arbitrarily), I also assume for simplicity that both [+back] and [-back] are active in triggering harmony in Hungarian, as has been widely assumed (e.g. Vago 1973; 1976; Farkas & Beddor 1987).

Whether Hungarian has root-internal harmony is a matter of some debate. Many analyses assume that it does not, and that harmony only affects suffixes; in analyses of this type formulated in OT, a high-ranked root faithfulness constraint is assumed (e.g. Ringen & Vago 1998). However, aside from recent loans, Hungarian roots obey similar harmonic restrictions to root-suffix combinations: Törkenczy et al. (2013) note that bisyllabic stems containing both front and back vowels are rare with front rounded vowels (“disharmonic roots”), with all cases being recent loans, but frequent with front unrounded vowels (“mixed roots”), though with [ɛ] most are loanwords. This difference corresponds to the strong versus weak disharmony distinction drawn by Rebrus & Törkenczy (2015). Törkenczy (2010: 8) provides corpus counts supporting this distinction and notes that intuitively for native speakers, disharmonic roots “feel foreign”, while mixed roots do not; experimental data on this distinction does not yet exist, to my knowledge. In other words, front rounded vowels cannot co-occur with back vowels within roots, while mixed roots containing front unrounded vowels with back vowels are permitted. This fact

---

14 An additional argument, well-known but most often rejected in the recent literature, comes from the behaviour of personal pronouns that are formed by adding person suffixes to case suffixes. The front/back value of the vowels in such pronouns is consistent for a given case, but varies across cases. For example, the ablative case [tɔ:]-[tɔ:] is front in personal pronouns, as in [tɔ:]-[tɔ:-cm] ‘ABL-1SG’; in contrast, the delative case [ro:]-[ro:], in which the same vowels alternate, is back in personal pronouns, as in [ro:]-[ro:-cm] ‘DEL-1SG’. Vago (1973; 1980a) argues that such forms, in absence of a stem, allow the underlying suffix vowel to surface and therefore provide evidence for its feature value. However, this argument is generally rejected; most researchers assume that personal pronouns are formed from independent stems that look like alternating suffixes, but whose vowels have no bearing on the question of underlying suffix vowels (e.g. Ringen 1978). Moreover, a reviewer points out that most suffixes do not have a stem form, so Vago’s argument is at most applicable to a small number of suffixes.

15 Thank you to a reviewer for this information.
suggests that, disregarding recent loans, Hungarian roots do show a harmony pattern that should be analyzed, because it works in essentially the same way as the root-to-suffix harmony.

To summarize, Hungarian has a pattern of front/back harmony, in which front unrounded vowels tend to be transparent, but can trigger harmony in certain stems or when there are multiple of them, and behave as last-resort triggers when they are the only vowel in the root (although they can fail to trigger for some roots, as discussed previously). The different front unrounded vowels behave differently with respect to various aspects and degrees of neutrality, with height affecting whether a single neutral vowel is consistently transparent ([iː]), usually transparent ([eː]), or usually variable or opaque ([ɛ]). The back vowels and front rounded vowels are generally harmonic, and typically occur only with neutral vowels or vowels in the same harmonic class.

2.3 Patterns of neutrality in suffixes

I turn now to additional complications from suffix alternations and their interaction with neutrality. Törkenczy et al. (2013) discuss the fact that there are both invariant and alternating suffixes containing neutral vowels, but their analysis focuses on paradigm uniformity, not the issue of neutrality. Other literature also notes the presence of alternating suffixes as a factor in the scale of neutrality (e.g. Rebrus & Törkenczy 2016a), but again does not provide any detailed theoretical implementation.

The Hungarian inventory in Table 3.1 showed that only non-low rounded vowels are paired for [back], but other vowel pairs also alternate harmonically in suffixes. An example is the dative suffix in (1-3), since neither [ɔ] nor [ɛ] is paired. Siptár & Törkenczy (2000), among others, provide a complete list of alternating vowel pairs, shown with examples in Table 3.2.
<table>
<thead>
<tr>
<th>Back vowel</th>
<th>Front vowel</th>
<th>Example</th>
</tr>
</thead>
</table>
| u:         | y:          | la:b-u: ‘legged’  
            |             | fej-y: ‘headed’ |
| u          | y           | ha:z-unk ‘our house’  
            |             | kért-ynk ‘our garden’ |
| o:         | ø:          | va:r-ø: ‘waiting (adj.)’  
            |             | ke:r-ø: ‘asking (adj.)’ |
| o          | ø, ε (varies based on  
            |             | ha:s-hoz ‘to (the) house’  
            |             | føld-hoz ‘to (the) land’  
            |             | kért-hez ‘to (the) garden’ |
| a:         | e:          | va:r-na: ‘he would wait for  
            |             | it’  
            |             | ke:r-ne: ‘he would ask for  
            |             | it’ |
| o          | ε           | ha:z-bon ‘in (the) house’  
            |             | kérd-bön ‘in (the) garden’ |

Table 3.2: Suffix alternations in Hungarian (Siptár & Törkenczy 2000)

Despite the large literature on Hungarian vowel harmony, the suffix alternations between [a:] and

---

16 As in (3b), voicing assimilation from the suffix consonant applies here to the root-final obstruent.
[e:], in the penultimate row of Table 3.2, are rarely explicitly analyzed theoretically. However, this pair is problematic for the widely stated view that neutral vowels are harmonically unpaired, which would suggest that they should be non-alternating (e.g. van der Hulst 2016; see also Törkenczy 2013 on this issue). Under categorical definitions of neutrality, [e:] (unlike [ɛ]) is widely considered a neutral vowel in Hungarian (e.g. Vago 1978, Ringen 1988; Siptár & Törkenczy 2000), but Table 3.2 shows that it does participate in suffix alternations. Indeed, [a:]~[e:] alternations occur regularly and consistently through Hungarian morphology, in a variety of suffixes. Like for other pairs in alternating suffixes, the front vowel [e:] occurs after stems with front vowels, while the back vowel [a:] occurs following stems with back vowels (Siptár & Törkenczy 2000). Moreover, [e:] is the only possible counterpart for the harmonic vowel [a:] in alternating suffixes (cf. Table 3.2). Additional examples of the [a:]~[e:] alternation are shown in (4) with four different suffixes, namely the adessive, translatival, 3sg definite conditional, and 2sg indefinite conjunctive/imperative; Törkenczy (2010) and Rebrus et al. (2012) note 10 productive suffixes containing this alternation. Note that these are native Hungarian suffixes.

---

17 Other sources differ in the number; for instance Törkenczy et al. (2013) note only 8 suffixes with this alternation.
Despite such alternations, there is a distinction between [e:] and [a:] in terms of the number and nature of non-alternating suffixes with these vowels. Siptár & Törkenczy (2000) list twelve non-alternating suffixes with [e:], comparable to the number with [i]. These are common suffixes that are fundamental to the grammatical system of Hungarian, such as the possessive and the causal; implicit in Siptár & Törkenczy’s (2000) discussion of these affixes is that they are native to Hungarian. In contrast, there are only three non-alternating suffixes with [a:], comparable to the four containing [o]; these suffixes are borrowed, mostly Latinate, and their exact semantic content is not always clear from the glosses. Given this and the fact that all three end in [a:l], they may in fact all be the same suffix. Examples of non-alternating [e:] suffixes are given in (5),
and a complete list of the potential non-alternating [a:] suffixes is given in (6).

(5) Non-alternating suffixes with [e:] (Siptár & Törkenczy 2000)

<table>
<thead>
<tr>
<th>Word</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. laːn-e:</td>
<td>girl-POSS</td>
</tr>
<tr>
<td>b. hɔzaː-eːrt</td>
<td>(one’s) country-CAUS</td>
</tr>
<tr>
<td>c. kovaːtʃ-ne:</td>
<td>Kovács (surname)-Mrs.</td>
</tr>
<tr>
<td>d. ɔd-neːk21</td>
<td>give-1.SG.INDF.COND</td>
</tr>
<tr>
<td>e. kultʃ-keːnt</td>
<td>key-ESS</td>
</tr>
</tbody>
</table>

(6) Non-alternating suffix(es) with [a:] (Siptár & Törkenczy 2000)

<table>
<thead>
<tr>
<th>Word</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. retsɛnəz-aːl</td>
<td>review (verb)</td>
</tr>
<tr>
<td>b. ɛlektr-ɪfɪkaːl</td>
<td>electrify</td>
</tr>
<tr>
<td>c. fɛtiʃ-ɪzaːl</td>
<td>make a fetish of</td>
</tr>
</tbody>
</table>

As mentioned, the status of [a:] as a harmonic vowel and of [e:] as a transparent vowel in Hungarian is widely assumed; this is supported by the data on non-alternating suffixes in (5-6), because [e:] is neutral in a variety of suffixes, while [a:] is not (see Ringen 1978 for argumentation connecting neutrality to non-alternating suffixes in Hungarian). However, the data in (4) clearly illustrate that [a:] and [e:] are a harmonic pair in suffix alternations.

Törkenczy (2010), in listing vowels occurring in invariant suffixes in Hungarian, does not list any with [a:], suggesting that he may consider them monomorphemic.

21 However, a reviewer points out that for many speakers, this suffix is alternating, with the example ɔd-naːk ’give-1.SG.INDF.COND’, compared to fɛd-neːk ’cover-1.SG.INDF.COND’. For these speakers, this suffix simply patterns like those in (4).
Older work has at least implicitly assumed that the underlying vowel in \([a:]~[e:]\) alternations is \(/a:/\), with \(/e:/\) in suffixes surfacing faithfully as a non-alternating neutral vowel. In contrast, in more recent literature on Hungarian, the presence of a neutral vowel in alternating suffixes is considered an aspect of gradient neutrality (e.g. Rebrus & Törkenczy 2016a). As illustrated in Table 3.2, there are no alternating suffixes with high front unrounded vowels; these vowels occur only in invariant suffixes (Törkenczy 2010; Törkenczy et al. 2013). The data in (4-5) has shown that \([e:]\) is present in both invariant and alternating suffixes. Table 3.2 also shows that \([ɛ]\) occurs in alternating suffixes; however, it never occurs in invariant suffixes (Törkenczy 2010; Törkenczy et al. 2013). Thus, in this respect too, there is a height effect: high \([i]\) and \([i:]\) are the most neutral, in that they occur only in invariant suffixes; low \([ɛ]\) is the least neutral, in that it occurs only in alternating suffixes; and mid \([e:]\) is intermediate. Under a gradient view of neutrality, this pattern is sensible and consistent with the patterns in Section 2.2, but it is problematic under a categorical view of neutrality, and it needs to be analyzed.

### 2.4 Summary of patterns

In Hungarian, the distinction between neutral and harmonic vowels is not always clear, and there are multiple distinct aspects and degrees of neutrality; the front unrounded vowels show a variety of behaviours, as shown in Sections 2.2 and 2.3. This has been noted extensively in recent literature on Hungarian. For example, Rebrus & Törkenczy (2016a) note three different notions that are often included as part of neutrality: (i) neutrality as a target (invariant suffixes; see (5)), (ii) neutrality as a trigger with respect to other targets (transparency; see (2)), and (iii) neutrality as the source trigger (anti-harmony; see footnote 5). In Hungarian, these three properties create a scale of neutrality among the front unrounded vowels, which show \([i(:)]\) to be the most neutral,

---

22 [i] alternates in only a single suppletive suffix [-i]/[-jɔ] ‘3.SG.DEF’ (Rebrus et al. 2012)
followed by [e:], and finally [ɛ].

In slightly different terms, we can summarize the behaviour of Hungarian vowels based on whether and when they are triggers or targets of harmony. As is evident here, there are two primary factors that can affect whether a given vowel is a trigger or target of harmony: the specific vowel quality and the specific morpheme in which the vowel appears (see Rebrus et al. 2012). Additionally, harmony is affected by whether a vowel is in a root or suffix and how many neutral vowels there are.

<table>
<thead>
<tr>
<th>Vowel</th>
<th>Trigger (root-to-suffix)?</th>
<th>Target (in suffix)?</th>
</tr>
</thead>
<tbody>
<tr>
<td>i/i:</td>
<td>Only if there is no alternative or (variably) when multiple i/i: are present</td>
<td>Never</td>
</tr>
<tr>
<td>e:</td>
<td>Variably in a few morphemes, or if no alternative is present</td>
<td>Sometimes</td>
</tr>
<tr>
<td>ɛ</td>
<td>In most morphemes (often variably)</td>
<td>Always</td>
</tr>
<tr>
<td>All others</td>
<td>Always</td>
<td>Always</td>
</tr>
</tbody>
</table>

Table 3.3: Trigger and target status of Hungarian vowels

Despite the discussion of these issues of variability in the literature, theoretical treatments of these issues are lacking. In the present chapter, I focus primarily on one aspect of differential neutrality, namely the non-neutrality of [e:] in suffixes. As will be discussed in more detail in the analysis section, the way of understanding harmony targets presented here ties in closely with the view of neutrality as gradient and variable that is dominant in modern literature on Hungarian (e.g. Rebrus et al. 2012; Törkenczy et al. 2013; Rebrus & Törkenczy 2016a).
3 Motivations for the asymmetries

Section 2 has shown that Hungarian neutrality has a height effect, with variability in the degree of neutrality depending on the height of the vowel. The lowest front unrounded vowel [ɛ] is sometimes considered harmonic (e.g. Ringen 1975; 1978; 1980; Ringen and Vago 1998); it is less transparent than higher [e:], which is in turn less transparent than high [i, i:]. This generalization holds across multiple facets of neutrality, and is clearly an active part of Hungarian phonology.

This height effect is a manifestation of a broader, cross-linguistic pattern in front/back harmony, namely that lower vowels are more likely to undergo this type of harmony (e.g. Anderson 1980, Benus 2005, Finley 2015, etc.). Within front unrounded vowels, which are commonly transparent to front/back harmony, the most common transparent vowel is [i], followed by [e]; moreover, there is an implicational generalization that if a lower vowel like [e] is transparent, then so is [i] (e.g. Anderson 1980, Benus 2005, Finley 2015, etc.). This height asymmetry also extends beyond front unrounded vowels: in loanwords in Finnish, [y] is often transparent to front/back harmony, while the lower front rounded vowel [ø] is more consistently harmonic (Ringen and Heinämäki 1999).

These cross-linguistic and Hungarian-internal patterns are not surprising, given that there is phonetic motivation for this height asymmetry. As argued for instance by Benus (2005), Benus & Gafos (2007), and Gafos & Dye (2011), higher vowels have a greater degree of perceptual stability along the front/back dimension; higher front vowels can be articulatorily retracted to a greater degree without changing categorical front/back perception. Lower vowels, along with rounded vowels, have less perceptual stability with respect to articulatory perturbations in the front/back dimension, and are therefore less phonetically likely to be neutral, because changing
the articulation along the front/back dimension changes the phonological category more easily. These authors specifically refer to vowels being less or more transparent, but that is equivalent to being a better or worse trigger and target of harmony, because they are discussing the possibility of vowels being skipped over (i.e. both not targeted by harmony and not triggering it themselves).

Benus & Gafos (2007) argue that these properties relate directly to articulatory facts. To explain the effect of rounding, they note that rounding lengthens the vocal tract, but the lingual constriction remains in the same horizontal location; this advances the area of perceptual stability, so that a front rounded vowel can be retracted less than a front unrounded one before changing perceptual categories. Similarly, for height, they note that the constriction required for lower vowels has less flexibility along the horizontal dimension, so that the potential for perceptually stable retraction of a lower front vowel is less than that of a higher vowel. Overall, they suggest that the effect of height and rounding on neutrality has a phonetic basis in the relationship between articulation, acoustics, and perception for vowels of different height and rounding.

Moreover, Beddor et al. (2001) suggest that the tendency of non-low front unrounded vowels, specifically [i] and [e], to be neutral in front/back harmony comes from smaller effects of vowel-to-vowel coarticulation on these sounds along the front/back dimension. These authors and others (e.g., Ohala 1994; Beddor & Yavuz 1995; Majors 1998) have suggested that vowel-to-vowel coarticulation can evolve into phonological harmony. As such, if coarticulation has a smaller effect on higher vowels, then these vowels are less likely to harmonize in a phonological system (i.e. are more likely to be neutral). Thus, the height effect could be attributed to phonetic properties of coarticulation, independent of phonological harmony.
In summary, cross-linguistic and phonetic evidence all suggest that lower vowels (and rounded vowels) are better potential targets of front/back harmony, or perhaps more that high vowels are worse targets, since most of the discussion focuses on high vowels.\textsuperscript{23} A proper account of the behaviour of Hungarian front unrounded vowels must consider their quality as potential targets in order to capture this critical broader generalization. Specifically, the theory should be able to account for the Hungarian pattern, but not a case where lower vowels are neutral and higher vowels are not, which is unattested. Additionally, beyond front unrounded vowels, the [a:]~[e:] alternation follows this height generalization, in that low back vowels like [a:] are consistently harmonic despite being unpaired. A “reverse Hungarian” pattern in which [e:] consistently harmonizes to [a:], while [a:] generally behaves neutrally, should be impossible, because it contradicts the cross-linguistic, phonetically motivated generalization that low vowels are better undergoers of front/back harmony.

4 Implications for views of neutrality

Although it is typically ignored in analyses, the non-neutrality of Hungarian [e:] in suffixes (i.e. the [a:]~[e:] alternation described in Section 2) has significant implications for the understanding of neutrality in vowel harmony. This section describes the problems that this alternation poses to standard categorical analyses of Hungarian and the new view of neutrality that it suggests.

4.1 The problem

In standard analyses of Hungarian vowel harmony (e.g. Vago 1980a; Ringen & Vago 1998; etc.), [e:] does not undergo vowel harmony because there is no mid, back, unrounded, long vowel to

\textsuperscript{23} Worth noting is that the target-based approach here does not say anything about the outcome of the harmony process, which is regulated by independent factors like faithfulness. Instead, it is simply a way of establishing whether harmony occurs at all between a given pair of vowels.
which it could harmonize. For example, Ringen & Vago (1998) propose a constraint *iʌ, which requires [+back, -low] vowels to also be round. Ranked above the harmony-enforcing constraint, this general markedness constraint prevents [e:] from undergoing harmony and allows it to be neutral. To my knowledge, there is no discussion in the theoretical literature about why [a:] does undergo harmony, despite also being unpaired, where ‘unpaired’ is defined as differing only on the harmonic feature (regardless of the presence of alternations), and therefore includes all of the unrounded vowels and low vowels in Hungarian.

The fact that [e:] can act as the harmonic counterpart for [a:] raises critical questions about this view of neutrality. Even if the [a:]~[e:] alternation is always underlying /a:/, precisely the same mechanisms that allow [a:] to undergo re-pairing to [e:] should force the same possibility for [e:], under the assumption of symmetry in harmonic alternations (though perhaps raising is an acceptable change while lowering is not). Indeed, if changing the feature [low] is allowed in order for /a:/ to harmonize to [e:], then it is unclear what blocks changes in [low] in so many cases of /e:/ in suffixes surfacing faithfully. The tableaux in Tables 3.4 and 3.5 demonstrate this problem, adapting the analysis of Maasai re-pairing from Pulleyblank et al. (1995) and using BACKNESS-HARMONY to stand in for any constraint that enforces harmony. Table 3.4 derives the correct result, with /a:/ re-pairing to [e:] when it follows a front vowel, but Table 3.5 incorrectly predicts that /e:/ should consistently surface as [a:] in a back vowel environment. The reverse ranking of BACKNESS-HARMONY and IDENT-IO[low] would predict that /e:/ can surface faithfully in Table 3.5, but gives an incorrect result in Table 3.4. Either way, the result is incorrect according to a categorical view, and it is also impossible given these assumptions to derive a gradient view in which /e:/ is variably neutral but /a:/ is not. (See Section 4.2 on possible alternatives with asymmetrical faithfulness to the [low] feature.)
Thus, the disparate behaviour of the two unpaired vowels [a:] and [e:] in Hungarian means that we cannot assume that general markedness, alone or in combination with faithfulness to other features, determines whether a vowel is a harmony target. Instead, neutrality must be derived in some other, more vowel-specific way.

### 4.2 Problems for possible solutions within traditional frameworks

Before considering the target-based view adopted here, I outline two potential solutions that are formulated within more traditional views of harmony, as well as the reasons for rejecting them. First, I consider separating IDENT-IO[-low] from IDENT-IO[+low], and then the possibility that harmony is triggered only by [-back]. Note that neither of these solutions has actually been
proposed in the literature to deal with the Hungarian [e:]~[a:] alternation, unsurprisingly given the lack of discussion about this pattern within these kinds of analyses.

4.2.1 Ident-IO[-low] vs. Ident-IO[+low]

The problem illustrated in Tables 3.4 and 3.5 is that BACKNESS-HARMONY needs to outrank IDENT-IO[low] for /a:/, but the reverse ranking is required for /e:/. A possible way to deal with such an asymmetry is to incorporate it into the faithfulness constraint, with separate constraints IDENT-IO[-low] (violated for a change from [-low] to [+low] between an input segment and its output correspondent) and IDENT-IO[+low] (violated for a change from [+low] to [-low]); this type of separation of faithfulness constraints by feature value has been used by McCarthy and Prince (1995; 1999). Respectively, these constraints prevent changing a [-low] feature to [+low], and a [+low] feature to [-low]. With a ranking of IDENT-IO[-low] >> BACKNESS-HARMONY >> IDENT-IO[+low], changing [+low] to [-low] is permitted to satisfy harmony, but the reverse feature change is not. Tables 3.6 and 3.7 demonstrate that this approach would correctly account for the Hungarian pattern, if we consider all such alternating suffixes to be underlyingly /a:/.

<table>
<thead>
<tr>
<th>/y...a:/</th>
<th>*y:</th>
<th>*æ:</th>
<th>IDENT-IO[-low]</th>
<th>BACKNESS-HARMONY</th>
<th>IDENT-IO[+low]</th>
</tr>
</thead>
<tbody>
<tr>
<td>y...a:</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>⫝̸ y...e:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>y...æ:</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6: /a:/ undergoes re-pairing to [e:]
However, this option is highly stipulative, in that it just as easily predicts the reverse of the Hungarian pattern, with neutral [a:] and harmonic [e:], simply by switching the positions within the ranking of IDENT-IO[-low] and IDENT-IO[+low]. As discussed in Section 3, this result is undesirable, because it misses a crucial cross-linguistic, phonetically motivated generalization: low vowels are better undergoers of front/back harmony than non-low vowels, and so “reverse Hungarian” is an improbable language. Moreover, it would be typologically odd to claim that the ranking IDENT-IO[-low] >> IDENT-IO[+low] is universal, in contexts beyond front/back harmony, as it would predict that it would always be more important to preserve [-low] than [+low]. Thus, the height generalization cannot be captured in an analysis where the asymmetry falls to the separation of faithfulness constraints. In this type of analysis, it is also impossible to connect this alternation to the idea that [e:] is intermediately neutral.

4.2.2 Triggering by only [-back]

A second possibility framed within more traditional work is that only [-back] vowels trigger harmony, and (non-low) front unrounded vowels are unspecified for [back]. In that case, only back vowels can undergo harmony. Assuming again for the purposes of this argument that alternating [a:]~[e:] suffixes are all underlyingly /a:/, this would account for why /e:/ is exempt.
Such an approach fails to account for why front rounded vowels are not neutral in suffixes. Given Richness of the Base and the wide inventory of suffixes in Hungarian, we expect the possibility of underlying front rounded vowels in Hungarian suffixes. Under an account where only [-back] triggers harmony, any suffixes with underlying front rounded vowels would have no reason to harmonize, because a root containing [+back] vowels cannot trigger harmony. For example, for a UR like /haːz+tøːl/, /aː/ would be unable to trigger harmony; since Hungarian harmony is strictly root-to-suffix, this UR should surface as *[haːztøːl]. In other words, we would predict a divide in which all front vowels can occur in native non-alternating suffixes, while back vowels cannot. Instead, in Hungarian, only /i, i:, e:/ as underlying suffix vowels are exempt from being targets of harmony; these vowels regularly behave as non-alternating in suffixes, while rounded front vowels are consistently alternating. This is unexplained if only [-back] can trigger harmony. Thus, this solution is undesirable as a way to explain the asymmetry between [a:] and [e:].

Moreover, if only [-back] can trigger harmony and front unrounded vowels are unspecified, there is no way to derive the variability described in Section 2.2, particularly that which occurs with the vowel [ɛ]. If [ɛ] is unspecified for [back], then it should be unable to trigger harmony ever, which leaves the possibility of front suffixes in (2i-j) unexplained. Similarly, if [ɛ] is specified as [-back], then it should always trigger front harmony, which leaves the possibility of back suffixes in (2h-i) unexplained. This argument also extends to the behaviour of disharmonic roots (i.e. those with a combination of back vowels and front rounded vowels), which consistently take suffix values based on the last stem vowel. If only [-back] can trigger harmony, then back vowels cannot trigger backness in the suffix, and so it is incorrectly predicted that front-back disharmonic stems should take front suffixes. We might try to claim
that stem-internal disharmony begins a new harmony domain, and that back suffixes are a default value; however, doing so would leave the last-resort triggering in (3) unexplained. Indeed, if front unrounded vowels are unspecified for [back], suffixes for neutral-only stems should also contain a default value, yet the value in this case is front. Thus, it is inconsistent with the Hungarian data to claim that only [-back] can trigger harmony.

4.3 New view of neutrality

Due to the aforementioned problems with solutions in which neutrality is determined by lack of a harmonic counterpart, I argue that the Hungarian patterns require a fundamental change in how we view targets of vowel harmony: it suggests the need to consider the nature of each vowel as a possible harmony target. This view works not only for the [eː]~[aː] asymmetry, but more broadly for the height effect in Hungarian. I propose that the drive to undergo vowel harmony differs by vowel, in a way motivated by cross-linguistic and phonetic properties, and that cases of neutrality do not occur simply because harmony is impossible, but because the vowel-specific drive to undergo harmony is too weak to force unfaithfulness. This notion is gradient, and so will be able to avoid the issues of the categorical views.

In the case of front/back harmony, phonetic and cross-linguistic facts outlined in Section 3 show that vowels that are higher and unrounded are dispreferred targets. As such, the drive for lower vowels, such as [aː], to undergo harmony should be stronger than the drive for the non-low, unrounded vowel [eː]. The result, in Hungarian, is that [aː] is consistently a harmonic vowel, while [eː] can be neutral. The additional fact that [aː] is unpaired in the inventory, yet required to be a target, is what forces it to re-pair to [eː]. Moreover, the basic height effect in Hungarian is in direct accordance with the phonetic facts: the higher the vowel, the worse it is as
a target of harmony, and therefore the more likely it will be to be neutral.

5 New theoretical approach: Target quality

To formally implement the new view of neutrality described in Section 4.3, I adopt the Harmonic Grammar (HG) framework (Legendre et al. 1990a; b; Smolensky & Legendre 2006; Pater 2009) and propose to extend Kimper’s (2011) trigger strength analysis to targets. I also posit a target-oriented harmony constraint, which is a modification to Pulleyblank’s (2004) no-disagreement harmony-driving constraints. This section provides the theoretical background, assumptions and motivations of my analysis; the application to Hungarian is left for Section 6.

5.1 Harmonic Grammar (HG)

Harmonic Grammar (HG; Legendre et al. 1990a; b; Smolensky & Legendre 2006; Pater 2009) is a model of phonology that is similar to standard Optimality Theory (OT; Prince & Smolensky 1993) except that constraints are weighted (Potts et al. 2010). In the specific implementation that I adopt here, I follow Potts et al. (2010) in assuming that constraints are negatively formulated, as in standard OT, and weights are positive integers. There are often many options that will work for the weight of each constraint; the specific choice is arbitrary (e.g. Bowman 2013).

Within HG, it has been proposed that violations of a constraint can be multiplied by a scaling factor, which allows properties of a specific violation to influence the degree to which the violation is weighted (e.g. Kimper 2011; see also Coetzee and Kawahara 2013 for scaling factors of a different type). A scaling factor $x$ is a positive constant by which the constraint weight is multiplied; this has the effect of increasing the penalty incurred for a violation if $x > 1$ and decreasing it if $0 < x < 1$. As an example, in this dissertation, a scaling factor based on target
quality will be applied to the harmony constraint. For example, the disharmonic combinations [u…y] and [u…i] both violate a progressive front/back harmony constraint once. However, if the vowels [y] and [i] have target scaling factors such as 4 and 2 respectively, then [u…y] will incur twice the penalty for this disharmony than will [u…i]. Further details are reserved for Sections 5.3 and 5.4.

For a given violation, the total penalty assigned by a constraint to a candidate (for a single locus of violation) is \(-W*S\), where \(W\) is the weight of the constraint and \(S\) is any relevant scaling factors; such penalties are summed across all violations that the candidate incurs for all constraints (adapted from Potts et al. 2010). For example, given a harmony constraint with weight 3 and the target scaling factors defined in the previous paragraph, the harmony violation incurred by [u…y] would receive a penalty of \(-3*4 = -12\), while [u…i] would have one of \(-3*2 = -6\). The total of all penalties for all constraints is called the harmony score, and the candidate with the highest harmony score wins. Since the expression is always negative, the winning candidate will be the one with a harmony score closest to zero (Potts et al. 2010).

5.2 The nature of the harmony-driving constraint

An important theoretical implication of the Hungarian pattern is that the target-sensitive harmony constraint must be negatively formulated, in the sense that disharmony is penalized. While negative constraints are quite common, they are not universal; Kimper (2011) uses a positively formulated harmony constraint, in which harmony is rewarded, and Archangeli & Pulleyblank (2002) propose positive target conditions. However, in Hungarian, the good potential target \([a:]\) becomes a poor potential target\(^{24}\), \([e:]\), while the reverse does not always occur. If harmonizing

---

\(^{24}\) I use the term 'potential target' to refer to a vowel that is in a position to have undergone harmony but has not. It can therefore refer to both surface and underlying forms.
to good targets were rewarded, then we would predict the opposite pattern; the poor target [e:] would become the good target [a:] in order to benefit from the reward; /a:/ surfacing unfaithfully as [e:] would be rewarded less and therefore be less likely to occur. Instead, the direction of the Hungarian asymmetry necessitates a penalty for good targets that have not undergone harmony. Non-harmonized [a:] will be heavily penalized, and so [a:] is required to harmonize, whereas non-harmonized [e:] will be penalized less and therefore permitted.

As long as there is a mechanism to distinguish trigger and target, the specific constraint used to enforce harmony is independent of both the principle of target scaling and the perspective that neutrality is caused by the drive to undergo harmony being too weak. I adopt a variation on Pulleyblank’s (2004) infinite distance no-disagreement constraints, defined in (7) and subject to trigger and target scaling as in Sections 5.3 and 5.4.

(7) *[−αBack]e[αBack]: Assign a violation for every vowel that is [αBack] and is preceded at any distance by a vowel that is [−αBack].

The underline indicates that this constraint is oriented towards the second vowel; it is the focus/target, and therefore the locus of violation, while the first vowel is the context/environment. Violations are counted for each [αBack] preceded by a [−αBack] vowel, and the infinity symbol indicates that such a configuration is a violation regardless of the distance or intervening segments. Only one violation is possible per potential [αBack] target. For example, a sequence such as [u… y₁…y₂] violates (7) twice (i.e. there are two targets/foci), once for [y₁] and once for [y₂], both of which are preceded at some distance by a back vowel [u]. The fact that [y₁] intervenes between [u] and [y₂] is irrelevant to the fact that a violation is assigned.
On the other hand, the sequence \( [y_1 \ldots y_2 \ldots u] \) violates (7) only once, for the \([u]\) that is preceded by a front vowel; this is because the constraint counts violations based only on vowels that are preceded by another vowel that disagrees in [back].

Since Hungarian harmony is progressive, this constraint counts violations based on the number of vowels that could be targets of harmony but are not. For the purposes of trigger scaling, it is counted from the closest possible potential \([-αBack]\) trigger. Thus, for each pair of vowels violating the constraint, the target scaling factor is based on the vowel for which the violation is counted (the focus), while the trigger is the closest preceding vowel of the opposite [back] value (the context). For example, in \([y_1 \ldots y_2 \ldots u]\), the one violation has trigger \([y_2]\) and target \([u]\). The two violations in \([u \ldots y_1 \ldots y_2]\) both have trigger \([u]\), and the targets are \([y_1]\) and \([y_2]\) respectively.

The constraint in (7) is equivalent to the two separate constraints \(*[-Back]α[+Back]\) and \(*[+Back]α[-Back]\). This approach therefore differs from that of Pulleyblank (2004) in that the constraint is consistently oriented not to a specific value of the feature [back], but rather to the second vowel in a disharmonic sequence. This choice offers a conceptual advantage for a case of harmony like Hungarian, which is arguably progressive and triggered by either feature value, because it offers an easy way of identifying the trigger and target for each violation. For later chapters that deal with ATR-dominant harmony, I adopt Pulleyblank’s mechanism of identifying a single feature value (in these cases, RTR) as the focus/target. In comparison, other types of harmony constraints, such as \textsc{Agree}[back] \(\) (e.g. Baković 2000), do not have a natural way of referring to the potential triggers and targets of harmony.

In addition to providing an inherent definition of trigger and target, this type of constraint has a more natural way of dealing with transparency than other options. This is somewhat
reminiscent of headed spans (McCarthy 2004) and Optimal Domains Theory (ODT; Cole & Kisseberth 1994), which identify the head/trigger of the harmonic domain; however, in the current approach there is no inherent reason for the vowel scaled as trigger to also be the actual trigger; this comes from the interaction of other constraints. Spreading-type constraints like ALIGN[back] or SPREAD[back] generally require significant representational complexity, such as line crossing, gapped configurations, or output underspecification, to deal with transparency (e.g. Jurgec 2011; Ní Chiosáin & Padgett 2001; Ringen & Vago 1998; Walker 1998; 2012). Further, constraints like AGREE[back] do not have a natural way of referring to non-adjacent vowels, and they naturally prefer opacity to transparency in order to reduce the number of disharmonic transitions (Baković & Wilson 2000). In contrast, a target-oriented constraint captures the generalization that all vowels should be targets of harmony when a potential trigger is present; no additional representational complexity is required, and transparency is derived because whether other potential targets intervene is irrelevant to whether the constraint is violated.25 See Pulleyblank (2004) for additional argumentation for this style of constraint. Some of the constraints used by Hayes & Londe (2006) in dealing with Hungarian are of a similar type, though formulated differently.

It is worth noting that the main cases of harmony that Pulleyblank (2004) discusses are dominant-recessive systems, and the constraints are oriented towards the recessive (target) feature value, such as ATR in Yoruba. Thus, although Pulleyblank (2004) does not discuss targets, the constraint here is consistent with the insight of his constraints, despite the distinct implementation. Nonetheless, in the standard OT framework adopted by Pulleyblank (2004),

25 Note, however, that it is not necessarily irrelevant to the weight of that violation: the violation can be scaled by distance, as Kimper (2011) and Bowman (2013) do, so that harmony violations at a greater distance will be weighted less than those at a closer distance. This type of scaling can capture the count effect in Hungarian transparency.
without weights or scaling, the constraint in (7) could not predict the Hungarian transparency facts; both Back-Front-Back and Back-Front-Front sequences violate *[aBack] α [aBack]" twice, and so this constraint without scaling could not distinguish these candidates. The next two subsections deal with how this constraint will be scaled in the current framework to allow for transparency.

5.3 Kimper’s (2011) trigger strength

In order to explain asymmetries in triggering behaviour in vowel harmony, Kimper (2011) introduces a trigger strength scaling factor for his harmony constraint. As described in Section 5.1, this scaling is a constant for a given vowel, and the weight of a violation of the harmony constraint is multiplied by this scaling value to determine the penalty (or, in Kimper’s framework, reward) of a particular trigger configuration. Thus, it has the effect of increasing the likelihood of harmony when the potential trigger is perceptually impoverished for the harmony feature, which is a characteristic of good harmony triggers (Kimper 2011). Trigger strength is therefore vowel-specific, but cross-linguistic and phonetically motivated, exactly parallel to the concept of target-specific harmony advocated for here.

Kimper (2011) employs a more complex formal model than the one necessary here, but the scaling factor that he develops for trigger strength forms the basis for the current approach to vowel-specific targeting. A simplified version of Kimper’s (2011) trigger scaling factor, quoted from Bowman (2013: 4), is given in (8).

\[(8) \text{“Scaling factor: trigger strength} \]

\text{For a trigger } \alpha, \text{ a target } \beta, \text{ and a feature } F, \text{ multiply the reward earned by a constant } x \text{ (such that } x \]
> 1) for each degree $i$ to which $\alpha$ is perceptually impoverished with respect to $\pm F$ (simplified from Kimper 2011)”

This constraint refers to rewards, since Kimper (2011) and Bowman (2013) use a harmony constraint that is formulated positively, meaning that harmonic configurations are rewarded. As discussed in Section 5.2, such a constraint is impossible here. However, the trigger strength scaling factor can easily be reformulated for a negative constraint, as in (9).26

(9) Scaling factor: trigger strength

For a trigger $\alpha$, a target $\beta$, and a feature $F$, multiply the penalty earned by a constant $x$ (such that $x \geq 1$) for each degree $i$ to which $\alpha$ is perceptually impoverished with respect to $\pm F$.

This scaling factor has the effect of increasing the penalty incurred for a disharmonic trigger/target pair when the trigger is perceptually impoverished. The result is that not harmonizing is worse with a good trigger than with a bad trigger. For example, in a front/back harmony system, if [y] is more perceptually impoverished for [back] than [i] (i.e. [y] is a better trigger), then the trigger strength scaling for [y] should be greater than or equal to that of [i]. This scaling factor is then applied to the weight of the harmony constraint in the way described in Section 5.1. As such, a disharmonic sequence in which [y] is the potential trigger will receive a greater penalty than one in which [i] is the potential trigger. In order to capture the fact that Hungarian neutral vowels are transparent instead of opaque, I adopt the trigger scaling factor in (9) in addition to the target one introduced in Section 5.4. (See Kimper (2011) and Bowman

---

26 Of course, Kimper (2011) has reasons for assuming a positive harmony constraint, and using a negative one instead will have implications to the theory. However, this issue is beyond the scope of this dissertation.
Kimper (2011) also proposes a distance scaling factor, which is particularly relevant for the count effect in Hungarian; he suggests that the reward of harmony decreases as the distance between the trigger and target increases. Since I formulate the harmony constraint negatively here, in this case, the penalty will decrease. A definition of the distance scaling factor, based on the simplified version in Bowman (2013), is given in (10).

(10) Scaling factor: distance
For a trigger $\alpha$ and a target $\beta$, multiply the penalty earned by a constant $x$ (such that 0$<x<1$) for each unit (e.g. syllable) of distance $d$ intervening between $\alpha$ and $\beta$.

In Hungarian, this factor will have the effect of penalizing disharmony less at a greater distance, which will create the count effect; with multiple neutral vowels, the back vowel in the root is further from the suffix target, and so a front suffix will be penalized less than it would with only a single neutral vowel.

5.4 Target quality
As argued in Sections 2 through 4, whether a vowel undergoes harmony or not is sensitive to its quality as a potential target. This observation is similar to Kimper’s (2011) discussion about triggers, and so I formalize it by adapting Kimper’s (2011) trigger strength scaling factor in (8-9) for use with targets. The statement of this scaling factor is given in (11).
(11) Scaling factor: target quality

For a trigger $\alpha$, a target $\beta$, and a feature $F$, multiply the penalty earned by a constant $x$ (such that $x \geq 1$) for each degree $i$ to which $\beta$ is a quality target (defined by phonetic factors discussed in Section 3) with respect to $\pm F$.

Parallel to the one for trigger strength, this scaling factor has the effect of increasing the penalty for disharmonic pairs when the potential target is a good harmony target. In this definition, I remain agnostic on the precise factors that determine target quality; an in-depth analysis of the underlying mechanisms behind target quality is left for future research. However, as discussed in Section 3, it is clear from cross-linguistic patterns that low and round vowels are better targets of front/back harmony than non-low, unrounded vowels, and there is phonetic motivation for this asymmetry, based on the height-based differences in distinguishing vowels along the front/back dimension, in connection with the purported articulatory and perceptual motivations for vowels undergoing harmony. As such, for front/back harmony, the target quality scaling factor of vowels that are low and/or round should be greater than or equal to that of non-low, unrounded vowels. This scaling is implemented within the model as described in Section 5.1.

5.5 Markedness conflation

Both trigger and target scaling factors are hypothesized to be universal, but only in the sense that they are motivated by cross-linguistic phonetic facts and are options across languages. A language may choose to treat all vowels equally in terms of triggering harmony and/or being targets; in such cases, the harmony system would be symmetrical. However, if a language chooses to scale for trigger strength and/or target quality, there are limited options for the relative
scaling factors across vowels, and these options are built into the definition through the phonetic motivations. For example, since target quality in front/back harmony is motivated by articulatory and perceptual properties of height and rounding with respect to backness, languages can pattern like Hungarian, with only vowels that are round and/or low undergoing harmony, but reverse Hungarian is predicted to be impossible. Specifically, for front/back harmony systems the target scaling factor for non-low, unrounded vowels must be less than or equal to that of vowels that are low and/or rounded. The option for equality allows for symmetry, but if there is asymmetry, it must be in the direction of less participation of non-low, unrounded vowels.

While the formalization differs, this approach parallels previous work on similar hierarchies, such as de Lacy’s (2004) concept of markedness conflation. The target concept here is similar in that it reflects universal properties of which vowels are better targets, and the “ranking” of possible targets can be conflated. For example, considering only height, since lower vowels are better targets of front/back harmony, we predict the following possibilities: no vowels participate, only low vowels participate (neutrality of mid and high vowels), low and mid vowels participate (neutrality of high vowels), or all vowels participate (no neutrality). Languages where front/back harmony does not fit within these categories, such as with neutrality of low vowels to front/back harmony but participation of high and mid vowels, are not expected. These predictions are consistent with the cross-linguistic height generalizations in front/back harmony.

Formally, this universal hierarchy is implemented here through the phonetic motivations behind the target scaling factor in the definition, and the possibility of conflation comes from the option for multiple categories to have the same scaling factor. Thus, the target scaling values by height for front/back harmony (given consistent rounding) must be such that low ≥ mid ≥ high; the different patterns are derived by the possibility of equality. Recall that the target scaling
factor itself is defined in terms of phonetic correlates of target quality, so that this hierarchy is not simply stipulated.

Similar to de Lacy’s (2004) markedness conflation constraints, this approach does not require a stipulated universal ranking, because the scaling factor is defined to be motivated by universal, cross-linguistic properties. It remains for future research to determine whether the scaling factors described here and the stringency hierarchy of constraints discussed by de Lacy (2004) are notational variants or whether they in fact make distinct predictions.

5.6 Morpheme-specificity

As discussed in Section 2.4, whether a particular vowel is a trigger or target in Hungarian depends not only on vowel quality, but also whether it is in a stem or suffix, as well as the specific morpheme. The former property is simple to account for in terms of root faithfulness (Beckman 1998) in combination with constraint weights, since in general in Hungarian, there are stricter harmony requirements on suffixes than on roots (e.g. [ɛ] is required to harmonize in a suffix, but not in a root).

Morpheme-specific behaviour is more complicated, in particular given its interaction with vowel quality; variation is lexically determined only for [e:] and [ɛ] (Rebrus et al. 2012). In particular, under the aforementioned current assumption in the Hungarian literature that [a:]-[e:] suffixes are not all underlingly /a:/, we need to be able to capture the fact that [e:], unlike all other vowels, can be a target in some but not all suffixes. Further, both [e:] and [ɛ], unlike other vowels, can be triggers in some but not all roots in which they follow back vowels. For example, (2d) showed a back-[e:] root that takes only back suffixes, [ka:ve:-nɔk], while (2g) showed a similar root that can take either back or front suffixes, [ɔste:k-nɔk/nek]. Similarly, (2i) showed a
back-[ɛ] root that can take either back or front suffixes, [maːgne]-nɛ́k/nɛk], while (2j) showed one that takes only front suffixes, [koːdeks-nɛk]. In other words, whether a given vowel is a trigger or target depends not only on its quality, but also on the morpheme it occurs in. The choice of a given morpheme is arbitrary, except that it is limited to the “zones of variation” (Hayes et al. 2009: 835) that are possible for morphemes of its type.

It would be conceivable to think of Hungarian harmony as scaled entirely by morpheme rather than by vowel quality, with each root morpheme specified to take certain types of suffixes. A full analysis does require a morpheme-specific component, in order to account for the fact that a given morpheme patterns consistently in the system, in a way that can be distinct from other morphemes of the same phonological shape (e.g. the different back-[ɛ] roots in (2)). However, allocating all of the phonological work to morpheme-specific factors would be highly stipulative, given that the set of options for the behaviour of a given morpheme is predictable based on vowel quality in Hungarian. Incorporating factors of trigger and target vowel quality into the analysis reduces this stipulation, by limiting the set of possibilities for morpheme-specific behaviour to the existing phonologically-defined trends, in a way that is typologically and phonetically motivated. Thus, an analysis that incorporates both morpheme- and vowel-specific factors is preferable to an account that deals with only one of these.

The morpheme-specific behaviour seen in Hungarian is of a very predictable type: a vowel may exceptionally have the normal behaviour of a vowel that is one step better as a trigger or target, in the scale (from low to high) of [iː] – [eː] – [ɛ] – harmonic vowels. Specifically, [iː] and the harmonic vowels are not variable, the former because the normal behaviour of [ɛ], like that of [iː], is neither triggering nor being a target of harmony, and the latter because there is no category above. In contrast, [eː] can, in some morphemes, show the normal triggering and
targeting behaviour of [ɛ], in that it variably triggers harmony (vacillation) in some roots (e.g. (2g)) and can be a target of harmony in some suffixes; both of these are the normal behaviour of [ɛ]. Similarly, in some morphemes, [ɛ] can show the normal behaviour of the fully harmonic vowels, in consistently triggering harmony (e.g. (2j)). Note that [ɛ] already shows the typical targeting behaviour of the other vowels, since it does not occur in invariant suffixes.

Due to these generalizations about the possible morpheme-specific behaviour, I will encode morpheme-specific behaviour into the trigger and target scaling factors, with vowels exceptionally able to take the trigger and target scaling of a vowel in the category above. It remains an open question why there appears to be this one-step limit in morpheme-specific behaviour (e.g. why [i] cannot behave like [ɛ]), but this issue is beyond the scope of the present chapter. I suggest the possibility that a one-step change can be consistent with the phonetic properties of a given vowel, which motivate its normal behaviour in relation to how the language sets its scaling factors, but a larger change cannot be.

6 Account of Hungarian

Using the principles outlined in Section 5, I now pursue a formal account of the Hungarian data described in Section 2. I show that with the correct constraint weights and scaling factors, this approach can capture the gradient, variable patterning of Hungarian neutral vowels, in addition to the basic facts that are accounted for in previous analyses.

6.1 Constraints, weights, and scaling

As discussed in Section 5.2, I adopt a target-oriented harmony constraint that reflects that Hungarian harmony is progressive and triggered by either feature value. This constraint is
repeated in (12). One violation of this constraint is counted for each [αBack] vowel preceded by a [-αBack] vowel at any distance.27

(12) *[-αBack]∞[αBack]: Assign a violation for every vowel that is [αBack] and is preceded at any distance by a vowel that is [-αBack].

In addition to this harmony constraint, we require general markedness constraints to prevent vowels that are unattested in Hungarian from surfacing, as well as a faithfulness constraint against changes to [low]. These constraints are defined in (13).

(13)

*[y]: Long, [-high, -low, -round] vowels must not be [+back].
*[æ]: Long, [+low, -round] vowels must not be [-back].28

IDENT-IO[low]: Assign a violation for every change in the feature [low] between a vowel in the input and its correspondent in the output.

While the harmony constraint is in conflict with faithfulness to the feature [back], the general constraint IDENT-IO[back] is not active within the Hungarian system, and so I omit it from the analysis.29 Instead, I will assume that there is an active positional faithfulness constraint (e.g. Beckman 1998), specifically a highly weighted constraint to preserve the [back] specification of

---

27 I will assume that this constraint applies only within the domain of the phonological word. In particular, I assume that the two parts of a compound are separate phonological words, and therefore this constraint does not affect compounds.

28 Note that this constraint operates on phonological features. While [æ:] is pronounced by many speakers as front, as mentioned previously, it behaves phonologically as [+back], and is therefore not subject to this constraint.

29 Formally, this could be accomplished by giving it a weight of zero, or just a sufficiently low weight (see Potts et al. 2010 on zero weights in HG).
the word-initial vowel. This constraint will not be illustrated in the tableaux for space reasons, but will ensure that the initial vowel is the trigger of harmony.\footnote{Note that something distinct needs to be proposed for loanwords, in which there can be root-internal disharmony and the final root vowel triggers harmony to the suffix. It is common for loanwords to have less restrictive phonotactic patterns compared to native words; this occurs in a variety of languages, for many phonotactic patterns (e.g. Ito & Mester 1995; Inkelas et al. 1997; Jurgec 2010). Such cases could be accounted for with co-phonologies (e.g. Inkelas & Zoll 2007), or by scaling faithfulness constraints by lexical stratum (foreign versus native), as done by Hsu & Jesney (2017). It is worth noting that Hsu & Jesney’s (2017) approach is insufficient to explain morpheme-specific behaviour in Hungarian, even though many of the exceptional morphemes are loans. This is because such morphemes may exceptionally trigger harmony, which should be prevented if faithfulness is higher ranked in the loan stratum. Instead, an analysis of Hungarian that considers loans would require both the foreign stratum and the morpheme-specific category changing adopted in this chapter.} Since Hungarian also has rounding harmony, I assume the same about IDENT-IO[round] as about IDENT-IO[back].

Many previous analyses of Hungarian harmony (e.g. Ringen & Vago 1998) ignore root-internal harmony, assuming a highly ranked root faithfulness constraint. In reality, a high ranking of such a constraint is only necessary for loanwords (see footnote 21 on loanword treatment). As discussed in Section 2, disharmonic roots consisting of non-neutral vowels are recent loans; within native Hungarian roots, non-neutral vowels must agree in backness, while front unrounded vowels may both precede and follow either front or back vowels. This pattern is in contrast to the behaviour of neutral-back sequences across morpheme boundaries, because neutral vowels trigger last-resort harmony (see (3)). I suggest that these facts can be accounted for using root-specific faithfulness to [back], defined as in (14).

\begin{equation}
(14) \text{IDENT-IO[back]} \text{ROOT}: \text{For vowels within the domain of the root, assign a violation for every change in the feature [back] between a vowel in the input and its correspondent in the output.}
\end{equation}

Weighted correctly with respect to harmony, this constraint will allow non-neutral vowels to harmonize within a root, but require root-internal disharmony involving neutral vowels to surface faithfully. Given that the constraint is root-specific, it will not affect last-resort triggering
in which suffix vowels harmonize to neutral root vowels.

The constraint weights and scaling factors are set as in (15). There are many choices that would work, and the specific numbers are arbitrary, as long as certain conditions are satisfied; throughout the analysis, I will argue for these specific conditions on weighting that are required for Hungarian. Note that the scaling factors in (15b-d) are specific to the particular constraint *[-αBack]≠[αBack], and are not applied to the grammar as a whole; this follows Kimper (2011) and Bowman (2013).

(15a) Constraint weights

*[x]: weight 400

*[ae]: weight 400

IDENT-IO[back]ROOT: weight 200

IDENT-IO[low]: weight 20

*[-αBack]≠[αBack]: weight 1

(15b) Trigger strength scaling

2 for [i] and [i:]

2 for [e:]31

4 for [e]

16 for all other vowels

---

31 There is no difference between [i] and [e:] for trigger strength, because in the general case, both vowels are non-triggers. However, [i] and [e:] must nonetheless be separate categories, such that it is possible for [e:] to exceptionally be a trigger but not [i].
(15c) Target quality scaling
1 for [i] and [i:]
1 for [e:]
8 for [ɛ]
16 for all other vowels

(15d) Distance scaling
1/2^n, where n is the number of syllables intervening between trigger and target

As discussed in Section 5.6, note that both trigger and target scaling can vary morpheme-specifically, in that a morpheme may select for its vowel to behave like the vowel one category above it. This will be discussed further in Section 6.4.

6.2 Basic harmony facts
The present analysis retains the ability to capture the basic facts of Hungarian harmony that are the focus of other analyses. Tables 3.8-3.13 illustrate. Following Vago (1980b), among others, I assume that the dative suffix underlyingly has a front vowel; this assumption is not critical to the analysis, due to the low (zero) hypothesized weight of the general IDENT-IO[back].

Table 3.8 shows that suffix [ɛ] is required to harmonize following non-neutral roots; the same will apply for front rounded and back vowels. Disharmony violates *[–aBack]ɛ[aBack], while the harmonic form does not violate any of the constraints due to the absence of IDENT-IO[back] in the analysis (i.e. its very low hypothesized weight). This tableau does not demonstrate any weighting of the included constraints.
Table 3.8: Harmony with non-neutral vowels

Table 3.9 shows that front rounded and back vowels are required to harmonize within a root; disharmony violates \([-\alpha_{\text{Back}}\times\alpha_{\text{Back}}]\), while the harmonic form in this case violates IDENT-IO[back]ROOT. This tableau demonstrates the need for the weighting condition in (16). (See footnote 30 on the distinct analysis required for loanwords, in which disharmony is allowed.)

Table 3.9: Root-internal harmony with non-neutral vowels

(16)

weight(IDENT-IO[back]ROOT)

< weight([-\alpha_{\text{Back}}\times\alpha_{\text{Back}}]) \times \text{scaling(good trigger)} \times \text{scaling(good target)}

Table 3.10 demonstrates that front unrounded vowels are able to be transparent. In candidate (a),
the neutral vowel [e:] is opaque, with the suffix surfacing as front. This candidate has two
violations of *[-aBack]v[aBack]: one for the potential target [e:], with trigger [a:], and the other
for the potential target [ɛ], again with trigger [a:]. The first violation is scaled by 16(a:)*1(e:) =
16. The second is scaled by 16(a:)*8(ɛ)*1/2(distance) = 64, since there is one syllable
intervening between them. The total score for candidate (a) is therefore −80. Candidate (b), with
transparency, similarly has two violations of *[-aBack]v[aBack]: one is again for the potential
target [e:], with trigger [a:], but the other is for the potential target [ɔ] with trigger [e:]. Again, the
first violation is scaled by 16, but this time, the second is scaled by 2(e:)*16(ɔ) = 32. There is no
distance scaling here, since the vowels are in adjacent syllables. The total for candidate (b) is
thus −48. A fully harmonic candidate, changing the /e:/ to [a:], violates both root faithfulness to
[back] and faithfulness to low, and therefore receives a score of −220. Thus, candidate (b) wins,
since −48 is the highest score; transparency (b) is preferred over opacity (a) because [e:] is a poor
trigger, and over full harmony (c) due to root faithfulness. The required weighting conditions
demonstrated in this tableau are given in (17); note that here is where it is necessary to maintain
Kimper’s (2011) trigger strength scaling in order to derive transparency rather than opacity.
Table 3.10: Transparency of neutral vowels

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ka:ve:ne:k</td>
<td>400</td>
<td>400</td>
<td>200</td>
<td>20</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>a.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−1*16(a:)1(e:)</td>
<td>−80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−1*16(a:)*8(ɛ)*1/2</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−1*16(a:)1(e:)</td>
<td>−48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−1*2(ɛ:)*16(ɔ)</td>
<td></td>
</tr>
<tr>
<td>c. ka:va:ne:k</td>
<td>−1</td>
<td>−1</td>
<td></td>
<td></td>
<td></td>
<td>−220</td>
</tr>
</tbody>
</table>

Table 3.11 illustrates that neutral vowels are last-resort triggers of suffix harmony, even in cases where harmony involves an additional faithfulness violation. Candidate (a) is faithful, but violates harmony, with scaling of 2 for trigger [i:] and 16 for target [a:]. The total is therefore −32. In contrast, candidate (b) harmonizes, violating only IDENT-IO[low], which gives a score of −20. The harmonic candidate is the winner. The same result will also hold for suffixes that do not violate IDENT-IO[low]. The weighting condition from this tableau is given in (18).
Table 3.11: Last-resort triggering by neutral vowels

<table>
<thead>
<tr>
<th>/viːznaːl/</th>
<th>*[yː]</th>
<th>*[ɛː]</th>
<th>IDENT-IO[back]\text{\text{\text{ROOT}}}</th>
<th>IDENT-IO[low]</th>
<th>*[−α\text{Back}]x[α\text{Back}]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>400</td>
<td>200</td>
<td>20</td>
<td>1</td>
<td>−1*2(i:)*16(a:)</td>
<td>−32</td>
</tr>
<tr>
<td>a. viːznaːl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. viːzneːl</td>
<td></td>
<td>−1</td>
<td></td>
<td>−20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.11: Last-resort triggering by neutral vowels

\(18\)

\[
\text{weight(IDENT-IO[low])} < \text{weight(*[-αBack]x[αBack])} \times \text{scaling(trigger [i:])} \times \text{scaling(good target)}
\]

Importantly, the last-resort triggering in Table 3.11 happens only across a suffix boundary; root-internal neutral-back sequences surface faithfully due to IDENT-IO[back]\text{\text{\text{ROOT}}}. Table 3.12 illustrates; the faithful candidate wins because harmony violates IDENT-IO[back]\text{\text{\text{ROOT}}}. (19) gives the required weighting conditions. This result will also hold for any combination of back vowels with front unrounded vowels (i.e. any of these vowels, in any order), because of the high weight of IDENT-IO[back]\text{\text{\text{ROOT}}} relative to the trigger and target scaling factors of front unrounded vowels.\(^{32}\) Specifically, they highest trigger or target scaling of a front unrounded vowel is 8; because \(8 \times 16 = 128 < 200\), even root-internal disharmony involving \([ɛ]\) can surface faithfully. This is in contrast to Table 9, where root faithfulness is not maintained with harmonic vowels; in that case, the harmony constraint was scaled such that it outweighed root faithfulness. This result is consistent with the generalization that non-neutral vowels in native Hungarian roots are from the

\(^{32}\) Unlike Turkish, Hungarian does not appear to have bisyllabic suffixes in which the first vowel undergoes harmony but the second does not. Hungarian does have some ‘opaque/domain-external’ suffixes (Siptár & Törkenczy 2000: 65) that are disharmonic, but neither vowel undergoes harmony and the first is neutral.
same harmonic class, whereas front unrounded vowels can co-occur with either class.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
/bikɔ/ & *[y:] & *[æ:] & IDENT-IO[back]_{\text{ROOT}} & IDENT-IO[\text{low}] & *[\text{-αBack}]\prec[\text{αBack}] \\
400 & 400 & 200 & 20 & 1 & \\
\hline
\varnothing & \text{a. bikɔ} & & & & \text{−1*2(i)*16(α)} & \text{−32} \\
\hline
\text{b. bikɛ} & & & & & \text{−200} \\
\hline
\end{array}
\]

Table 3.12: Root-internal neutral-back sequences surface faithfully

(19)

\[
\text{weight}(*[-\text{αBack}]\prec[\text{αBack}]) \ast \text{scaling(trigger [i])} \ast \text{scaling(good target)}
\]

\[
< \text{weight(IDENT-IO[back]_{\text{ROOT}})}
\]

6.3 \[a:]\text{-}[e:] alternation

Given the assumptions and constraints outlined in Section 6.1, this analysis can also accurately capture the asymmetric re-pairing behaviour of Hungarian [a:] and [e:], in which [a:] is required to re-pair but [e:] is not. Table 3.13 shows that /a:/ re-pairs to surface as [e:] when it follows a front rounded vowel. Direct harmony in [back], as in candidate (c), violates the highly weighted constraint *[æ:]. The decision is then between re-pairing, in (b), and faithfulness, in (a). Re-pairing violates IDENT-IO[low], with a weight of −20. The faithful candidate is disharmonic, therefore violates *[-αBack]∣αBack]. Trigger and target scaling are each 16, giving a total of \(1*(-16*16)=-256\) as the score for candidate (a). Since \(-20 > -256\), candidate (b) wins, and /a:/ is required to re-pair to [e:]. To ensure that harmony occurs in this case, we require the weighting conditions stated in (20). Note that /a:/ will not re-pair to [i:] or [y:] because such candidates are harmonically bounded by the one in which /a:/ re-pairs to [e:]; all of these candidates violate IDENT-IO[low], but re-pairing to a high vowel also violates IDENT-IO[high]. I
therefore omit candidates in which /a:/ re-pairs to a high vowel, as well as the constraint IDENT-IO[high], from the tableaux for presentation reasons. The generalization here is that /a:/ re-pairs to the front vowel that requires the fewest feature changes, and so changing [high] in addition to [low] will be worse than changing only [low]. Note that Hungarian harmony never changes length; we can assume that this in combination with the constraint against a long, low, front unrounded vowel is the reason why repairing in this case does not go to [ɛ] or [ɛ:].

\[
\begin{array}{cccccc}
\text{/tøk+na:l/} & *[^{\text{x:}}] & 400 & *[^{\text{æ:}}] & 400 & \text{IDENT-IO[back]ROOT} & 200 \\
& & & & & \text{IDENT-IO[low]} & 20 \\
\text{a. tøkna:l} & & & & & *[^{-\text{αBack}}] \times [\text{αBack}] & 1 \\
\text{b. tøkne:l} & & & & & & -256 \\
\text{c. tøknæ:l} & & & & & -1 & -20 \\
\end{array}
\]

<table>
<thead>
<tr>
<th>/tøk+na:l/</th>
<th>*[^{\text{x:}}]</th>
<th>400</th>
<th>*[^{\text{æ:}}]</th>
<th>400</th>
<th>IDENT-IO[back]ROOT</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>b. tøkne:l</td>
<td>&amp;</td>
<td>&amp;</td>
<td>&amp;</td>
<td>&amp;</td>
<td>*[^{-\text{αBack}}] \times [\text{αBack}] &amp; 1</td>
<td></td>
</tr>
<tr>
<td>c. tøknæ:l</td>
<td>&amp;</td>
<td>&amp;</td>
<td></td>
<td>&amp;</td>
<td>-1 &amp; -20</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.13: Re-pairing of [a:] with [æ:]

(20)

a. weight(IDENT-IO[low])

< weight(*[^{\text{æ:}}])

b. weight(IDENT-IO[low])

< weight(*[^{-\text{αBack}}] \times [\text{αBack}] ) * scaling(good trigger) * scaling(good target)

In contrast, Table 3.14 demonstrates that /e:/ is not required to re-pair when it follows a back vowel. Similarly to Table 3.13, direct harmony in [back], as in candidate (c), violates the highly
weighted constraint *\([\gamma:]\), and the decision is then between re-pairing, in (b), and faithfulness, in (a). Again, re-pairing violates IDENT-IO[low], with a weight of \(\sim 20\), while the faithful candidate is disharmonic and therefore violates *\([-\alpha\text{Back}]\times [\alpha\text{Back}]\). However, since the potential target is \([e:]\), target scaling is only 1. Thus, the total score for candidate (a) is \(1*(\sim1*16*1)=\sim16\). Since \(\sim16 > \sim20\), candidate (a) wins in this case, meaning that /e:/ is not required to re-pair to [a:]. This tableau demonstrates the need for the weighting conditions given in (21). Critically, comparing the second condition in (21) to the second condition in (20) shows the need for scaling(target [e:]) < scaling(target [a:]), illustrating the need for the target quality concept argued for here. The alternative harmonic candidate [laːɲo:] is ruled out by rounding faithfulness not shown here.

<table>
<thead>
<tr>
<th>/laːɲ+e:/</th>
<th>(*[\gamma:])</th>
<th>(*[\alpha:])</th>
<th>IDENT-IO[back]</th>
<th>IDENT-IO[low]</th>
<th>(*[-\alpha\text{Back}]\times [\alpha\text{Back}])</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\varphi) a. laːɲe:</td>
<td>400</td>
<td>400</td>
<td>200</td>
<td>20</td>
<td>1</td>
<td>(\sim16(a:)*1(e:))</td>
</tr>
<tr>
<td>b. laːɲa:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\sim1)</td>
</tr>
<tr>
<td>c. laːɲy:</td>
<td>(\sim1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.14: [e:] does not re-pair with [a:]

\[\text{(21)}\]

\[
\text{weight}(\*[-\alpha\text{Back}]\times [\alpha\text{Back}]) \times \text{scaling(good trigger)} \times \text{scaling(target [e:]}) \\
< \text{weight}(\*[\gamma:])
\]

\[
\text{weight}(\*[-\alpha\text{Back}]\times [\alpha\text{Back}]) \times \text{scaling(good trigger)} \times \text{scaling(target [e:]}) \\
< \text{weight}(\text{IDENT-IO[low]})
\]
These examples show that this analysis correctly predicts the asymmetry between [a:] and [e:] in Hungarian, by appealing to the fact that [a:] is a better target of front/back harmony than [e:] is. Disharmony involving the potential target [a:] is therefore penalized to a greater extent than disharmony involving the potential target [e:]; the result is that harmony outweighs faithfulness for /a:/, but the reverse is true for /e:/.

Notably, unlike an analysis that uses separate faithfulness constraints for [+low] and [-low], the current approach does not predict the possibility of reverse Hungarian. Indeed, due to the phonetic basis and markedness conflation inherent in the definition of target scaling, the target scaling factor for [e:] must be less than or equal to that of [a:]. As such, these vowels must either pattern like they do in Hungarian or behave symmetrically.

6.4 Variability

The behaviour in Table 3.14 is not the only possibility for how [e:] will behave in suffixes. As noted in Section 2, [e:] has intermediate neutrality along this dimension; the recent literature seems to assume that the underlying form of affixes that alternate between [a:] and [e:] is not necessarily /a:/, but rather that /e:/ is not fully neutral and could be required to harmonize in suffixes. This is possible under the current analysis due to the option for morpheme-specific target scaling factors. As discussed in Section 5.6, Hungarian morphemes may exceptionally select for their vowels to take the scaling trigger and/or target factors of a vowel that is one step better as a trigger/target. It is worth noting that we could not posit that such cases are abstractly the missing [ɛ:], given that [ɛ] behaves in the same way, sometimes taking on the scaling factors of a fully harmonic vowel. If we have such a suffix with [e:], it will be required to harmonize, as shown in Table 3.15, where the subscript “ɛ” indicates an [e:] that morpheme-specifically
behaves like [ɛ], in the way justified in Section 5.6. Note that if [e:] in this case were not behaving like [ɛ], then it would have a scaling factor of 1, and the output would be -16 rather than -128.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. dobne: ł</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. dobra: ł</td>
<td></td>
<td>−1</td>
<td>−16(0)*8(e:ɛ)</td>
<td></td>
<td></td>
<td>−128</td>
</tr>
<tr>
<td>c. dobny: ł</td>
<td>−1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.15: Re-pairing of [a:] with [e:]

In other words, while rounded vowels and back vowels are required to harmonize, [e:] may or may not: it is of intermediate neutrality with respect to being a target in a suffix. In this approach, it does not matter which of the alternating [a:]~[e:] suffixes are underlyingly /a:/ and which are underlyingly /e:/ . This possibility does not exist for [i(:)], because the next category up is [e:], which has the same target scaling as [i(:)]. It also does not exist for [ɛ] or other vowels, which already have target scaling factors sufficient to ensure that harmony in suffixes must always occur. Thus, [i(:)] is consistently invariant, [e:] is variable, and [ɛ] and other vowels are consistently targets, reflecting the suffix height effect illustrated in Table 3.3 in Section 2.

I turn now to variability in triggering, which occurs in distinct ways for both [e:] and [ɛ]: the former can be transparent or vacillating (in the sense that a single morpheme can take either
back or front suffixes), while the latter is typically vacillating or opaque. An example of transparent [e:] (i.e. [e:] that is a non-trigger, while non-transparent/vacillating [e:] is acceptable as either a trigger or not) was given in Table 3.10; for it to be variable, it must select for the morpheme-specific trigger scaling of [ε]. This is shown in Table 3.16, where the subscript “ε” indicates that the vowel morpheme-specifically behaves like [ε]. In such a case, the front and back variants of the suffix receive identical harmonic scores, meaning that either one could surface. Note that this result holds regardless of whether we assume that [e:] is also morpheme-specifically a better target in this case.

Given that this trigger scaling factor is the usual one for [ε], the analysis predicts that back-[ε] roots will typically vacillate. Moreover, [ε] can morpheme-specifically have the trigger strength of a fully harmonic vowel; in such a case, the suffix will be consistently front, with [ε] opaque, 

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ̃osteːknæk</td>
<td>400</td>
<td>400</td>
<td>200</td>
<td>20</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>-1*16(ɔ)*8(ε:ɛ)</td>
<td>-1*16(ɔ)*8(ε)*1/2</td>
<td>-192</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ̃osteːknæk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>-1*16(ɔ)*8(ε:ɛ)</td>
<td>-1*4(ɛ:ɛ)*16(ɔ)</td>
<td>-192</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ɔstaːknæk</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.16: Variable opacity of [ε:]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ̃osteːknæk</td>
<td>400</td>
<td>400</td>
<td>200</td>
<td>20</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>-1*16(ɔ)*8(ε:ɛ)</td>
<td>-1*16(ɔ)*8(ε)*1/2</td>
<td>-192</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ̃osteːknæk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>-1*16(ɔ)*8(ε:ɛ)</td>
<td>-1*4(ɛ:ɛ)*16(ɔ)</td>
<td>-192</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ɔstaːknæk</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Given that this trigger scaling factor is the usual one for [ε], the analysis predicts that back-[ε] roots will typically vacillate. Moreover, [ε] can morpheme-specifically have the trigger strength of a fully harmonic vowel; in such a case, the suffix will be consistently front, with [ε] opaque,
similarly to the case of harmony with non-neutral vowels in Table 3.8. In contrast, [i:] can never behave as vacillating or opaque, because its only morpheme-specific option is to have the trigger scaling of [e:], which generally behaves as transparent. Thus, the analysis is able to derive the height effect in transparency, in which high vowels are consistently transparent, mid vowels are sometimes variable, and low vowels are generally variable or opaque. This is due to the fact that morpheme-specificity in Hungarian is limited to a vowel behaving as “one category up”, which I hypothesize could relate to the phonetic motivations for trigger and target; a vowel cannot morpheme-specifically take on the behaviour of one too distinct from its own phonetic properties.

Finally, multiple neutral vowels can also show vacillation, taking both front and back versions of the suffix. This is a simple effect of distance scaling, as shown in Table 3.17.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>400</td>
<td>400</td>
<td>200</td>
<td>20</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>a. ɔnɔli:ziʃnɛk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−1*16(ɔ)*1(i:)</td>
<td></td>
<td></td>
<td>−56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−1*16(ɔ)*1(i)*1/2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−1*16(ɔ)*8(ɛ)*1/4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ɔnɔli:ziʃnɛk</td>
<td></td>
<td></td>
<td>−1*16(ɔ)*1(i:)</td>
<td></td>
<td></td>
<td>−56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−1*16(ɔ)*1(i)*1/2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−1*2(i)*16(ɔ)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.17: Variable opacity of multiple neutral vowels

33 The number of examples like (2h), in which [ɛ] is consistently transparent, is quite small. These few roots are not captured here, but could be if we assume that morpheme-specificity could also occasionally go in the other direction, with [ɛ] behaving like [e:].
Note that this view of vacillation is a simplification; a more nuanced analysis, which is beyond the scope of the present chapter, would convert harmonic scores to percentages, because the Hungarian vacillation data is not as simple as each possible suffix form surfacing half the time. This issue will be discussed further in Section 6.5. Moreover, there is a role for paradigm uniformity in the behaviour of vacillating roots; generalizations of other aspects of paradigm uniformity in Hungarian harmony have previously been made by Törkenczy et al. (2013) and Rebrus et al. (2017). In this case, paradigm uniformity is required to ensure that vacillating roots behave the same way across multiple types of suffix vowels; specifically, we might otherwise predict suffixes with alternants containing [ɛ] or [e:] to behave differently than suffixes with fully harmonic vowels, because the target scaling factors are different. Again, a full implementation is beyond the scope of the present chapter. The critical aspect of the current analysis is that paradigm uniformity and morpheme-specificity do not need to bear the entire burden of explanation. Instead, the explanation here is shared by vowel-specific factors, which are less arbitrary because they are motivated by cross-linguistic and phonetic evidence.

To summarize, this section and those preceding it have demonstrated that the target-focused framework developed in Section 5 maintains the ability to capture the crucial facts about Hungarian harmony that have been previously analyzed, while also extending to the gradient nature of neutrality in the language. The specific numbers given here work, but what is crucial is that all of the relative weighting requirements are satisfied, specifically in terms of the relative ranges of trigger and target scaling factors for the different vowels.
6.5 Further directions for Hungarian

While it captures much of the gradient variability in Hungarian, this analysis still abstracts away from some of the more problematic aspects of Hungarian harmony. In this section, I consider how the analysis could be extended to additional data for which a full treatment is beyond the scope of this chapter.

First, as mentioned in Section 2, Hungarian has some anti-harmonic roots, which contain only front unrounded vowels, yet take back suffixes. An adequate analysis of these roots should explain why they all contain only front unrounded vowels, and why the majority of them contain [i(:)]. This patterning exactly parallels the other aspects of neutrality (invariant suffixes and transparency), and so should receive a similar account. One possibility in the framework here is that all alternating Hungarian suffixes are by default [+back], and that there is additional variability in the trigger strength of [i(:)], and to a lesser extent [e:]. If the trigger strength of these vowels can, in specific morphemes, be low enough to not trigger harmony at all, then default suffix vowels should occur; if the default is [+back], then anti-harmony is derived. The assumption of a default [+back] for suffixes changes a number of aspects of the above analysis, in particular the generalizations related to [e:] sometimes undergoing harmony in suffixes, but it is worth exploring as a future direction for explaining anti-harmony.

A further property that this analysis could be extended to deal with is stem/suffix interactions. Research has shown that of the vacillating stems that can take either front or back suffixes, stems vary in terms of their preference for front or back, and this further varies by the specific suffix attached to the stem. For example, Törkenczy (2013) notes that the root [fotel] ‘armchair’ more often takes the back version of the illative suffix [bɔ]/[bɛ], while the root [kontsert] ‘concert’ takes only the front version of this suffix. With the plural [ok]/[ɛk], [fotel]
instead takes the front version more often, while the root [hɔvrɛ] ‘friend’ almost always takes the back version. In other words, the preferred choice for vacillating cases depends on both the stem and suffix. Since the present analysis deals with morpheme-specific properties, a more nuanced version of it could be derived, in which there is some correlation between the harmonic scores of candidates and their percentage frequency, and this could depend on both the specific stem and suffix. This direction ties in with the general comment about the nuances of vacillating roots as discussed in Section 6.4. Moreover, it could reduce the need for an appeal to paradigm uniformity to explain the similarity in behaviour of vacillating roots across suffixes, regardless of whether the suffix alternants contain [e:], [ɛ], or only harmonic vowels (in comparison to some sort of word-listing/word-based morphology for at least these cases).

Recent literature on Hungarian has noted that invariant and alternating suffixes with [e:] behave differently with respect to vacillating roots: the invariant ones (e.g. [e:] in Table 3.14) are transparent, in that the root+suffix combination remains vacillating, while the alternating ones (e.g. [na:l]~[ne:l] in Tables 3.13 and 3.15) are opaque, in that the root+suffix combination can only take front suffixes (e.g. Törkenczy et al. 2013). As Törkenczy et al. (2013) note, part of the explanation can be due to paradigm uniformity. In the present analysis, another factor to consider is the correlation between morpheme-specific trigger and target scaling. It is clear in Hungarian that a correlation between trigger and target behaviour exists in the general case: the height effect for triggering follows the exact same pattern as the height effect for being targeted. Since this analysis treats morpheme-specific variation as bumping a vowel into the behaviour of a vowel

---

34 A reviewer notes that this can be influenced by whether the suffix is consonant-initial, giving the examples haver- ok (*haverek), férfi-as (*férfi-es), but haver-nak/nek, férfi-val/vel. This pattern is reminiscent of several other languages in which the harmony process is influenced by whether an affix is C-initial or V-initial, such as Alur (Kutsch Loijenga 1991; Chapter 7). There is no standard way of dealing with such cases, and it is beyond the scope of the present chapter to account for it in Hungarian. However, future work on Hungarian should examine the influence of the suffix-initial segment on the preferred suffix choice with vacillating stems.
one level better on the trigger or target scale, we predict the possibility that in cases where [e:] behaves like [ɛ] as a target, it could also behave like [ɛ] as a trigger. As such, alternating [e:] should behave differently than invariant [e:], as the former is morpheme-specifically a better trigger than the latter. This possible correlation between trigger and target factors, including in morpheme-specific cases, should be explored further in additional research.

A question arising from this analysis is why the trigger and target scaling can change morpheme-specifically. It is clear that they must, with limited options given the type of morpheme, because the variable patterning in Hungarian shows morpheme-specific properties in addition to vowel-specific ones. A direction to explore here is the effect of loans: vacillating back-[e:] roots tend to be loans, as do many of the roots in which [ɛ] co-occurs with a back vowel, regardless of their behaviour. A potential hypothesis is that loanwords come into the lexicon with trigger and target scaling that may not match the typical pattern of native words, but that a degree of closeness to the phonetically motivated behaviour of native words is required (i.e. the one category limit). This idea could also potentially be extended to “disharmonic” roots, in which back vowels co-occur with front rounded vowels. As noted, such roots are always recent loans, and perhaps the factor that prevents root-internal harmony from applying is a difference in the scaling factors for these vowels. Thus, examining the connection between loans and (dis)harmonic behaviour in Hungarian, in relation to the issue of “one category up” variability, is a worthwhile future direction.

7 Implications and discussion

This chapter has proposed a novel, target-oriented account of Hungarian harmony, arguing that the data requires a new way of incorporating targets into an analysis. Specifically, neutrality is
not simply a lack of ability to harmonize, but rather that the dispreference for disharmony is too weak to outweigh faithfulness. This approach to Hungarian has many implications for the study of neutrality and targets more broadly in vowel harmony, some of which are considered in this section.

7.1 Target conditions in other languages

Hungarian [e:] is not alone in the fact that it is generally neutral to harmony despite appearing to have the option to participate through pairing with [a:]. As noted in Section 1, vowels that are able to undergo harmony do not always do so; moreover, there is a degree of cross-linguistic consistency in the choice between neutrality and participation, regardless of whether a vowel is paired. Mayak (Chapter 9) is one such case: the low vowels [a] and [ʌ] are paired for [ATR] and participate in tongue root harmony in limited contexts, but they are generally neutral (Andersen 1999). Moreover, low vowels in tongue root harmony systems are often unpaired and neutral, as in languages like Yoruba, which has an opaque [a] but no [+ATR] low vowel (Archangeli & Pulleyblank 1994). Archangeli & Pulleyblank (1994) note that this kind of consistency is in fact a cross-linguistic pattern: paired vowels that are idiosyncratically neutral, as is the case in Mayak, tend to be the same types of vowels that are unpaired and neutral in other languages.

Any theory in which neutrality is based on the impossibility of undergoing harmony (e.g. where neutrality is derived purely by a constraint against the harmonic counterpart) will have difficulty explaining cases like Mayak. More importantly, they miss the generalization that which vowels are neutral tends to be the same cross-linguistically regardless of whether the neutral vowels are paired or unpaired. This consistency is clear evidence that vowel-specific, harmony-specific factors beyond inventory pairing (and the associated general markedness)
affect whether a vowel is a target for harmony or is neutral, contra many claims in the literature.

The analysis presented here can also be extended to cases not commonly considered as neutrality, namely harmony that targets only certain vowels. Previous analyses of vowel harmony have also noted that harmony may be subject to target conditions. An example is the constraint HI/ATR “if [+high], then [+ATR]”, which Archangeli & Pulleyblank (2002) use to account for high vowels being preferred targets in Kinande ATR harmony. This mechanism for incorporating features of targets differs from the current proposal in that it directly references the harmony-independent notion of feature compatibility, rather than the quality of a vowel as a potential harmony target. These notions are clearly related, as feature compatibility affects the phonetic and cross-linguistic factors that determine target quality. Though the details of the present approach are novel, the idea that harmony may be subject to target conditions is not, and target-specific harmony is necessary outside of Hungarian.

It is worth noting that the approach of Archangeli & Pulleyblank (2002) differs from the one here, for instance in the case of low vowels in front/back harmony; neither LO/BACK nor LO/FRONT would capture that low vowels are good targets, the former because it cannot explain why the low back vowel [a:] undergoes fronting in front harmony contexts, and the latter because it is unmotivated both cross-linguistically and in Hungarian, in which low vowels tend to be back, in terms of the number of such vowels in the phonologically defined inventory.\textsuperscript{35} In contrast, in the present approach, the phonetic motivation for low vowels to be good targets for front/back harmony is built into the theory’s prediction of their behaviour.

Overall, target conditions are necessary beyond Hungarian, and the present approach has

\textsuperscript{35} While a target condition that refers to [low] cannot capture the Hungarian alternation between [a:] and [e:], one that refers to [round] could. Specifically, NON-ROUND/FRONT would be a motivated target condition in Hungarian and cross-linguistically; this is effectively the *iʌ constraint mentioned earlier. However, such an approach is unable to account for why the low vowel [ɔ], which is round, is also subject to harmony.
the ability to extend to other languages and types of harmony. With the cross-linguistic concept of target quality, this analysis accounts for generalizations missed by a featural compatibility approach to neutrality, and can capture more complex cases like paired neutral vowels.

7.2 Trigger/target interactions

An additional implication concerns the interactions between triggers and targets, considered in this subsection. Given the use of scaling for both triggers and targets, the present analysis predicts that trigger and target should be able to interact in such a way that harmony depends on both of them. In other words, we should find cases in which harmony occurs only with both a strong trigger and a quality target, or in which disharmony is permitted only with a weak trigger and a poor target.

This prediction is borne out in rounding harmony in Kyrgyz and Altai. Kaun (1995; 2004) shows that in rounding harmony, good triggers are vowels that are non-high and/or front, while good targets are those that are high.\(^{36}\) In Kyrgyz and Altai, rounding harmony is obligatory except when the potential trigger is high and back and the potential trigger is low; only in such cases is disharmony permitted (Korn 1969). Table 3.18 summarizes, with examples from Korn (1969).

\(^{36}\) It is worth noting that this generalization fails in Hungarian, where rounding harmony targets only mid vowels. However, rounding harmony is quite restricted in Hungarian (e.g. Törkenczy 2010).
The only trigger/target combination where disharmony is permitted is precisely the one that is predicted: high, back vowels are weak triggers, while low vowels are poor targets. Thus, Kyrgyz and Altai manifest a trigger/target interaction predicted and easily accounted for by the present framework.

Nonetheless, the more common trigger/target relationship in rounding harmony is that trigger and target must agree in height, which is known as parasitic harmony and occurs for example in Yokuts (Kaun 1995). On the surface, this pattern would be problematic under the present analysis; as Kaun (1995) notes, good triggers of rounding harmony are non-high, while good targets are high, which means that height agreement involves either a bad trigger or a bad target. The approach here, without modifications, therefore predicts that if harmony occurs in cases of height agreement, then it should also occur when both the trigger and target are good.

However, this problem only occurs under the assumption that what it means to be a good trigger is independent of what it means to be a good target, and vice versa. Particularly in rounding harmony, this assumption is false; as Kaun (1995) argues, rounding is realized
distinctly on high versus non-high vowels, meaning that height agreement allows for uniformity in the phonetic realization of [round]. Based on this argument, the relationship between trigger and target scaling factors should be dependent, which would permit an account of parasitic harmony. Formally, this could be implemented with either a single scaling factor for each trigger/target pair or with the addition of a scaling factor for the interaction effect.

To summarize, the prediction that trigger strength and target quality can interact is borne out in Kirghiz and Altai rounding harmony. Parasitic rounding harmony, which appears at first glance problematic for this approach, is in fact possible to analyze; it requires the addition of an interaction factor, which is motivated by the fact that triggers and targets are not independent.

8 Conclusions

To conclude, this chapter proposes a new view of participation in vowel harmony, in which neutrality results not from featural incompatibility, but rather from the vowel-specific drive to undergo harmony being too weak. Under such a perspective, vowels are neutral when they are poor targets of harmony, and so the drive for them to be targeted is insufficient to force unfaithfulness.

This view of neutrality is motivated here by an under-analyzed alternation in Hungarian between harmonic [a:] and generally neutral [e:], which challenges many analyses of Hungarian harmony. Under the standard view, Hungarian (non-low) front unrounded vowels are neutral because they lack harmonic counterparts. Such an approach leaves completely unexplained the fact that [a:] also lacks a direct harmonic counterpart, yet consistently participates in harmony and alternates with neutral [e:]. This chapter explains this behaviour, by appealing to the cross-linguistic and phonetically motivated fact that low vowels are better targets of front/back
harmony than higher vowels. The concept of target quality directly incorporates the phonetic basis, within the definition, and allows for an account of the gradience of neutrality.

In doing so, the approach captures this broader typological height generalization, which goes beyond Hungarian, but also reflects the Hungarian-internal distinction in degree of neutrality for [i]/[i:], [e:] and [ɛ]. In contrast, in other formal analyses, the effects of height on harmony participation are determined arbitrarily and in a way that does not reflect the gradience of the behaviour, such as by stipulating that [ɛ] is harmonic.

This analysis has broad implications to the study of neutrality and target conditions; it has the explanatory power to account for complex patterns in a simple way, yet is appropriately constrained in its predictions by the phonetic motivations of trigger strength and target quality. Beyond Hungarian, the approach can be extended to deal with neutral paired vowels like in Mayak (Chapter 9), target asymmetries like in Kinande, trigger/target interactions like in Kirghiz and Altai, and many other patterns that require distinct, complex accounts in other frameworks. Here, instead, the central insight that captures multiple diverse phenomena is that whether harmony applies and whether disharmony matters crucially depends on the nature of the trigger and target.
Chapter 4: Mora-level harmony and target quality as a solution to the Votic ‘paradox’

1 Introduction

In the recent theoretical literature, Votic has been described as having a paradox, in which [i] seems to behave as unspecified for [back] in some phonological patterns, but as [-back] in others (Blumenfeld & Toivonen 2016; Hall 2018). Specifically, [i] is neutral to front/back harmony, yet participates in a pattern in which laterals surface as [l] before front vowels but [ɬ] before back vowels; the lateral is consistently [l] before [i]. These lateral alternations force a view in which [i] is [-back], which is a problem for any view in which neutrality to vowel harmony results from a lack of [back] specification.

Previous analyses have proposed round-about ways of solving this apparent paradox. Blumenfeld & Toivonen (2016) (henceforth B&T) draw a distinction between ‘strong’ and ‘weak’ specifications for [back], where [i] is only weakly specified because it is not contrastive for [back]; they suggest that harmony is relativized to strong specifications, while lateral alternations reference all specifications. As B&T note, this idea is reminiscent of work from Nevins (2010), Vaux (2004), Calabrese (2005), and others, in which individual processes/rules can be arbitrarily specified as seeing only contrastive specifications for [F], only marked values of [F], or all specifications of [F]. This analysis, as implemented in B&T, suffers from a number of problems, most notably that the definitions of ‘strong’ and ‘weak’ that are necessary to evaluate harmony reference contrast, which is an inventory property that is also determined within the grammar. Moreover, because laterals in lateral-vowel sequences are determined independently from harmony by the vowel, and because laterals themselves participate fully in harmony, the approach predicts that [i] can control harmony in cases in which it is preceded by a
lateral. Hall (2018) suggests a different solution, in which [i] is not specified for [back], but for [coronal], and both [back] and [coronal] can control lateral alternations; harmony is still in the feature [back]. This approach is non-ideal, because it requires two distinct features motivating lateral-vowel agreement, and laterals do not agree with other following coronals (i.e. coronal consonants).

Both of these approaches also fail to extend more broadly to other cases in which there is an apparent mismatch between contrast and neutrality, including in front/back harmony in another Uralic language, Hungarian (see Chapter 3). In Hungarian, all front unrounded vowels are unpaired for front/back, yet there is a height effect, in which [i] is consistently neutral, [e:] is usually (but not always) neutral, and [ɛ] is usually (but not always) harmonic (e.g. Hayes & Londe 2006). The categorical distinctions drawn by B&T and Hall to explain neutrality of [i] in Votic cannot be extended to variability in harmony participation among unpaired vowels in Hungarian.

In this chapter, I propose to adapt the Hungarian analysis from Chapter 3 for Votic. In this approach, neutrality is not a result of different specification for the harmonic feature, but the result of certain vowels being poor triggers and targets of harmony, such that the drive to harmonize in combinations involving those vowels is insufficient to force unfaithfulness. Previous arguments have suggested that [i] is a particularly poor trigger and target of front/back harmony, consistent with its neutrality in Votic (and Hungarian; see e.g. Benus & Gafos 2007). In the present type of account, [i] is still specified as [-back]; it is simply that the drive for it to participate in harmony is not strong enough to make harmony actually occur. Importantly, though, this approach does not rely at all on [i] being specified differently from other front
vowels; it is in fact [-back], and can behave as such in other phonological patterns like lateral alternations.

Beyond this analysis, I also develop a solution for the complexities in the behaviour of laterals in Votic. While laterals immediately preceding a vowel agree in backness with that vowel (e.g. [ɔːlud] 'beer', [elæ:] ‘to live’), laterals in other positions agree with the harmonic context (i.e. they are velarized/back in back words, like [naːtl] 'chicken pen', and plain/front in front words, like [veːl] 'more'). The specific case where this pattern becomes problematic is in back words containing neutral [i]. In such words, the front [l] surfaces if it immediately precedes [i] (as in [lidnaː] ‘town.ILL’; [ɔlimma] 'we were'), but the back [ɫ] surfaces otherwise, even if it immediately follows [i] (as in [ilma] ‘without’) or if the nearest (but non-adjacent) following vowel is [i] (as in [talvi] ‘winter’). These examples show that the lateral must actually participate in the harmonic alternations, but does not participate if the immediately following vowel is [i]. In other words, whether laterals are excluded from harmony or not depends on whether they directly precede a vowel, and if so, whether that vowel is [i].

I propose that in Votic, harmony operates on the level of moras, including both vowels and coda consonants, while onset-nucleus [back] agreement is a separate process. As such, onset consonants are not subject to harmony, and will therefore simply agree with the following vowel. In contrast, if the lateral does not immediately precede a vowel, it is a coda, which I presume has its own mora. In such cases, the lateral can participate in harmony in the same way as vowels. Since [back] is primarily a vocalic feature, I propose that there exists a separate [back] faithfulness constraint referencing vowels, but not a similar one for consonants, which allows this analysis to capture the generalization that while consonants may be targets of vowel harmony, they do not trigger it in Votic, and generally do not trigger it in other languages either.
(except in exceptional cases). Specifically, in situations where harmony is required between a vowel and consonant, and no other factors intervene, the vowel will always win, because maintaining its input specification is more important than maintaining that of the consonant. This approach is therefore able to capture all of the complications of the Votic pattern, without the pathological predictions of previous accounts.

This chapter is organized as follows. In Section 2, I describe the relevant front/back phonological processes in Votic, namely harmony and lateral alternations. In Section 3, I discuss existing analyses and argue against them. Section 4 proposes a novel analysis, adopting the target-oriented approach from Chapter 3 as well as the mora-based account outlined above. Section 5 discusses and concludes.

2 Front/back phonological processes in Votic

Votic has two major front/back phonological processes of interest: vowel harmony and lateral alternations. The distinct behaviour of [i] within these patterns has resulted in an apparent paradox, if neutrality is achieved representationally: [i] is neutral in harmony, but behaves as front for the purposes of lateral alternations. This section describes these patterns, focusing in particular on the behaviour of [i].

2.1 Inventory and feature assumptions

The inventory of Votic monophthongs is given in Table 4.1. Note that all vowels also show length contrasts, and the vowel [i] occurs only in Russian loans. The transcription of these vowels differ somewhat in various resources; I mostly follow Blumenfeld & Toivonen (2016), except using the IPA symbols [ø] and [æ] for their [ö] and [ä] respectively.
Votic also has an extensive inventory of diphthongs composed of these vowels, listed in Ariste (1968); these will be discussed in more detail in reference to the harmony system, but are listed in (1) for convenience. Like in Ariste (1968), where the list comes from, I split them into diphthongs that can occur in main stress position (initial syllables) and those occurring further in the word (non-initial syllables); I additionally organize them into [+back], [-back], and disharmonic diphthongs. I assume that diphthongs have two moras in Votic and that each mora has its own [back] specification (as well as other feature specifications), consistent with the feature specification of the relevant vowel.

(1)

Diphthongs in main-stressed syllables:

[+back]: œa, œo, ao, uo, au, ou, œu

[-back]: ye, æi, ei, øi, yi, yæ, æy, ey, øy, iæ

Disharmonic: ai, oi, ui, øi, io, eu, iu,

Diphthongs further on in the word:

[+back]: oa, ua, œa, au, œu

Table 4.1: Votic vowel inventory (Ariste 1968)
[-back]: iæ, øæ, yæ, æi, ei, yi, æy, ey, iy

Disharmonic: ia, æu, eu, iu, ai, oi, ui, œi

The consonant inventory of Votic is given in Table 4.2.

<table>
<thead>
<tr>
<th></th>
<th>Labial</th>
<th>Dental</th>
<th>Palatal</th>
<th>Velar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stops</td>
<td>Voiceless</td>
<td>p</td>
<td>t</td>
<td>k</td>
</tr>
<tr>
<td></td>
<td>Voiced</td>
<td>b</td>
<td>d</td>
<td>g</td>
</tr>
<tr>
<td>Fricatives</td>
<td>Voiceless</td>
<td>f</td>
<td>s</td>
<td>j</td>
</tr>
<tr>
<td></td>
<td>Voiced</td>
<td>v</td>
<td>z</td>
<td>j</td>
</tr>
<tr>
<td>Affricates</td>
<td>Voiceless</td>
<td>ts</td>
<td>tʃ jʃ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Voiced</td>
<td></td>
<td>dʒ</td>
<td></td>
</tr>
<tr>
<td>Nasals</td>
<td>Voiced</td>
<td>m</td>
<td>n</td>
<td>ŋ</td>
</tr>
<tr>
<td>Laterals</td>
<td>Voiced</td>
<td>l</td>
<td></td>
<td>ɬ^{37}</td>
</tr>
<tr>
<td>Trills</td>
<td>Voiced</td>
<td></td>
<td>r</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Votic consonant inventory (Ariste 1968)

Aside from in diphthongs, Votic does not have glides; Ariste (1968) does notate a segment as [j], but in describing it, writes “In Votic, [j] is not a semi-vowel, as it is in Estonian, but a real fricative” (p.9). This segment moreover lacks any sort of back counterpart. In fact, with the exception of laterals, all Votic consonants can be described without the feature [back], using the place features [labial], [coronal], and [dorsal] to distinguish major place, and [anterior] to distinguish ‘dentals’ from ‘palatal’ among fricatives and affricates, although ‘palatal’ fricatives

^{37} I place this lateral in the palatal column following Ariste (1968). Given that it is velarized, it might be better placed in the velar column, or in the dental column with [l], given that the difference may be a matter of secondary rather than primary place of articulation.
occur primarily in loans.\(^{38}\) Ariste does not give a description of the articulation of Votic laterals, except to say that the back one is similar to Russian and the front one to Estonian. I assume that laterals are the only consonants in Votic that can take [back] specifications, and that in fact they must be specified for [back]; the formal implementation of these assumptions is beyond the scope of this chapter. The fact that only laterals can take these distinctions in Votic is perhaps related to their sonority. It will be explained below why the analysis as formulated in this thesis requires not specifying most consonants for [back], rather than having them be poor triggers/targets of harmony.

2.2 Harmony

Like many other Finno-Ugric languages, Votic has a system of front/back harmony, in which stems typically consist of either all front vowels or all back vowels, and suffixes alternate in backness depending on the stem vowels. Some examples are shown in (2). All examples in this paper are taken from Ariste (1968) or Ahlqvist (1856).

\[(2)\]
\[\]
\[(a) \text{sømæ-ssæ} \text{ ‘eating-ELA’}\]^\(^{39}\)
\[(b) \text{vævy-ssæ} \text{ ‘son-in-law-ELA’}\]
\[(c) \text{ro:pa-ssa} \text{ ‘porridge-ELA’}\]
\[(d) \text{vasara-ssa} \text{ ‘hammer-ELA’}\]
\[(e) \text{tø:-zæ} \text{ ‘work-INE’}\]

\(^{38}\) The ‘dental’ and ‘palatal’ terminology is what is used by Ariste (1968) for distinctions like [ts] versus [tʃ]. Since the exact phonetic implementations are unclear, I follow this terminology throughout.
\(^{39}\) While in Finnish, [ssa]--[ssæ] marks the inessive and the elative is [sta]--[stæ], this suffix [ssa]--[ssæ] is in fact the elative in Votic. The Votic inessive is [za]--[zæ] (Ariste 1968).
Again as in many related languages, [i] in Votic is neutral to harmony; it can co-occur with both front and back vowels within roots, it does not alternate when it occurs in suffixes, and it is skipped over in determining the value of alternating suffixes. The examples in (3) illustrate; in all examples, the suffix value for [back] is determined by the vowel that precedes the [i]. Additionally, as shown in (c-d), the plural suffix [i] does not alternate and is skipped in determining the value of the elative suffix.\textsuperscript{40}

\textbf{(3)}

(a) tæi-ssa ‘louse-ELA’

(b) poiga-ssa ‘boy, son-ELA’

(c) lyhy-i-ssa ‘short-PL-ELA’

(d) su-i-ssa ‘mouth-PL-ELA’

Thus, at first glance, the Votic front/back harmony system appears to be a classic case in which contrast and neutrality match: [i] has no back counterpart (in native vocabulary) and is neutral to front/back harmony.

Before turning to additional facts, it is worth briefly discussing diphthongs in relation to the harmony system. Most Votic diphthongs are harmonic, and of the ones that are disharmonic, the majority involve [i] as either the first or second vowel in the diphthong (cf. the list in (1)).

\textsuperscript{40} Examples of the plural in Ariste (1968) generally involve [i] immediately after a vowel (hence forming a diphthong). Whether such examples exist with [i] on its own as a non-diphthong is unclear. This is potentially important, except that there are other cases in which [i] is obviously transparent, such as when it occurs between back vowels in [əlimma] ‘we were’; it is likely that the [i] in this example is in fact the plural suffix, followed by a 1PL subject agreement suffix.
This is the behaviour we would expect given vowel harmony in the language: diphthongs involving [i] can involve disharmony, since [i] is neutral, but diphthongs involving other vowels are harmonic. Note that I assume that there is no substantive difference in diphthongs between vowels and glides, as is typical in the notations used for Votic diphthongs.

However, there are two disharmonic diphthongs in Votic that do require attention: [eu] and [æu]; the former can occur dialectally in initial (stressed) syllables, and both can occur in non-initial positions. It is unclear in which dialects [eu] occurs initially, or whether such dialects have the back counterpart of [e]. I therefore focus on the non-initial situations. It is possible that these are the result of morphological complexity, in that all of the examples in Ariste (1968) are of reflexive or intransitive imperatives (lisæugo:] 'let it increase', peittæuga:] 'get hidden (pl)', and ehteuga:] 'adorn, embellish yourselves'). According to Ariste (1968), there is a verbal derivational suffix [u]~[y] in Votic that marks reflexive/intransitive, which usually occurs as [y] following front vowel stems; I suggest that perhaps exceptionally it is [u] in these cases. It is worth noting that the imperative suffix, which is also present in all of these examples, never alternates harmonically, but rather is always back (e.g. [-go:], [-ga:]); worth exploring is whether there is any connection between this and the presence of the [u] in the immediately preceding diphthongs. For the remainder of this paper, I consider these diphthongs a case of morphological exceptionality and assume that all diphthongs in the language are harmonic, except those involving [i].

2.3 Lateral alternations

Where the Votic facts differ from what is typically discussed for related languages is that in Votic, harmony is not the only phonological process that involves the feature [back] in Votic;
lateral alternations are affected by whether adjacent vowels are back or front. Specifically, when there is an immediately following vowel, plain [l] occurs if that vowel is front, while velarized [ɬ] occurs if it is back. Examples are given in (4).

(4)
(a) elæ: ‘to live’
(b) tʃylæ-Ilæ 'village-ADE'
(c) poiga-Ilə 'boy, son-ADE'
(d) ɬud 'beer'

Moreover, in situations with no following vowel, the lateral agrees with the harmonic context, such that these laterals are [l] in front words and [ɬ] in back words. Examples are given in (5).

(5)
(a) ve:l 'more'
(b) tʃylve-ttæ ‘to wash’
(c) næltʃ ‘hunger’
(d) naːtl 'chicken pen'
(e) kɔlmaɔ ‘third’
(f) lauɬu-ɬ ‘sing-ADE’

While this pattern is not often discussed, Finnish in fact does something similar with allophony of ‘clear’ versus ‘dark’ laterals depending on the vocalic context, for instance with dark [ɬ] in cases like [iɬta] 'evening' vs. clear [l] in cases like [silma] 'eye' (Gunnar Ólafur Hansson, p.c.). Also note that Nevins (2010) has discussed Finnish as having an analogous problem with the fact that [i] triggers assimilation in a preceding /t/ (making it [s]), despite being neutral to harmony. Votic [i] also triggers palatalization in a preceding /k/, raising the same kind of issue of visibility of [-back] for [i] (see e.g. Hall 2018), but I focus here only on lateral alternations, and only in Votic.
Interestingly, in this phenomenon, [i] behaves distinctly as a front vowel, in that any lateral immediately preceding it surfaces as [l], even in a back vowel word. This is shown in (6); note how all examples have a plain [l] preceding [i] despite the fact that all other vowels in the word are back, and that velarized [ɬ] does occur in example (c), but not immediately preceding [i]. Critically, then, [i] behaves like other vowels in controlling alternations of immediately preceding laterals, and it behaves categorically as a front vowel in this process.

(6)
(a) əlimma ‘we were’
(b) tuli-i-sə: ‘fire-PL-ILL’
(c) lintu-i-ɬa ‘bird-PL-ALL’

The lateral in a back word surfaces as [l] only if it immediately precedes [i]; if it follows [i], or if consonants intervene between the lateral and the [i], then it surfaces as [ɬ], as shown in (7).

(7)
(a) iɬma ‘without’
(b) talvi ‘winter’

I suggest that this distinction is about onsets versus codas: onset laterals do not participate in harmony, but instead take their [back] value directly from the vowel in the following nucleus,
while coda laterals are full participators in the harmony system. This account will be formalized in Section 3.

### 2.4 Interim summary: a backness ‘paradox’

These facts result in a problem for any analysis of Votic harmony that claims that [i] is transparent because it is not phonologically front. Specifically, we have an apparent contradiction: [i] is required to be [-back] to explain the lateral alternations discussed in Section 2.2, but under many analyses of transparency, it also cannot be [-back] because it is skipped over by backness harmony described in Section 2.1. Several previous analyses have attempted to address this ‘paradox’; I present my own analysis in Section 3, then address the problems with previous analyses in Section 4.

### 3 Novel analysis

The Votic facts can be accounted for fairly simply by extending the analysis of Hungarian from Chapter 3. Specifically, I propose that the neutral status of Votic [i] is due not to non-contrastiveness for [back]; instead, like in Hungarian, it is due to the poor quality of [i] as a participator in front/back harmony. As discussed in Chapter 3, such a view is phonetically and typologically motivated, as well as independently necessary in cases other than Votic. Under this perspective, whether [i] participates in harmony is independent from whether it has the feature [-back], contrastively or otherwise, and is therefore independent from whether we predict it to participate in lateral alternations. Thus, the account that is necessary for Hungarian also provides a simpler way of understanding the apparent contradiction in the status of [i] in Votic.
In this section, I develop this type of approach for Votic. I argue that the behaviour of Votic laterals is suggestive of [back] harmony being operative on the level of moras in Votic, such that laterals immediately preceding a vowel are not subject to harmony requirements in the same way as other laterals, given that onsets are not moraic. Laterals in other contexts are moraic codas, and therefore harmonize the way vowels do. As noted in Section 2.1, I assume that laterals in Votic are the only consonants that bear [back] specifications, and that they must do so. Combining this analysis of mora-level harmony with a target-based approach to neutrality, the Votic facts are captured straightforwardly, in a way that is less stipulative and more easily extendable to other cases of harmony than previous accounts (which will be discussed in Section 4).

### 3.1 Target-based harmony

In order to account for the neutrality of [i] in Votic harmony, I adopt the target-based approach from Chapter 3. In this account, neutrality results from an insufficient drive for a vowel to be a trigger and/or target of harmony, rather than from differences in its featural specification. As such, [i] can be fully specified as [-back], yet the phonetic properties that make it a poor trigger and target of front/back harmony mean that the drive to apply harmony when the trigger or target is [i] is too weak to force unfaithfulness.

Following the analysis in Chapter 3, which uses constraints adapted from Pulleyblank (2004), I adopt a constraint that bans [back]-disagreeing sequences at any distance, with violations counted based on the second member of each disagreeing pair. I propose that in Votic, unlike in what was discussed for Hungarian\(^\text{42}\), the relevant interactions between [back] features

---

\(^{42}\) However, there is no obvious reason for the mora approach to not also be the case in Hungarian, given that we have no reason in Hungarian to specify [back] on any consonants, and vowels are moraic.
occur at the mora level: not specifically on vowels, but on any segment that can be specified for [back] (i.e. vowels and laterals, as well as the glides in diphthongs). The details of the analysis relating to laterals will be discussed beginning in Section 3.3; for now it suffices to know that mora is the relevant level where agreement in [back] specifications is checked. The reformulated constraint is defined in (8).

(8) *[\-\alpha{\text{Back}}]\not\in [\alpha{\text{Back}}]: Assign a violation for every mora that has the feature [\alpha{\text{Back}}] and is preceded at any distance by a mora with the feature [\-\alpha{\text{Back}}].

This harmony constraint is scaled by trigger and target, in a way defined in (9) and (10), taken from Chapter 3 on Hungarian. This scaling means that the penalty for disharmony will differ depending on the specific trigger and target, where trigger scaling applies to the context of the constraint (the preceding [\-\alpha{\text{Back}}] mora that constitutes the environment) and target scaling applies to the focus (the following [\alpha{\text{Back}}] mora for which violation or satisfaction is assessed). Every possible target is given a violation, and the trigger is defined to be the nearest possible preceding mora with a different [back] value.

(9) Scaling factor: trigger strength

For a trigger \(\alpha\), a target \(\beta\), and a feature \(F\), multiply the penalty earned by a constant \(x\) (such that \(x \geq 1\)) for each degree \(i\) to which \(\alpha\) is perceptually impoverished with respect to \(\pm F\).

43 I treat glides as non-syllabic vowels, and they therefore behave exactly like the corresponding vowel. Notably, [j] behaves like [i]. Also, recall that no non-lateral consonants are specified for [back]; if they were, they would need the appropriate trigger/target scaling. Consonants like velars or ‘palatal’ affricates are often thought to be specified for [back], but I assume that the relevant feature distinguishing velars is simply [dorsal], and that ‘palatal’ affricates are coronal and distinguished from ‘dental’ ones with the feature [anterior]. In some languages there is a velar/uvular distinction as part of front/back harmony, but Votic does not have these distinctions.
(10) Scaling factor: target quality

For a trigger $\alpha$, a target $\beta$, and a feature $F$, multiply the penalty earned by a constant $x$ (such that $x \geq 1$) for each degree $i$ to which $\beta$ is a quality target (defined by phonetic factors discussed in Section 3) with respect to $\pm F$.

Since the harmony constraint here refers to moras, rather than vowels, I assume that the relevant trigger and target are the head of the mora, defined as the most sonorous element of the mora. As such, if complex codas consist of only a single mora, which I assume, then the lateral will still be the head in examples like [na:tl] 'chicken pen'. While I assume that onsets do not have a mora and attach directly to the syllable, this is not necessary; indeed, if we were to instead adopt an analysis in which onsets share the mora of the nucleus (e.g. Hyman 1985), then the behaviour of any onset-vowel sequence would still be defined by the vowel.

As argued in Chapter 3 for Hungarian, [i] must have trigger and target scaling less than or equal to that of vowels that are lower and/or rounded. In Votic, since [i] does not harmonize while other vowels do, its trigger and target scaling must be strictly less than those of other vowels, so that in combinations involving [i], the penalty for disharmony is insufficient to create an unfaithful form. Note that unlike in Hungarian, [e] does not need to be scaled lower than other vowels in Votic for the available examples, since it behaves harmonically. However, B&T note that [e] is sometimes neutral, in which case it would be possible to implement a more nuanced version of this account, similar to the one used for Hungarian.

One additional markedness constraint is necessary to prevent [i] from harmonizing in Votic: one that blocks its harmonic counterpart, namely *tu, which is violated for every
occurrence of a [+high,+back,-round] vowel. This constraint is never violated in native Votic vocabulary, although it is violated by the vowel [ɨ] in Russian loans.\(^{44}\) I assume that some sort of lexical marking of loans or a co-phonology allows loans to violate this otherwise highly weighted constraint (e.g. Itô & Mester 1995; Inkelas & Zoll 2007).

Before turning to the necessary faithfulness constraints, which are somewhat complex, I show how these considerations can broadly derive the pattern we see in Votic, namely that vowels other than [i] harmonize, while [i] does not. Following what is typically assumed about front/back harmony in native words in Uralic (and Turkic) languages, I assume that the first vowel is the trigger of harmony (in the sense of which vowel is the locus of the contrastive [back] specification in the input that ends up determining the harmony of the whole word; a given harmony constraint violation may have trigger scaling determined by a non-initial vowel); this will be discussed more in relation to the faithfulness constraints below. For the constraints dealt with so far, I will adopt the following weights and scaling factors for Votic. Note that the specific numbers are arbitrary, as long as the conditions discussed throughout the following subsections hold.

(11) Constraint weights
*ɯ: weight 200
*[-αBack]×[αBack]: weight 1

(12) Trigger scaling for [back] harmony constraint
1 for [i]

\(^{44}\) The choice of transcription for a high, back, unrounded vowel in languages with front/back harmony is variable, depending on narrowness of transcription or descriptive tradition on the language. As such, I use [ɯ] and [ɨ] as equivalent, with both expressing a vowel that is [+high,+back,-round].
4 for other vowels

(13) Target scaling for [back] harmony constraint
1 for [i]
4 for other vowels

In Table 4.3, we see that with these constraints and scaling factors, vowels other than [i] will harmonize. Specifically, there are currently no constraints that disprefer harmony in this case, and any kind of disharmony, whether it involves the root vowel or the suffix vowel, violates the harmony constraint. If only the suffix vowel is disharmonic, as in candidate (b), there is a single violation of *[-\alpha Back]z[i\alpha Back], counted for the [a] that is [+back] with a preceding [-back] vowel [æ]. On the other hand, if harmony skips the second root vowel to target the suffix only, as in candidate (c), there are two violations of this constraint, one for the [a] that is [+back] and preceded by the [-back] vowel [ø], and the other for the [-back] vowel [æ] that is preceded by the [+back] vowel [a]. A candidate in which the initial vowel is front and the others are back also violates the harmony constraint twice, once for each of the back vowels, as in candidate (d). All of these violations are scaled for the appropriate triggers and targets. As mentioned, the faithfulness constraints ensuring harmony propagates from the first vowel will be addressed shortly.
Table 4.3: Harmony triggered by initial vowel

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Surface Form</th>
<th>*u</th>
<th>[-αBack]≠[αBack]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>sømæ-ssæ</td>
<td>200</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>b.</td>
<td>sømæ-ssa</td>
<td>-1*4(æ)*4(a)</td>
<td>-16</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>soma-ssæ</td>
<td>-1*4(ø)<em>4(a) + -1</em>4(a)*4(æ)</td>
<td>-32</td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td>soma₁-ssa₂</td>
<td>-1*4(ø)<em>4(a₁) + -1</em>4(ø)*4(a₂)</td>
<td>-32</td>
<td></td>
</tr>
</tbody>
</table>

In contrast to the above situation, Table 4.4 shows that [i] is neutral (and transparent) to harmony; a suffix vowel will surface in agreement with the vowel preceding [i]. Specifically, harmony that targets [i] will be ruled out by the highly weighted constraint against its harmonic counterpart, as in candidate (c). Since I assume faithfulness to the first vowel, a disharmonic form is therefore guaranteed. The question, then, is which vowel controls the harmonic value of the vowel following the [i]. Here, the distinction comes from the fact that [i] is a poor trigger of harmony, while other vowels are not. If the suffix vowel is back, as in candidate (a), then the relevant violation of *[-αBack]≠[αBack] is scaled for trigger [i] and target [a]; if the suffix vowel is front, as in candidate (b), then the violation is scaled for trigger [u] and target [æ]. Since not propagating harmony from an [u] is worse than not propagating it from an [i], the latter violation is worse, and so [i] is transparent.
### Table 4.4: Transparency of [i]

<table>
<thead>
<tr>
<th>Input</th>
<th>Faithfulness Constraint</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>/su-i-ssæ/</td>
<td>*uu 200 *[-αBack]∞[αBack] 1</td>
<td>H</td>
</tr>
<tr>
<td>a. su-i-ssa</td>
<td>-1*4(u)<em>1(i) + -1</em>1(i)*4(a)</td>
<td>-8</td>
</tr>
<tr>
<td>b. su-i-ssæ</td>
<td>-1*4(u)<em>1(i) + -1</em>4(u)*4(æ)</td>
<td>-20</td>
</tr>
<tr>
<td>d. su-su-ssa</td>
<td>-1</td>
<td>-200</td>
</tr>
</tbody>
</table>

#### 3.2 Faithfulness

Turning now to necessary faithfulness constraints, I assume that in Votic, the general constraint 

\[ \text{IDENT-IO[back]} \]

is so low-weighted as to have no effect in the language (i.e. has near-zero weight).\(^{45}\) I therefore will not include it in tableaux; however, this constraint would of course be violated by any [back] changes from input to output. As such, even the candidates in the tableaux below that do not violate any of the constraints shown here would in fact violate that constraint, which has no effect on the harmony system in Votic.

In order to determine which [back] value wins when multiple vowels are required to harmonize, I assume positional faithfulness to the initial vowel (e.g. Beckman 1998). This constraint, \[ \text{IDENT-IO[back]}_V1 \], is violated for any changes in the feature [back] between input and

---

\(^{45}\) Worth noting is that it is irrelevant whether this constraint has higher weight than a constraint like *y, because even in non-initial syllables, the vowel-specific faithfulness constraint to be developed later in this subsection will ensure that /y/ can surface faithfully in any position in Votic. Without such a constraint, we would need general [back] faithfulness to outweigh *y, otherwise /y/ would surface as [u] in non-initial syllables. The issues of the weights of these very low-weighted constraints in Votic is beyond the scope of this paper.
output for the first vowel. I adopt a constraint for the first vowel (defined by the feature [-consonantal]), not the initial syllable, because there is no evidence that laterals in initial syllables maintain a faithful specification; instead, they consistently alternate based on vowels, such that it is impossible to determine their underlying form. Specifically, coda laterals, which are determined by harmony, alternate harmonically, rather than remaining faithful to some underlying representation, even in initial syllables, as in [ve:l] 'more' and [miltinle:b] ‘some kind of’, versus [na:tl] 'chicken pen' and [ilma] ‘without’. If harmony were determined by initial syllable faithfulness, we would expect the lateral in all such cases to surface as contrastively back or front (depending on its underlying [back] specification), particularly in the examples where the first vowel is [i].

An analysis including V1 faithfulness is consistent with the generally progressive direction of Votic harmony, as well as other cases of front/back harmony. Moreover, it is consistent with the fact that the vowel inventory of Votic, and often related languages, is larger in initial syllables than in non-initial ones (e.g. Kiparsky & Pajusalu 2003). In particular, the vowel [ø] typically occurs only in initial syllables in Votic (at least in native roots; Ariste 1968); a ranking of IDENT-IO[back]V1 >> *ø >> IDENT-IO[back] would achieve this result (assuming a lower ranking of harmony). Since the inventory-related asymmetries are not the focus of the present paper, I omit tableaux for this generalization. However, the existence of this asymmetry does suggest that Votic preserves the [back] value of the vowel in the initial syllable to a greater degree than non-initial syllables, supporting this as the faithfulness constraint relevant to which vowel determines harmony. Since we can assume that this constraint is never violated except for hypothetical inputs with /ɯ/ as the first vowel, it must be highly weighted, but lower weighted than *ɯ; I assign it a weight of 100. With this constraint added in, the tableaux in Tables 4.2 and
4.3 will continue to choose the correct candidates, and will rule out any candidate in which the initial vowel is changed. This will be illustrated in more detail once all the faithfulness constraints are dealt with.

Thus far, the analysis is sufficient to deal with harmony among vowels in Votic, but not with the behaviour of laterals. Specifically, if V1 is [i], then we need a way to determine which segment controls harmony between laterals and vowels, as in examples like [iltma] ‘without’, versus [miltinle:b] ‘some kind of’. As these examples suggest, it is never the lateral that controls harmony here; laterals are not contrastive for [back] in Votic, yet we see both laterals occurring even when the lateral is the first segment specified for [back] besides an [i]. Instead, a non-onset lateral agrees with the nearest non-[i] vowel, even if that vowel comes later, as was shown in (6). Such examples suggest that vowels preferentially control harmony; laterals are targets, but never triggers in Votic. B&T claim that this is always true of consonants in vowel harmony systems, though there is evidence from Turkish suggesting that this is not necessarily true, but that the exceptions are truly exceptional cases (e.g. loans; see Clements & Sezer 1982 on Turkish palatalized consonants in harmony).

I will attribute this asymmetry between laterals and vowels as triggers to a stringency hierarchy of faithfulness. Given that [back] is generally a vocalic feature, it is sensible to

---

46 It is beyond the scope of this paper to analyze which segment determines harmony in situations where the first vowel is [i] and there are multiple subsequent vowels, such as CiCaCo, where harmony is required between the non-[i], non-initial vowels. The present analysis does not have a way of establishing which vowel controls harmony, because harmony proceeds from the initial vowel. It is possible that the addition of low-weighted root faithfulness would help here: if roots tend to be bisyllabic, then when the decision does not fall to the first vowel, it will fall to the root vowel. This is a broad issue for any analysis that deals with the root-internal harmony in Uralic languages. However, it is not clear to what extent this is a problem, given that we do not know what happens to hypothetical underlyingly disharmonic roots to make them harmonic.

47 One might think that the theory developed here provides the tools to avoid doing this, by making all consonants poor triggers but some consonants possible targets, such that are penalized appropriately by the target and trigger weightings being developed here. Such an approach is only possible if one abandons the assumption that scaling is based only on the closest possible trigger. Indeed, if all consonants are participants, then often the closest possible trigger to a target vowel is a (non-participating) consonant, and so harmony should fail to propagate. If instead the
suppose that there exists a faithfulness constraint to [back] that is specific to vowels, IDENT-IO[back]V, but no such constraint specific to consonants, only a general IDENT-IO[back].

Regardless of the ranking of these constraints, we predict that if vowels and consonants are required to harmonize in [back], the [back] value of the vowel will always win; it is more important to be faithful to that value. We therefore automatically predict no possibilities in which the lateral can control harmony; this will be illustrated in Section 3.3 with tableaux, but essentially, if two segments are required to harmonize and there is a faithfulness constraint preserving one but not the other, harmony will be triggered by the segment that is preferentially preserved.

Clearly, the constraint IDENT-IO[back]V is regularly violated in Votic, since vowels do harmonize. The key is for its weight to be such that harmony occurs between vowels despite this constraint, so that it only becomes relevant when one of the interacting segments is a lateral. I will assign it a weight of 10; the relative weightings will be established through the tableaux.

Now that we have added the faithfulness constraints, we can return to the previous tableaux to demonstrate that we still predict the correct forms for harmony among vowels and transparency of [i]. Table 4.5 again illustrates the basic case of harmony. In order to strengthen the argumentation, I assume that all vowels except the initial one are underlyingly back, and the result still surfaces as front, in agreement with the initial vowel. This result requires the penalty framework were revised such that all disagreeing pairs are penalized by the harmony constraint, with appropriate scaling, then it would be possible to account for the behaviour of consonants using the trigger/target approach here.

48 If we recognize a head versus non-head distinction at the mora level, between segments and where vowels are the head of the syllable, then the vowel-specific constraint could be reformulated as positional faithfulness, generalizing on how positional faithfulness to stressed syllables is often reformulated as referring to the head of a foot.

49 The elative suffix /-ssA/ is perhaps not the best case for a simple illustration, since the coda of the geminate creates an intervening mora. I use the elative anyways because it is the illustrative case used in previous theoretical work on Votic. As noted, I simply assume that non-lateral coda moras are not relevant to harmony because they do not have [back] specifications.
for harmony between vowels other than [i] to be larger than that for violations of IDENT-IO[back]\_v.

<table>
<thead>
<tr>
<th></th>
<th>*u</th>
<th>IDENT-IO</th>
<th>IDENT-IO</th>
<th>*[-(\alpha)Back]_(\infty)</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>200</td>
<td>[back]_v_1</td>
<td>[back]_(\infty)</td>
<td>[(\alpha)Back]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. søma_ssæ</td>
<td>-2</td>
<td>-1*4(æ)*4(a)</td>
<td>-1*4(ø)*4(a_1)</td>
<td>+</td>
<td>-20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. søma_ssæ</td>
<td>-1</td>
<td>-1*4(æ)*4(a)</td>
<td>-1*4(ø)*4(a_2)</td>
<td></td>
<td>-26</td>
</tr>
<tr>
<td>c. søma(_1)_ssa(_2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. soma_ssæ</td>
<td>-1</td>
<td>-1</td>
<td>-1*4(ø)*4(a_2)</td>
<td></td>
<td>-110</td>
</tr>
</tbody>
</table>

Table 4.5: Harmony triggered by initial vowel

Table 4.6 shows that [i] is neutral to harmony; a suffix vowel will surface in agreement with the vowel preceding [i]. This requires the penalty for disharmony between vowels other than [i] (e.g. u-æ, in the present example) to be larger than the penalty for the combination of IDENT-IO[back]\_\(\infty\) plus harmony in which the trigger is [i].
### Table 4.6: Transparency of [i]

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[back]v₁</td>
<td>[back]v</td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>100</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>a. su-i-ssa</td>
<td>-1</td>
<td>-1*4(u)*1(i)</td>
<td>-1*1(i)*4(a)</td>
<td>-18</td>
</tr>
<tr>
<td>b. su-i-ssæ</td>
<td>-1*4(u)*1(i)</td>
<td>-1*4(u)*4(æ)</td>
<td>-20</td>
<td></td>
</tr>
<tr>
<td>c. sy-i-ssæ</td>
<td>-1</td>
<td>-1</td>
<td>-110</td>
<td></td>
</tr>
<tr>
<td>d. su-ɯ:ssa</td>
<td>-1</td>
<td>-2</td>
<td>-220</td>
<td></td>
</tr>
</tbody>
</table>

### 3.3 Laterals alternating harmonically

The analysis thus far successfully accounts for the behaviour of vowels in the harmony system, but Votic harmony also involves laterals. As discussed in Section 2.3, there is a distinction between onset and coda laterals in Votic: the former always have an identical [back] specification to the vowel in the nucleus, while the latter take the [back] specification of the harmonic context (i.e. are back in back-harmonic words and front in front-harmonic words). In the present subsection, I deal only with coda laterals, which essentially participate in harmony the way that vowels do; discussion of onset laterals is reserved for the next subsection.

Recall that I assume (with formalization beyond the scope) that laterals are the only consonants for which [back] is specified in Votic, and that laterals must be specified for [back]. Further, the harmony constraint defined in (8) refers to moras with the feature [back], not
specifically to vowels. Thus, any coda mora containing a lateral will be subject to the harmony constraint; codas with non-lateral consonants are irrelevant because they do not have the feature [back]. Unlike [i], laterals that are not onsets consistently participate in harmony in Votic, meaning that harmony involving them must be scaled sufficiently to overcome faithfulness. Votic laterals are always targets; they never control harmony themselves, and so do not behave as triggers, unlike what sometimes occurs with consonants in the better-known case of Turkish. I assume that laterals in Votic have the same target quality scaling as other vowels (i.e. 4), and will deal with trigger strength shortly. Any phonetic motivations behind the trigger and target behaviour of laterals is beyond the scope of the present paper; phonetic studies on laterals in the front/back dimension are necessary.

Table 4.7 illustrates that, with the assumptions so far, a coda lateral will agree with the harmonic context. This simply requires laterals being subject to the harmony constraint (i.e. all coda consonants are subject to it but laterals are the only ones with a [back] specification) and the existence of an IDENT-I0[back]V constraint but not one for consonants. Note that regardless of whether the two coda consonants have one or two moras, the lateral is the head of a mora, given the assumption that it is the most sonorous element in the mora that is the head. Additionally, note that the long vowel counts as two moras, and so in candidate (b), with the harmony violation, it is the second mora of the long vowel that is the trigger of the violation.
In the present framework, due to the way the harmony constraint is formulated and the way ‘trigger’ and ‘target’ are defined for the purposes of scaling, we also need to consider a complication posed by forms like [kəlmaʒ] ‘third’. In particular, if a form like this has disharmonic vowels underlyingly (e.g. /kəlmaʒ/, which needs to be considered due to Richness of the Base and should come out harmonic), then the harmony should be controlled by the first vowel, meaning that the second vowel will need to change its [back] value in order to harmonize. However, for the purposes of scaling, the trigger is defined as the nearest possible segment with a different [back] value. As such, the relevant trigger/target pair to ensure harmony of the second vowel is the sequence [l]-[æ], scaled with trigger [l] and target [æ]. As shown in the comparison between candidate (a) and candidate (b) in Table 4.8, the scaling of this sequence must be sufficient to outweigh vowel-specific [back] faithfulness. Otherwise, the lateral will be essentially an icy target (Jurgec 2011), undergoing harmony but not allowing harmony to propagate past it. Thus, even though laterals generally do not control harmony in Votic, they

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>200</td>
<td>100</td>
<td>10</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>a. naːtl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>b. naːtl</td>
<td></td>
<td></td>
<td>-1*4(a)*4(l)</td>
<td>-16</td>
<td></td>
</tr>
<tr>
<td>c. naːtł</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td>-110</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7: Agreement with coda lateral
must in fact be scaled as good triggers; I assign them a value of 3 here, although it is not crucial that this value is lower than that of the harmonic vowels.50

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
/kəlmæʒ/ & *u & IDENT-IO & IDENT-IO & *[-αBack] & H \\
 & 100 & 10 & 1 & \\
\hline
\text{a. } kəlmæʒ & -1 & & & -10 & \\
\hline
\text{b. } kəlmæʒ & -1*3(l)*4(ə) & & -12 & & \\
\hline
\text{c. } kəlmæʒ & -1*4(ə)*4(l) & + & -32 & & \\
\text{d. } kelmæʒ & -1 & & & -100 & \\
\hline
\end{array}
\]

Table 4.8: Necessity of laterals being good triggers

Whether there exist reasons why laterals might be good triggers of harmony is beyond the scope of the present paper, as is the question of whether this complication can be avoided without adding unnecessary complexities to the framework. In particular, there might be some natural way of identifying the initial vowel as the trigger instead for the purposes of scaling, by revising the assumptions about which vowel counts as the trigger. Both questions are important for future research. We will see in Section 3.5, with the form [ɨlma] ‘without’, that even allowing laterals to be good triggers does not affect the fact that they are only triggers in this context where they need to propagate harmony.

50 Alternatively, we might have a pair of constraints involved, one ensuring harmony between vowels and the other between all moras. In that case, the vowel-specific harmony constraint would just need to have a higher weight, which is plausible since it involves segments that are more similar to each other.
3.4 Laterals in onsets

The remaining issue to deal with is the behaviour of laterals in onsets. Unlike for coda laterals, we cannot simply say that onset laterals participate in the harmony system; instead, they consistently agree with the following vowel. The difference can be clearly established by the fact that laterals immediately preceding [i] are consistently front, even in back harmonic words (e.g. [lidna:] ‘town.ILL’; [dubli] ‘healthy’). This means that onset laterals do not participate in harmony, either as triggers or targets, but instead take on the [back] value of the vowel in the nucleus of the syllable. This subsection deals with how to implement that generalization, while the following one will address [li] sequences specifically.

The statement of the harmony constraint used above already deals with half of the problem posed by onset laterals, in that it does not look at all [back] specifications: it only looks for moras that disagree in [back]. Since onsets are not moraic (as noted, I assume they attach directly to the syllable), the harmony constraint does not see them, and so the [back] specification of an onset lateral is not relevant. Here is where it is critical that the harmony constraint refer to moras rather than segments; otherwise, we would not expect to be able to make a distinction between moraic laterals, which participate in harmony, and onset laterals, which behave like the nucleus vowel of the syllable they are associated with. Thus, this particular formulation of the harmony constraint solves the problem of onset laterals not being subject to harmony; what remains is to explain why they agree with the following vowel.

The generalization that Votic laterals consistently agree with a following vowel, even if that results in disharmony between the lateral and other vowels within the word, could alternatively be expressed as an unviolated agreement relation between onset and nucleus. Hall
notes, but does not formalize, the fact that this pattern is a nucleus-to-onset relation, in explaining why laterals do not agree with following coronals, which his analysis would otherwise predict. It is worth noting that the pattern is not about following vowels in general, as laterals can be back before [i] if separated from it by a consonant (i.e. when moraic, as in [talvi] ‘winter’). Thus, the specific point is that onsets take the [back] specification of the nucleus. This is true even immediately before [i] between back vowels, in CaliCa type words like [ma:lima] ‘paint’ or [əlimma] 'we were'.

There are several ways in which we could formalize this, such as assuming that onsets and nuclei share a single mora (e.g. Hyman 1985), and that onsets cannot have their own [back] specification independent from that of the nucleus that heads the mora. However, for simplicity, I will just assume an agreement constraint that applies between onsets and nuclei, as defined in (15). This constraint is never violated in Votic, so I assign it a high weight of 100. Note that this constraint is defined such that it cannot be violated by onset consonants that are not specified for [back] (i.e. it can only be violated when the onset is a lateral).

(15) \textsc{agree}[back]_{on}: Assign a violation for every onset-nucleus pair that have disagreeing values of the feature [back].51

Adding this constraint ensures that an onset lateral will agree with the nucleus, as shown in Table 4.9. Due to the vowel-specific [back] faithfulness, it will again always be the vowel that controls this agreement, so that in any case of underlying disagreement between a lateral and an

51 There is no particular reason for using \textsc{agree} here instead of a local version of a *AB constraint, like the harmony constraint. I adopt \textsc{agree} because Blumenfeld & Toivonen (2016) use it for the onset-nucleus lateral interactions; the only crucial thing is that the constraint be specified to onset-nucleus pairs. Note that I do not adopt \textsc{agree} as the harmony constraint because it does not have a natural way to refer to trigger and target.
immediately following vowel, the lateral will change to agree with the vowel, not vice versa. Worth noting is that the input /elæ:/ would also produce the same result, even though the winning candidate (a) would violate vowel faithfulness with that input, and the closest competitor (c) would not.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>200</td>
<td>100</td>
<td>100</td>
<td>10</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>a. elæ:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>b. elæ:</td>
<td></td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td>-110</td>
</tr>
<tr>
<td>c. ela:</td>
<td></td>
<td></td>
<td>-1</td>
<td>-1*4(e)*4(a:)</td>
<td>-26</td>
<td></td>
</tr>
<tr>
<td>d. əla:</td>
<td></td>
<td>-1</td>
<td>-2</td>
<td>-120</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.9: Agreement between onset lateral and nucleus

3.5 Laterals with [i]

The final remaining issue is to ensure that this analysis adequately accounts for the behaviour of onset laterals before [i]. Recall that laterals agree with an immediately following [i] even in a back harmonic context. Table 4.10 illustrates how this analysis accounts for this fact. Candidate (a) wins because the trigger and target scaling factors for [i] are low, and because the harmony constraint cannot see the onset lateral. Candidate (b) is ruled out by violations of faithfulness to the [back] values of vowels, candidate (c) is ruled out by the highly weighted onset-nucleus agreement constraint, and candidate (d) is ruled out by the constraint against a high, back, unrounded vowel. Note in particular that there is no motivation for harmonizing the lateral to the
back harmonic context, as done in candidate (c), because the lateral is not seen by the harmony constraint.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>10</td>
<td>-1*4(ə)*1(i)</td>
<td>-8</td>
<td></td>
</tr>
<tr>
<td>a. əlimma</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1*1(i)*4(a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. elimmae</td>
<td></td>
<td>-1</td>
<td>-2</td>
<td>-120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. əlimma</td>
<td>-1</td>
<td></td>
<td></td>
<td>-108</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1*1(i)*4(a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. əlimma</td>
<td>-1</td>
<td></td>
<td>-1</td>
<td>-110</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.10: Agreement of onset lateral with [i] even in a back context

It is worth considering one further example, [lidna:] ‘town.ILL’, where harmonizing with the [li] sequence does not require changing the initial vowel. Specifically, we need to ensure that in cases where the [i] is the initial vowel, we still get disharmony. As shown in Table 4.11, the analysis predicts the correct form; this result requires the penalty for disharmony involving [i] to be smaller than that for violating IDENT-IO[back]v. Note that an input /ltdna:/ would also surface as [lidna:].

121
A final case that is important to illustrate is [ɪlma] ‘without’, because it is a situation in which the labels ‘trigger’ and ‘target’ for the scaling factors are somewhat misleading. The [i] is relevant only because it means that the initial vowel is not harmonic. In this case, the l-a sequence must be harmonic, and harmony is controlled by the vowel, not the lateral, because of preferential [back] faithfulness for vowels.\textsuperscript{52} However, for the purposes of scaling, the lateral is the ‘trigger’ and the vowel is the ‘target’, because the terms are defined in relation to the context and focus of the harmony constraint, for which the context is always the first relevant segment and the focus the second. This does not cause any problems, as shown in Table 4.12, assuming a disharmonic input. The harmonic candidate (a) violates the harmony constraint twice, both with trigger [i]; notably, it does not violate onset-nucleus AGREE because the lateral is not an onset. Harmonizing

\textsuperscript{52} In theory, this is a potential problem for suffix vowels. As stated so far, the analysis predicts that it is possible to get a lexical contrast in suffix vowels in roots with only neutral vowels, for instance between [i…-æ] and [i…-a]. It is unclear whether there is evidence for this in Votic, though notably in Finnish, some suffixes are back and others are front after monosyllabic neutral vowel roots, depending on the suffix vowel quality and whether the suffix is vowel or consonant initial (Kiparsky 1973). If there is no such contrast in Votic, the issue can be resolved in the same way as in Hungarian in Chapter 3. In Votic, unlike in Hungarian, there is an additional prediction that underlyingly back or front suffix vowels will trigger harmony regressively onto coda laterals in /CiLC/ roots. In other words, suffixes should behave the same way as the [a] in [ɪlma]. Again, it is unclear whether there is evidence for such a process, and again, it could be prevented by adding root faithfulness to the analysis.
the vowel is ruled out due to a violation of the vowel-specific [back] faithfulness constraint, as in candidate (b); the faithful disharmonic candidate is ruled out by a violation of the harmony constraint, as in candidate (c). It is beyond the scope of this paper to determine whether there is a different way of approaching ‘trigger’ and ‘target’ scaling without this issue, without creating additional unnecessary complexities in the framework.

<table>
<thead>
<tr>
<th>/ilma/</th>
<th>*tu</th>
<th>AGREE[back]_ON</th>
<th>IDENT-IO [back]_V1</th>
<th>IDENT-IO [back]_V</th>
<th>*[−αBack]_∞</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Option</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ilma</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ilmæ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ilma</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.12: Coda laterals following [i] are back in a back word

4 Existing analyses

A number of other recent analyses have tried to solve the apparent paradox in Votic, primarily by claiming that the specification of [i] differs in some way from that of other vowels. B&T propose a distinction between ‘strong’ and ‘weak’ (effectively, contrastive and non-contrastive) specifications for [back]. This is similar in spirit to Nevins (2010) and others, not in formal implementation but in terms of different processes being parameterized with respect to what types of feature values are visible to them. Hall (2018) suggests that [i] is unspecified for [back],

53 This candidate does not have an i…a violation because the violation for the [a] is assessed for only the closest [-back] segment.
but specified instead for [coronal]. In this section, I discuss the issues with these accounts, and argue that the approach presented in Section 3 improves upon them.

4.1 Blumenfeld & Toivonen (2016)

Blumenfeld & Toivonen (2016; B&T) suggest that Votic harmony refers only to ‘strong’ or contrastive features, while lateral alternations refer to all features. In this solution, [i] is specified for [back], but weakly and not contrastively, since it does not have a back counterpart. Thus, it will be exempt from harmony, but can participate in the lateral alternations. This approach therefore requires the phonology to be able to distinguish between features that are contrastive and those that are not, and different phonological processes can refer to different types of feature specifications.

This assumption adds a great deal of complexity to the phonology, and is difficult to implement within OT. Specifically, if the strength of a feature depends on whether the vowel is contrastive, then any constraints that reference strength must have a way of determining whether a vowel is contrastive. In some recent accounts of featural representation (Gradient Symbolic Representation or GSR; Smolensky & Goldrick 2016), this is possible, but in most varieties of OT, the way of determining inventory contrast is with the ranking of faithfulness versus markedness; for example, a way of establishing that [i] is not contrastive for [back] is the ranking of *u >> IDENT-IO[back]. In B&T’s account, the way of knowing that [i] does not have to participate in harmony is by knowing that it is not strongly specified for [back], which comes from knowing that it is not contrastive for [back], which comes from this ranking. This fact is a substantial complication that is not consistent with most varieties of OT, which do not allow constraints to reference ranking relationships among other constraints in the grammar. While one
does not have to implement such an analysis within OT, B&T’s account is situated in OT, and therefore this fact is a weakness of that analysis.

Moreover, as Hall (2018) points out, in Russian loans, [i] does in fact have a [back] counterpart, [ɨ]. This fact suggests that the difference between [i] and other vowels cannot directly be encoded in whether a vowel has a harmonic counterpart in the inventory in the language as a whole. Thus, B&T would need to either say that strong and weak features are defined based on the native inventory, or else say that [i] is weakly specified for [back] despite having a potential harmonic counterpart.

More critically, B&T mention briefly that this type of analysis predicts that laterals could control harmony, but they discuss this pathology as though it is a bizarre typological problem inherent to every approach, rather than a problem in the Votic analysis itself. In particular, this approach predicts that [i] should be able to control harmony if preceded by a lateral, because the [i] controls the backness of the lateral, and the lateral participates fully in the harmony systems. Indeed, in B&T’s tableaux, they do not consider candidates in which the vowels change [back] value; however, their constraints and ranking predict that a fully front candidate would win in any word with a [li] sequence. This result is shown in Table 4.13, which is the tableau in (26) in B&T, with only their winning candidate and the one in which the vowels are changed to front. Clearly, the latter candidate incorrectly wins. In this tableau, *ɯ is the same as in the present analysis, and IDENT-IO-Bk is a standard input-output faithfulness constraint for [back]; AGREE-LV ensures [back] agreement between a lateral and an immediately following vowel (the same as AGREE[back]ON here). The CORR constraints enforce the formal relation of correspondence between relevant segments, notated with subscripts in the tableaux; matching subscripts indicate that segments are in correspondence. Specifically, CORR-VsVs enforces this relation between
‘strong’ vowels (those that are contrastive for [back]), while CORR-L-V$_{S}$ enforces it between laterals and strong vowels. The constraint IDENT-Bk requires [back] agreement between segments in this formal relation of correspondence; it is not a faithfulness constraint.

<table>
<thead>
<tr>
<th>/ɔliimma/</th>
<th>*uu</th>
<th>AGREE-LV</th>
<th>CORR-V$<em>{S}$V$</em>{S}$</th>
<th>CORR-L-V$_{S}$</th>
<th>IDENT-Bk</th>
<th>IDENT-IO-Bk</th>
</tr>
</thead>
<tbody>
<tr>
<td>ɔ̃liimma/</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>ẽliimmaæ/</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>***</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.13: Pathology predicted by the B&T account

The problem here is that there is no differentiation between laterals and vowels. The combined pressures for the lateral to agree with the following vowel, all back-specifiable segments (including laterals) to correspond, and all corresponding segments to agree in [back] means that the vowel with which the lateral agrees will always control harmony, even if it does not enter into the correspondence relation. This result is in direct contrast with the Votic pattern that needs to be captured.

While we might try to circumvent this problem by including [back] faithfulness for only vowels (not laterals), ranked highly enough to make vowels control harmony, such an approach applied within the existing B&T analysis would incorrectly predict that vowels do not harmonize, which would obviously be a problem. We cannot even derive the pattern by requiring the initial vowel to be faithful, as there are instances of back words with initial [li] sequences, such as [lidna:] ‘town.ILL’; the same is true of final vowels, in cases like [dubli] ‘healthy’. A tableau with initial vowel faithfulness is shown in Table 4.14. Specifically, it will always be necessary to have the [l] stand in correspondence with the later vowels, which in turn requires
making those vowels front in order to satisfy agreement; this correspondence configuration will always be preferred because of the ranking CORR-L-VS >> IDENT-IO-BK.

<table>
<thead>
<tr>
<th>/lidna:/</th>
<th>IDENT-IO-Bk</th>
<th>*u</th>
<th>AGREE-LV</th>
<th>CORR-V_sV_s</th>
<th>CORR-L-V_s</th>
<th>IDENT-BK</th>
<th>IDENT-IO-Bk</th>
</tr>
</thead>
<tbody>
<tr>
<td>l_idna:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l_idna:/</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.14: Pathology still present with initial vowel faithfulness

Given that disharmony between vowels is not permitted except when one of the vowels is [i], and that the reason B&T provide for the special status of [i] is that it does not need to correspond, and that laterals are required to correspond, words of this type should not exist if laterals and vowels have equal status. As such, the B&T account is not actually able to capture the most interesting and problematic pattern in Votic.

4.2 Hall (2018)

Hall (2018) proposes a different solution, in which [i] is unspecified for [back], but instead specified for [coronal]. In this approach, Votic lateral alternations are triggered by two different features, [back] and [coronal], which complicates the phonological statement of this process. Hall does not implement the analysis in detail, but there are several issues to consider. Critically, there is no reason to have lateral alternations refer to two separate features, besides a desire to leave [i] unspecified for [back] for the purposes of maintaining a specific analysis of neutrality. Given that two features are relevant, we would expect these lateral alternations to be two
separate processes that could perhaps behave distinctly, but there is no evidence of that in Votic or in other related languages. As Hall notes, not all [coronal] segments immediately following a lateral trigger the front alternant; the relation is exclusively between vowels and laterals, and coronal consonants do not affect the process. While this fact could be implemented in multiple ways, this problem is avoided entirely if the relevant feature is always [back], with the caveat that it needs to be addressed why only laterals alternate and are specified with [back]. Combining lateral alternations into a single phonological process, by not requiring a solution to disharmony involving [i] even though it is [-back], is preferable to complicating the statement of the process.

4.3 General discussion of previous analyses

It is worth noting that, in addition to adding complexity to the phonology, neither of these previous solutions for Votic can be extended to complications in the neutrality/contrast relationship in other languages. In Mayak tongue root harmony (see Chapter 9), low vowels are demonstrably contrastive for [ATR] but nonetheless neutral; there is no way to account for this pattern under the idea that neutral vowels are those that do not contrastively have the feature value, or that they have a different, related feature value. Turning to Hungarian (see Chapter 3), the gradience of neutrality among front unrounded vowels shows that the solution to what is neutral cannot be as categorical as these previous analyses of Votic presume. In particular, [back] is not contrastive on any of the front unrounded vowels in Hungarian, yet they vary in neutrality. Given that this variability occurs within the harmony process, it is clear that the relevant feature on these vowels must be [back]. Ideally, any solution to why [i] is neutral in Votic, despite apparently requiring a [-back] feature for lateral alternations, should be extendable to why Hungarian front unrounded vowels are sometimes clearly front, sometimes neutral to harmony.
5 Discussion and conclusion

This chapter has shown a novel analysis for Votic harmony and lateral alternations, based on the idea that front/back harmony operates at the mora level in Votic and on the target-based harmony approach developed for Hungarian in Chapter 3. I argued that previous analyses of Votic harmony are unnecessarily complex and make incorrect predictions. In contrast, the approach presented here is correctly able to predict that [i] is neutral to front/back harmony despite triggering the front version of an immediately preceding lateral, and that laterals not immediately preceding a vowel should behave like targets of harmony, while laterals immediately preceding a vowel behave like the following vowel.

This analysis makes several novel proposals, which make predictions about harmony systems more generally. The idea that harmony can operate on the mora level predicts that if we see consonants behaving asymmetrically in a vowel harmony pattern, it should be in the direction of Votic, not the reverse (i.e. where onsets demonstrably participate in harmony, not just as an onset-nucleus relation, but codas do not participate). Specifically, we predict the possibility that all consonants that participate in vowel harmony in a language do so in the same way, or that there is a distinction like in Votic in which onsets behave like the following vowel but codas harmonize, or a case in which onsets are transparent but codas participate, but we do not predict a case in which codas behave like the preceding vowel but onsets harmonize. This idea is potentially problematic, because codas do often pattern as more tied to vowels than onsets, hence the notion of rime. The critical idea here is that, at least in Votic, consonant-vowel harmonic interactions seem to require a lesser status for onsets, in that onset laterals do not have an independent function in the harmony system, while coda laterals do. This fact is consistent
with the idea that codas are moraic, while onsets are not, such that onsets do actually have a lesser status. However, understanding why onsets take on the [back] value of the nucleus (as opposed to just stipulating the relevant agreement constraint) is a difficult problem, at least without hypothesizing an onset-nucleus constituent. I leave this issue for future research; one possibility is that harmony interactions are biased this way, but that in other places in the phonology, such as in prosody, the nucleus and codas are more tightly aligned. It may also be a language-specific pattern. It is worth noting that a potential problem raised by this analysis is that, as far as we know, there is no onset/coda asymmetry in other languages in which consonants participate in vowel harmony, meaning that it is unclear whether other languages make use of the system of moraic harmony. However, given the paucity of research on many vowel harmony systems, and in particular on their phonetic properties and the participation of consonants, this analysis is worth further exploring as making predictions for other cases. In particular, we might expect that if we looked more closely at the phonetics of consonants in vowel harmony systems, we might occasionally see the onset/coda asymmetries predicted here.

Moreover, the way this analysis deals with the fact that consonants are targets of vowel harmony but not triggers is novel and worth exploring further. In particular, I have argued that because [back] is primarily a vocalic feature, there should be independent [back] faithfulness to vowels; the existence of such a constraint, and not a parallel one for consonants, correctly predicts that when a consonant and a vowel are required to harmonize for [back], it should be the vowel that controls the harmony pattern.\textsuperscript{54} As B&T point out in briefly mentioning this pathology in their analysis, consonants that participate in vowel harmony patterns do not trigger harmony. However, in Turkish, there are exceptional cases in which palatalization on consonants

\textsuperscript{54} It is worth noting that the theory here does not say anything about the feature [back] and how it characterizes consonants, but that this would be an important future step for understanding how to constraint [back] patterns involving consonants.
is contrastive and can interrupt the front/back harmony pattern (e.g. Clements & Sezer 1982).
Understanding this Turkish pattern in the context of the present proposal for Votic is worth
exploring in the future.
Chapter 5: A segment-specific metric for quantifying participation in harmony

1 Introduction

There is a long history of phonological research into quantifying and analyzing lexically gradient co-occurrence patterns between segments. This research has most frequently dealt with dissimilatory patterns (i.e. OCP effects) among consonants (e.g. Pierrehumbert 1993, Frisch et al. 2004), though there has also been similar work on assimilatory patterns (e.g. Rose & King 2007, Brown 2008, Arsenault 2012). However, most of this work has focused primarily on consonant co-occurrences. With respect to lexically gradient vowel co-occurrence patterns, specifically vowel harmony, the existing work focuses more on modelling variability in heteromorphemic contexts (e.g. Hayes & Londe 2006 on Hungarian), gradient carry-over of categorical harmony into other domains like compounding (e.g. Martin 2007), and quantifying overall trends towards harmony in the vowel system as a whole (e.g. Harrison et al. 2004).

Despite all of this research on segmental co-occurrence patterns, there is little research into gradient morpheme-internal vowel harmony patterns. Moreover, there remains no systematic way of calculating the gradient degree to which a segment participates in a harmony system. The standard Observed/Expected (O/E) values give a measure of the behaviour of each individual pair of segments, but a comprehensive picture of how harmonic a segment is, across its co-occurrences with all segments, is still lacking. Such a measure of overall segment-specific gradient harmony participation is a useful concept because it could illuminate gradient language-internal and cross-linguistic patterns in harmony participation that are not apparent from more categorical descriptions or entirely clear from O/E values.
In this chapter, I adopt the statistical concept of *relative risk* as a measure of participation in harmony. I compute both O/E values and the relative risk measure for vowels in corpora of three languages with front/back harmony, to show that relative risk can capture the intuitive notion of how much a vowel participates in harmony. I then consider the implications of the results, given what is known about categorical trends of participation in front/back harmony systems in other languages. This measure does in fact provide new insights into harmony participation in these languages.

2 Participation in harmony

The question of which vowels participate in harmony is a long-standing one in the literature. For example, as discussed in Chapters 2 and 3, it is well-known that non-low, front, unrounded vowels are neutral to front/back harmony in Finnish and Hungarian, and this pattern extends to a variety of other languages (e.g. Kiparsky & Pajusalu 2003). Specifically, [i] is a common neutral vowel, and neutrality of lower front unrounded vowels like [e] typologically implies neutrality of [i] (e.g. Anderson 1980, Benus 2005, Finley 2015). There are clear typological trends in which vowels tend to be neutral to a given type of harmony, and moreover these patterns often have a phonetic basis (e.g. Archangeli & Pulleyblank 1994; Chapter 3). For example, Beddor et al. (2001) argue that the tendency of [i] and [e] to be neutral in front/back harmony systems results from smaller effects of vowel-to-vowel coarticulation on them. Similarly, Benus & Gafos (2007) argue that neutrality of [i] to front/back harmony can be explained by its acoustic/perceptual stability under coarticulatory displacement along the front-back dimension; lower vowels have less of this stability. This property is used to explain the *height effect* of neutrality in Hungarian, in which, for example, [i] is more neutral than [e:], even though [e:] is still frequently neutral
(e.g. Hayes & Londe 2006). As such, participation and neutrality are not clear-cut categories in Hungarian. This type of intermediate neutrality suggests that participation is more complex than categorical descriptions would suggest.

While non-participation in harmony is commonly linked to inventory structure, with neutral vowels being the ones that lack harmonic counterparts, this cannot be the entire story; at least some cross-linguistic patterns of participation are independent of contrast. For example, in Mayak (Nilotic; Andersen 1999), low vowels are generally neutral to ATR harmony, but contrastive for ATR; this corresponds to a general cross-linguistic trend for low vowels to be neutral to ATR harmony (Archangeli & Pulleyblank 1994). Moreover, vowels that lack counterparts may nonetheless participate in harmony by re-pairing with vowels that differ in an additional feature value (Baković 2000). For example, Maasai (Nilotic) has no [+ATR] low vowel, but its [-ATR] low vowel [a] alternates with the mid vowel [o] for tongue root harmony in certain contexts (e.g. Baković 2000). Such patterns provide clear evidence that whatever drives the typological tendencies in participation goes beyond mere contrast and inventory structure.

3 Gradient harmony and quantification

As previously mentioned, it is well-known in the literature that harmonic co-occurrence restrictions can be gradient; this occurs for instance in laryngeal consonant harmony restrictions in the Ethio-Semitic languages Chaha and Amharic (e.g. Rose & King 2007). The typical measure used to quantify gradient co-occurrence restrictions is observed over expected (O/E) values (e.g. Pierrehumbert 1993; Frisch et al. 2004; Coetzee & Pater 2008).\(^5\) O/E indicates, for

\(^5\) Note that other work, in particular Graff & Jaeger (2009) and Wilson & Obdeyn (2009), has pointed out problems with the O/E metric and argued for the rejection of its use.
each pair of segments, how over- or under-represented the co-occurrence of those segments is. This means that O/E values, as traditionally used, can only express the participation of a specific pair in co-occurrence restrictions. For example, O/E can say whether [i] followed by [a] is over- or under-represented, but does not say whether [i] in general tends to follow harmonic co-occurrence restrictions, as compared to other vowels.56

Beyond O/E, harmony has also been quantified overall for a language (Harrison et al. 2004). This value expresses the extent to which the percentage of harmonic co-occurrences in a corpus exceeds chance, given the relative proportions of each harmonic category in the corpus. This measure requires stipulating which vowels are neutral, and is an overall measure, not segment-specific.

Missing from the gradient quantification of harmony is a segment-specific measure of participation. Such a measure could provide interesting new insights because of the cross-linguistic patterns of participation described in Section 2. Given that these typological trends can exist independently of inventory contrast, and given that harmony can be gradient, we might expect the categorical trends in participation/neutrality to also manifest in a gradient way. For example, given that [i] is a common neutral vowel in front/back harmony, we might predict that [i] should participate gradiently less in front/back harmony even in languages in which it is not categorically a neutral vowel. However, there is no existing way of measuring this. In particular, it is insufficient to measure participation with the percentage of the segment’s co-occurrences that are harmonic, because that fails to take into account the relative frequency of the two

56 It is worth noting, however, that it would be possible to get a general measure of participation using O/E, by constructing a table that groups together the vowels not under consideration by category. For example, for [i] in a front/back system, such a table would have rows/columns for [i], non-[i] front vowels, and back vowels. Performing O/E on such a table could give two general measures for [i], one of how over- or under-represented it is with front vowels, and one of how over- or under-represented it is with back vowels. Such a measure is slightly different from the one pursued in this chapter, and is worth considering further in future work. One reason for using the measure in this chapter, over the O/E method, is because it combines both harmonic and disharmonic behaviour into a single measure, rather than having two separate O/E values.
harmonic categories; if one category is more frequent, then the likelihood of segments in that
category being in harmonic co-occurrences is increased.

4 Relative risk measure

I propose to adopt relative risk as a way of computing segment-specific harmony participation.
Relative risk (RR) is a standard statistical measure for count data, used to determine the relative
probability of an ‘event’ in one condition versus another; it answers whether the ‘event’ is more
likely in one condition, and if so by how much (Agresti 2013). It has previously been used in
linguistics as a measure for speech errors (Tupper & Alderete in prep). The general formula for
RR is as in (1), where \( P(E|C_x) \) is the probability of event \( E \) given condition \( C_x \).

\[
(1) \quad RR = \frac{P(E|C_1)}{P(E|C_2)}
\]

Since this measure is a ratio of probabilities in different conditions, it corrects for the relative
frequency of \( C_1 \) and \( C_2 \).

Interpreting the ‘event’ as the segment of interest, and the conditions as harmonic versus
non-harmonic contexts, RR provides a measure of how much more frequent a segment is in
harmonic contexts, and therefore how harmonic the segment is. In cases where all relevant
counts are known, as in a corpus study of vowel co-occurrence patterns, the formula in (1) can be
simplified to one that references only counts, rather than probabilities. The RR for vowel \( V \) from
category \( C_1 \) is given in (2).

\[
(2) \quad RR(V) = \frac{# \text{ V in context } C_1 \times # \text{ anything in context } C_2}{# \text{ V in context } C_2 \times # \text{ anything in context } C_1}
\]
This formula can also be re-written as in (3), as the ratio of ratios. These two formulas are equivalent.

\[
(3) \quad RR(V) = \frac{(# V \text{ in context } C_1)}{(# V \text{ in context } C_2)} \cdot \frac{(\# \text{ anything in context } C_1)}{(\# \text{ anything in context } C_2)}
\]

Note that if the vowel \( V \) belongs to category \( C_2 \), then the position of \( C_1 \) and \( C_2 \) in the formula will be reversed. Thus, this measure effectively multiplies the ratio of \( V \) in harmonic to disharmonic contexts (i.e. \((# \text{ V in context } C_1) / (# \text{ V in context } C_2))\ by a constant for each category: if \( V \) is in category \( C_1 \), the constant is as in (4); if \( V \) is in category \( C_2 \), then the constant is the inverse of this, as in (5).

\[
(4) \quad \text{constant for } V \text{ in category } C_1 = \frac{(\# \text{ anything in context } C_2)}{(\# \text{ anything in context } C_1)}
\]
\[
(5) \quad \text{constant for } V \text{ in category } C_2 = \frac{(\# \text{ anything in context } C_1)}{(\# \text{ anything in context } C_2)}
\]

If \( V \) is in category \( C_1 \), then the context \( C_1 \) also includes \( V \). Thus, in order to avoid double-counting occurrences, it is simpler to treat this formula as directional, computed twice for each vowel: once for all co-occurrences involving \( V \) as the first of the two vowels (‘V1’), and once for co-occurrences where \( V \) is the second of the two vowels (‘V2’).\(^{57}\) In the former case, the ‘context’ refers to the second vowel, while in the latter case, it refers to the first vowel. This approach has the additional advantage of determining whether there are directional asymmetries.

\(^{57}\) Note that ‘V1’ and ‘V2’ are labels for relative position, and they do not necessarily reflect absolute position within the word. For example, if considering the co-occurrence between the third and fourth vowels within a given word, ‘V1’ would be the third vowel, as it is the first of the vowels under consideration.
in harmony participation, which we might expect to be the case, for instance, if harmony applies strictly in one direction triggered by only a single value of the feature.

One way of thinking of $RR(V)$, as shown in (3), is that it represents the ratio of occurrences of $V$ in harmonic contexts to disharmonic contexts, relative to the ratio of occurrences of $V$’s harmonic versus disharmonic contexts in general. As such, the higher $RR(V)$ is, the more harmonic $V$ is; a high $RR(V)$ indicates that $V$ occurs more in harmonic than disharmonic contexts, relative to what we would expect given the relative frequency of those contexts. For the purposes of this study, I will use $RR(V)$ as a relative measure, comparing it across vowels to establish what counts as high and low values.

To illustrate how $RR(V)$ works, I will briefly consider several toy examples. The relevant factors to consider are whether $V$ tends to occur in harmonic contexts or is relatively evenly distributed between contexts, and whether or not the distribution of contexts (i.e. harmonic categories) is skewed, and if so in which direction. Table 5.1 gives toy counts and $RR(V)$ values for each of the six resulting contexts to consider.
Table 5.1: Values for toy examples, with vowel V in category C1

As is evident, both the distribution of V and the distribution of categories affects the RR(V) value. If both V and the contexts are evenly distributed, then RR(V) = 1. This would also be true if both V and the contexts are skewed in exactly the same way (e.g. if V occurs 5 times more often in its harmonic context, and its harmonic context occurs 5 times more often than the other
context). If V co-occurs with other vowels in its harmonic category less frequently than we would expect based on the relative frequency of the categories, as is the case if V is evenly distributed but the category distribution is skewed towards the category of V, then \(RR(V) < 1\). If V occurs in its harmonic category more often than we would expect based on the distribution of categories, then \(RR(V) > 1\), and the degree to which \(RR(V)\) exceeds 1 depends on how much more harmonic V is than we would expect. For example, if V is generally harmonic, but the contexts are skewed such that V’s category occurs more frequently, then \(RR(V)\) will be lower than if the counts for V are the same but the categories are distributed symmetrically. In turn, this latter \(RR(V)\) will be lower than with the same counts for V, but contexts skewed such that the category to which V does not belong occurs more often. This property can be seen by comparing \(RR(V)\) values across a row in Table 5.1. As such, \(RR(V)\) takes into account not only how harmonic V is based on its raw counts, but also how harmonic we would expect it to be given the overall distribution of the categories; the higher the \(RR(V)\) value, the more harmonic V is, compared to what we would expect given the category distribution. Any asymmetry in the category distribution will translate accordingly into an asymmetry in \(RR(V)\) values.

It is worth noting that within a category, vowels can be compared simply by their own ratio (i.e. \(#V\) in context \(C_1\)/\(#V\) in context \(C_2\), for each V in category \(C_1\)), but this is not the case across categories. For example, in the toy example in Table 5.1, say that there is one vowel, \(V_a\), that is generally harmonic, and a second vowel, \(V_b\), that is evenly distributed between the categories. If \(V_a\) and \(V_b\) both belong to category \(C_1\), then the ratio between their \(RR(V)\) values will be constant regardless of the distribution of their categories; in Table 5.1, this ratio is 5, as can be seen by comparing values within a column. The reason for this consistency is that the ‘correction factor’ for category frequency, namely the ratio of category distributions, is the same.
in both cases if both vowels are in the same category (see (4-5)). In contrast, if \( V_a \) belongs to category \( C_1 \) and \( V_b \) belongs to category \( C_2 \), then it is crucial to use \( \text{RR}(V) \), rather than a pure ratio, as the ‘correction factor’ is different. This fact becomes important when the distribution is skewed towards one of the categories. For example, if the numbers are as in Table 5.1, \( V_a \) is generally harmonic and in category \( C_1 \), \( V_b \) is evenly distributed and in category \( C_2 \), and the distribution is skewed towards category \( C_1 \), then \( \text{RR}(V_a) \) should be 1.25 and \( \text{RR}(V_b) \) should be 4. These numbers indicate that \( V_b \) is more harmonic than \( V_a \), even though \( V_b \) is evenly distributed across categories, because the categories themselves are not evenly distributed. Not correcting for the distribution of categories in such an example would make it seem like \( V_a \) is the more harmonic vowel, which is false in this case. Thus, \( \text{RR}(V) \) allows for comparison across categories, whereas a simple ratio would not.

5 Case studies

For \( \text{RR}(V) \) to be a valid and useful measure, it needs to correspond to other notions of how much a vowel participates in harmony. While O/E does not provide a single, unified measure of how harmonic a vowel is, it does give relevant information. Specifically, using O/E values, we would consider a vowel highly harmonic if it is highly under-represented in disharmonic contexts (O/E close to 0) and over-represented in harmonic contexts (O/E greater than 1). Vowels with such patterning should have the highest \( \text{RR}(V) \) values. In contrast, we would consider a vowel not particularly harmonic if its representation in harmonic and disharmonic contexts is either approximately what we would expect from random distribution (O/E close to 1), or if it is under-represented in harmonic contexts and over-represented in disharmonic ones. Vowels of this type should have the lowest \( \text{RR}(V) \) values.
While the toy example in Table 5.1 already shows that RR(V) does correspond to the notion of how harmonic a vowel is, relative to category frequency, it is ideal to illustrate it with actual language data. Thus, to test this measure, I examine corpora of three languages with front/back harmony: Chuvash, Tatar, and Mari (Luutonen et al. 2007; Luutonen et al. 2016). All of these languages are spoken in a similar area in Russian; the former two are Turkic languages, while Mari is Uralic. Using the software Phonological CorpusTools (Hall et al. 2015), counts of all pairs of vowels adjacent on a vowel tier were obtained for all of the corpora; this resulted in 117833 co-occurrences for Mari, 59066 for Chuvash, and 106378 for Tatar. These were used to compute O/E values for all vowel pairs, as well as RR(V) for each vowel. This work is exploratory, and does not make any concrete claims about harmony in any of these languages. Notably, the corpora are dictionary lists that include derived forms and are written in orthography, not transcription. The entirety of the corpora were used in the computational analysis to get a picture of broad harmonic behaviour throughout the lexicon. However, there may be complications due to the inclusion of derived forms and loans, as well as in the orthography-to-phonology mapping, that could skew or distort the counts, and further work should examine these issues.

As mentioned, the intuitive notion of how much a vowel participates in harmony can be captured by looking at O/E values; essentially, if a vowel occurs with very low O/E values with vowels of the opposite harmonic class, then it is highly harmonic, and vice versa. To check whether RR(V) is a valid measure of participation, we can compare it to what we observe through O/E values across a vowel’s co-occurrences with all other vowels. Vowels that are highly harmonic given their O/E values should have high RR(V), and less harmonic vowels should have lower RR(V).
If RR(V) is a valid measure, then we can next examine the kinds of patterns that emerge in participation. One hypothesis is that relative RR(V) values should correspond to categorical cross-linguistic participation trends. In particular, while [i] is not consistently described as neutral in the languages examined here, it is often categorically neutral in front/back harmony in related languages, like Finnish and Hungarian, in the Uralic family with Mari, and Uyghur in the Turkic family with Chuvash and Tatar (e.g. Ringen & Heinämäki. 1999 on Finnish; Siptár & Törkenczy 2000 on Hungarian; Lindblad 1990 on Uyghur).\textsuperscript{58} Moreover, as described in Section 2, [i] is considered a good neutral vowel in front/back harmony. We might therefore predict that the RR(V) value of [i] should be low (i.e. among the lowest of the values) across these languages, and across both environments (V1 and V2 positions). Specifically, we might expect RR(i) to be lower than the RR(V) value of front vowels that are lower and/or rounded, as these are known factors for reducing the likelihood of a vowel being neutral to front/back harmony (e.g. Benus and Gafos 2007).

5.1 Chuvash

Table 5.2 gives the O/E values for all combinations of Chuvash vowels. Values above 1 indicate over-representation, while values below 1 indicate under-representation; the closer a value is to 0, the closer the co-occurrence is to categorically absent. The darker lines in the table separate the back and front categories, while the grey boxes indicate instances where harmonic co-occurrences are under-represented or disharmonic ones are over-represented. It is particularly

\textsuperscript{58} Whether [i] is neutral in the languages examined here is not entirely clear. The descriptions of vowel harmony in Chuvash and Tatar are limited, but do not mention neutrality; moreover, Chuvash [i] has a back counterpart in some contexts, and there is a diphthong often taken to be a back counterpart of [i] in Tatar. (See e.g. Krueger 1961 and Clark 2015 on Chuvash; Berta 2015 on Tatar.) These facts suggest that [i] is likely not categorically neutral in Chuvash and Tatar. The case of Mari is less clear; Kangasmaa-Minn (1998) says that [i] and [e] are neutral vowels in Mari harmony, while Vaysman (2009) does not describe any neutrality in the language.
worth noting that the only O/E values of disharmonic co-occurrences (i.e. the upper right and lower left quadrants) that approach or exceed 1 involve [i], and that 5 of the 8 disharmonic co-occurrences involving [i] have high O/E values, above 0.8. These numbers are suggestive of [i] co-occurring regularly with back vowels.

Table 5.2: Chuvash O/E values

<table>
<thead>
<tr>
<th>V1 ↓ V2 →</th>
<th>a</th>
<th>õ</th>
<th>u</th>
<th>e</th>
<th>õ</th>
<th>i</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.30</td>
<td>1.14</td>
<td>1.36</td>
<td>1.54</td>
<td>0.32</td>
<td>0.08</td>
<td>1.49</td>
</tr>
<tr>
<td>õ</td>
<td>1.41</td>
<td>2.03</td>
<td>0.94</td>
<td>0.84</td>
<td>0.02</td>
<td>0.11</td>
<td>0.27</td>
</tr>
<tr>
<td>u</td>
<td>1.26</td>
<td>2.22</td>
<td>0.34</td>
<td>0.89</td>
<td>0.09</td>
<td>0.02</td>
<td>0.35</td>
</tr>
<tr>
<td>e</td>
<td>1.23</td>
<td>1.62</td>
<td>1.56</td>
<td>1.20</td>
<td>0.31</td>
<td>0.14</td>
<td>0.92</td>
</tr>
<tr>
<td>ð</td>
<td>0.48</td>
<td>0.15</td>
<td>0.52</td>
<td>0.61</td>
<td>2.26</td>
<td>1.64</td>
<td>1.55</td>
</tr>
<tr>
<td>i</td>
<td>0.04</td>
<td>0.04</td>
<td>0.62</td>
<td>0.26</td>
<td>2.70</td>
<td>4.43</td>
<td>0.24</td>
</tr>
<tr>
<td>y</td>
<td>0.88</td>
<td>0.24</td>
<td>0.86</td>
<td>0.91</td>
<td>1.79</td>
<td>1.49</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>0.02</td>
<td>0.00</td>
<td>0.17</td>
<td>3.03</td>
<td>4.24</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 5.3 gives the RR(V) values for all Chuvash values, in both V1 and V2 context, while Figure 5.1 shows the same information in graphical representation. Noteworthy is the fact that [a,u,i] have very low RR(V) in both contexts, while in general the more marked vowels, like [y], have higher RR(V). The one exception is [u] in V2 context; however, the distribution of this vowel is restricted in non-initial position in Chuvash (Krueger 1961), suggesting that its behaviour here may be more reflective of a very small number of examples. Besides [u], the vowels [a,u,i] have the lowest RR(V) in both contexts, and in particular, [i] has lower RR(V) than front vowels that are lower and/or rounded.
<table>
<thead>
<tr>
<th>V</th>
<th>RR(V) (V1 position)</th>
<th>RR(V) (V2 position)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>2.09</td>
<td>2.77</td>
</tr>
<tr>
<td>o</td>
<td>13.32</td>
<td>10.64</td>
</tr>
<tr>
<td>u</td>
<td>10.31</td>
<td>1.94</td>
</tr>
<tr>
<td>u</td>
<td>3.06</td>
<td>2.09</td>
</tr>
<tr>
<td>e</td>
<td>5.13</td>
<td>10.26</td>
</tr>
<tr>
<td>ø</td>
<td>40.94</td>
<td>25.28</td>
</tr>
<tr>
<td>i</td>
<td>2.30</td>
<td>1.03</td>
</tr>
<tr>
<td>y</td>
<td>66.85</td>
<td>28.81</td>
</tr>
</tbody>
</table>

Table 5.3: Chuvash RR(V) values

Figure 5.1: Chuvash RR(V)s
5.2 Tatar

Table 5.4 shows the O/E values for combinations of Tatar vowels. As in Chuvash, Tatar [i] occurs regularly with back vowels, and often not as regularly as expected with front vowels. In Tatar, [o] demonstrates a similar property, occurring fairly regularly with front vowels but under-represented in many back vowel contexts. For disharmonic co-occurrences (upper-right and lower-left quadrants), the co-occurrences that approach or exceed 1 are [i] with [a, o] in either order, and [e] with [o] in either order. However, [i] and [e] differ in terms of their co-occurrences with front vowels, in that the O/E of co-occurrences of [e] with front vowels consistently exceeds 1, while 5 of the 9 cases of [i] with front vowels have O/E less than 1. In terms of [o], 5 of the 7 co-occurrences of [o] with back vowels have O/E below 1, and all back-back co-occurrences with O/E less than 1 involve [o] as one of the two vowels.

<table>
<thead>
<tr>
<th>V1 ↓ V2 →</th>
<th>a</th>
<th>o</th>
<th>y</th>
<th>u</th>
<th>æ</th>
<th>ø</th>
<th>e</th>
<th>y</th>
<th>i</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.24</td>
<td>0.90</td>
<td>1.48</td>
<td>2.01</td>
<td>0.21</td>
<td>0.49</td>
<td>0.31</td>
<td>0.03</td>
<td>1.29</td>
</tr>
<tr>
<td>o</td>
<td>1.32</td>
<td>2.60</td>
<td>0.94</td>
<td>0.42</td>
<td>0.04</td>
<td>0.46</td>
<td>0.82</td>
<td>0.03</td>
<td>1.80</td>
</tr>
<tr>
<td>y</td>
<td>1.27</td>
<td>0.18</td>
<td>2.50</td>
<td>2.27</td>
<td>0.09</td>
<td>1.22</td>
<td>0.14</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>u</td>
<td>1.94</td>
<td>0.44</td>
<td>1.76</td>
<td>0.61</td>
<td>0.08</td>
<td>1.23</td>
<td>0.32</td>
<td>0.03</td>
<td>0.84</td>
</tr>
<tr>
<td>æ</td>
<td>0.23</td>
<td>0.03</td>
<td>0.08</td>
<td>0.07</td>
<td>2.68</td>
<td>0.86</td>
<td>1.80</td>
<td>4.75</td>
<td>0.63</td>
</tr>
<tr>
<td>ø</td>
<td>0.17</td>
<td>0.08</td>
<td>0.03</td>
<td>0.04</td>
<td>3.40</td>
<td>3.98</td>
<td>2.97</td>
<td>0.71</td>
<td>0.30</td>
</tr>
<tr>
<td>e</td>
<td>0.61</td>
<td>1.34</td>
<td>0.27</td>
<td>0.21</td>
<td>1.52</td>
<td>2.17</td>
<td>1.88</td>
<td>2.12</td>
<td>1.09</td>
</tr>
<tr>
<td>y</td>
<td>0.12</td>
<td>0.08</td>
<td>0.06</td>
<td>0.06</td>
<td>4.23</td>
<td>1.48</td>
<td>2.49</td>
<td>0.59</td>
<td>0.31</td>
</tr>
<tr>
<td>i</td>
<td>1.04</td>
<td>2.05</td>
<td>0.24</td>
<td>0.27</td>
<td>1.50</td>
<td>0.39</td>
<td>1.43</td>
<td>0.57</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Table 5.4: Tatar O/E values

Table 5.5 and Figure 5.2 illustrate RR(V) values for Tatar vowels. Notably, [o] and [i] show the lowest values in both contexts, and [a, u, e] are also quite low. As in Chuvash, marked vowels like [y] and [y] show higher RR(V) values, though [ø] in V2 context has one of the lowest
Worth noting again is that [i] has a lower RR(V) value than front vowels that are lower and/or rounded.

<table>
<thead>
<tr>
<th>V</th>
<th>RR(V) (V1 position)</th>
<th>RR(V) (V2 position)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>2.91</td>
<td>2.35</td>
</tr>
<tr>
<td>o</td>
<td>1.60</td>
<td>0.97</td>
</tr>
<tr>
<td>ɤ</td>
<td>15.89</td>
<td>9.04</td>
</tr>
<tr>
<td>u</td>
<td>4.33</td>
<td>9.93</td>
</tr>
<tr>
<td>æ</td>
<td>15.52</td>
<td>14.81</td>
</tr>
<tr>
<td>ø</td>
<td>22.91</td>
<td>1.89</td>
</tr>
<tr>
<td>e</td>
<td>3.15</td>
<td>5.09</td>
</tr>
<tr>
<td>y</td>
<td>25.94</td>
<td>74.81</td>
</tr>
<tr>
<td>i</td>
<td>1.65</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Table 5.5: Tatar RR(V) values

Figure 5.2: Tatar RR(V)s
5.3 Mari

Table 5.6 illustrates O/E values for combinations of Mari vowels. Again, \([i]\) co-occurs regularly with back vowels; the same is true of \([e]\), with most of its O/E values with back vowels nearly at 1. In fact, O/E values for \([e]\) are consistently close to 1 across back vowels, while \([i]\) has lower O/E values with \([\text{y}]\). However, as in Tatar, the situation in front-front co-occurrences is different for \([i]\) versus \([e]\), in that \([i]\) shows a far greater tendency than \([e]\) to not co-occur with other front vowels (other than itself and \([e]\)). Interestingly, in Mari, \([\text{æ}]\) and \([\text{ə}]\) in V1 position co-occur with each other at much higher than expected rates, while rarely occurring with any other vowels of either category. In V2 position, these vowels again occur most often with only each other. It is notable that in at least some dialects of Mari, \([\text{æ}]\) is described as occurring only as a result of harmony (Vaysman 2009).

<table>
<thead>
<tr>
<th>V1 ↓ V2</th>
<th>a</th>
<th>o</th>
<th>u</th>
<th>(\text{ə}^{59})</th>
<th>æ</th>
<th>ø</th>
<th>y</th>
<th>e</th>
<th>i</th>
<th>ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.32</td>
<td>0.71</td>
<td>1.17</td>
<td>1.12</td>
<td>0.06</td>
<td>0.16</td>
<td>0.93</td>
<td>0.85</td>
<td>1.26</td>
<td>0.05</td>
</tr>
<tr>
<td>o</td>
<td>0.96</td>
<td>2.05</td>
<td>0.96</td>
<td>1.09</td>
<td>0.04</td>
<td>0.20</td>
<td>0.64</td>
<td>1.05</td>
<td>1.43</td>
<td>0.02</td>
</tr>
<tr>
<td>u</td>
<td>1.01</td>
<td>1.50</td>
<td>1.36</td>
<td>1.38</td>
<td>0.04</td>
<td>0.37</td>
<td>0.77</td>
<td>0.84</td>
<td>0.99</td>
<td>0.04</td>
</tr>
<tr>
<td>(\text{ə})</td>
<td>1.41</td>
<td>0.60</td>
<td>0.63</td>
<td>1.37</td>
<td>0.01</td>
<td>1.20</td>
<td>0.88</td>
<td>0.92</td>
<td>0.26</td>
<td>0.02</td>
</tr>
<tr>
<td>æ</td>
<td>0.06</td>
<td>0.10</td>
<td>0.24</td>
<td>0.08</td>
<td>8.46</td>
<td>0.07</td>
<td>0.84</td>
<td>0.26</td>
<td>0.27</td>
<td>6.14</td>
</tr>
<tr>
<td>ø</td>
<td>0.72</td>
<td>0.27</td>
<td>0.60</td>
<td>1.16</td>
<td>1.64</td>
<td>13.90</td>
<td>1.72</td>
<td>1.01</td>
<td>0.25</td>
<td>1.81</td>
</tr>
<tr>
<td>y</td>
<td>0.68</td>
<td>0.37</td>
<td>0.66</td>
<td>1.44</td>
<td>1.15</td>
<td>9.32</td>
<td>4.37</td>
<td>1.11</td>
<td>0.13</td>
<td>1.52</td>
</tr>
<tr>
<td>e</td>
<td>0.71</td>
<td>1.09</td>
<td>1.19</td>
<td>0.62</td>
<td>1.49</td>
<td>0.39</td>
<td>1.34</td>
<td>1.60</td>
<td>1.78</td>
<td>1.29</td>
</tr>
<tr>
<td>i</td>
<td>0.67</td>
<td>1.84</td>
<td>1.93</td>
<td>0.46</td>
<td>1.55</td>
<td>0.44</td>
<td>0.58</td>
<td>1.40</td>
<td>1.69</td>
<td>1.22</td>
</tr>
<tr>
<td>(\text{ə})</td>
<td>0.02</td>
<td>0.11</td>
<td>0.18</td>
<td>0.02</td>
<td>6.50</td>
<td>0.43</td>
<td>0.60</td>
<td>0.60</td>
<td>0.12</td>
<td>8.63</td>
</tr>
</tbody>
</table>

Table 5.6: Mari O/E values

Table 5.7 and Figure 5.3 show RR(V) values for Mari vowels. What is most noteworthy in Mari is that two vowels, \([\text{æ}]\) and \([\text{ə}]\), have substantially higher RR(V) values than the remaining

---

59 This vowel is often transcribed as \([\text{ɔ}]\) in Uralic literature (e.g. Kangasmaa-Minn 1998); I have written it as \([\text{ə}]\) to emphasize its status as a back mid unrounded vowel, but it should be noted that it is reduced.
vowels, for both V1 and V2 contexts. Among the remaining vowels, the differences as small, though [i] again has one of the lowest RR(V) values in both contexts.

<table>
<thead>
<tr>
<th>V</th>
<th>RR(V) (V1 position)</th>
<th>RR(V) (V2 position)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.86</td>
<td>2.36</td>
</tr>
<tr>
<td>o</td>
<td>1.55</td>
<td>1.14</td>
</tr>
<tr>
<td>u</td>
<td>2.12</td>
<td>0.94</td>
</tr>
<tr>
<td>y</td>
<td>2.88</td>
<td>2.23</td>
</tr>
<tr>
<td>æ</td>
<td>37.75</td>
<td>79.87</td>
</tr>
<tr>
<td>ø</td>
<td>1.74</td>
<td>3.82</td>
</tr>
<tr>
<td>y</td>
<td>1.39</td>
<td>1.59</td>
</tr>
<tr>
<td>e</td>
<td>2.05</td>
<td>1.30</td>
</tr>
<tr>
<td>i</td>
<td>1.78</td>
<td>1.16</td>
</tr>
<tr>
<td>ø</td>
<td>74.11</td>
<td>90.27</td>
</tr>
</tbody>
</table>

Table 5.7: Mari RR(V) values

Figure 5.3: Mari RR(V)s

6 Discussion

The results of all three languages show a close correspondence between RR(V) and the notion of how much each vowel is participating in harmony, based on its O/E values. For example, in
Chuvash, the O/E values of [y] in V1 position before a back vowel are very low, ranging from 0 to 0.17; correspondingly, RR(y) for V1 is very high, at 66.85. In contrast, the O/E values for [i] in V1 position before a back vowel in Chuvash are very high, ranging from 0.24 to 0.91, with most of the cases close to expected representation; correspondingly, RR(i) is very low in the V1 condition, at 2.3. The vowel [ɯ] in Chuvash is intermediate between [i] and [y], with O/E values of 0.02 to 0.35 when it occurs in V1 position before a front vowel, and RR(ɯ) in V1 condition intermediate at 10.31. A similar correspondence holds across other vowels and other languages, suggesting that RR(V) is indeed a good measure of how much a vowel participates in harmony, where participation is viewed in terms of rarely co-occurring with vowels of the opposite harmonic class.

The concept of RR(V) allows us to look for patterns in gradient participation. Noticeable across all three languages is the fact that RR(i) is quite low, meaning it has a low degree of participation in the harmony system. In particular, in both Chuvash and Tatar, [i] has the lowest RR(V) of any front vowel in both positions, and one of the lowest overall.60 This result is particularly interesting because, across front/back harmony systems, [i] is a common transparent vowel, and this pattern has often been connected to the lack of a back, high, unrounded counterpart to [i] in the inventory in languages with transparent [i], like Finnish and Hungarian (e.g. Vago 1973). As described above, [i] is not consistently described as neutral to harmony in any of the languages examined here, and in Chuvash it even has a back counterpart, yet RR(i) shows that it nonetheless participates less in the harmony system, in a gradient way. Specifically, [i] in both Chuvash and Tatar shows less overall participation in harmony than lower and/or rounded front vowels, which are less frequently transparent and neutral in harmony systems.

60 It is unclear why some of the back vowels, in particular [o], often have lower RR(V) than [i]. It is possible that this results in part from the fact that if a front vowel is behaving neutrally, it will affect the RR(V)s of back vowels.
This result suggests that the cross-linguistic behaviour of [i] as a neutral vowel could extend beyond categorical properties and be due to reasons beyond harmonic pairing. As such, it suggests a need to re-examine more carefully the factors involved in harmony participation.

Beyond [i], it is notable that cardinal vowels in general tend to have lower RR(V), and are therefore less harmonic. For example, [a] and [u] also have low RR(V) values in Chuvash, and [a], [o], and [e] have low values in Tatar. One possible explanation for this result is that it is due to non-harmonic loans from Russian, which has neither harmony nor front rounded or back unrounded vowels. Indeed, Chuvash, Tatar, and Mari are all spoken in Russia and could be expected to have many recent, disharmonic Russian loans. Removing loans from the corpus would test this hypothesis. Alternatively, this result could illustrate a more general property about how vowels participate in harmony systems, with more marked vowels (i.e. front rounded and back unrounded ones, in these systems) being more required to harmonize. Indeed, across all three languages, particularly in Chuvash and Tatar, the more marked vowels have consistently higher RR(V) values, except in cases where their distribution is limited (e.g. V2 position of [ɯ] in Chuvash). This observation is consistent with existing ideas in the literature on categorical harmony, in which harmony has been argued to be a way to enhance the perceptibility of marked features (e.g. Kaun 1995).

The results from Mari are more complex and puzzling than those of Chuvash and Tatar; two vowels have very high RR(V) values, and the others are approximately equivalent. The vowels with high RR(V) were [æ] and [ə]; the former is perhaps expected, since it is more marked, but the latter raises questions about the nature of the front reduced vowel in Mari. However, it might be due to the fact that in at least Eastern Mari dialects, there are alternations between reduced and full vowels in particular word positions (Kangasmaa-Minn 1998),
potentially masking actual vowel combinations. Specifically, there is a general relationship in Chuvash and Tatar between markedness and high RR(V) values, yet the schwa symbol typically denotes an unmarked vowel, so that relationship does not seem to hold in this case in Mari. Moreover, the other Mari vowels all behave essentially the same way, regardless of whether or not they are marked or exist in Russian, and the reasons for this result are unclear. Whether it says something about the Mari phonological system, the morphology (e.g. complex words with non-harmonizing vowels tending to avoid [æ] and [ə]), or loanwords from Russian remains to be investigated.

7 Conclusion

In summary, this chapter has explored a method of calculating segment-specific participation in vowel harmony, using relative risk. I have shown how this computation captures the notion of participation by examining relative risk in comparison to O/E values across corpora of three different front/back harmony systems: Chuvash, Tatar, and Mari. I then examined what the results imply about gradient participation. Specifically, I showed that [i] has a low degree of participation across these harmony systems, which corresponds to the fact that [i] is often neutral cross-linguistically, but is interesting because this neutrality is often considered categorical in other languages, in a way not consistently described for the languages considered here. The relative risk measure provides a way of looking at participation in harmony in a more nuanced way, and it allows for cross-linguistic comparison; this approach can therefore provide significant new insights into harmony systems.
Chapter 6: Participation in ATR harmony

1 Introduction

As in front/back harmony, a number of asymmetries are seen in participation in the typology of ATR harmony, which are the subject of the second half of this dissertation. I focus here on ATR-dominant harmony, in which combinations of ATR and RTR always harmonize to ATR, but I will also briefly discuss the differences between this type of harmony and other types of tongue root harmony. Some examples of ATR harmony in Lango are given in (1); note how the suffix alternates between the RTR low vowel [á] and the ATR low vowel [á] depending on whether the root is RTR or ATR.

(1) Lango ATR harmony (Woock & Noonan 1979)

<table>
<thead>
<tr>
<th>ATR root vowels</th>
<th>(a)</th>
<th>cíŋ</th>
<th>‘hand’</th>
<th>cíŋá</th>
<th>‘my hand’</th>
</tr>
</thead>
<tbody>
<tr>
<td>take ATR suffix -á</td>
<td>(b)</td>
<td>ṇét</td>
<td>‘side’</td>
<td>ṇétó</td>
<td>‘my side’</td>
</tr>
<tr>
<td>(c)</td>
<td>wót</td>
<td>‘son’</td>
<td>wódó</td>
<td>‘my son’</td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td>ṇút</td>
<td>‘neck’</td>
<td>ṇútó</td>
<td>‘my neck’</td>
<td></td>
</tr>
<tr>
<td>RTR root vowels</td>
<td>(e)</td>
<td>yíb</td>
<td>‘tail’</td>
<td>yíbá</td>
<td>‘my tail’</td>
</tr>
<tr>
<td>take RTR suffix -á</td>
<td>(f)</td>
<td>lèb</td>
<td>‘tongue’</td>
<td>lèbá</td>
<td>‘my tongue’</td>
</tr>
<tr>
<td>(g)</td>
<td>wàŋ</td>
<td>‘eye’</td>
<td>wàŋá</td>
<td>‘my eye’</td>
<td></td>
</tr>
<tr>
<td>(h)</td>
<td>bwóm</td>
<td>‘wing’</td>
<td>bwómá</td>
<td>‘my wing’</td>
<td></td>
</tr>
</tbody>
</table>

ATR-dominant harmony is predominant in eastern Africa, particularly in the Nilo-Saharan family (e.g. Casali 2003; Rose 2018). The languages I discuss in detail in the rest of this section
are all Western Nilotic, but the generalizations discussed in the present chapter are apparent throughout the cross-linguistics typology of ATR-dominant harmony.

Several typological overviews have provided a good understanding of the patterns within ATR harmony systems (e.g. Casali 2003; Rose 2018). I focus here on Nilo-Saharan languages; there are good descriptions of a number of harmony systems (e.g. Kutsch Lojenga 1991 on Alur; Andersen 1999 on Mayak; Wook & Noonan 1979 and Noonan 1992 on Lango; Hall & Yokwe 1981 and Steinberger & Vago 1987 on Bari; Quinn-Wriedt 2013 on Maasai; Coates 1985 on Otuho; Andersen 2007 on Kurmuk; Andersen 1989 on Päri; Reh 1996 on Anywa; Andersen 2004 on Jumjum; Lodge 1995 on Kalenjin; Andersen 1987 on Lulubo; Otero 2015 on (Ethiopian) Komo; Andersen 1986 on Lugbara; Kilpatrick 1985 on Bongo; Parker 1985 on Baka; Noske 1990, 1996 on Turkana; among many others), and for some languages (like Lango, the subject of Chapter 8) there has been a great deal of theoretical interest (e.g. Archangeli & Pulleyblank 1994; Potts et al. 2010). However, much remains unknown about ATR harmony (both ATR-dominant harmony and RTR-dominant harmony, in both Nilo-Saharan and Niger-Congo languages), since so many languages have not been studied, or at least not in detail. Even for many of the languages for which descriptions are available, there is often little phonetic work, few detailed analyses, and not the same extent of theoretical focus as has been put on better-known languages with front/back harmony like Hungarian, Finnish, and Turkish. Nonetheless, simply because so many languages have tongue root harmony, there is a relatively large body of descriptive and analytical literature about it, and certain languages have been studied in detail.
2 General patterns

2.1 ATR-dominant harmony: Definition and basic generalizations

ATR harmony in general is defined by agreement in the position of the tongue root (advanced versus retracted). Involvement of the tongue root position has been confirmed through articulatory studies of a number of languages (e.g. Jacobson 1980; Tiede 1996; Gick et al. 2006; Allen et al. 2013; among others); however, the mechanisms behind tongue root contrasts are complex, and can also involve factors like pharyngeal expansion and tongue body raising/lowering, including as the primary cues (e.g. Lindau 1987; Lindau et al. 1972; Lindau & Ladefoged 1986; Tiede 1996; see also Esling & Edmondson 2006 on aryepiglottic folds and tongue root). In ATR harmony systems, vowels typically agree for tongue root position within roots and across root-affix boundaries; harmony across heights (e.g. high vowels triggering harmony onto mid vowels and vice versa) is common. In fact, within some literature, including Stewart’s (1967) definition of ATR harmony, cross-height harmony is required for a harmony to be considered ATR harmony.

ATR-dominant harmony, the focus of this section, is a particular type of tongue root harmony, in which the advanced (ATR) value is dominant, meaning that it always wins; in other words, both ATR…RTR and RTR…ATR sequences harmonize to ATR…ATR (see e.g. Casali 2003; 2008). As noted for instance by Casali (2008: 514), ATR-dominant harmony is typically distinguished by the presence of affixes (typically suffixes) that are invariantly ATR and that can trigger harmony onto RTR roots. According to Casali, such languages always also have ‘recessive’ affixes, which alternate in their ATR value depending on the value of the root. This
distinction is often analyzed in terms of underlying feature values: ‘dominant’ invariant affixes that trigger harmony are underlyingly ATR, while ‘recessive’ alternating affixes are underlyingly RTR (Casali 2008). This type of dominance in harmony systems is common for tongue root harmony systems, but apparently rare for other types of (vowel) harmony (Casali 2008: 514), though it is not rare in nasal and other consonant harmonies (e.g. Hansson 2008). Casali (2003) notes a number of properties common in ATR dominant systems, including allophonic ATR vowels created through harmony and coalescence preserving ATR over RTR (e.g. /a+i/ → [e]).

While dominant affixes were previously considered a defining feature of ATR-dominant harmony, distinguishing such systems from ‘stem-control’ harmony in which directionality of harmony is determined entirely by morphological structure (e.g. Baković 2000), it is important to note that this view is no longer held. Specifically, Casali (2008) notes that morphological structure in fact often does play a large role in ATR-dominant systems, and that dominant affixes are not the only possible indicator of ATR dominance. I assume that properties like ‘ATR dominance’ and ‘stem-control’ do not have a formal status, but rather identify common properties of patterns that fall out of certain constraints and their rankings.

Among tongue root harmony systems in African languages, ATR dominance is highly characteristic of languages in which there is a tongue root contrast in high vowels (i.e. with [i] versus [i] and [u] versus [o]), known as ‘2IU’ languages (Casali 2008). The majority of 2IU languages have harmony, and in most cases it is ATR-dominant (Casali 2003; 2008; Rose 2018). Languages without the contrast in high vowels (i.e. ‘1IU’ languages) may or may not have harmony (e.g. Rose 2018), but when they do, ATR is generally not dominant (e.g. Casali 2003).

The term ‘ATR-dominant’ is not without controversy, as not all literature agrees with this way of referring to a system; some instead argue that ATR is always the dominant feature in
tongue root harmony (Bakovic 2000; Polgárdi 1998; van der Hulst & van de Weijer 1995; see also Casali 2003: 308 on ‘universal [+ATR] dominance’ theories). However, it is clear that there is a distinction between 2IU and 1IU languages, and to some extent also between Nilo-Saharan and Niger-Congo languages, in the way in which the tongue root harmony systems operate. Nilo-Saharan languages in particular are biased towards 2IU systems and it is ‘characteristic’ of them to show the asymmetry in which ATR acts like a dominant value (Casali 2008: 515).

2.2 Participation and neutrality in ATR-dominant harmony

As discussed above, languages with ATR-dominant harmony typically have a tongue root contrast in high vowels (i.e. 2IU). As is therefore expected, high vowels are participators in ATR-dominant harmony, both as triggers and targets. In fact, it has been argued that the presence of this contrast causes ATR to become ‘active’ in the phonology, due to difficulty in perceptibility of tongue root contrasts in high vowels (Rose 2018).

2IU languages may or may not have a tongue root contrast in mid vowels. In other words, they may be 1EO, with only RTR mid vowels [ɛ] and [ɔ] occurring contrastively, or they may be 2EO, with the contrasts [ɛ] versus [ɛ] and [o] versus [ɔ]. However, it has been widely noted that in 2IU languages, mid vowels generally also participate in harmony, even when those languages are 1EO; in such cases, the mid vowels participate allophonically, such that [ɛ] and [o] do occur on the surface in the languages, but only as the (allophonic) result of harmony (e.g. Casali 2003; 2008; Rose 2018).

It has been claimed (e.g. Archangeli & Pulleyblank 1994; Rose 2018) that mid vowels are the ideal targets of tongue root harmony, including in ATR-dominant harmony. This is based on their tendency to participate allophonically in harmony even when there is no contrast; the
argument is that tongue root distinctions are more perceptible on mid vowels, so there is a perceptual advantage to spreading ATR to them (Rose 2018). However, in many of the languages with allophonic mid vowel participation (e.g. Mayak; see Chapter 9), as well as in some 2EO languages (e.g. Lango; see Chapter 8), mid vowels participate in a more limited range of contexts than high vowels. For example, in both Mayak and Kinande, high vowels are targets of harmony in both directions, but mid vowels are only targets for regressive harmony (Andersen 1999 on Mayak; Archangeli & Pulleyblank 2002 on Kinande). This is unexpected if mid vowels are the best possible targets, but expected under a view in which either high vowels are ideal targets, either on independent factors or because they agree in height with the ideal triggers (which are high).

The most significant complications regarding participation in ATR-dominant harmony come from low vowels. These languages may have either a single contrastive low vowel, the RTR [a], or a contrast in low vowels, with the ATR one typically notated as either [ʌ] or [ə] (or sometimes [ä]). Among languages that have only [a] contrastively, it may be neutral to harmony, participate allophonically, or participate by re-pairing to an ATR mid vowel ([e] or [o]). This can vary within a language: in Kinande, for instance, [a] is neutral in progressive harmony, but participates allophonically in regressive harmony (e.g. Gick et al. 2006; Archangeli & Pulleyblank 2002); in Maasai, [a] is neutral to regressive harmony, but re-pairs to [o] in progressive harmony (e.g. Baković 2000; Quinn-Wriedt 2013). Among languages with a tongue root contrast in the low vowels, they can again either participate in harmony or not, and this again varies both within and across languages. In Lango (Chapter 8), for instance, [a] harmonizes to [ə] in progressive harmony across an intervening consonant cluster only when the trigger is high (Woock & Noonan 1979; Archangeli & Pulleyblank 1994). In Mayak (Chapter 9), [a] and
[ʌ] are contrastive, but [a] does not undergo harmony and [ʌ] does not trigger it (Andersen 1999). In other words, there is a large range of variation regarding the participation of low vowels in ATR-dominant harmony. Unfortunately, existing surveys of tongue root harmony systems typically focus on high and mid vowels, leaving this area relatively unexplored.

It is worth noting that more recent phonetic work has sometimes revised our understanding of which vowels participate in ATR harmony and which do not. For example, in Kinande, it was previously thought that [a] was consistently neutral to ATR harmony (e.g. Schlindwein 1987), but ultrasound evidence has shown that it in fact participates allophonically (Gick et al. 2006). This is particularly common among low vowels, where allophonic and even contrastive ATR low vowels have been missed, and even native speakers have had difficulty noting the contrasts or recognizing them as ‘important’ to the phonology (e.g. Coates 1985 on Otuho). However, it is also widely noted that RTR high vowels are perceptually confusable with ATR mid vowels (e.g. [o] and [ʊ]), such that impressionistic descriptions have in some cases had difficulty distinguishing them (e.g. Casali 2003; Rose 2018). Recent phonetic studies have therefore also revised the inventory and patterns in non-low vowels. One case in particular is Tunen, where what was described in earlier work (Mous 1986; van der Hulst, Mous, and Smith 1986) as an odd [e]~[i] alternation in the class 7 prefix, with the RTR roots taking an ATR prefix [e] and ATR roots taking the [i] alternant, has been reanalyzed as a more standard harmonic [ɪ]~[i] alternation by Boyd (2015).

2.3 Other types of tongue root harmony

While the generalizations discussed above are true of ATR-dominant harmony systems, they are not true of other types of tongue root harmony. The other (contrastive) inventory type that often
has tongue root harmony is 1IU, 2EO; in other words, languages in which the contrastive inventory among high vowels consists only of ATR high vowels [i] and [u], but among mid vowels has [e] versus [ɛ] and [o] versus [ɔ]. This is true of certain dialects of Yoruba, including Standard Yoruba, which has harmony that has been described as RTR dominant (e.g. Archangeli & Pulleyblank 1994). In these types of languages, high vowels are almost always neutral to harmony; only a handful of cases of 1IU 2EO systems, such as certain dialects of Yoruba (e.g. Ijesa; Oyelaran 1973; Przezdziecki 2005), have allophonic participation of the high vowels, while most languages with the contrastive 1IU 2EO inventory type have neutral high vowels (Casali 2008; Rose 2018). Note that high vowels are neutral (either transparent or opaque) in other Yoruba dialects (Przezdziecki 2005).

In these 1IU cases, then, mid vowels are very evidently the ideal participators in the harmony system; often, there are at least some contexts in which harmony affects only mid vowels. In Ogori/Oko, for example, mid vowels must be harmonic within roots, but high and low vowels can co-occur disharmonically in roots (Chumbow 1982). Like for ATR-dominant harmony, there is often neutrality of the low vowel in these 1IU systems61, and as mentioned, high vowels are also typically neutral.

Beyond differences in inventory structure and which segments participate in harmony, these other types of tongue root harmony systems are not ATR-dominant. They are often root-controlled, in that the ATR/RTR value of the root determines harmony of the entire word; some systems like Yoruba have been described as RTR-dominant (e.g. Archangeli & Pulleyblank 1994; Pulleyblank et al. 1995; Leitch 1996), which is a controversial claim, as it has been suggested by others (e.g. Bakovic 2000; Polgárdi 1998; van der Hulst & van de Weijer 1995).

---

61 Unfortunately, most typological work focuses on contrasts in high and mid vowels only. It is unclear whether there are 1IU languages with a phonemic contrast in low vowels, or to what extent allophonic participation of low vowels in root-controlled 1IU languages occurs.
that ATR is always the active feature. (See also Casali 2003 on this issue.) Given that I focus solely on ATR dominant harmony here, I do not pursue these arguments or assess them.

An account of the differences between ATR-dominant harmony and other types of tongue root harmony, and all of the relevant correlations among inventory, dominance, and participation, is beyond the scope of the present dissertation. However, it is a particularly important question for future research to look at why a contrast in the high vowels appears to be so critical to determining how harmony operates, and why certain vowels (in particular high vowels) appear to be good participators in one type of tongue root harmony (ATR-dominant) but poor participators in others (root-controlled or RTR-dominant), when the same features are involved in all types. Casali (2008: 527) notes that ‘a fully satisfactory solution to the problem of explaining system-dependent [ATR] dominance has yet to be found’, although attempts have been made in both purely theoretical and more phonetically based research (e.g. van der Hulst 2018 for a theoretical analysis; Rose 2018 for a perceptual explanation).

3 Harmony in the proto-language

Since all the languages I will discuss in detail in the following chapters are Nilotic, I will briefly discuss harmony in Proto-Nilotic and what it can suggest about how certain patterns in harmony participation developed. The Nilotic family tree is generally assumed to involve three distinct branches: Western, Southern and Eastern Nilotic, with the possibility that the Southern and Eastern branches form their own sub-branch separate from Western Nilotic (Köhler 1948; Dimmendaal 2002). Substantial reconstructive work has been done on both Southern and Eastern Nilotic, with less on Western Nilotic (e.g. Rottland 1982 on Southern Nilotic; Vossen 1982 on Eastern Nilotic; Andersen 1989; 1990 on Western Nilotic; see also Dimmendaal 2002 on all
branches). Both Southern Nilotic and Western Nilotic are reconstructed as having a ten-vowel system, with all vowels paired for ATR (Rottland 1982 on Southern Nilotic; Andersen 1990 on Western Nilotic); Eastern Nilotic is reconstructed with uncertainty as to whether there are nine or ten vowels, with the ATR low vowel possibly missing from the proto language (Vossen 1982). The harmony systems have developed in a number of distinct ways, with some descendant languages losing harmony and even tongue root contrasts entirely, including entire branches of Western Nilotic (Dinka-Nuer, which instead contrasts breathiness; e.g. Dimmendaal 2002; Storch 2005). Among the languages with harmony, one of the primary distinctions is in whether the ATR low vowel was kept, and if not, what development led to its loss and what effect that had on the harmony system. Note that the ATR low vowel is often notated as [ä] in Nilotic transcription traditions.

In Southern Nilotic, in the Elgon and some other clusters of Kalenjin, *[ɛ] merged with [a] and *[ä] with [e], such that both *[ɛ]~*[e] and *[a]~*[ä] in the proto-language harmony system became an [a]~[e] alternation in the modern harmony system (Rottland 1982). In other words, this diachronic change led to the historical appearance of re-pairing in harmony. In the Päkoot cluster of Kalenjin, it appears that the former merger also occurred, but the latter occurred in the opposite direction (i.e. *[e] to [ä]), such that the *[ɛ]~*[e] alternation from the proto-language merged with the [a]~[ä] alternation (Dimmendaal 2002). These languages therefore maintain the low vowel alternation.

In Eastern Nilotic, the Bari subgroup has the ATR low vowel, while the Teso-Lotuko-Maa group typically does not (Vossen 1982), though [ä] is maintained after glides in some cases.

---

62 However, given that the other two branches are assumed to have had the low ATR distinction, we can likely assume that an ATR low vowel existed in Proto-Nilotic, which means that the question is really just about when the loss of the distinction happened for Eastern Nilotic. In other words, the question is whether Proto-Eastern-Nilotic as a whole lost the ATR low vowel from Proto-Nilotic, and the Bari subgroup regained it, or whether the merger happened at a later stage. This issue is not crucial for the present purposes.
in Lotuko (Muratori 1938; Dimmendaal 2002). However, even in Bari, [a] can in some instances be preceded or followed by ATR vowels in roots (Spagnolo 1960), suggesting some degree of neutrality or that it was previously ATR there. This is interesting because it suggests that some of the neutrality patterns of [a] might be reconstructable as a neutrality effect in the proto-language, perhaps in the same way that front/back harmony only affected low vowels in Proto-Finnic (see Chapter 2). Bari [ä] typically corresponds to [a] in the other subgroup of Eastern Nilotic, but seems to have merged with [ɔ] in Teso-Turkana, and as a result there are re-pairing harmonic alternations of [a]~[o] in several Eastern Nilotic languages (Dimmendaal 2002).

In Western Nilotic, the Lwoo subgroup is the one with full harmony systems, with the individual languages varying in whether they have nine vowels (i.e. without the ATR low vowel) or ten (e.g. Dimmendaal 2002). In Päri, which has [ä] contrastively, this vowel can optionally be realized as [o] near labial consonants and [e] elsewhere (Andersen 1989). In languages lacking the ATR low vowel, like Alur, an individual morpheme with *[ä] in the proto-language will have either [e] or [o] in the daughter language, depending on environment; however, in harmonic alternations, *[ä] as the ATR counterpart of [a] (in the same morpheme) consistently became [e], never [o], regardless of contextual factors (Andersen 1989; Dimmendaal 2002). In other words, [a] alternates with [e] in Western Nilotic languages that lack [ä]; the ‘elsewhere’ environment from root effects was the one generalized. Interestingly, in some Western Nilotic languages, specifically Acholi and Lango, the original *[ä] was lost, merging with [e] and [o], but then [ä] was reintroduced through harmony and now exists contrastively (Dimmendaal 2002). Such a development is highly suggestive of the instability of low vowels in ATR harmony systems.

63 Apparently, it did in fact merge with an RTR vowel, not with the ATR [o]. The details of this merger and its effects on the harmony systems are beyond the scope of the present work, but interested readers are referred to Dimmendaal (2002) and references therein for a general overview of Nilotic reconstruction, and to Noske (1990; 1996) on Turkana.
In general, the most studied, and perhaps most interesting, harmony-related developments from Proto-Nilotic to the modern languages consist of what has happened to the low vowels. A large number of distinct patterns in low vowel behaviour exist in Nilotic languages, including both participation and neutrality for contrastively paired low vowels, as well as neutrality, re-pairing to \([e]\), and re-pairing to \([o]\) when \([a]\) lacks an ATR counterpart in the inventory. Many of these patterns can be traced to specific mergers involving the ATR low vowel. It is particularly interesting that these mergers occurred in different ways and directions depending on language (or subgroup), and that there is no clear correlation between the presence of \([ä]\) and the behaviour of low vowels in the harmony system.

4 Why we might want to rethink how participation gets defined

As discussed in Section 2, the factors affecting participation in ATR harmony are highly complex. Mid vowels typically participate in ATR-dominant harmony, whether they are contrastively paired or not, although their participation may be limited in ways in which that of high vowels is not (e.g. by directionality). The behaviour of low vowels, on the other hand, is much more variable, both in the options for participation when there is no contrast (allophony versus re-pairing), and in the fact that absolute neutrality (i.e. non-participation in any context) seems to be far more common among low vowels than mid vowels. Particularly interesting is the case of Mayak (see Chapter 9), in which the mid vowels do not contrast for ATR, yet participate in regressive harmony, while the low vowels do contrast for ATR, yet are neutral (Andersen 1999).

It is clear, then, that any relationship between contrast and participation in ATR-dominant harmony is non-trivial. Among non-high vowels in particular, participation is predicted more
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readily by vowel quality, specifically height (mid versus low), than by contrast. This is also the case when comparing high versus mid vowels, including in 2IU, 2EO languages, in some of which high vowels are targets of harmony in contexts in which mid vowels are not. In other words, there is an evident height effect to participation in ATR-dominant harmony, which cannot be captured through a simple consideration of which vowels are contrastive.

5 Structure of the rest of Part 2

The rest of Part 2 (the section on ATR harmony) is structured as a series of chapters on three Western Nilotic languages: Alur, Lango, and Mayak. First, in Chapter 7, I present an analysis of Alur, in which an unpaired [a] participates in some contexts by re-pairing with [e]. This analysis does not require the target scaling factors developed through this dissertation, but is consistent with it. Moreover, it is an important illustration of one of the mismatches between participation and contrast. Next is Chapter 8 on Lango, which has a complex system of interactions among triggers, targets, and distance; I show that the framework developed for front/back harmony, in Chapters 3 and 4 on Hungarian and Votic, is also able to deal with Lango in a simpler way than previous analyses. Finally, Chapter 9 focuses on Mayak, in which the low vowels are contrastive for ATR, yet nonetheless neutral to the harmony system. The same way of conceptualizing participation as developed throughout this dissertation can deal with this pattern, while any approach drawing an equivalence between neutrality and lack of contrast cannot.
Chapter 7: An analysis of ATR harmony in Alur

1 Introduction

Alur is an understudied Western Nilotic language spoken primarily in Uganda. One of the few descriptions of the phonology of the language is a short paper on the harmony system by Kutsch Lojenga (1991). In this paper, she outlines the complex ATR harmony pattern, which depends on the combination of whether a root is a noun or a verb, whether the potential target vowel is [a] or not, and whether a suffix is of form V or CV. She does not provide an analysis of the pattern.

In this chapter, I analyze the Alur harmony pattern as described by Kutsch Lojenga (1991). I show that both nouns and verbs in fact behave fundamentally the same way, and that the discrepancies between their behaviour arise from the fact that verb roots are of form CVCV, whereas noun roots are of form CVC. I argue that the domain of harmony in Alur is a binary foot aligned to the left edge of the root, similar to an argument made about the closely related language Lango by Pulleyblank (2001). Harmony is ATR-dominant, and within the foot domain; whether it occurs depends on a combination of directionality, the number of intervening consonants, and whether an additional feature change is required to create an ATR vowel. Specifically, regressive harmony is exceptionless within the foot domain, whereas progressive harmony is blocked in the presence of a coda consonant or if the target vowel is [a], which must also change the feature [low] in order to become [ATR]. I propose a straightforward analysis that captures the complex patterning of both nouns and verbs.

The proposals made in this dissertation predict a range of patterns, including one where trigger and target scaling produce the kind of pattern in which inventory properties correlate with neutrality. I illustrate this using Alur, showing how the proposals made here and more conventional accounts can capture the Alur pattern. Unlike the other languages analyzed in this
dissertation, an analysis of Alur does not require trigger and target scaling factors; the only vowel quality-based distinction in behaviour is regarding [a] as a target, but that can be attributed to inventory asymmetries. In Alur, trigger and target scaling are simply set as equivalent for all vowels. As such, while the scaling factors are not necessary to account for Alur, the analysis here is entirely consistent with the Alur pattern and can account for it. This evidently is important for an account meant to deal with all typologically attested types of relationships between lack of contrast and neutrality.

The chapter is organized as follows: Section 2 describes the Alur harmony pattern and my informal analysis, Section 3 formalizes the account, and Section 4 discusses the implications.

2 Alur vowel harmony pattern

2.1 Inventory

Alur has a nine-vowel inventory given in Table 7.1. High and mid vowels are paired for ATR, while the low vowel [a] is unpaired.

<table>
<thead>
<tr>
<th></th>
<th>ATR</th>
<th></th>
<th>RTR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front</td>
<td>Central</td>
<td>Back</td>
</tr>
<tr>
<td>High</td>
<td>i</td>
<td></td>
<td>u</td>
</tr>
<tr>
<td>Mid</td>
<td>e</td>
<td></td>
<td>o</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td>a</td>
</tr>
</tbody>
</table>

Table 7.1: Vowel inventory of Alur (Kutsch Lojenga 1991)

2.2 Absence of harmony with prefixes

Alur has a complex system of ATR harmony, triggered by ATR vowels and targeting RTR vowels. This harmony occurs only between roots and suffixes, as will be shown in the following
subsections. However, prefixes are not involved in harmony, as the examples in (1) show. All data in this paper comes from Kutsch Lojenga (1991). Regardless of the ATR values of prefix or root vowels, prefixes never alternate and never trigger alternations in roots; the examples in (a) and (d) are disharmonic. I propose that prefixes are outside of the domain of harmony, which I suggest begins at the left edge of the root. I will mark this domain with parentheses in the examples, and argue further about this domain throughout the rest of Section 2.

(1) (a) i-(nɛnɔ) ‘2SG-saw’
     (b) é-(nɛnɔ) ‘3SG-saw’
     (c) i-(ŋɛyɔ) ‘2SG-knew’
     (d) é-(ŋɛyɔ) ‘3SG-knew’

2.3 Suffix-to-root harmony

In Alur, harmony between root and suffix is described as depending on the interaction of a number of factors: whether the root is a noun or a verb, whether the suffix is of form V or CV, whether the potential trigger vowel is in the root or suffix, and whether the potential target vowel is low or not. I argue that both nouns and verbs behave fundamentally the same way, and that the complexities arise from a combination of domains, directionality, distance, and re-pairing, all of which are well-known phonological factors in the harmony literature.

The examples in (2) show the behaviour of suffix-to-root harmony in verb and roots respectively. ATR suffixes of form V in Alur always trigger harmony to underlyingly RTR roots, as seen in (2a) versus (2b) for verbs and (3a) versus (3b) for nouns. In verbs, ATR CV suffixes trigger no alternation (2c). In contrast, ATR CV suffixes do trigger harmony to noun roots (3c).
Note that verbs in the dataset are CVCV, with root-final elision with a V suffix, explaining the presence of the [ɔ] in (2c) but not (2a,b).

(2)  
(a) ́-(nɛn-á) ‘3SG-saw-1SG’  
(b) ́-(nɛn-i) ‘3SG-saw-2SG’  
(c) ́-(nɛnɔ)-wú ‘3SG-saw-2PL’

(3)  
(a) (tfɔŋ-á) ‘knee-1SG’  
(b) (tfɔŋ-i) ‘knee-2SG’  
(c) (tfɔŋ-wú) ‘knee-2PL’

I argue that this distinction between nouns and verbs is due to domains: similar to what was argued for the closely related language Lango by Pulleyblank (2001), I suggest that the domain of Alur harmony is a bisyllabic foot aligned to the left edge of the root, marked with parentheses in the examples. Noun roots contain only a single vowel, meaning that both V and CV suffixes fall within this domain of harmony. In contrast, verb roots are of form CVCV, where the final root vowel gets elided with a V suffix, but not with a CV suffix. As such, with verb roots, only V suffixes can be incorporated into the harmony domain; CV suffixes are outside the binary foot, and therefore the result in (2c) is predicted. While harmony in some Nilotic languages, such as Lango, can be sensitive to the type of suffix, regardless of the size of the stem, here it seems to be about the foot domain, since object suffixes of form V do trigger harmony in verbs (2b), and

64 The [ɔ] in this example is part of the verb root, present in all examples except those with V suffixes. Several facts suggest this is deletion of a root-final vowel rather than epenthesis. First, different vowels appear in different verb roots, in a way that does not appear predictable from the context. Second, noun roots are consistently C-final, even when unsuffixed and when preceding C-initial suffixes, unlike verb roots which are vowel-final in those contexts and C-final only before V-initial suffixes. The behaviour of nouns suggests that codas are permitted, giving no reason for epenthesis. In contrast, there are no VV sequences in the data, so that a deletion analysis could be motivated by hiatus-avoidance.

65 Kutsch Lojenga (1991) writes these forms with [ŋg]; it is unclear whether the nasal there is actually pronounced as alveolar or whether perhaps the IPA transcription is [ŋg]. Moreover, she writes these as sequences, not as prenasalized stops. I follow her transcriptions throughout.
what appear to be the same series of suffixes attached to nouns (as possessive suffixes) do trigger harmony even when of form CV (3c).

2.4 Root-to-suffix harmony

As expected by the foot domain analysis, RTR V suffixes undergo harmony with ATR verb roots, as shown in (4a) versus (4b), while CV suffixes do not (4c). However, despite being in the domain of harmony, RTR CV suffixes do not undergo harmony with ATR noun roots (5c), even though RTR V suffixes do, as seen in (5a) versus (5b). Note that whether the trigger is the root or suffix depends on which morpheme has an underlyingly ATR vowel.

(4) (a) ɛ-(gùd-é) ‘3SG-hurt-3SG’
(b) ɛ-(nën-é) ‘3SG-saw-3SG’
(c) ɛ-(gùdò)-gi ‘3SG-hurt-3PL’

(5) (a) (limb-é) ‘cheek-3SG’
(b) (tʃəŋ-é) ‘knee-3SG’
(c) (limb-gí) ‘cheek-3PL’

I analyze this effect of suffix onset in nouns in (5c) as being due to distance and directionality. I propose that the NC sequences written by Kutsch Lojenga (1991), like in [limb] ‘cheek’, are behaving phonologically as prenasalized stops, not sequences. Under this analysis, all nouns in the data are of form CVC. As such, with V suffixes, there are no codas, while with CV suffixes, the root-final C is a coda. This structure is illustrated in the examples in (6), repeated from (5), with periods as syllable breaks.
While regressive harmony in Alur is exceptionless within the foot, I suggest that progressive harmony cannot cross multiple consonants, or alternatively cannot cross a mora. Similar moraic distance effects have been documented in related languages (e.g. it has been claimed for Lango, as in Archangeli & Pulleyblank 1994; note however that geminates and non-geminate clusters behave differently in Lango, so it may not just be about moras). Thus, regressive harmony in Alur is strong enough to overcome the distance effect, while progressive harmony is not. Since codas do not appear in verb roots, this analysis remains consistent with the behaviour of verbs.

2.5 Behaviour of [a]

A final issue concerns the behaviour of [a], which has no ATR counterpart in the inventory. In suffixes, [a] is neutral to progressive harmony, in that onsetless [a] suffixes do not harmonize in the presence of ATR roots, unlike other onsetless RTR suffixes. This is shown in (7); compare (4a-b) and (5a-b) above.

Note that the set of suffixes in Kutsch Lojenga’s (1991) Alur dataset is limited, such that the only V suffixes are /a/, /e/, and /i/, while the only CV ones are /wa/, /wu/, and /gu/; as such, there is ambiguity as to whether the distinction here is in terms of distance or targeting of high/low versus mid vowels in progressive harmony. Given the pattern in the closely related language Lango, I adopt a distance-based analysis here, but additional data from other types of suffixes is necessary to disambiguate the possibilities in Alur.
In contrast, [a] in roots does undergo regressive harmony in the presence of an ATR suffix, by re-pairing to the mid ATR vowel [e]. This is shown in (8) and (9); the root surfaces with [a] when the suffix is RTR, in the (a) forms, but with [e] when the suffix is ATR, in the (b) forms. Note that regressive harmony is strong enough to trigger harmony onto [a] even when there is an additional intervening consonant, as in (9c).

(8) (a) ɛ́-(tʃək-á) ‘3SG-chose-1SG’  
       (b) ɛ́-(tʃək-í) ‘3SG-chose-2SG’

(9) (a) (wàŋ-á) ‘eye-1SG’  
       (b) (wèŋ-í) ‘eye-2SG’  
       (c) (wèŋ-wú) ‘eye-2PL’

Similar to the fact that CV suffixes trigger but do not undergo harmony in nouns, I analyze this effect as resulting from a stronger tendency for regressive than progressive harmony in Alur. Alur does not tolerate ATR low vowels as the product of harmony; there is independent evidence of this from the fact that RTR…ATR sequences with [a] harmonize by changing the feature [low], as in (8-9). Given this fact about the grammar, we can understand the lack of harmony with [a] in ATR…RTR scenarios in (7) as upholding a ban on ATR low vowels in the language (i.e. structure-preservation), but opting for disharmony over re-pairing. Regressive harmony is strong enough to overcome the additional feature change required for re-pairing, while
progressive harmony is not. This is consistent with reports of progressive harmony being weaker in a number of ATR languages, which can manifest in various ways, including non-iterativity (failure to extend more than one or two vowels), lack of re-pairing, and targeting a subset of vowels.

### 2.6 Summary of facts

To summarize, Alur has ATR-dominant vowel harmony between roots and suffixes. Within verbs, only V suffixes trigger and undergo harmony; within nouns, only V suffixes undergo harmony, but both V and CV suffixes trigger it. Within roots (both verbs and nouns), /a/ harmonizes to [e] in the presence of an ATR suffix; in contrast, suffix /a/ never harmonizes. I suggest that this complex pattern emerges simply through the interaction of straightforward phonological factors: a foot domain, stronger regressive than progressive harmony, a distance effect, and a re-pairing versus neutrality effect. In the subsequent sections, I will formalize this analysis in Harmonic Grammar and discuss broader implications.

It is worth noting some additional facts beyond the harmony system that these data show. Specifically, verb roots are CVCV, but the root-final vowel deletes in the presence of a V-initial suffix. Noun roots are CVC, and when there are two root-final consonants, they always consist of an NC sequence; these sequences seem to be behaving phonologically as prenasalized stops, and I analyze them as such.
3 Analysis

3.1 Analysis background

With respect to the domain, I follow Pulleyblank (2001) on Lango, and I propose that the domain of harmony in Alur is the foot. This foot is binary (in terms of syllables) and aligned to the left edge of the root.\footnote{Given the lack of available data on Alur, it is unclear whether there is any independent evidence, from tone or stress, for this type of foot structure in Alur. However, it is worth noting that Lango, which is fairly closely related and much better documented, is described as having root-initial stress (Noonan 1992); if true in Alur, that would provide additional evidence for this foot-based analysis. Moreover, Dimmendaal (2012) notes that metrical structure is understudied in Nilotic languages, but there is evidence for its relevance to phonological processes.} All vowels within the foot are required to harmonize; vowels outside the foot are not. Since the foot is aligned to the left edge of the root, prefixes are always outside of the domain of harmony; suffixes may or may not be within the domain, depending on the number of vowels in the root. In CVCV verb roots, deletion of the root-final vowel with V suffixes, but not with CV suffixes, means that V suffixes are part of the foot domain, but CV ones are not. Thus, we expect harmony exactly between roots and V suffixes in verbs. In CVC noun roots, both V and CV suffixes belong to the foot domain; we would therefore predict harmony between the root and all suffixes.

There are two remaining points to explain: that CV suffixes do not undergo harmony despite being in the domain for nouns, and that suffix [-a] does not undergo harmony, even though root [a] does. These can be generalized. ATR-[a] sequences are permitted within the foot, even though [a]-ATR sequences are not, and ATR-CC-RTR sequences are permitted within the foot, even though RTR-CC-ATR sequences are not. The latter is only apparent with noun roots, but there is no contradictory data in verb roots, since the only place where VCCV sequences can arise is with a noun root (…VC-CV). Both of these facts are indications of the stronger regressive than progressive harmony, with progressive harmony limited by vowel quality ([a]).
and by distance (CC). Table 7.2 summarizes the permitted and forbidden foot-internal vowel sequences, with rows indicating the first vowel and columns the second.

<table>
<thead>
<tr>
<th>V1 ↓ V2 →</th>
<th>[a]</th>
<th>Non-low RTR vowels</th>
<th>ATR vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>[a]</td>
<td>OK</td>
<td>OK</td>
<td>*</td>
</tr>
<tr>
<td>Non-low RTR vowels</td>
<td>OK</td>
<td>OK</td>
<td>*</td>
</tr>
<tr>
<td>ATR vowels</td>
<td>OK</td>
<td>OK across a coda</td>
<td>OK</td>
</tr>
</tbody>
</table>

* elsewhere

Table 7.2: Permitted and forbidden foot-internal vowel sequences

### 3.2 Formalization: Foot structure

Before dealing with harmony, I formalize my analysis of foot structure and vowel deletion. In order to assign the correct foot structure and delete the root-final vowel in verbs before vowel-initial suffixes, we require the constraints defined in (10).

(10)

ALIGN-Ft-Rt(L,L): assign a violation for every foot that is not left-aligned to the left edge of a root

Ft-Bin: a foot must be binary (at the syllable level)

PARSE-Syll: all syllables should be parsed into feet

*VV: assign a violation for every VV sequence in the output

REALIZE-MORPHEME: assign a violation for every morpheme with null phonological exponence in the output (Kurisu 2001)
I first show that these constraints achieve the desired foot structure and root-final vowel deletion, and then omit them from further tableaux for space reasons; they do not interact with harmony except to define the domain.

The most interesting case is that of a verb root with a V suffix, shown in Table 7.3. Either the root-final vowel or the suffix vowel must be deleted because of *VV; the former is chosen because the suffix vowel needs to be maintained to satisfy REALIZE-MORPHEME.\(^{68}\) The choice of foot placement and size is established through a combination of ALIGN-Ft-Rt(L,L), Ft-BIN and PARSE-SYLL, requiring a single binary foot at the left edge of the root in both Table 7.3 and Table 7.4. In Table 7.4 in particular, Ft-BIN keeps the suffix out of the domain of harmony.

<table>
<thead>
<tr>
<th></th>
<th>/é-nènə-i/</th>
<th>ALIGN-Ft-Rt(L,L)</th>
<th>*VV</th>
<th>REALIZE-MORPHEME</th>
<th>PARSE-SYLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>é-nènə-i</td>
<td></td>
<td></td>
<td></td>
<td><strong>!</strong></td>
<td></td>
</tr>
<tr>
<td>é-(nènə)-i</td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
<td>**</td>
</tr>
<tr>
<td>*</td>
<td>é-(nèn-i)</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>é-(nèn)</td>
<td></td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>(*é-nèn-i)</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(*é-nèn)-i</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Table 7.3: Deletion of root-final vowel in verbs with a V suffix

\(^{68}\) Alternatively, this constraint could be thought of as ANCHOR-L; the suffix has only a single segment, and so deleting that segment means deleting the first one, thereby violating ANCHOR-L. As an additional alternative, it may be a preference for V1 deletion, which could be disambiguated if we had data with VC suffixes.
Table 7.4: Foot structure for verb with CV suffix

<table>
<thead>
<tr>
<th></th>
<th>/é-nêñê-wú/</th>
<th>FT-BN</th>
<th>PARSE-SYLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ɛ́n̂</td>
<td>é-(nênê)-wú</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>é-</td>
<td>é-(nênê-wú)</td>
<td>*!</td>
<td>*</td>
</tr>
</tbody>
</table>

Thus, this combination of constraints, with the only crucial ranking being that PARSE-SYLL ranks below all other constraints, can correctly predict the proposed foot structure that functions as the harmony domain. I now assume the correct foot structure and vowel deletion patterns in all further tableaux.

3.3 Harmony constraints

I adopt two harmony constraints to explain the Alur pattern, both of which apply only within the domain of the foot. Since regressive and progressive harmony pattern differently, Alur requires separate constraints for enforcing harmony in ATR…RTR (11a) and RTR…ATR (11b) sequences; the latter should be weighted higher, since harmony is stronger regressively than progressively. Presumably, there are additional similar harmony constraints, not restricted to the foot domain, that are too low-weighted to show an effect in Alur. This style of harmony constraint is adopted from Pulleyblank (2004).

(11) Harmony constraints
(a) *[ATR]☐[RTR]_{Fr}: within the foot, an [RTR] vowel may not be preceded by an [ATR] vowel at any distance.
(b) *[RTR]☐[ATR]_{Fr}: within the foot, an [RTR] vowel may not be followed by an [ATR] vowel at any distance.
Since the number of intervening consonants affects harmony, Alur requires a way of differentiating harmony applying across a single consonant versus across any number of consonants.69 As such, I adopt distance scaling defined in (12). The relevant unit in Alur, as in Lango in Chapter 8, is the number of consonants; the effect of harmony will therefore be weaker across multiple consonants than across a single one. It is worth noting that consonants are known to block ATR harmony in other languages, such as Assamese (Mahanta 2008).

(12) Scaling factor: distance
For a trigger $\alpha$ and a target $\beta$, multiply the penalty earned by a constant $x$ (such that $0<x<1$) for each unit (e.g. syllable) of distance $d$ intervening between $\alpha$ and $\beta$.

Since Alur treats all triggers and targets equally, we can set trigger and target scaling to be the same for all vowels. These concepts are defined as in (13-14). As in previous chapters, these scaling factors apply equally to both harmony constraints, but to no other constraints.

(13) Scaling factor: trigger strength
For a trigger $\alpha$, a target $\beta$, and a feature $F$, multiply the penalty earned by a constant $x$ (such that $x \geq 1$) for each degree $i$ to which $\alpha$ is perceptually impoverished with respect to $\pm F$.

69 Since feet are maximally bisyllabic, the constraint across any number of consonants could alternatively be conceptualized as one limited to adjacent syllables (regardless of non-syllabic intervening material) or even one that is completely unbounded. Moreover, assuming that the first consonant of a CC cluster is a coda and that Alur codas are moraic, these differences could alternatively be expressed as harmony applying without an intervening mora versus across any intervening material. I express the patterns in terms of consonants for notational simplicity.
(14) Scaling factor: target quality
For a trigger $\alpha$, a target $\beta$, and a feature F, multiply the penalty earned by a constant $x$ (such that $x \geq 1$) for each degree $i$ to which $\beta$ is a quality target (defined by phonetic factors discussed in Section 3) with respect to $\pm F$.

In addition to the harmony constraints, I also adopt the faithfulness constraints in (15). Two are related to changes in tongue root, with separate faithfulness for [ATR] versus [RTR] to explain why harmony is ATR-dominant; a higher weighting of IDENT-IO[ATR] than IDENT-IO[RTR] ensures that when a vowel is required to change to harmonize, ATR will always be preserved at the expense of RTR. A third faithfulness constraint to [low] is necessary to deal with the fact that /a/ sometimes changes its [low] value to harmonize to [e], but sometimes does not.\footnote{For ease of exposition, I use only a single symmetric faithfulness constraint for [low], penalizing both [+low] to [-low] and the reverse, unlike the tongue root faithfulness constraints. However, it would be equally possible to view this constraint as two separate ones, and in practice, only faithfulness to [+low] is necessary in the present analysis.}

(15) Faithfulness constraints
IDENT-IO[ATR]: for a segment $x$ in the input and its correspondent $x'$ in the output, assign a violation if $x$ is [ATR] and $x'$ is not
IDENT-IO[RTR]: for a segment $x$ in the input and its correspondent $x'$ in the output, assign a violation if $x$ is [RTR] and $x'$ is not
IDENT-IO[low]: for a segment $x$ in the input and its correspondent $x'$ in the output, assign a violation if $x$ and $x'$ do not have the same value for the feature [low]

To prevent direct harmony of [a] to an ATR low vowel, we require the markedness constraint in (16). In other words, we want to prevent an allophone [ʌ] of /a/ from occurring even in ATR
contexts, which is the way harmony operates in a number of other languages, such as Kinande, but not in Alur. The constraint in (16), weighted highly, ensures that [ʌ] does not exist in Alur. Note specifically that *ʌ is necessarily weighted higher than IDENT-IO[ATR] due to Richness of the Base, to ensure that hypothetical underlying ATR low vowel does not surface.

(16) *ʌ: assign a violation for any occurrence of an ATR low vowel in the output

For space reasons, I will omit constraints that are irrelevant to a given candidate.

The following constraints are unviolated in Alur, and must therefore be at the top of the weighting:

*{RTR}|≠[ATR]_{Ft}

*ʌ

Additionally, IDENT-IO[ATR] is violated only to satisfy *ʌ. Other weightings will be discussed throughout the derivations.

3.4 Derivations

First, Table 7.5 shows an RTR verb root with an ATR V suffix. Candidate (a), the faithful candidate, violates the highly weighted harmony constraint *[RTR]|≠[ATR]_{Ft}. Candidate (b), the winner, in which the root harmonizes, violates only low-weighted IDENT-IO[RTR]. Candidate (c), in which RTR harmony occurs to change the suffix, violates high-weighted IDENT-IO[ATR]. Candidate (d), in which the prefix also becomes ATR, has a second, fatal violation of IDENT-
IO[RTR]; there is no motivation for the prefix to change, because it occurs outside the harmony domain. This tableau demonstrates that weight(IDENT-IO[ATR]), weight(*[RTR][ATR]$_{Ft}$)$\times$scaling(trigger)$\times$scaling(target) > weight(IDENT-IO[RTR]). I assign them weights of 12, 25, and 2 respectively. Since all triggers and targets behave the same way in Alur, I assign all scaling factors at 1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>ɛ-(nèn-i)</td>
<td>-1*1(ɛ)*1(i)*1(C)</td>
<td></td>
<td></td>
<td>-25</td>
</tr>
<tr>
<td>(b)</td>
<td>ɛ-(nèn-i)</td>
<td></td>
<td>-1</td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>ɛ-(nèn-i)</td>
<td></td>
<td>-1</td>
<td>-12</td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td>ɛ-(nèn-i)</td>
<td></td>
<td>-2</td>
<td>-4</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.5: Suffix-to-root harmony in a verb root with a V suffix

Table 7.6 shows the same verb root with a CV suffix. In this case, the faithful candidate (a) wins, because the suffix is outside of the foot, and therefore outside of the harmony domain. Candidate (b), in which the root harmonizes to the suffix, violates IDENT-IO[RTR]. Notably, here is where it is crucial that the relevant harmony constraints are bounded to the foot; with the more general constraint *[RTR][ATR]$_{\infty}$, as shown in the tableau, a harmonized candidate would be preferred. The higher weight of IDENT-IO[RTR] than the general *[RTR][ATR]$_{\infty}$ is what ensures that harmony is bounded to the foot. Even though the constraint *[RTR][ATR]$_{Ft}$ does not do anything in this tableau, I include it because it is relevant that the disharmonic candidate does not violate it.
Table 7.6: Suffix-to-root harmony does not occur in a verb root with a CV suffix

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>❌ (a)</td>
<td>-3</td>
<td>-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>❌ (b)</td>
<td>-2</td>
<td>-1</td>
<td>-5</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.7 shows re-pairing of /a/ to [e] in a verb root with an ATR V suffix. Candidate (a), the faithful candidate, is ruled out by a violation of highly-weighted *[RTR]∞[ATR]_{F1}. Candidate (b), the re-pairing candidate, violates IDENT-IO[low], but wins because this constraint is lower-weighted. Candidate (c), in which the vowel [ʌ] surfaces, is ruled out by *ʌ. This tableau adds the weight(*[RTR]∞[ATR]_{F1})*scaling(trigger)*scaling(target), weight(*ʌ) > weight_IDENT-IO[low]). The reason why /a/ re-pairs to [e], rather than [o], depends on the feature assumptions; here I assume that Alur specifies vowels for rounding but not backness, such that /a/ differs from [e] in only the features [ATR] and [low], while it differs from [o] in those plus [round].
Table 7.7: Re-pairing of /a/ in verb roots

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W=25</td>
<td>[ATR]_{Ft} W=25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a)</td>
<td>é-(tjāk-í)</td>
<td>-1*1(a)*1(i)*1(C)</td>
<td></td>
<td></td>
<td></td>
<td>-25</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>é-(tjēk-í)</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>é-(tʃək-í)</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td>-27</td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td>é-(tʃāk-í)</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td>-12</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.8 shows root-to-suffix harmony from an ATR verb root to a V suffix. The faithful candidate (a) is ruled out by highly-weighted *[ATR][RTR]_{Ft}; candidate (b) wins. This tableau demonstrates the weighting

weight(*[ATR][RTR]_{Ft})*scaling(trigger)*scaling(target) >
weight(IDENT-IO[RTR]).
Table 7.9 demonstrates that this harmony does not apply to suffix /a/. Candidate (a), the faithful candidate, wins despite violating *[ATR]∞[RTR]_{fl}. Candidate (b), the re-pairing candidate, violates high-weighted IDENT-IO[low], while candidate (c) violates high-weighted *A. This tableau therefore illustrates the ranking weight(IDENT-IO[low]) > weight(*[ATR]∞[RTR]_{fl})*scaling(trigger)*scaling(target). In particular, the difference between /a/ re-pairing in roots, as in Table 7.7, and not in suffixes here, comes from the fact that the regressive harmony constraint outweighs IDENT-IO[low], which in turn outweighs the progressive harmony constraint.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>é-(gùd-á)</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1(u)*1(a)*1(C)</td>
<td>-3</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>é-(gùd-é)</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>é-(gùd-ʌ)</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td>-27</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>é-(gùd-á)</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td>-12</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.9: Lack of re-pairing of /a/ in suffixes

The case of RTR CV suffixes with ATR verb roots is identical to the case of ATR CV suffixes with RTR verb roots in Table 7.6: harmony will not occur because the CV suffix occurs outside of the domain of harmony. Moreover, the patterns with V suffixes for nouns will be identical to those with verbs in Table 7.5; noun roots are CVC, and verb roots become CVC in the presence of V suffixes due to hiatus resolution. What remains is to illustrate the patterns for CV suffixes with nouns, which differ from those with verbs; nouns with CV suffixes are of form CVC-CV,
while verbs are of form CVCV-CV. Thus, while CV suffixes were not part of the foot with verbs, they are with nouns. Here is where the separation of constraints based on whether a single consonant or multiple consonants intervene becomes crucial, as it is the first occasion in which the root and suffix vowels are separated by multiple consonants.

Table 7.10 illustrates suffix-to-root harmony with an RTR noun root and an ATR CV suffix. The root and suffix are both within the foot, meaning that the faithful candidate violates \( *[\text{RTR}] \phi [\text{ATR}]_{\text{Ft}} \). Candidate (b), with harmony, wins despite violating Ident-IO[RTR], since it is lower-weighted. This result requires

\[
\text{weight}(*[\text{RTR}] \phi [\text{ATR}]_{\text{Ft}}) \times \text{scaling(trigger)} \times \text{scaling(target)} \times \text{scaling(CC)} > \text{weight(Ident-IO[RTR])}.
\]

<table>
<thead>
<tr>
<th></th>
<th>/tʃõng-wú/</th>
<th>( *[\text{RTR}] \phi [\text{ATR}]_{\text{Ft}} ) W=25</th>
<th>Ident-IO[RTR] W=2</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(tʃõng-wú)</td>
<td>-1*1(ɔ)*1(ʊ)*0.5(CC)</td>
<td>-12.5</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>(tʃông-wú)</td>
<td>-1</td>
<td>-2</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.10: Suffix-to-root harmony in noun roots with a CV suffix
Table 7.11 demonstrates the lack of root-to-suffix harmony with an ATR noun root and an RTR CV suffix. Candidate (a), the faithful candidate, wins despite violating *[ATR]∞[RTR]_{FI}, which is low-weighted when the distance involves multiple intervening consonants. Crucially, this candidate does not violate *[ATR]∞[RTR]_{FI} for a single intervening consonant, as there are multiple consonants intervening between the vowels. Candidate (b), with harmony, fatally violates IDENT-IO[RTR]. Thus, we require weight(IDENT-IO[RTR]) > weight(*ATR∞RTR_{FI})*scaling(trigger)*scaling(target)*scaling(CC). Specifically, progressive harmony behaves differently depending on whether there is only a single consonant intervening or multiple consonants. Crucially, while progressive harmony across a single intervening consonant outweighs IDENT-IO[RTR], the more general progressive harmony across any number of consonants does not. In other words, weight(*ATR∞RTR_{FI})*scaling(trigger)*scaling(target)*scaling(C) > weight(IDENT-IO[RTR]) > weight(*ATR∞RTR_{FI})*scaling(trigger)*scaling(target)*scaling(CC) is the weighting that ensures progressive harmony occurs across one consonant, but not more than that.

<table>
<thead>
<tr>
<th></th>
<th>/limb-gi/</th>
<th>*[ATR]∞[RTR]_{FI}</th>
<th>IDENT-IO[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(limb-gi)</td>
<td>-1*1(i)*1(i)*0.5(CC)</td>
<td>-1.5</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>(limb-gi)</td>
<td>-1</td>
<td>-2</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.11: Lack of root-to-suffix harmony with a noun root and CV suffix

The full weighting requirements needed for dealing with Alur harmony are given in (17).
(17) Weighting for Alur harmony

\[*[RTR]\geq[ATR]_{FI}, *A \geq\]*

IDENT-IO[ATR] \geq

IDENT-IO[low] \geq

\[*[ATR]\geq[RTR]_{FI} * scaling (C) \geq\]*

IDENT-IO[RTR] \geq

\[*[ATR]\geq[RTR]_{FI} * scaling (CC)\]*

These weightings can capture all of the complex behaviour seen in Alur harmony, for both nouns and verbs.

4 Discussion and conclusion

Alur has a complex harmony system, described by Kutsch Lojenga (1991) as being distinct for nouns versus verbs, for V suffixes versus CV suffixes, and for [a] versus other vowels. In this paper, I have analyzed the first property as being due to the difference in canonical structure of nouns versus verbs (CVC versus CVCV), the second property as being due to a combination of whether the suffix is integrated into the foot domain and whether multiple consonants intervene between the root and suffix vowels, and the third property as due to whether changes in an additional feature (here, [low]) are required to make a vowel [ATR]. This analysis allows all aspects of the Alur pattern to be expressed through purely phonological motivations; the phonology does not have to refer to nouns versus verbs, or to V versus CV suffixes except in how suffix structure affects the distance between the vowels (in terms of the number of
intervening consonants). As mentioned, alternatively the V versus CV suffixes may relate to which vowels are targets of progressive ATR spreading, since the harmonizing V suffix is mid, while the non-harmonizing CV one is high.

Regressive and progressive harmony behave differently in Alur, with regressive harmony applying in more situations than progressive harmony does, which is a pattern that has been noted in a wide variety of languages (e.g. Hyman 2002). This fact is captured in the analysis by separating out progressive and regressive harmony constraints.

Within progressive harmony, behaviour is different depending on whether there is only a single consonant intervening or multiple consonants, with the latter blocking progressive harmony. This pattern has also been noted for the related language Lango (see Chapter 8), and has been analyzed as harmony being blocked by an intervening mora (e.g. Archangeli & Pulleyblank 1994). In the present analysis, I have expressed this distance effect using two harmony constraints, one applicable with a single intervening consonant, and the other applicable with any number of intervening consonants. Alur instantiates both types of patterns predicted by this choice: regressively, harmony applies regardless of the number of intervening consonants, while progressively, it applies only across a single consonant. This choice of using the number of consonants (one versus any number) rather than the number of moras (zero versus any number) in the constraints is not crucial, in particular because given that Alur harmony is limited to a syllable binary foot, so the only possible intervening moras are coda consonants. Note that, because regressive harmony does cross coda consonants, the foot domain must crucially be binary based on syllables, not moras; as such, the explanation for why progressive harmony fails to affect CV suffixes cannot fall to the domain. Note that a number of harmony systems are known to be constrained by foot domains, as in Lezgian (Haspelmath 1995 on vowel harmony;
Ozburn & Kochetov 2018 on consonant harmony), Kera (Pearce 2006), and Assamese (Mahanta 2008).

Further research into Alur should examine three aspects of the present analysis. First, the analysis of noun patterns required NC sequences to be prenasalized stops, rather than actual clusters. This analysis was what allowed consistent patterning with respect to how the number of consonants (or moras) affects whether harmony occurs. Specifically, if NC represents two separate consonants, then some nouns are CVCC, while others are CVC, and so it becomes more difficult to distinguish the behaviour of V versus CV suffixes in progressive harmony with nouns based solely on distance. However, it is unclear whether there is any additional phonological or phonetic evidence in Alur supporting NC sequences being prenasalized stops; this should be examined further. Second, the domain of harmony was established to be the foot, which is binary and aligned to the left edge of the root. A similar proposal has been argued for Lango (Pulleyblank 2001), but the existence of foot structure has not been established in Alur. Research should look for further evidence from tone or stress for a binary foot at the left edge of the root. Third, for it to be sensible to have the number of intervening consonants affect whether harmony occurs, it would make sense for those consonants to be moraic; again this has been proposed for Lango (e.g. Archangeli & Pulleyblank 2001), but has not been established for Alur; additional evidence about moraicity would be useful to examine.

As shown above, the pattern in Alur can fit within the type of analysis proposed in this dissertation. Alur treats all vowels equally in terms of targets, and there is no reason to assume that the behaviour of [a] comes from anything besides its status in the inventory. Yet, because treating all vowels equally is an option in the analysis developed through this dissertation, Alur

---

71 This is not necessarily impossible, though, if the relevant unit is a mora rather than just a consonant; it would depend in that case on the moraic/syllabic analysis.
does fit within this framework. Specifically, in Alur, the trigger and target scaling factors are all the same regardless of vowels; the distance scaling can be set such that a distinction is made between one consonant and more than one. Thus, in this analysis, neutrality is in fact arising from the same factors that shape the inventory.

As such, it is worth noting that the neutrality of /a/ in Alur harmony could be formulated in traditional terms, relying on the context-free markedness constraint *A, ranked above IDENT-IO[low] and IDENT-IO[ATR]. This ranking simultaneously gives both the re-pairing/neutrality behaviour under harmony (depending on the ranking with the harmony constraint) as well as the general absence of an ATR low vowel in the inventory. Thus, in this analysis, the neutrality of /a/ does arise from the same factors that shape the inventory. This is exactly the type of analysis that does not work for Hungarian and the other languages discussed in this dissertation. However, such an analysis would be fully consistent with the Alur facts. Tables 7.12 and 7.13 repeat Tables 7.8 and 7.9 above, except using a standard Optimality Theory account (with separate constraints for harmony across a single consonant versus multiple consonants). Evidently, the same result is predicted.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>ɛ-(gùd-ɛ)</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>ɛ-(gùd-ɛ)</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>ɛ-(god-ɛ)</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.12: Root-to-suffix harmony to a V suffix from a verb root.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>é-(gùd-á)</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>é-(gùd-é)</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>é-(gùd-ʌ́)</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td>é-(gùd-á)</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.13: Lack of re-pairing of /a/ in suffixes

As such, the approach used in the other chapters is not necessary for Alur, and there is no reason to think that learners adopt different trigger and target scaling depending on vowel. Nonetheless, as shown in the preceding sections, the approach in the other chapters is still consistent with the Alur data. This is crucial, because we do not want to lose the ability to account for cases in which there is a match between inventory structure and participation in harmony, like in Alur progressive harmony. Moreover, having the option of making /a/ less good as a harmony target allows for the prediction of languages similar to Alur in which low vowels do contrast in some but not all environments and /a/ is neutral. This does occur in other Western Nilotic languages, such as Mayak (Chapter 9).
Chapter 8: Simplifying the analysis of Lango ATR harmony

1 Introduction

Lango (Western Nilotic; Uganda) has a complex ATR harmony system, in which harmony depends on the interaction of directionality (progressive vs. regressive), trigger vowel quality (high front vs. high back vs. non-high), target vowel quality (high vs. non-high), and distance (across a single consonant vs. across multiple consonants). This complicated pattern has been the subject of a number of analyses, including that of Archangeli & Pulleyblank (1994), who adopt multiple rules based on grounded conditions; that of Smolensky (2006), with conjoined constraints; and that of Potts et al. (2010), who use conditions on heads of harmony domains and cumulative constraint interaction (gang effects) in Harmonic Grammar.

As Potts et al. (2010) note, analyses of Lango previous to theirs have suffered from loss of generality and/or typological over-generation. The Potts et al. (2010) analysis itself requires substantial representational complexity. Specifically, it requires identifying certain vowels as heads, with the stipulation that heads must be faithful and only exist in ATR domains that are minimally binary. This particular version of heads therefore requires all head-related constraints to see both the input, to know which vowel was faithful to ATR, and the output, to know whether the domain is minimally binary. As such, it cannot be accounted for without ‘two-level’ constraints that are a combination of both markedness and faithfulness. Kaplan (2008) provides an analysis of the non-iterativity of Lango harmony, but not the complex asymmetries related to triggers, targets, and distance.

In this paper, I propose a novel way of analyzing these facts about Lango harmony, from an interaction of simpler, more generalizable constraints and principles. Specifically, only basic faithfulness and harmony constraints are required, but the penalty for disharmony depends on the
specific vowels interacting and their distance apart. This analysis builds on the one for front/back harmony in Chapters 3 and 4, adapting it for an ATR system. I argue that this approach maintains the restrictive nature of the Potts et al. analysis, while also avoiding the problems inherent in the use of heads to account for the Lango pattern.

2 The facts on Lango harmony

This section presents the Lango harmony pattern in detail. All facts on Lango come from Woock & Noonan (1979). Like Smolensky (2006) and Potts et al. (2010), the present paper covers the same set of facts as Archangeli & Pulleyblank (1994), based on Woock & Noonan (1979).

The vowel inventory of Lango is shown in Table 8.1. There is a full set of ten vowels, each paired for tongue root.

<table>
<thead>
<tr>
<th>ATR</th>
<th>RTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front</td>
<td>Central</td>
</tr>
<tr>
<td>High</td>
<td>i</td>
</tr>
<tr>
<td>Mid</td>
<td>e</td>
</tr>
<tr>
<td>Low</td>
<td>η</td>
</tr>
</tbody>
</table>

Table 8.1: Vowel inventory of Lango

Lango primarily shows ATR-dominant harmony, in which ATR vowels control harmony regardless of whether they occur in the root or in the suffix. There is additionally a single case of

---

72 It is worth noting, as Potts et al. (2010) do, that other descriptions of Lango harmony differ. For example, while Woock & Noonan (1979) have examples of RTR spreading and describe certain instances of harmony as being blocked by consonant clusters, Noonan (1992) describes harmony as being only ATR spreading and claims that it is suffix-initial consonants that block harmony, as opposed to clusters. Like Potts et al. (2010), I use the Woock & Noonan (1979) facts, as characterized by Archangeli & Pulleyblank (1994), to make the present analysis comparable to previous ones. However, I consider the facts from Noonan (1992) in the discussion in Section 6.
RTR harmony, ignored in many previous analyses, that will be discussed briefly below. Focusing first on Lango ATR harmony, it can be divided into four sub-patterns, depending on directionality and distance. The conditions are given as a summary in Table 8.2, and will be discussed through the next subsections.

<table>
<thead>
<tr>
<th></th>
<th>Across 1 C</th>
<th>Across 2 Cs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Progressive</td>
<td>Always</td>
<td>High trigger</td>
</tr>
<tr>
<td>Regressive</td>
<td>High trigger</td>
<td>Trigger [i], or trigger [u] + high target</td>
</tr>
</tbody>
</table>

Table 8.2: Conditions on Lango ATR harmony

### 2.1 Progressive ATR harmony

The strongest type of harmony in Lango is progressive and across a single consonant; in this case, harmony can be triggered by any vowel and target any vowel. An example occurs with the inalienable version of the 1SG suffix, which alternates between [-á] and [-ó] depending on the ATR value of the root. As shown in (1), this suffix consistently harmonizes regardless of which vowel is in the root; (a-d) have ATR root vowels and the ATR suffix, while (e-h) have RTR root vowels and the RTR suffix. As noted above, all examples in this paper are taken from Woock & Noonan (1979).
The suffix marking alienable possession in Lango also has an alternation between [-á] and [-á], but it also triggers gemination of the root-final consonant. As such, the potential trigger and target of harmony are at a greater distance apart: two consonants, one of which is a coda. In this case, the ATR version of the suffix [-á] occurs only if the root-final vowel is both ATR and high, as in (2a-b). ATR root vowels that are non-high, as in (2c-e), do not trigger harmony in this situation, and the suffix vowel surfaces as RTR [-á]. The [-á] alternant of course also occurs after RTR root vowels, as in (2f-j).
From these sets of examples, we can extract two of the crucial factors in the application of ATR harmony in Lango: number of intervening consonants, and height of the trigger. Specifically, harmony is more likely across a single consonant than across two, and more likely with a high trigger than with a non-high one. These factors interact, such that progressive harmony across two consonants occurs only with a high trigger. Section 3 will discuss factors that make high vowels better triggers of this type of harmony.

Worth noting now, and explored further in Section 6, is that geminates are relevant to whether harmony applies; Noonan (1992) notes that in some situations, harmony applies across multiple consonants only in the case of geminates. Notably, other possessive CV suffixes like

<table>
<thead>
<tr>
<th>High ATR root</th>
<th>(a)</th>
<th>píg</th>
<th>‘juice’</th>
<th>píggá</th>
<th>‘my juice’</th>
</tr>
</thead>
<tbody>
<tr>
<td>vowels take ATR suffix -́</td>
<td>(b)</td>
<td>ópúk</td>
<td>‘cat’</td>
<td>ópúkká</td>
<td>‘my cat’</td>
</tr>
<tr>
<td>Non-high ATR root vowels take RTR suffix -á</td>
<td>(c)</td>
<td>gwèn</td>
<td>‘chickens’</td>
<td>gwénná</td>
<td>‘my chickens’</td>
</tr>
<tr>
<td></td>
<td>(d)</td>
<td>ñàŋ</td>
<td>‘crocodile’</td>
<td>ñàŋŋá</td>
<td>‘my crocodile’</td>
</tr>
<tr>
<td></td>
<td>(e)</td>
<td>dòk</td>
<td>‘cattle’</td>
<td>dòkká</td>
<td>‘my cattle’</td>
</tr>
<tr>
<td>RTR root vowels take RTR suffix -á</td>
<td>(f)</td>
<td>àtín</td>
<td>‘child’</td>
<td>àtínná</td>
<td>‘my child’</td>
</tr>
<tr>
<td></td>
<td>(g)</td>
<td>bèl</td>
<td>‘wheat’</td>
<td>bèllá</td>
<td>‘my wheat’</td>
</tr>
<tr>
<td></td>
<td>(h)</td>
<td>càl</td>
<td>‘picture’</td>
<td>càllá</td>
<td>‘my picture’</td>
</tr>
<tr>
<td></td>
<td>(i)</td>
<td>kòm</td>
<td>‘chair’</td>
<td>kòmmá</td>
<td>‘my chair’</td>
</tr>
<tr>
<td></td>
<td>(j)</td>
<td>lòt</td>
<td>‘stick’</td>
<td>lòttá</td>
<td>‘my stick’</td>
</tr>
</tbody>
</table>
/-gi/ and /-wa/ never undergo harmony, even from high vowels (Noonan 1992). These facts will be left for discussion in Section 6.

2.2 Regressive ATR harmony

Turning now to regressive harmony, we again see a distinction between high and non-high triggers, and between harmony across a single consonant versus two. Additionally, there is a distinction in regressive harmony between high front and high back triggers, and between high and non-high targets.

Across a single consonant when the trigger is high (front or back), harmony occurs, regardless of the target. Some examples are shown in (3); the RTR vowels in the unsuffixed roots are ATR in the suffixed form.

(3)

<table>
<thead>
<tr>
<th>RTR root</th>
<th>(a)</th>
<th>‘for’</th>
<th>(b)</th>
<th>‘axe’</th>
<th>(c)</th>
<th>‘people’</th>
</tr>
</thead>
<tbody>
<tr>
<td>vowels</td>
<td>pi</td>
<td>piwú</td>
<td>lè</td>
<td>lèwú</td>
<td>jò</td>
<td>jòwú</td>
</tr>
<tr>
<td>ATR with [ú] in suffix</td>
<td>‘for you (pl.)’</td>
<td>‘your (pl.) axe’</td>
<td>‘your (pl.) people’</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Regressive harmony also occurs across single as well as multiple consonants to any vowel if the trigger is high front [i], as shown in (4); the RTR vowels in the unsuffixed roots in (f-j) are ATR in the suffixed forms, while the ATR root vowels in (a-e) do not alternate. This pattern is consistent with the progressive facts discussed earlier. Note that the lack of gemination for (b) and (f) is due to alienable versus inalienable possession. Additionally, the alienable possessive
suffix is /-ni/, but the /n/ assimilates after consonant-final stems, creating the gemination.

In contrast, if the trigger is high back [u] and separated from the target by multiple consonants (including if the suffix is [-wu], in which the consonant does not assimilate), some speakers apply harmony only if the target is also high. Some examples are shown in (5). Note how in examples (a-b), there is harmony, but there is no harmony in (c-e); this is in contrast to what occurs with the same root vowels (and, in some cases, exactly the same root) in the examples in (4) when [i] is the trigger. Note further that while the generalization stated in Woock & Noonan (1979), and analyzed in many subsequent papers, is about high front versus high back triggers, Noonan (1992) suggests that in fact the distinction is about -V versus -CV suffixes and

(4)

<table>
<thead>
<tr>
<th>ATR root vowels</th>
<th>(a)</th>
<th>píg</th>
<th>‘juice’</th>
<th>píggí</th>
<th>‘your (sg.) juice’</th>
</tr>
</thead>
<tbody>
<tr>
<td>remain ATR with i in suffix</td>
<td>(b)</td>
<td>ém</td>
<td>‘thigh’</td>
<td>émí</td>
<td>‘your (sg.) thigh’</td>
</tr>
<tr>
<td></td>
<td>(c)</td>
<td>nàŋ</td>
<td>‘crocodile’</td>
<td>nàŋŋí</td>
<td>‘your (sg.) crocodile’</td>
</tr>
<tr>
<td></td>
<td>(d)</td>
<td>dòk</td>
<td>‘cattle’</td>
<td>dòkkí</td>
<td>‘your (sg.) cattle’</td>
</tr>
<tr>
<td></td>
<td>(e)</td>
<td>bùk</td>
<td>‘book’</td>
<td>bùkkí</td>
<td>‘your (sg.) book’</td>
</tr>
<tr>
<td>RTR root vowels become ATR with i in suffix</td>
<td>(f)</td>
<td>yìb</td>
<td>‘tail’</td>
<td>yìbí</td>
<td>‘your (sg.) tail’</td>
</tr>
<tr>
<td></td>
<td>(g)</td>
<td>dèk</td>
<td>‘stew’</td>
<td>dèkkí</td>
<td>‘your (sg.) stew’</td>
</tr>
<tr>
<td></td>
<td>(h)</td>
<td>màc</td>
<td>‘fire’</td>
<td>màccí</td>
<td>‘your (sg.) fire’</td>
</tr>
<tr>
<td></td>
<td>(i)</td>
<td>kòm</td>
<td>‘chair’</td>
<td>kòmmí</td>
<td>‘your (sg.) chair’</td>
</tr>
<tr>
<td></td>
<td>(j)</td>
<td>lòt</td>
<td>‘stick’</td>
<td>lùtti</td>
<td>‘your (sg.) stick’</td>
</tr>
</tbody>
</table>
intervening geminate versus non-geminate clusters. I adopt the trigger distinction here for comparability with previous analyses, but discuss the intervening material facts in Section 6.

(5)

<table>
<thead>
<tr>
<th></th>
<th>High RTR root vowels</th>
<th>Non-high RTR vowels remain RTR with suffix -wú</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) niŋ ‘name’</td>
<td>niŋwú ‘your (pl.) name’</td>
<td></td>
</tr>
<tr>
<td>(b) lót ‘stick’</td>
<td>lûtʷú ‘your (pl.) stick’</td>
<td></td>
</tr>
<tr>
<td>(c) dëk ‘stew’</td>
<td>dëkwú (some speakers); dëkwú (most speakers; Noonan 1992)</td>
<td>‘your (pl.) stew’</td>
</tr>
<tr>
<td>(d) kàl ‘millet’</td>
<td>kàlwú</td>
<td>‘your (pl.) millet’</td>
</tr>
<tr>
<td>(e) kôm ‘chair’</td>
<td>kômwú</td>
<td>‘your (pl.) chair’</td>
</tr>
</tbody>
</table>

As before, we can analyze the distinction between harmony across a single consonant versus across more than one as a distance effect. Additionally, this data suggests a need to further separate preferred triggers, in that harmony is more likely with [i] than with [u], and so [i] is a better trigger. We also observe in (5) that harmony is more likely with high targets than with non-high targets, suggesting that high vowels are, in at least this context, better targets of harmony than non-high vowels. Finally, these examples are indicative of a directionality effect: [u] triggers progressive but not regressive harmony across multiple consonants to non-high
vowels (see [òpúkká] ‘my cat’ in (2b) versus [kålůwú] ‘your millet’ in (5d)), meaning that progressive harmony in Lango is stronger than regressive. This directionality distinction is the opposite of what is seen in many languages (see e.g. Hyman 2002 on regressive bias), and will be discussed further in Section 3, along with these further trigger and target asymmetries.

The fact that progressive harmony is stronger than regressive can additionally be seen by the fact that non-high vowels do not trigger regressive harmony in Lango, as shown in (6); the last of these examples shows that this absence of harmony holds even across a single consonant. Like with progressive harmony, the fact that high vowels trigger harmony in cases where non-high ones do not can be analyzed as high vowels being preferred triggers. Note that while ATR mid vowel suffixes do sometimes undergo RTR harmony according to Woock & Noonan (1979), as will be discussed in Section 2.4, they fail to trigger ATR harmony.73 Note that examples (6a-d) involve ATR roots, while examples (6e-g) involve RTR roots.

---

73 As noted, the data discussed here is based on Woock & Noonan (1979). Noonan (1992) describes the ventive suffix /-o/ as triggering regressive harmony across geminates, and the plural suffix /-e/ as triggering harmony; according to this, the RTR harmony discussed in Section 2.4 is unusual. This later data on mid vowels is discussed in Section 6.
(6)

<table>
<thead>
<tr>
<th>(a)</th>
<th>riŋŋo</th>
<th>‘to run’</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b)</td>
<td>ketto</td>
<td>‘to put’</td>
</tr>
<tr>
<td>(c)</td>
<td>pwoddo</td>
<td>‘to beat’</td>
</tr>
<tr>
<td>(d)</td>
<td>rucco</td>
<td>‘to entangle’</td>
</tr>
<tr>
<td>(e)</td>
<td>lɪmmo</td>
<td>‘to visit’</td>
</tr>
<tr>
<td>(f)</td>
<td>nenno</td>
<td>‘to see’</td>
</tr>
<tr>
<td>(g)</td>
<td>wayo</td>
<td>‘to pull’</td>
</tr>
</tbody>
</table>

2.3 Summary of ATR harmony

The conditions on Lango harmony can be summarized as in Table 8.3, repeated from Table 8.2 above. Progressive harmony across a single consonant applies regardless of the vowels involved; other contexts require the trigger to be high, while regressive harmony across two consonants also requires either the trigger to be front or the target to be high.

<table>
<thead>
<tr>
<th></th>
<th>Across 1 C</th>
<th>Across 2 Cs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Progressive</td>
<td>Always</td>
<td>High trigger</td>
</tr>
<tr>
<td>Regressive</td>
<td>High trigger</td>
<td>Trigger [i], or trigger [u] + high target(^74)</td>
</tr>
</tbody>
</table>

Table 8.3: Conditions on Lango ATR harmony (according to Woock & Noonan 1979; see Section 6 on the characterization by Noonan 1992)

\(^74\) As noted, it could instead be a high trigger with conditions on intervening consonants, instead of high back versus high front. Additionally, according to Noonan (1992), the trigger could also be a mid vowel in these cases, depending on morphology and suffix form. As the data from Noonan (1992) differ from the description by Woock & Noonan (1979), they are discussed in Section 6.
From these facts, we can conclude that there are four interacting factors that affect when ATR harmony occurs. First, harmony is more likely across one consonant than two. Second, harmony is more likely progressively (i.e. in the sequence ATR…RTR) than regressively (i.e. RTR…ATR). Third, harmony is affected by the ‘strength’ of the trigger, in that it is more likely with a high front trigger than a high back trigger, and with any high trigger than with a non-high trigger. Finally, harmony is more likely with high than non-high targets. All of these factors must be incorporated into the analysis.

### 2.4 Progressive RTR harmony

Before concluding this section, I briefly discuss the one instance of RTR harmony in Lango. This harmony is triggered only by back RTR stems, and apparently targets suffix /-o/, as shown comparing examples with this suffix in (7) versus (8) below. These examples contain the infinitive suffix, but a similar pattern is seen with the transitive object suffix in Woock & Noonan (1979). However, with the latter suffix, some roots with front RTR vowels also take the RTR version of the suffix; the choice of [-o] or [-ɔ] after roots with front RTR vowels is lexically determined. Most existing analyses, with the exception of Archangeli & Pulleyblank (1994), ignore RTR harmony as exceptional, and it is beyond the scope of the present paper because of problems in the interaction of this harmony with ATR-dominant harmony, but it is important to consider in future work. In particular, the conditions on this type of harmony in Lango are not particularly well understood, and should be investigated further.
Explaining the patterns

In Section 2, we saw that ATR harmony in Lango is affected by a combination of triggers, targets, distance, and directionality. This section will explore those generalizations in more detail, justifying and explaining them within the context of cross-linguistic and phonetic evidence.

3.1 Triggers

In Lango, harmony is more likely with a high front trigger than a high back one, and with any high trigger than a non-high one. This is evident particularly in regressive harmony across two consonants, in which high front vowels trigger harmony to any vowel, high back vowels trigger...
harmony only to high vowels, and non-high vowels do not trigger harmony at all.

This type of patterning is common cross-linguistically in ATR-dominant harmony. As noted by Casali (2003; 2008), there is a strong correlation between languages having an ATR contrast in high vowels and the presence of ATR-dominant harmony. Surveys by both Casali and Rose (2018) show that virtually all languages with RTR high vowels [i] and [u] (in addition to ATR ones [i] and [u]) have harmony, and these systems are typically ATR-dominant. This is true regardless of what other contrasts exist in the language; in cases like Kinande, for instance, the only contrastive ATR vowels are high (see e.g. Archangeli & Pulleyblank 2002 and references therein). Such surveys also indicate that languages without an ATR contrast in high vowels (but with such a contrast in mid vowels) may have harmony, but it is almost never ATR-dominant; an example is Yoruba, in which high vowels do not contrast, but mid vowels do, and harmony is RTR-dominant (Archangeli & Pulleyblank 1994). As such, there is a strong correlation between just the presence of this high vowel contrast and the existence of ATR-dominant harmony.

Unsurprisingly, then, in languages with ATR-dominant harmony, high vowels appear to consistently act as triggers; other vowels may also be triggers, but do not necessarily need to be. For example, in Mayak, another Western Nilotic language (to be discussed in Chapter 9), low vowels are contrastive for ATR versus RTR, but the ATR low vowel does not trigger ATR harmony in most contexts, while high vowels do (Andersen 1999). The Lango pattern, in which high vowels are preferred triggers of ATR harmony, is cross-linguistically quite robust.

Rose (2018) proposes that this tendency for high vowels to trigger ATR harmony may relate to perceptual difficulties in distinguishing ATR from RTR among high vowels. The idea that harmony might be triggered preferentially by perceptually impoverished triggers is common,
and has been proposed originally by Suomi (1983) for front/back harmony in languages like Finnish; it was also adopted by Kaun (1995; 2004) for rounding harmony, as well as by Kimper (2011) for harmony more broadly. As noted in surveys by Becker-Kristal (2010) and Starwalt (2008) on a number of languages with various types of tongue root contrasts, the difference in F1 between ATR versus RTR high vowels tends to be smaller than that between ATR versus RTR mid vowels. While Rose (2018) notes that other factors such as voice quality may help to distinguish the contrast in high vowels, she suggests that these smaller acoustic differences may translate into perceptual difficulties that result in the strong correlation between ATR contrast in high vowels and ATR-dominant harmony.

Some evidence for this claim comes from a perceptual study by Fulop et al. (1998) with speakers of Degema, which has ten contrastive vowels paired for ATR. They found that speakers could only reliably distinguish ATR contrasts in mid vowels; these are well-separated in acoustic space, whereas the other vowels show a great deal of overlap such that even native speakers could not reliably distinguish them. This result suggests that there is not a substantial perceptual (or acoustic) contrast between ATR versus RTR high vowels, which potentially motivates their behaviour as preferred triggers of harmony, given the tendency for perceptually impoverished contrasts to trigger harmony. However, it is important to note that this study used manipulated stimuli, and found that listeners reliably use F1, rather than F2, to distinguish vowels; it is unclear whether they might use other cues which were absent from the manipulated signal.

Nonetheless, this perceptual-motivation hypothesis suffers from some problems, including lack of support from other experiments on other languages. Rose et al. (2019) report on a perceptual study conducted with speakers of Akan, using stimuli produced by a bilingual Akan/Gua speaker; both languages have ATR-dominant harmony and an ATR contrast among
high and mid vowels. Participants were asked whether pairs of stimuli were the same or different, and they had over ninety percent accuracy on all pairs that differed only in ATR. In particular, participants were very good at discriminating the ATR contrast among high vowels, and not worse at this discrimination than they were with mid vowels. This result could be explained by phonetic facts of vowel productions in Akan and Gua, in which mid ATR vowels have lower F1 than high RTR vowels (i.e. mid ATR vowels are actually ‘higher’ than high RTR vowels in terms of the acoustic vowel space), meaning that the tongue root pairs are well separated in acoustic space. However, it raises questions about the idea that perceptual difficulties with the ATR contrast in high vowels is a motivating factor for harmony.

An additional potential problem for this view is the fact that ATR contrasts are also reportedly difficult to perceive among low vowels, given the many languages in which they have been overlooked, yet low vowels are typically the worst possible triggers in ATR-dominant harmony. In the Degema study described above, speakers also had difficulty with the contrast in low vowels. Additional anecdotal evidence in the literature supports this conclusion; for instance, Otuho speakers report that the ATR contrast in low vowels is ‘not important’, despite being contrastive; this is suggestive of more difficulty differentiating the low vowels, although it could be because of factors like low functional load (Coates 1985). Other languages in which allophonic or even contrastive ATR low vowels have been missed by researchers and native speakers include Kinande (allophonic; Gick et al. 2006) and Dagaare (contrastive; Ozburn et al. 2018). In the case of allophonic alternations, it is possible that researchers may have heard the alternations but did not consider them important; in the case of contrastive vowels, it could be that there are few examples of the contrast. Starwalt (2008) suggests that F1 measurements for

77 It is not clear whether speakers tend to be literate in the language, though it is worth noting that the standardized orthography does not distinguish the low vowels, although apparently that orthographic decision was made because it was felt that the low vowel distinction was not important (Coates 1985).
low ATR pairs are close in some language and well-separated in others, and that Nilotic 10 vowel systems like Bari tend to show wide F1 separation in low vowels. As such, it is not consistent by language whether we expect low ATR distinctions to be difficult to perceive; however, the same is true of high vowels, with some languages like Akan showing much wider separation of high ATR contrast than other languages (see e.g. Rose et al. 2019). Noonan (1992) provides average formant measurements for Lango vowels, which showed that the low ATR/RTR pair and the front ATR/RTR pairs are well-separated in F1, whereas the back (non-low) ones are not; this distinction does not appear to pattern with the way these vowel pairs behave in the harmony systems.

It is therefore unlikely that perception forms the entire basis for high vowels triggering harmony; articulation may also play a role, in terms of the degree of tongue root differences in high versus non-high vowels, or perception may be relevant in ways yet to be tested. What is clear, however, is that high vowels are the best triggers across languages with this type of harmony; Lango is not at all unusual in this regard.

The fact that high front vowels are preferred triggers over high back vowels is less thoroughly typologically and phonetically supported, but still evident. Archangeli & Pulleyblank propose a condition ATR/Bk that says ‘if [+ATR], then [-back]’, which they use to capture asymmetries between high front and high back vowels in both Lango and Kinande. It is reasonable to expect that a fronted position of the tongue body would have additional effects on tongue root advancement that would make front high vowels better triggers of ATR harmony than back high vowels, though the exact mechanisms of this distinction remain to be determined. Crucially, though, the front versus back asymmetry is not unique to Lango.
3.2 Targets

In the case of regressive harmony across two consonants with the trigger [u], we see a distinction between potential targets in Lango, where potential targets that are high undergo harmony but non-high ones do not. Such a pattern is in fact attested in other ATR-dominant harmony systems, with several languages showing harmony that only targets high vowels in one direction. This is true of progressive harmony in Kinande (e.g. Archangeli & Pulleyblank 2002) and Mayak (Andersen 1999; see Chapter 9); in both these languages, regressive harmony targets both high and mid vowels, and in Kinande also the low vowel. This generalization about high versus non-high targets can be conceptualized in two possible ways: either high vowels are better targets of ATR harmony independent of other factors, or else targets that agree in height with the trigger are better. For the purposes of the analysis in Section 4, either of these views could correctly predict the Lango pattern. However, I will adopt the former account here, in part because it substantially reduces the complexity of the analysis. Evidence on whether high vowels are ideal targets of ATR harmony is somewhat contradictory; given that neither view has clear evidence for its accuracy, I consider both of them here.

The idea that target preferences in Lango are a case of height agreement would make it an instance of parasitic harmony, which is a well-established pattern, though not in ATR harmony. Rounding harmony is quite often parasitic on height, as noted by Kaun (1995; 2004), and it has been proposed that this property is motivated by the fact that rounding is articulatorily implemented differently in vowels of different heights. Consonant harmony is also often parasitic on agreement in non-harmony features, such as on manner and/or voicing in sibilant harmony (Hansson 2001; Rose & Walker 2004). Given the relationship between tongue root position and tongue height, it would be reasonable to hypothesize that the precise mechanisms
for realizing ATR differ somewhat between high and non-high vowels, motivating parasitic harmony. As such, harmony being parasitic on [+high] could potentially make sense as an explanation for why high vowels are often targets of ATR-dominant harmony triggered by high vowels.

In contrast, at first glance, viewing high vowels as ideal targets of ATR harmony, independent of the trigger, is potentially in conflict with a number of proposals about the motivations for harmony more broadly and certain properties of ATR harmony in particular. Specifically, proposing that high vowels are both ideal triggers and targets is contrary to perceptual arguments about trigger and target preferences, and high vowels being ideal targets fails to explain why almost all languages with ATR-dominant harmony without an ATR contrast in the mid vowels produce allophonic ATR mid vowels through harmony.

As noted for rounding harmony by Kaun (1995; 2004) and considered for ATR harmony patterns by Rose (2018), targets of harmony tend to be those with a strong perceptual contrast for the feature. In rounding harmony, preferred targets tend to be high, which Kaun (1995; 2004) argues is due to rounding being more perceptible on high vowels, meaning these vowels are better for extending the perceptibility of the feature. A similar pattern can be seen in metaphony (e.g. Walker 2005), in which the target is the stressed vowel, a strong position in which contrasts are more perceptible. However, as described in detail above and noted by Rose (2018), high vowels are specifically the ones with a weak perceptual contrast in ATR harmony; it is the mid vowels that are typically well-separated acoustically and perceptually. Thus, while they are predicted to be ideal triggers based on perception, they should not be ideal targets.

Considering the situation of mid vowels in more detail, it is worth noting that Rose (2018: 9) says that languages with an ATR contrast in high but not mid vowels ‘consistently’
create ATR mid vowels allophonically through harmony; this situation occurs, for example, in Kinande (Archangeli & Pulleyblank 2002) and Mayak (Andersen 1999; see Chapter 9), and has been identified as a characteristic of ATR dominant languages (Casali 2003; 2008; Rose 2018). In contrast, it is quite rare for languages with the contrast in mid but not high vowels to create allophonic RTR high vowels; it does occur in a few cases, including in certain dialects of Yoruba (Przezdziecki 2005), but Rose (2018) identifies only 3 cases out of the 82 languages in her database that have the relevant inventory. This distinction in behaviour of non-contrastive vowels is suggestive of the fact that mid vowels are ideal targets of ATR harmony; they harmonize even at the expense of creating vowels that do not otherwise exist in the language. High vowels, on the other hand, typically harmonize only when contrastive. In other words, harmony targeting high vowels is typically always structure-preserving.

However, looking at ATR dominant harmony more carefully, it is worth noting that there are a number of languages that behave like Lango, in which there are instances of only high vowels harmonizing, yet to my knowledge, no cases in which mid vowels harmonize to the exclusion of high vowels. The latter type of pattern occurs regularly in other types of tongue root harmony, like in Yoruba (RTR dominant), but not in ATR dominant harmony. This asymmetry is precisely the opposite of what we would expect if the motivation for harmony is to extend the feature to positions where it is perceptually most salient, and if mid vowels are such a position. Instead, we would expect ATR dominant harmony to be like rounding harmony, in which we do see the ideal perceptual targets behaving as targets to the exclusion of other vowels in some languages (Kaun 1995; 2004). Specifically, we would expect cases of ATR dominant harmony in which only mid vowels are targeted. Thus, there remains the possibility that high vowels are in

---

78 Note that ‘lack of ATR contrast’ means different things in mid versus high vowels, in terms of which vowels are in the inventory. For mid vowels, a lack of contrast means that only RTR ones are in the contrastive inventory, whereas for high vowels, a lack of contrast means that only ATR ones are present.
fact the best targets of ATR dominant harmony, as this appears to be most consistent with the typological facts.

Despite the perceptual properties that might make them non-ideal targets of ATR harmony, high vowels are generally accepted to be the ideal ATR vowels, as well as better as ATR than as RTR. Based on the inventory structures described in Casali (2016) for languages with tongue root contrasts, in languages with only a single set of high vowels, those high vowels are ATR, whereas languages with only one set of mid vowels typically have RTR mid vowels, and those with only a single low vowel consistently have an RTR one. It is known that ATR high vowels are easier to produce than RTR ones, since tongue root advancement also necessarily involves tongue body raising (Hall & Hall 1980; Archangeli & Pulleyblank 1994). To encode this generalization, Archangeli & Pulleyblank (1994: 176) propose a condition ATR/HI, which states “If [+ATR], then [+high]”. This implication also goes the other way; Archangeli & Pulleyblank (1994: 174) also propose a HI/ATR condition, “If [+high], then [+ATR]”.

Given these facts, we could argue that high vowels are ideal targets of ATR harmony: they are the best possible ATR vowels. This issue reduces to what we consider the point of harmony to be, in terms of what kinds of phonetic and markedness pressures drive harmony. If the reason harmony occurs is to extend articulatory gestures or, in particular, to make a feature more perceptible, then whether a vowel is ‘good’ at being ATR is not necessarily correlated to whether it is a good target of ATR harmony; good targets are generally thought to be those vowels on which the harmony feature is more perceptible, or which are particularly susceptible to coarticulation due to articulatory factors. As discussed above, high vowels are not the best according to these criteria. Nonetheless, a vowel that is ‘bad’ at being ATR might have some degree of resistance to becoming ATR as the result of any phonological processes that create
ATR vowels, including harmony. In this way, ‘goodness’ of the particular type of vowel may in fact indirectly correlate to its quality as a target.

In relation to this argument, it is worth noting that certain cases of harmony specifically do not create the best possible vowels.\textsuperscript{79} For instance, in (Ethiopian) Komo (Otero 2015), in which the only contrastive ATR vowels are high, RTR-ATR sequences harmonize to ATR-ATR if the RTR vowel is mid or low, as in /hám-úk/ surfacing as [hóm-úk] ‘yawn-PFV’, but to RTR-RTR if the RTR vowel is high, as in [yil-ók] ‘see-PFV’ with the same perfective suffix /-úk/. In both cases, the ATR vowel must be high, since the only contrastive ATR vowels are high in Komo. In other words, harmony always creates the worst option in terms of vowel quality: in the former case, harmony creates ATR mid and low vowels, which do not otherwise exist in the language, instead of creating RTR high vowels that do; in the latter case, it creates RTR high vowels, instead of the articulatorily easier ATR high vowels. While this pattern is difficult to analyze under any framework, it strongly suggests that the goal of harmony is not creating ‘good’ vowels. As such, it is not clear whether the fact that high vowels are ‘good’ at being ATR is relevant to whether they are good targets.

All of these facts suggest that we do not fully understand the motivations and typology of ATR dominant harmony well enough to know what factors are relevant to dealing with the height asymmetries in targets in Lango; it could be parasitic harmony or a preference for high targets, and both ideas have advantages as well as problems. I will assume that the pattern results from a preference for high targets here, since it seems most consistent with the typological facts and is simpler to formalize. However, as noted, the other choice is also consistent with the present analysis. Specifically, target scaling could either be based on agreement in height with

\textsuperscript{79} This connects to Casali’s point that RTR high vowels are not underattested; they occur in the majority of languages with ATR contrasts, but given that 2IU languages are associated with ATR dominance, the RTR vowels are never created by harmony, but instead are underlying.
the trigger or on high versus non-high target (without reference to the trigger); either way the same principles apply and the analysis works, but the latter option is formally much more straightforward.

3.3 Distance

Within both progressive and regressive harmony in Lango, vowels that are separated by only a single consonant are more likely to harmonize than vowels at a greater distance. For example, progressive harmony can be triggered by non-high vowels across a single consonant, but not across more than one. This effect can be attributed to distance: vowels further apart are less likely to harmonize.

Distance effects can be found in many types of harmony systems across languages. In terms of cases in which the presence of multiple consonants blocks vowel harmony, a pattern similar to the Lango one can be found in another Western Nilotic language, Alur (Kutsch Lojenga 1991; see Chapter 7); in Alur, CV suffixes never undergo harmony, even though V suffixes sometimes do. It is unclear whether such cases are best described in these terms, as presence versus absence of suffix onset, instead of number of intervening consonants. Distance effects can also be seen in other ways, including in the number of intervening syllables; an example is the count effect in Hungarian, in which multiple ‘transparent’ vowels can block harmony when a single one cannot (Hayes & Londe 2006; see Chapter 3). This effect can be analyzed as due to the trigger of harmony being separated by too many syllables from the potential target.  

---

80 A similar analysis could possibly apply to some instances of opaque vowels in harmony, particularly those in which the vowels bear the harmonic feature but harmony does not propagate past them (e.g. Tungusic rounding harmony; Li 1996); the vowel that is able to trigger harmony is made too distant from the potential target by the intervening opaque vowel. However, in many of these cases, the rounded high vowels block harmony, while the
All of these examples are cases that illustrate the importance of proximity between triggers and targets in harmony systems. The effect in Lango is precisely as expected: vowels that are further apart are less likely to be required to harmonize, where distance is measured in intervening consonants (or moras, see Archangeli & Pulleyblank 1994; whether we count consonants or moras is not critical to this analysis, except that if geminates are a single consonant, then the distinction between geminates and non-geminate clusters could be analyzed straightforwardly in terms of intervening consonants, but not in terms of intervening moras). This distance generalization needs to be incorporated into the theory, preferably with a mechanism that is also able to generalize to languages that count distance in other ways (like Hungarian). This will be achieved with a distance scaling factor in the present analysis.

3.4 Directionality

In terms of directionality, according to the facts in Woock & Noonan (1979), progressive harmony is stronger than regressive harmony in Lango81, as seen for instance by the fact that progressive harmony can be triggered by non-high vowels, whereas regressive harmony cannot be. This pattern is precisely the opposite of what we expect based on cross-linguistic tendencies: in general, there is a right-to-left bias in both vowel and consonant harmonies (e.g. Baković 2000; Hyman 2002; Hansson 2010). Even in other Western Nilotic languages, including Alur (Kutsch Lojenga 1991; see Chapter 7) and Mayak (Andersen 1999; see Chapter 9), harmony occurs more in regressive than in progressive contexts.

---

81 However, based on Noonan (1992), regressive harmony may in fact be stronger, given that it is less restricted in terms of which vowels participate and intervening consonants, whereas progressive harmony applies only to vowel-initial suffixes and across geminates. See Section 6 for more discussion.
The restrictions on triggers and targets are not the only sense in which progressive harmony in Lango is stronger; regressive harmony is also non-iterative, which is not the case for progressive harmony, as evidenced by the middle voice suffix /-ɛrɛ/ harmonizing to [-ere] (Noonan 1992; Archangeli & Pulleyblank 1994; Kaplan 2008). This non-iterativity is often ignored in previous analyses, though it is stipulated in the analysis of Archangeli & Pulleyblank (2004) and is the basis of the analysis by Kaplan (2008), who views it as a licencing condition. Specifically, he argues that ATR in a suffix must be licenced by ATR in a root, but changes to the root in order to enforce that licencing are minimal, and therefore affect only the final root vowel. Given that high vowels are apparently the ones in which the ATR contrast is more difficult to perceive, it makes sense that the contrast in suffixes might need to be licenced for high but not mid vowels, though it is strange under this argumentation that low suffix vowels are not subject to the same requirement.

Given this idea, a possible way of understanding the directionality distinction in Lango is root faithfulness; regressive harmony involves changes to roots, and therefore might be expected to be more restricted, given that roots are a preferred position for faithfulness (e.g. Beckman 1998; Baković 2000). Progressive harmony, on the other hand, affects suffixes, and is therefore not restricted by root faithfulness. Note that prefixes never participate in Lango harmony; they neither trigger nor undergo it (Noonan 1992).

For the purposes of this paper, I follow some previous analyses of Lango (e.g. Potts et al. 2010) in setting aside non-iterativity. I treat the differences in progressive versus regressive harmony as due to the strength of the harmony constraint; for reasons that are not clear, Lango simply has a greater requirement to harmonize ATR…RTR sequences than the reverse. However, I will show briefly at the end of Section 4.3 that a root faithfulness view would also
work within the present account. In terms of non-iterativity, this fact could be due to domain restrictions; Pulleyblank (2001), for instance, argues that Lango regressive harmony is limited to a binary foot domain, and provides an account of this domain. Such a view is consistent with the analysis I present in Section 4.

4 Analysis

The previous sections outline the Lango harmony system and explain it in the context of broader cross-linguistic facts. These generalizations have been noted and analyzed before, as by Archangeli & Pulleyblank (1994), Smolensky (2006), and Potts et al. (2010). The novel aspect of the present paper is incorporating the generalizations into the analysis in a different way. The present section explains and illustrates my approach, while a comparison to previous accounts is left for Section 5.

The analysis presented here accounts for the facts in Table 8.3 in Section 2, which is also the set of facts accounted for in Archangeli & Pulleyblank (1994), Smolensky (2006), and Potts et al. (2010). I adopt a framework in which weighted harmony constraints are scaled by trigger, target, and distance, as motivated independently for other languages by Kimper (2011) and Chapter 3 on Hungarian. Scaling factors are determined by articulatory and perceptual properties that make certain vowels better at triggering or undergoing harmony; languages have a limited set of phonetically motivated options. For example, in ATR harmony, high vowels are ideal triggers, as discussed in Section 3. In all ATR-dominant harmony languages, trigger scaling factors must therefore be set such that harmony triggered by high vowels is either more likely

---

82 I will set aside RTR harmony as exceptional, as has been done in previous analyses except for Archangeli & Pulleyblank (1994). I will also set aside non-iterativity, again following previous analyses like Potts et al. (2010); one option consistent with the current analysis would be to follow the proposal of Pulleyblank (2001) for a domain restriction. While there are some analysis (e.g. Kaplan 2008) that deal with these facts, they do not deal with the broader harmony system, in particular with the trigger/target/distance asymmetries that are the present focus.
than or equally likely as harmony triggered by other vowels.

4.1 General framework

This analysis is couched in a Harmonic Grammar framework (HG; Legendre et al. 1990a; b; Smolensky & Legendre 2006; Pater 2009), in which constraints are weighted rather than ranked. Like Potts et al. (2010), among many others, I use negatively formulated constraints with weights that are positive integers.

Previous HG analyses of other types of harmony allow for multiplying violations of the harmony constraint by a scaling factor, so that the weight of the violation can be influenced by properties like trigger, target, and distance (e.g. Kimper 2011; Ozburn 2019a). A scaling factor can either increase or decrease the penalty incurred for a specific violation. For example, it was discussed above that high vowels are better triggers of ATR harmony than non-high vowels. Giving high vowels a larger trigger strength scaling factor compared to non-high vowels will mean that the penalty for disharmony will be greater if the potential trigger is high than if it is non-high. Additional details will be presented below.

A locus of violation of a constraint will have penalty $-W*S_1*...S_n$, where W is the constraint weight and the $S_i$ are the relevant scaling factors (if any). The penalties a candidate incurs for all constraints are then added to determine its ‘harmony score’, and the candidate with the highest such score wins (e.g. Potts et al. 2010). Note that the harmony score is always negative here, since constraints are negatively formulated, so the winning candidate is the one with a score closest to zero.

As noted in Chapter 3, the nature of the harmony-driving constraint does not matter, as long as trigger and target can be distinguished. Following the approach there, I adopt no-
disagreement-style constraints (Pulleyblank 2004), with the focus of the constraint identified as the target and the environment as the trigger. Specifically, *[RTR] [ATR] encodes a demand for regressive harmony, in the sense of banning the disharmonic co-occurrence of an RTR target vowel with a following ATR trigger (at any distance), while *[ATR] [RTR] will enforce progressive harmony; these constraints will be defined formally in detail in Section 4.2. Note, however, that these constraints do not themselves determine the repair; they simply ban particular disagreeing sequences, and the repair is determined by faithfulness (and/or other markedness constraints that might be violated more by harmony in one direction than the other).

As such, even though the RTR vowel is identified as the ‘target’ in both of these constraints, and will be scaled as such, these constraints allow for the possibility of the RTR vowel actually acting as the trigger. It is higher-ranked faithfulness to ATR than to RTR that will establish that ATR is the dominant feature in Lango.

As mentioned, the harmony constraints will be scaled based on distance, triggers, and targets. The relative scaling factors, for instance high vowels being scaled as better triggers than non-high vowels, are as motivated in Section 3 in reference to cross-linguistic and phonetic factors about ATR and other harmony systems. I assume that both harmony constraints must be subject to identical scaling factors, in that learners assume that constraints for a given type of harmony must be subject to identical scaling factors, in order to reduce the computational complexity. As such, differences in patterns between directionalities must be due to differences in the weights of the harmony constraints; this choice reduces the computational complexity of the analysis. The scaling factors will also be defined in the Section 4.2. Scaling factors are variables that a learner sets, independent of constraints and their ranking, but which are referenced by constraints; a given constraint is tagged for a particular set of scaling factors. I
assume that the set of scaling factors for which a specific constraint is tagged is consistent cross-linguistically; languages may vary only in setting the values of the scaling factors and constraint weights.

4.2 Constraint definitions, weights, and scaling factors

This subsection formally defines all necessary constraints and provides their weights and scaling factors. Note that for both weights and scaling factors there are a variety of options for the specific numbers; what is crucial is for the relationships among the numbers to fulfill certain criteria. These criteria will be discussed in detail in the presentation of the tableaux in Section 4.3.

As discussed above, I consider ATR dominance to be derived by a separation of faithfulness constraints preserving ATR and RTR. These faithfulness constraints are defined formally in (9).

(9)
IDENT-IO[ATR]: Assign a violation for every segment that is [ATR] in the input but [RTR] in the output.
IDENT-IO[RTR]: Assign a violation for every segment that is [RTR] in the input but [ATR] in the output.

In order to make ATR the dominant feature, IDENT-IO[ATR] must outweigh its counterpart for RTR, so that ATR vowels will never change. I assign it a weight of 100, which is sufficient to ensure that vowels will never change from ATR to RTR; I will therefore omit this constraint.
from the tableaux. IDENT-IO[RTR], on the other hand, needs to be weighted low enough that vowels will sometimes change their RTR value in order to harmonize. I assign it a weight of 10; the exact number is arbitrary, and the requirements on the relative weight of this constraint compared to the harmony constraints will be developed through the tableaux in Section 4.3.

In terms of markedness constraints, as discussed above, we require constraints for progressive and regressive harmony, which simply ban RTR vowels preceded by and followed by ATR vowels respectively. The directionality of harmony is enforced by the combination of these constraints and the high weighting of IDENT-IO[ATR]. The formal definitions of the harmony constraints are given in (10), adapted from Pulleyblank (2004). Both of these constraints consider RTR to be the focus, meaning that violations are counted based on the RTR vowels. Additionally, target scaling will be based on the RTR vowels, while trigger scaling is based on the nearest ATR vowel.

(10)

*[RTR]*[ATR]: Assign a violation for every RTR vowel followed at any distance by an ATR vowel.

*[ATR]*[RTR]: Assign a violation for every RTR vowel preceded at any distance by an ATR vowel.

Since regressive harmony is weaker than progressive harmony in Lango, it should have lower weight. I adopt a weight of 2 for *[RTR]*[ATR], and a weight of 6 for *[ATR]*[RTR]. Both of these constraints, however, are scaled by identical values based on the quality of the trigger and target and the distance between them, as discussed in Section 4.1. These scaling factors, defined
in (11-13), are taken from Chapter 3, where they were adapted from the trigger strength and

(11) Scaling factor: trigger strength
For a trigger $\alpha$, a target $\beta$, and a feature $F$, multiply the penalty earned by a constant $x$ (such that $x \geq 1$) for each degree $i$ to which $\alpha$ is perceptually impoverished with respect to $\pm F$.

(12) Scaling factor: distance
For a trigger $\alpha$ and a target $\beta$, multiply the penalty earned by a constant $x$ (such that $0 < x < 1$) for each unit (e.g. syllable) of distance $d$ intervening between $\alpha$ and $\beta$.

(13) Scaling factor: target quality
For a trigger $\alpha$, a target $\beta$, and a feature $F$, multiply the penalty earned by a constant $x$ (such that $x \geq 1$) for each degree $i$ to which $\beta$ is a quality target (defined by phonetic factors discussed in Section 3) with respect to $\pm F$.

As discussed above, Lango treats high vowels as preferential triggers, particularly high front vowels, and also has a preference for targets either being high or agreeing in [high] with their triggers. To produce the situation of height agreement, a modification would be required in the target quality scaling proposed by Chapter 3, in that the degree to which $\beta$ is a quality target depends on $\alpha$. This possibility was noted in relation to parasitic rounding harmony in that paper, but not developed in any detail. Note, however, that as discussed below, the Lango analysis will work out regardless of whether we assume that the preference is for high targets as such or
height agreement between trigger and target. Since it is far more straightforward analytically, I assume the former route in the present analysis. Further, harmony is enforced more strongly across a single consonant than across more than one in Lango, and so the unit of distance in that scaling factor is about the number of consonants. The relevant numerical values for all of the scaling factors are given in (14). Note that these relationships among the numbers, for instance in high vowels having higher trigger scaling than non-high vowels, were all justified in the preceding section. Scaling factors apply solely to the harmony constraints in (10). In other words, the harmony constraints are tagged for these particular scaling factors, set in this particular way in Lango, and no other constraints see this type of scaling.

(14a) Trigger scaling
8 for high front ([i])
4 for high back ([u])
1 for non-high vowels

(14b) Target scaling
3 for high target (or agreement in [high] with trigger)
2 for non-high target (or no agreement in [high] with trigger)

---

83 This is where the two possible analyses of target behaviour discussed in Section 3.2 are relevant. Here, I scale based simply on high versus non-high, but the analysis would also work if this were based on agreement in [high]. However, having a target scaling factor that needs to look at the trigger in order to determine whether there is agreement is clearly more complicated, and the exact formal implementation of this would be difficult. If height agreement, as opposed to high versus non-high target status, is in fact the relevant factor, this problem would need to be explored further.

84 Given how low the trigger scaling is for non-high vowels, higher target scaling due to agreement in [high] would have no effect on combinations of mid and low vowels; they would still not be required to harmonize, despite agreeing in [high].
(14c) Distance scaling

1 for across a single consonant

0.5 for across multiple consonants

4.3 Derivations

Given the high weight of IDENT-IO[ATR], I will omit it from the tableaux, along with any candidates that change ATR vowels to RTR. These candidates are always dispreferred to those that change RTR vowels to ATR, given the much lower weight of IDENT-IO[RTR].

Looking first at progressive harmony across a single consonant, it will correctly apply regardless of triggers and targets, given the constraint weights and scaling defined in Section 4.4. In this case, the distance scaling will be 1 (across a single consonant), the lowest possible trigger scaling is 1 (if the trigger is non-high), and the lowest possible target scaling is 2 (if the target is non-high). The progressive harmony constraint has weight 6, so when scaled by even the lowest possible combination of scaling factors, a violation will incur a penalty of 6*1*1*2 = 12. The faithfulness constraint IDENT-IO[RTR] has weight 10, so since -10 > -12, it is preferable to change RTR than to have disharmony. The tableau in Table 8.4 illustrates. The condition on weights and scaling required here is that weight(IDENT-IO[RTR]) < weight(*[ATR]∞[RTR]) * scaling(across a C) * scaling(worst trigger) * scaling(worst target).
Table 8.4: Progressive harmony across a single consonant

Turning now to progressive harmony across multiple consonants, it will correctly apply only for high triggers. If the trigger is high, the lowest possible scaling will be 4 (trigger [u]) * 2 (non-high target) * 0.5 (across multiple Cs) = 4. Since the weight of the progressive harmony constraint is 6, the total penalty incurred is 4*6 = 24; since -10 > -24, the candidate that violates IDENT-IO[RTR] wins. The result is shown in Table 8.5. The condition we require here is weight(IDENT-IO[RTR]) < weight([ATR]‡[RTR]) * scaling(across multiple Cs) * scaling(worst high trigger) * scaling(worst target).

Table 8.5: Progressive harmony across multiple consonants from a high trigger

In contrast, with a non-high trigger across multiple consonants, the highest possible scaling is 1
(non-high trigger) * 3 (high target) * 0.5 (across multiple Cs) = 1.5, creating a total penalty of 1.5*6 = 9. Since -9 > -10, it is preferable here to maintain disharmony than to violate IDENT-IO[RTR]. Table 8.6 illustrates; the condition required is weight(IDENT-IO[RTR]) > weight(*[ATR]≠[RTR]) * scaling(across multiple Cs) * scaling(non-high trigger) * scaling(best target). Due to available examples, the table does not show a high target; further discussion of Lango morphology and the effect of geminate versus non-geminate clusters is reserved for Section 6.

<table>
<thead>
<tr>
<th></th>
<th>/dök +</th>
<th>IDENT-IO[RTR]</th>
<th>*[ATR]≠[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ká/</td>
<td>10</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>dökká</td>
<td></td>
<td>-1*1(o)*2(a)</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*0.5(dist)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>= -1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>dökkó</td>
<td>-1</td>
<td></td>
<td>-10</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.6: No progressive harmony across multiple consonants from a non-high trigger
The situation for regressive harmony differs because the constraint enforcing it is weighted lower than the one enforcing progressive harmony. Looking first across a single consonant, harmony will occur with a high trigger: the lowest possible scaling is 4 (trigger [u]) * 2 (non-high target) * 1 (across a C) = 8. Given that the weight of *[RTR]∞[ATR] is 2, the total penalty is 8*2 = 16. Since -10 > -16, it is preferable to violate IDENT-IO[RTR] in order to harmonize. This is shown in Table 8.7; the required weighting relationship is weight(IDENT-IO[RTR]) < weight(*[RTR]∞[ATR]) * scaling(across a C) * scaling(worst high trigger) * scaling(worst target).

<table>
<thead>
<tr>
<th>/jɔ + wú/</th>
<th>IDENT-IO[RTR]</th>
<th>*[RTR]∞[ATR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>jòwú</td>
<td>10</td>
<td>2</td>
<td>-16</td>
</tr>
<tr>
<td>进展情况</td>
<td>-1</td>
<td>-8</td>
<td>-10</td>
</tr>
</tbody>
</table>

Table 8.7: Regressive harmony from a high vowel across a single consonant
When the trigger is non-high, on the other hand, harmony will not occur. The highest possible harmony scaling in this case is 1 (non-high trigger) * 3 (best target) * 1 (across a C) = 3, so the total penalty for violating harmony is 3*2 = 6. Since -6 > -10, disharmony is preferred in this case to a violation of IDENT-IO[RTR]. Table 8.8 illustrates, and the required weighting is weight(IDENT-IO[RTR]) > weight(*[RTR][ATR]) * scaling(across a C) * scaling(non-high trigger) * scaling(best target). Given the available examples across a single consonant, I illustrate with a non-high target; however, with a high target, the disharmonic candidate will still win, as described above.

<table>
<thead>
<tr>
<th></th>
<th>/way + o/</th>
<th>IDENT-IO[RTR]</th>
<th>*[RTR][ATR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>-1*1(o)*2(a)</td>
<td>-4</td>
</tr>
<tr>
<td>&amp;</td>
<td>wayo</td>
<td></td>
<td></td>
<td>-10</td>
</tr>
</tbody>
</table>

Table 8.8: No harmony from a non-high trigger across a single consonant

Of course, since regressive harmony does not occur from a non-high trigger (in the data as described by Woock & Noonan 1979) across a single consonant, it will also not occur across multiple consonants, since the highest possible scaling across multiple consonants is less than that across a single consonant. Specifically, the highest scaling for a non-high trigger across multiple consonants is 1 (non-high trigger) * 3 (best target) * 0.5 (across multiple Cs) = 1.5, so the total penalty for violating harmony is 1.5*2 = 3. Since -3 > -10, disharmony is preferred in this case as well. This requires weight(IDENT-IO[RTR]) > weight(*[RTR][ATR]) * scaling(across multiple Cs) * scaling(non-high trigger) * scaling(best target).

Regressive harmony across multiple consonants is where the separation of high front
from high back triggers becomes critical, as does target scaling. Looking first at cases where [i] is the trigger, we will see harmony regardless of the target; the lowest possible scaling is 8 (trigger [i]) * 2 (worst target) * 0.5 (across multiple Cs) = 8, so the penalty for disharmony is 8*2 = 16. Since -10 > -16, it is preferable to harmonize by violating IDENT-IO[RTR]. Table 8.9 illustrates; we require weight(IDENT-IO[RTR]) < weight(*[RTR]∃[ATR]) * scaling(across multiple Cs) * scaling(trigger [i]) * scaling(worst target).

<table>
<thead>
<tr>
<th>/kɔːm + mì/</th>
<th>IDENT-IO[RTR]</th>
<th>*[RTR]∃[ATR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>kɔmmì</td>
<td>-1*8(i)*2(ɔ)</td>
<td>*0.5(dist)</td>
<td>-16</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td></td>
<td>-10</td>
</tr>
</tbody>
</table>

Table 8.9: Regressive harmony from [i] across multiple consonants

In contrast, when the trigger is [u], the result depends on the target. If the target is high, then the scaling of harmony will be 4 (trigger [u]) * 3 (high target) * 0.5 (across multiple Cs) = 6. Since 6*2 = 12, and -10 > -12, harmony will occur in this case, because disharmony is worse than a violation of faithfulness. This is shown in Table 8.10, and requires weight(IDENT-IO[RTR]) < weight(*[RTR]∃[ATR]) * scaling(across multiple Cs) * scaling(trigger [u]) * scaling(high target).

As noted above and discussed in more detail in Section 6, the distinction between high back and high front triggers might in fact be about intervening geminates versus non-geminate clusters.
On the other hand, if the target is non-high, then harmony will not occur; the scaling will be 4 (trigger [u]) * 2 (non-high target) * 0.5 (across multiple Cs) = 4. The total penalty for disharmony is therefore 4*2 = 8, and -8 > -10, so in this situation, disharmony is preferable to violating IDENT-IO[RTR]. Table 8.11 illustrates; we require weight(IDENT-IO[RTR]) > weight(*[RTR]≠[ATR]) * scaling(across multiple Cs) * scaling(trigger [u]) * scaling(non-high target). Given the weighting condition for Table 8.10, this means that scaling(high target) > scaling (non-high target) is necessary.

Table 8.10: Regressive harmony from [u] across multiple consonants to high target

<table>
<thead>
<tr>
<th>/lòt + wù/</th>
<th>IDENT-IO[RTR]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>*[RTR]≠[ATR]</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>H</td>
</tr>
<tr>
<td>lòtwú</td>
<td>-1*4(u)*3(ʊ)</td>
</tr>
<tr>
<td></td>
<td>*0.5(dist)</td>
</tr>
<tr>
<td></td>
<td>= -6</td>
</tr>
<tr>
<td></td>
<td>-12</td>
</tr>
</tbody>
</table>

Table 8.11: No regressive harmony from [u] across multiple consonants to non-high target

<table>
<thead>
<tr>
<th>/kòm + wù/</th>
<th>IDENT-IO[RTR]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>*[RTR]≠[ATR]</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>H</td>
</tr>
<tr>
<td>kòmwú</td>
<td>-1*4(u)*2(ʊ)</td>
</tr>
<tr>
<td></td>
<td>*0.5(dist)</td>
</tr>
<tr>
<td></td>
<td>= -4</td>
</tr>
<tr>
<td></td>
<td>-8</td>
</tr>
<tr>
<td>kòmwú</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>-10</td>
</tr>
</tbody>
</table>
Now that the analysis of harmony has been presented, it is worth returning to the issue of root faithfulness. Adding in a root faithfulness constraint and weighting the progressive harmony constraint lower would clearly be an alternative way of dealing with the preceding tableaux. Specifically, consider a constraint $\text{IDENT-IO}[\text{RTR}]_{\text{ROOT}}$, which assigns a violation for every root vowel that is RTR in the input and ATR in the output. In all the tableaux for regressive harmony (Tables 8.7-8.11), this constraint is violated in exactly the same cases that $\text{IDENT-IO}[\text{RTR}]$ is violated, meaning that their total weight only needs to be 10. Say, then, that the weight of root-specific faithfulness is 7, and that of the general faithfulness is 3. As mentioned, this affects nothing for regressive harmony, given that all vowels that change in RTR are within the root. In contrast, for progressive harmony (Tables 8.4-8.6), the alternating vowels are in the suffix, where root faithfulness is not relevant. As such, a lower weight of general faithfulness means that the weight of the harmony constraint can be reduced to equal to that of regressive harmony, while still consistently predicting the correct form. The tableaux in Tables 8.12-8.14 illustrate. In other words, an analysis of Lango in this framework does not actually require that progressive harmony be stronger than regressive harmony, which is useful given that cross-linguistically, regressive harmony is thought to be the default.
<table>
<thead>
<tr>
<th>/wót + á/</th>
<th>IDENT-IO[RTR]</th>
<th>*[ATR]×[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>H</td>
</tr>
<tr>
<td>wódá</td>
<td>-1*1(o)*2(a)</td>
<td>-2</td>
<td>-4</td>
</tr>
<tr>
<td>wódó</td>
<td>-1*4(u)*2(a)</td>
<td>-4</td>
<td>-4</td>
</tr>
</tbody>
</table>

Table 8.12: Progressive harmony across a single consonant

<table>
<thead>
<tr>
<th>/òpúk + ká/</th>
<th>IDENT-IO[RTR]</th>
<th>*[ATR]×[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>H</td>
</tr>
<tr>
<td>ópúkká</td>
<td>-1*4(u)*2(a)</td>
<td>-4</td>
<td>-8</td>
</tr>
<tr>
<td>ópúkkó</td>
<td>-1*0.5(dist)</td>
<td>-1</td>
<td>-3</td>
</tr>
</tbody>
</table>

Table 8.13: Progressive harmony across multiple consonants from a high trigger

<table>
<thead>
<tr>
<th>/dök + ká/</th>
<th>IDENT-IO[RTR]</th>
<th>*[ATR]×[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>H</td>
</tr>
<tr>
<td>dökká</td>
<td>-1*1(o)*2(a)</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>dökkó</td>
<td>-1*0.5(dist)</td>
<td>-1</td>
<td>-3</td>
</tr>
</tbody>
</table>

Table 8.14: No progressive harmony across multiple consonants from a non-high trigger

### 4.4 Summary of analysis

This approach, with weights and scaling factors defined by the criteria presented throughout this
subsection, can account for all of the data on Lango ATR harmony dealt with in previous approaches. It uses only a combination of faithfulness and harmony constraints, but with the insight that the penalty for disharmony should depend on the particular interacting segments and their distance apart. Lango harmony arises fairly straightforwardly as interactions of triggers, targets, and distance, with these factors motivated by cross-linguistic and phonetic facts.

It is worth noting that, while Harmonic Grammar makes this approach much easier to illustrate, it is not actually necessary. It would alternatively be possible to have multiple harmony constraints for each trigger/target/distance combination, such as *[+high,ATR]CC[RTR] versus *[-high,ATR]CC[RTR] to reflect the difference between high and non-high triggers with multiple intervening consonants and any target. These constraints could be ranked in a fixed-ranking hierarchy (Prince & Smolensky 1993), to mirror the universal hierarchy in the scaling factors used here. Alternatively, a stringency relationship of constraints could be used. For example, while the ‘context’ in the constraints used here is simply ATR, with trigger scaling factors reflecting the distinctions in trigger behaviour, we could instead have separate constraints for each trigger, one with context [+high,-back,ATR], one with context [+high,ATR], and one with context [ATR]. No matter how constraints with such contexts are ranked, we only get the possibilities reflected in the way that scaling factors are used here. Similarly, the distance effect could be captured using a distinction between C and C₀ in place of the ∞, and the high versus non-high target preferences could be analyzed using the focus [+high, RTR] versus simply [RTR]. This would give a total of 3 (contexts) * 2 (intervening material) * 2 (focus) = 12 constraints for each directionality that would operate in standard OT and predict the same set of possibilities as the scaling factors adopted here. Further details of such an approach and a comparison between it and the present account, including any possible differences in prediction,
remain to be determined in future work.

4.5 A comment on RTR harmony

Like previous analyses, the present account has set aside the RTR harmony with the infinitive suffix, which was illustrated in (8). Dealing with this pattern, even considering it to be exceptional, could be complicated. Exceptional faithfulness and markedness constraints (e.g. Pater 2007) could help, in that an exceptional version of IDENT-IO[ RTR]_ROOT could be ranked higher to derive dominance reversal, or an exceptional harmony constraint could be higher ranked.

The potentially problematic part is explaining why back vowels are the only triggers. One possibility is that there is a difference between preferred triggers in ATR versus RTR dominance, but this option raises the question of whether dominance can really just be about faithfulness. Another possibility is that there is a requirement for featural agreement between the trigger and target, which we have seen possible evidence for elsewhere, but that there is a different use of features in creating the scale. Specifically, backness here is used instead of height. Elsewhere in Lango, for ATR harmony, front vowels are the better triggers, which means it might be sensible to have back vowels be the better triggers of RTR harmony. However, incorporating backness into the scaling without predicting potential effects on the rest of the pattern is problematic. In particular, it would mean that in some form of an *RTR⋯ATR constraint, the RTR must be scaled such that back vowels should be more likely to undergo or trigger harmony. However, such a constraint is also applicable in other instances, like [kɔmwû] ‘your chair’, which do not harmonize; ensuring there would be no effect on such forms is complicated because of the fact that the good triggers/targets of the RTR harmony do not in any way interact with the ATR
harmony, and so this is beyond the scope of the present paper.

Moreover, while height clearly affects the typology of ATR harmony systems, backness does not to the same extent, in that there are not the same types of significant, cross-linguistic asymmetries, such as inventory gaps and determination of the type of harmony, in front versus back vowels as there are in high versus non-high vowels. There are other languages in which front and back vowels behave differently with respect to ATR harmony, such as Kinande (e.g. Archangeli & Pulleyblank 1994; 2002), but front/back asymmetries are far less widespread and critical than height asymmetries in ATR harmony. In particular, while it is widely noted that the presence or absence of tongue root contrasts in high and mid vowels affect the existence and type of tongue root harmony (Casali 2003; 2008; Rose 2018), there are no such claims about backness.

It is worth noting that the analysis here does not insist that the ‘trigger’ and ‘target’ actually behave as such. In the case of RTR progressive harmony, as in /lobb-o/ → [lobb-ɔ] ‘to follow’, the actual trigger is /o/ and the target /o/, but for the purposes of scaling, it could be the reverse, with back vowels in the root like [ɔ] scaled as ‘targets’, and the suffix as the ‘trigger’. In such a case, it would be exceptional faithfulness forcing the opposite change. Again, however, such an approach would raise the question of why the mid vowel /o/ in the infinitive suffix causes this change, when mid vowels are not good ‘triggers’ elsewhere. Instead, it does seem preferable to consider the mid vowel as the target.

Overall, the exceptional RTR harmony in Lango is problematic. It has not been treated by previous OT analyses, although it was treated by Archangeli & Pulleyblank (1994) in a pre-OT framework, and the goal of the present paper is to simply show an alternative approach to those analyses. However, working out the details of how backness affects Lango harmony is an
important future direction, beyond the scope of the present paper. That being said, it is worth noting that while the infinitive suffix behaves this way, other /-o/ and /-e/ suffixes mostly do not (Noonan 1992), so this is a morphologically conditioned exception, rather than a fact about mid ATR suffixes more generally in the language.

5 Comparison to previous approaches

In this section, I argue for the analysis in Section 4 over previous ones: it maintains generalizations without over-generating, but does not require the complexities of the Potts et al. (2010) account. Instead, this analysis uses only interactions between harmony and faithfulness, with the insight that how harshly harmony is penalized should depend on the specific interacting segments and their distance apart.

5.1 Analyses prior to Potts et al. (2010)

Potts et al. (2010) provide important criticisms of analyses of Lango preceding theirs, specifically Archangeli & Pulleyblank (1994) and Smolensky (2006). In this subsection, I overview their objections to these analyses, and argue that the present approach does not suffer from these issues.

A major problem described by Potts et al. (2010) for previous analyses of Lango is that they over-generate, because they are unable to capture certain generalizations and relationships. Potts et al. (2010) note that the analysis of Archangeli & Pulleyblank (1994) uses inviolable constraints on rule applications, which means these are not true of ATR harmony in the language overall. Moreover, any combination of rules with any conditions can exist in such an analysis, meaning it loses the generalization of ‘uniform strength’, for instance that progressive harmony
in Lango is uniformly stronger than regressive harmony. In the parametric rule account employed by Archangeli & Pulleyblank (1994), it is possible to derive uneven applications of rules, in which for instance, regressive harmony is subject to conditions not enforced on progressive harmony, and progressive harmony is subject to conditions not enforced on regressive harmony.

Like the Potts et al. (2010) analysis, the present analysis does not suffer from these issues. Being formulated in HG, this analysis uses violable constraints that apply consistently to all data, unlike the parametric approach. Further, scaling factors here are taken as determined once for a given type of harmony in a given language and applied to all harmony constraints to which they are relevant. This assumption allows for the generality and restrictiveness that Potts et al. (2010) argue is lacking in previous accounts. Specifically, the difference in directionalities reduces to a difference in the weight of the progressive versus regressive harmony constraints. These weights get multiplied by the same scaling factors, so if the regressive constraint is weighted lower than the progressive one, then any combination of trigger, target, and distance that is sufficient to force regressive harmony must also be sufficient to force progressive harmony.

It would be tempting to suggest that the present analysis does, to some extent, suffer from the loss of generality that Potts et al. (2010) argue exists for the Archangeli & Pulleyblank (1994) and Smolensky (2006) accounts. This is because the information about triggers, targets, and distance gets incorporated in two separate places: both the regressive and progressive harmony constraints. However, such an argument fails to consider both the meaning and

---

86 If a language has multiple types of harmony, such as both tongue root and rounding harmony, then scaling factors can be set separately for each type of harmony. It is only within a type of harmony that scaling factors are set a single type. For instance, all ATR harmony in a language will have one set of scaling factors. See Section 4.1 for more details.
implementation of scaling factors. The language chooses just once to, for instance, scale high vowels as better triggers than non-high ones; it is simply the case that this choice is applicable in two separate places in the grammar. This fact is in contrast to what Potts et al. (2010) argue is problematic in previous accounts, where the language chooses multiple times. For example, in the Smolensky (2006) analysis, the constraint enforcing high triggers appears both on its own and in two conjoined constraints; in the Archangeli & Pulleyblank (1994) account, high triggers are imposed separately on multiple rules. In both cases, the loss of generality comes from the fact that the language needs to decide multiple times to impose the condition of high vowels being preferential triggers; it is a separate decision for every constraint conjunction or parameter on a rule. Crucially, in the present analysis, it is a single decision, in the scaling factors, that simply happens to be applied in multiple places.

Despite these arguments, it is worth noting that Archangeli & Pulleyblank’s (1994) analysis is quite similar to the present one, in that they posit rules of varying strengths, which to apply need to be substantively boosted by particular triggers and targets. This is similar to the idea of different weightings of constraints, which are boosted by scaling of triggers and targets. The basic insight is similar, but the present analysis is formulated in a more modern framework that provides greater restrictiveness. While Archangeli & Pulleyblank (1994) treat the retraction cases that are not treated here, the additional data in Noonan (1992) suggests that those cases are in fact exceptional, related only to a specific suffix.

5.2 Potts et al. (2010)

Like the current analysis, the one in Potts et al. (2010) does not suffer from the previously outlined problems in the accounts of Archangeli & Pulleyblank (1994) and Smolensky (2006).
However, in this subsection, I argue that the Potts et al. (2010) analysis is unnecessarily complex, does not capture the main insights of the Lango pattern, and cannot actually be formulated given standard assumptions about Optimality Theory (and derivative frameworks like HG).

The primary issues with the Potts et al. (2010) analysis come from the use of a particular notion of heads. In their account, the head of an ATR domain in an output representation must definitionally satisfy two requirements: it must have been underlingly ATR, and it must be part of an ATR domain that consists of more than a single element. Using this notion, the account crucially relies on a number of constraints about heads: \texttt{HEAD[high]}, \texttt{HEAD-L}, and \texttt{HEAD[front]}, which penalize heads that are not high, leftmost in their ATR domain, and front respectively. Given the definition of head, these constraints are essentially penalizing instances in which ATR has spread from an underlingly ATR vowel that is non-high, not leftmost, and not front, respectively. In addition to these head constraints, \texttt{LOCAL-C} and \texttt{ATR[high]}, which penalize clusters within an ATR domain and non-high ATR vowels respectively, also conflict with harmony. Potts et al. (2010) adopt a \texttt{SPREAD[ATR]} constraint to motivate harmony; this constraint must apply in a broader prosodic domain than the domain considered for the head constraints. In all instances in which the winning candidate is not harmonic (i.e. does not satisfy \texttt{SPREAD[ATR]}), it is gang effects among the other constraints that rule out the harmonic candidate. For example, in their T6 in Table I, expanded here in Table 8.15, a gang effect of \texttt{HEAD[high]} and \texttt{HEAD-L} rules out the harmonic candidate, because the head [e] in the harmonic candidate is neither high nor on the left. Notably, there is no head in the winning (disharmonic) candidate, because there is only a single element ([e]) in the ATR domain, and Potts et al. (2010) define heads as being in minimally binary domains. In other words, there is no head in the
candidate [iCe], and the head in the candidate [iCe] is the underingly ATR vowel.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.15: Potts et al.’s (2010) T6 from Table I, expanded

In terms of their function in the analysis, the HEAD[high] constraint behaves like the scaling factor that prefers high triggers, while HEAD[front] adds the additional preference for high front triggers. LOCAL-C encodes the distance effect, which in the present analysis is done through the distance scaling factor. The effect of HEAD-L in the Potts et al. (2010) analysis is captured in the present analysis through the difference between regressive and progressive harmony constraints, and ATR[high] is represented in this analysis as a preference for high targets, through target scaling factors. As such, both analyses consist of components that do equivalent work in capturing the asymmetries of Lango harmony, yet in critically different ways.

In order for the violations of the head constraints in Potts et al. (2010) to be assigned correctly, heads must be identified somehow either in the representation or by the constraint. Beyond the properties that the constraints themselves enforce, heads are required to satisfy a number of characteristics that are not independently encoded in constraints. First, they must be ATR, since these constraints refer only to heads of ATR domains. Second, they must be faithful to their underlying representation, which is an assumption that Potts et al. (2010) note, and means that heads must be underlingly ATR. Third, they must be associated to an ATR feature
that has other dependents, since Potts et al. (2010) stipulate that ATR domains are minimally binary, and that a representation with an ATR feature associated to a single vowel does not have a head. This last property is a sharp departure from the assumptions adopted about headedness of spans in McCarthy’s Span Theory (2004), as spans can consist of just a single segment in that approach.

The heads in this analysis must be of ATR domains, and it cannot be the case that the relevant head constraints apply to RTR as well. This fact is clear from T6 in Table I from Potts et al. (2010: 97), expanded as Table 8.15 above, in which the input ɪCe surfaces faithfully. Potts et al. (2010) do not consider a candidate with RTR harmony, like ɪCe, but this candidate vacuously satisfies SPREAD[ATR], since there is no ATR to spread. Additionally, since the head constraints refer to heads of ATR domains, and there is no ATR domain in this candidate, it vacuously satisfies all of those as well. It would even satisfy the head constraints if they can refer to either tongue root value, since the ‘head’ of the RTR domain in this example would be a high vowel on the left. As such, on the constraints that Potts et al. (2010) consider, this candidate is preferable to the disharmonic one, which is supposed to win. This is shown in Table 8.16 below.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.16: Potts et al.’s (2010) T6 from Table I, comparing disharmony to RTR harmony

While Potts et al. (2010) do mention that they are leaving out the faithfulness constraint IDENT-
IO[ATR] violated by harmony, they do not mention that, in fact, this constraint needs to be differentially weighted depending on whether it penalizes ATR vowels becoming RTR or the reverse. Indeed, the only way to rule out harmonizing iCe by making both vowels RTR is to require faithfulness to the /e/, above harmony and above faithfulness to the /ɪ/. The tableau in Table 8.16 above illustrates that the candidate with RTR harmony would be expected to win for T6 without some additional faithfulness preventing ATR to RTR changes; that faithfulness must have a weight greater than 13 to prefer the disharmonic candidate. Table 8.17 below illustrates one of their cases in which ATR harmony does occur, where the differential between candidates is 9. If the same faithfulness that must be used to prevent RTR harmony in Table 8.16, of weight greater than 13, were also adopted for the ATR change in Table 8.17, then the harmonic candidate would be penalized by an amount greater than 15, and so the disharmonic candidate would win. Thus, changes from ATR to RTR must be penalized more heavily than changes in the opposite direction.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>iCe</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCe</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.17: Potts et al.’s (2010) T1 from Table I, showing that RTR to ATR changes must be permitted

Note in particular that the failure of /e/ to become [ɛ] in the /iCe/ example cannot be about heads being faithful, since the [ɛ] in the candidate [rCe] is crucially not a head. Instead, the Potts et al.
(2010) account necessitates the same type of separated faithfulness to ATR versus RTR as used in the present approach. While this might therefore seem like a point on which the analyses are equal, faithfulness is the only place in the current account in which ATR has a special status over RTR. In contrast, the Potts et al. (2010) analysis also requires having many constraints on heads of ATR domains, but none at all on heads of RTR domains.

The fact that heads must be faithful raises major issues in evaluating which vowel is the head. Specifically, it requires either some form of representational stipulation or for constraints referencing heads to be markedness constraints that are able to see underlying forms. For example, take T6 in Table I from Potts et al. (2010: 97), in which the input /ɪCe/ surfaces faithfully as [ɪCe], winning over the harmonic candidate [iCe], as shown in Table 8.15 above. This result critically requires the candidate [iCe] to violate HEAD[high] and HEAD-L in this instance, which is true because [e] is the head; it is the ATR vowel that is faithful to the input. In contrast, in T1 in the same table (Table 8.17 above), the input /iCe/ surfaces as [iCe], winning over the faithful candidate; in this case, neither candidate violates the aforementioned head constraints, since the faithful ATR vowel is the [i], which is both high and on the left. Critically, then, the same output candidate [iCe] violates HEAD[high] and HEAD-L in T6, but not in T1. However, there is no way to know that without referencing the underlying form; these candidates appear surface identical. We cannot say that there is an independent underlying ‘head’ status that is referenced by these constraints, because whether a vowel acts as a head depends on whether it has dependents in the output. For example, [e] is a head in [iCe] in T6 (/iCe/), but not in its faithful competitor [ɪCe]. As such, whether an ATR vowel will be a head in a candidate cannot be determined entirely from the input. It must therefore be the case that headedness gets constructed in the output, yet this cannot be a typical markedness situation, because of the
aforementioned reference to underlying form. The only way to get around this problem is to add representational complexity, for instance by having underlying ATR vowels project an extra level, which then makes them a head in exactly the cases in which the ATR is additionally associated to another vowel. However, there is no independent evidence for this kind of complexity; it is simply a stipulative way to get around the problem of requiring markedness constraints to refer to which vowels are faithful to an underlying ATR value.

The stipulation that ATR domains consisting of a single vowel do not have a head is critical to the account; without it, the wrong candidate would win in all cases Potts et al. (2010) consider that involve gang effects including HEAD[high] or HEAD[front], specifically T6, T9, and T11 of their Table I. For example, in T6, if [e] were a head in the candidate [iCe], then this candidate also violates HEAD[high], meaning it would tie with the candidate [iCe] on this constraint; as such, the gang effect would not occur, and the harmonic candidate would win. This is shown in Table 8.18 versus Table 8.19; the former fleshes out this example from the Potts et al. (2010) table, with their assumptions about heads; the latter is the same example under the more standard assumption about heads, in which domains with a single vowel also contain heads, such that [e] is a head in the faithful candidate. As can be seen, the wrong candidate wins in the latter case, showing that this assumption is critical to their analysis.
The importance of this binarity to heads is unusual, because it means that any reference to heads must be able to see whether an ATR domain consists of more than one vowel. While Potts et al. (2010) simply stipulate that an ATR domain is minimally binary by definition, this assumption cannot be encoded straightforwardly into constraints. It is clearly possible to get outputs like [iCe], where an ATR feature is associated with only a single vowel; in other words, it is not that ATR must always be associated with multiple vowels (as we might expect if the issue were solely about domains), but that a vowel can only count as a head if it has a dependent. This assumption is non-standard (e.g. it differs from Smolensky 2006), and it requires heads to have some sort of representational status, which obviously adds complexity to the phonological representation. Given the definition of head in this approach, this representation would
essentially be equivalent to annotating output ATR vowels as to whether they are faithful or not, and then having the markedness constraints able to access those ‘annotations’ of faithfulness. This is a problem given that markedness constraints should only be able to reference output information in most versions of OT, and means that the Potts et al. (2010) account requires ‘two-level’ constraints. Beyond the issue of knowing which vowel was underlyingly ATR, the head-related constraints must also be able to check not only whatever specific property of the head they are checking (e.g. whether it is high), but also whether the ATR domain is minimally binary. Otherwise, these constraints cannot establish whether a head exists. In any case, there is no way to resolve the fact that the constraints HEAD[high], HEAD-L, and HEAD[front], which are markedness constraints, must also be able to see input representations in some way.

Overall, while the Potts et al. (2010) analysis looks straightforward, the numerous head constraints in fact encompass some major theoretical issues, because the notion of head they adopt is non-standard and impossible to account for with the assumptions inherent in most varieties of OT. Specifically, in order to evaluate the violations of those constraints, it is necessary to establish which vowel is the head, and knowing which vowel is the head requires both knowing which was faithful to an ATR input and whether the output candidate has multiple ATR vowels in the domain. Thus, there is a large amount of complexity hidden in the analysis, and it is unclear how the fundamental assumptions about heads could be incorporated within the analysis.

6 Discussion

6.1 Additional data from Noonan (1992)

As noted by Potts et al. (2010), the Lango generalizations as stated in Noonan (1992) differ from
those in Woock & Noonan (1979); it is from the latter article that Archangeli & Pulleyblank (1994), Smolensky (2006), Potts et al. (2010), and the present chapter draw the data that they analyze. In the present section, I consider the major differences in the data from Noonan (1992), and comment on how it could be incorporated into the current analysis.

Woock & Noonan (1979) describe the suffix /-wú/ as triggering harmony only onto high vowels (when the stem ends in a consonant), as analyzed here; however, Noonan (1992) notes that this is the case only for some speakers. For instance, [dèkwú] ‘your stew’ is the form for such speakers, while Noonan (1992) notes that [dèkwú] is the form for most speakers. These speakers described in Noonan (1992) could be accommodated into the present analysis by not differentiating high versus non-high vowels in the target scaling. In other words, Lango harmony appears to have target restrictions for some but not all speakers, either through the speakers with the form [dèkwú] developing new restrictions, or through older target restrictions being lost for most speakers through simplification/generalization. The theory outlined here can accommodate the speaker differences straightforwardly in terms of different settings of target scaling factors.

An additional difference in Noonan (1992) is the discussion of some ATR mid vowel suffixes that trigger harmony onto the root. Examples include the ventive infinitive /-ô/, which unlike the transitive/intransitive infinitive /-ò/ discussed above (as exceptionally undergoing RTR harmony; see Section 2.4), triggers ATR harmony onto roots, as in [cwàllò] ‘to send’ versus [cwàllò] ‘to send toward me’ (Noonan 1992). The plural suffix /-ê/ also triggers harmony, as in [kwàc] ‘leopard’ versus [kwèc-ê] ‘leopard-PL’ (Noonan 1992). Such cases provide additional evidence for considering the progressive RTR harmony described in Section 2.4 as exceptional. These facts could be accounted for by increasing the weight of regressive harmony and/or the trigger scaling of mid vowels. Notably, if we assume that triggering of regressive
harmony is in fact the standard behaviour for mid vowels, and that the neutral mid vowel suffixes like the transitive/intransitive infinitive are exceptional, then the morpheme-specific indexation or scaling would be for the neutral cases, not the cases of mid vowels acting as triggers; instead, it is simply that the weight and/or scaling in general must be increased.

A final fact to consider is -V versus -CV suffixes and geminate versus non-geminate intervening clusters. Noonan (1992) notes examples such as [wèlò-ná] ‘visitor-1SG’, where the stem vowel [ò] is kept and progressive harmony does not occur, versus the same form with deletion by contraction of the stem vowel, [wèl-lá] ‘visitor-1SG’, where cluster simplification creates a geminate out of the root-final and suffix consonants, and harmony does occur. Similarly, he notes [cwíŋ-wá] ‘liver-1PL’, with a non-geminate cluster and no harmony, versus [cwíŋ-ná] ‘liver-1SG’, where the suffix consonant undergoes cluster simplification to create a geminate, and harmony does occur. The former fact could result from the presence of the stem vowel [-o] initiating a new harmony domain; Noonan (1992: 34) describes it as harmony not happening ‘because there is a stem vowel’, and stem vowels also fail to trigger harmony regressively onto the root, as in [wáló] ‘to boil (intr.)’ (compare the ventive infinitive and plural in the previous paragraph). In terms of the cluster versus geminate distinction, this could be analyzed as the relevant intervening unit being defined in terms of consonants rather than moras, where geminates count as a single consonant unit; progressive harmony can cross one consonant slot, but not two.

6.2 Dominance in ATR harmony

In the present analysis, ATR dominance is derived by having IDENT-IO[ATR] outweigh IDENT-IO[RTR]; ATR vowels will always remain faithful, while RTR ones can change in order to
satisfy harmony. This view is consistent with the idea that the ‘problem’ solved by harmony is disagreeing sequences, and that the markedness constraint that drives harmony can penalize this problem but not dictate a particular solution. Instead, as is standard in OT, the reason the ATR value wins in solving the disagreement needs to be determined by faithfulness.

This version of accounting for ATR dominance raises some puzzling questions surrounding other properties of such systems. Specifically, as discussed earlier (see Section 3), ATR dominant harmony is highly correlated with the presence of a tongue root contrast among high vowels (e.g. Casali 2003; 2008), and with preferential triggering by high vowels (e.g. Rose 2018). Given these facts (at least about African ATR systems)\(^{87}\), it is clear that ATR dominance is more complex than is suggested by the ranking \(\text{IDENT-IO[ATR]} \gg \text{IDENT-IO[RTR]}\). Specifically, in OT, the inventory of high vowels is derived by ranking RTR faithfulness above a constraint against RTR high vowels, \(\text{IDENT-IO[RTR]} \gg ^*_{\text{IO}}\). There is no obvious reason why these two rankings would be related: nothing should prevent a language from setting the ranking \(\text{IDENT-IO[RTR]} \gg \text{IDENT-IO[ATR]}, ^*_{\text{IO}},\) creating a 2IU language with RTR-dominant harmony, yet such systems are extremely rare, if not unattested, according to typological surveys.\(^{88}\) It seems that somehow, the ranking that permits high RTR vowels to surface must also enforce higher faithfulness to ATR than to RTR.

Beyond that, whether a language has ATR dominance also seems to affect which vowels behave as the best triggers and targets of the harmony system. In ATR dominant systems, it is evident that high vowels are the best triggers; they consistently trigger harmony in these cases, even if (contrastive) vowels of other height do not, like in some of the sub-patterns of Lango. High vowels are arguably also the best targets of these systems, in that languages often have sub-

---

\(^{87}\) It is unclear what is the case for non-African ATR systems like in Tungusic (Li 1996), since Casali focuses only on African systems.

\(^{88}\) Again, however, the surveys only focus on African languages.
patterns in which high vowels are also the only targets, as also occurs in Lango. Languages with non-ATR-dominant tongue root harmony, on the other hand, clearly prefer mid vowels as both triggers and targets; allophonic high vowels created through harmony are rare (though they do occur in some cases of RTR harmony, such as certain dialects of Yoruba; see Rose 2018), and harmony often occurs among mid vowels to the exclusion of other vowels.

What this distinction means is that there is yet another place in the grammar where ATR dominance is encoded: in the scaling factors. The fact of having ATR dominance means that high vowels become the best triggers and targets, where otherwise that status belongs to the mid vowels. Again, this fact is somewhat problematic: there is no obvious reason that the scaling factors should be able to ‘see’ the ranking of the faithfulness constraints in order to establish whether a system is ATR dominant. Like with ATR dominance and the presence of contrastive RTR high vowels, there is no clear reason in the grammar for these factors to be at all related.

These relationships between multiple parts of the analysis are clearly non-ideal; an ideal account would more accurately reflect the attested typology by allowing for some sort of relationship between the inventory, the ATR dominance, and the trigger and target preferences. However, it is worth noting several relevant facts before dismissing an analysis that does not accomplish this.

First, a great deal remains unknown about the typology of tongue root harmony, and of vowel harmony more generally. It is well-known that it is difficult to distinguish RTR high vowels from ATR mid vowels (e.g. Casali 2003; Hyman 1999; Rose 2018); as such, recent phonetic technology can result in reanalysis of the vowel inventories that have previously been described, including the number of contrasts. As such, it is not entirely clear to what extent we can rely on the existing typological generalizations. This is especially true with respect to claims
about certain non-contrastive vowels being unaffected by harmony (as opposed to being allophonically affected), and so typological claims and arguments about that type of property are particularly vulnerable. Indeed, instances of supposedly unaffected vowels have been found under acoustic analysis to be allophonically subject to harmony, as in Kinande (Gick et al. 2006).

Moreover, there are obvious typological gaps across types of harmony, suggesting that we cannot provide any sort of consistent analysis of all harmony systems that does not make unusual typological predictions for at least some types of harmony. Notably, the type of dominant/recessive system that is common for tongue root harmony is apparently rare for other types of vowel harmony like backness or rounding (e.g. Casali 2008). For instance, there do not appear to be languages in which rounding is ‘dominant’ in the same way that ATR can be, in the sense where both root-to-suffix and suffix-to-root harmony occurs, depending on whether the ‘dominant’ feature value is in the root or the affix. This typological gap exists despite the fact that many Turkic languages with rounding harmony have affixes that are consistently round (e.g. the second vowel in the Turkish suffix [-edur]~[-adur]; Clements & Sezer 1982), which we might expect to trigger harmony onto roots in the same way that roots can trigger rounding onto suffixes. Thus, even allowing ATR dominant harmony to exist, as we need to, predicts systems that are unattested for vowel harmony in all other features. There is clearly more work to be done on understanding how harmony systems work and why before we can actually use the attested typology to determine whether an analysis makes sense.

Additionally, capturing the relationship between a contrast in high vowels and ATR dominance would create difficulties in any OT analysis. In OT, having a contrast is based on a ranking in which faithfulness to the given feature dominates a relevant markedness constraint. Specifically here, we need to ensure that RTR is maintained on high vowels. ATR dominance, on
the other hand, needs to be encoded into which value of the feature gets preserved in harmony contexts, here ATR; harmony constraints are markedness constraints that cannot specify a solution. Maintaining RTR on high vowels in general and maintaining ATR on any vowel in disharmonic contexts cannot be connected in any obvious way, and no existing analysis is able to enforce this generalization formally.

### 6.3 Targets in ATR harmony (revisited)

As noted in Section 3.2, some literature (e.g. Rose 2018) claims that mid vowels are the best targets of ATR harmony, including ATR dominant harmony. This idea has been justified both phonetically and typologically. In terms of the former, the tongue root contrast in mid vowels has been argued to be acoustically and perceptually more distinct, compared to the contrast in high and low vowels (e.g. Fulop et al. 1998; Starwalt 2008; Becker-Kristal 2010). Given arguments about why harmony is phonologized, ‘good’ targets of harmony should be those that have a strong perceptual contrast for the relevant feature. Thus, phonetically, we expect mid vowels to be good targets. In terms of the typological evidence, most languages with a tongue root contrast in high but not mid vowels create allophonic mid vowels through harmony, while the reverse is quite rare (e.g. Casali 2003; 2008; Rose 2018). This fact suggests a greater drive for mid vowels to undergo harmony than for high vowels.

There are a number of questions that are raised by this idea. While mid vowels are quite clearly ideal participators in non-ATR dominant harmony (i.e. RTR dominant or root-controlled), as is the case in Yoruba, the same is difficult to establish in ATR dominant systems. While it is true that most such systems harmonize mid vowels even when ATR mid vowels do not exist contrastively in the inventory, Casali’s survey does not note systems that target mid
vowels to the exclusion of vowels of other heights. In contrast, in a number of systems, there are at least some contexts in which high vowels are targeted to the exclusion of non-high vowels; such is the case in Lango for regressive harmony across multiple consonants triggered by [u], and in Kinande progressive harmony (e.g. Archangeli & Pulleyblank 2002). In the typology of ATR dominant harmony in general, there appears to be a height effect in the targets in any given context: they can be only high, only non-low, or all vowels, not any other combination. This effect is unexpected if the point of harmony is to extend the ATR feature to where it is most perceptible, and if it is most perceptible on mid vowels.

There are a few possibilities to consider. First, as mentioned before, we may simply not know enough about tongue root harmony; there may be undocumented or poorly documented cases in which mid vowels are in fact the only targets. Similarly, there may be systematic gaps in the typology, in the way that dominant/recessive systems seem to only exist for tongue root harmony. Here, it would be that there is a systematic gap in ATR dominant harmony targeting only the ‘best’ targets of tongue root harmony. In this particular situation, such a claim seems non-ideal, because it is in conflict with the phonetic motivations claimed for harmony systems. An alternative would be to claim that all tongue root harmony systems prefer targets that share features with the triggers. In this case, since high vowels (which are [+high, -low]) are the best triggers of ATR dominant harmony, the height effect could be reduced to the number of height features shared between target and trigger: [+high, -low], [-low], or none. Harmony preferentially occurs with a target that shares more features with the trigger. Such an approach, however, relies on either a binary feature system for height or reference to absence of features, which are not universally accepted.

An interesting effect of such an analysis is that it could be extended to understanding why
non-ATR dominant systems like Yoruba typically preferentially involve mid vowels, both as triggers and targets. In these cases, what is strange on the surface is that mid vowels are also the preferential triggers, despite the contrast being apparently easily perceptible in these vowels. Here, we could argue that harmony is based on the target: mid vowels are the best targets of tongue root harmony, and the trigger should agree with it in height. The idea that harmony could be driven by particular vowels needing to be targets of harmony is a bit unusual, but worth exploring in understanding this difference in triggers and targets of distinct types of tongue root harmony. It is also worth noting that while almost all languages with an ATR/RTR contrast in high vowels have harmony, a much smaller percentage of languages without this contrast have harmony (Rose 2018). This fact is suggestive of there being less of a drive for harmony in the latter type of language, which could be expected if harmony in such cases is driven by the target rather than the trigger.

Regardless of the specific analysis, these distinctions make it difficult to capture all of the typological generalizations in any theoretical analysis. What we need to allow for ATR dominant harmony is almost directly in opposition from what we need to allow for other types of tongue root harmony, and no matter what, there will be unwanted typological predictions.

7 Conclusion

In conclusion, the basic facts of Lango ATR harmony that other analyses have accounted for become quite straightforward in an approach in which the strength of the harmony constraint, and therefore the penalty for disharmony, depends on the interaction of triggers, targets, and distance. Previous work on other languages has argued for the necessity of such factors incorporated into the harmony constraint, with phonetic properties used to determine the relative
strength of particular vowels as triggers and targets. Applied to Lango, this approach reduces the complex pattern to an interaction of harmony and faithfulness. Critically, it is able to maintain both restrictiveness and generality missing from many of the previous accounts, while not relying on complex representational notions like a non-standard definition of head, which is difficult, if not impossible, to incorporate formally into a theoretical account.
Chapter 9: Neutral paired vowels in Mayak

1 Introduction

In many languages with tongue root harmony, the lack of an ATR low vowel in the inventory has allowed explanations of the neutrality of [a] to invoke general markedness against its harmonic counterpart (e.g. Lo/TR in Pulleyblank et al. 1995; *[+lo,+ATR] in Baković 2000). However, this analysis is not available for all cases of neutral [a] in tongue root harmony; in some languages, vowels are idiosyncratically neutral to harmony, despite having harmonic counterparts that are allowed to occur in the given context. This chapter considers such a case in Mayak (Andersen 1999), a Western Nilotic language from the Burun subfamily, spoken in Sudan. Crucially, in Mayak, there is a contrastive ATR low vowel [ʌ] that is permitted in the contexts in which the RTR low vowel [a] fails to undergo ATR harmony; [ʌ] also sometimes fails to trigger ATR harmony. This pattern is in direct opposition to what happens with Mayak mid vowels, which participate in (regressive) harmony (in the root, not in suffixes) despite not contrasting for ATR. Mayak therefore raises critical questions about how we account for neutrality and participation in ATR harmony, and the factors that establish which vowels participate. In this chapter, I adopt the same type of analysis used in Chapter 8 for Lango, but argue that instead of distinguishing high from non-high vowels, Mayak draws the distinction between non-low and low vowels. This approach is able to capture the Mayak pattern, where any account based on the relationship between contrast and neutrality fails.

2 Mayak vowel harmony and neutrality

2.1 Inventory

The vowel inventory of Mayak, from Andersen (1999) is given in Table 9.1. The facts relevant
to harmony are symmetric across short and long vowels, so for notational ease, I mention only
the short vowels in the prose about the facts (but will use examples with both short and long
vowels). The mid ATR vowels [e] and [o] are in parentheses because Andersen (1999) argues
that these vowels are not underlying, but rather occur only as the result of ATR harmony
targeting /e/ and /ɔ/. Crucially, the surface vowel inventory of Mayak is symmetrical in the
tongue root dimension; each vowel has a counterpart that differs from it only in ATR/RTR.
Nonetheless, the contrastive inventory is asymmetric, with high and low vowels paired for
tongue root position, but no contrast in mid vowels.

<table>
<thead>
<tr>
<th></th>
<th>ATR</th>
<th></th>
<th>RTR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front</td>
<td>Central</td>
<td>Back</td>
</tr>
<tr>
<td>High</td>
<td>i, iː</td>
<td>u, uː</td>
<td>i, iː</td>
</tr>
<tr>
<td>Mid</td>
<td>(e, eː)</td>
<td>(o, oː)</td>
<td>e, eː</td>
</tr>
<tr>
<td>Low</td>
<td>ʌ, ʌː</td>
<td></td>
<td>a, aː</td>
</tr>
</tbody>
</table>

Table 9.1: Vowel inventory of Mayak (Andersen 1999)

2.2 Regressive harmony

Mayak has regressive ATR harmony triggered by the high vowels [i] and [u] and targeting the
non-low RTR vowels, so that [i, o, e, ɔ] never occur before [i, u] in the language. Examples are
shown in (1), where the past tense suffix [-u] triggers an alternation in the root vowel. All
examples in this paper come from Andersen (1999).
(1) Alternation of non-low RTR root vowels before a suffix [u]

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Present tense</th>
<th>Past tense</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) i</td>
<td>?t̪</td>
<td>?ið-u</td>
<td>‘shape with an axe’</td>
</tr>
<tr>
<td>(b) ɛ</td>
<td>Ŀɛp</td>
<td>lew-u</td>
<td>‘open’</td>
</tr>
<tr>
<td>(c) ɔ</td>
<td>kɔc</td>
<td>koj-u</td>
<td>‘take’</td>
</tr>
<tr>
<td>(d) u</td>
<td>guð</td>
<td>guð-u</td>
<td>‘untie’</td>
</tr>
</tbody>
</table>

In contrast, the low RTR vowel [a] is unaffected by this process, surfacing as RTR even in the past tense, before the ATR [-u]. Examples are given in (2).

(2) Non-alternation of low RTR root vowels before a suffix [u]

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Present tense</th>
<th>Past tense</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) a</td>
<td>?am</td>
<td>?am-u</td>
<td>‘eat’</td>
</tr>
<tr>
<td>(b) aa</td>
<td>maað</td>
<td>maað-u</td>
<td>‘drink’</td>
</tr>
</tbody>
</table>

The underlying ATR vowels are all allowed to surface unchanged before [i, u], as shown in (3). Given later data in (10) that will establish that [ʌ] is indeed the ATR counterpart of [a], the example of [ʌ] in (3b) is crucial, because it establishes that the ATR counterpart of [a] is permitted in the same context in which [a] fails to undergo harmony in (2); there is no reason to suspect that consonantal context in any way influences the tongue root quality of the vowel.
(3) Non-alternation of ATR root vowels before a suffix [u]

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Present tense</th>
<th>Past tense</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) i</td>
<td>ʈiŋ</td>
<td>ʈiŋ-u</td>
<td>‘hear’</td>
</tr>
<tr>
<td>(b) ʌ</td>
<td>ȵʌk</td>
<td>ȵʌɣ-u</td>
<td>‘beat’</td>
</tr>
<tr>
<td>(c) u</td>
<td>ʈuŋ</td>
<td>ʈuŋ-u</td>
<td>‘send’</td>
</tr>
</tbody>
</table>

As noted, the mid ATR vowels [e] and [o] are not contrastive, in that they occur only as the result of harmony, and so there cannot be examples in which they trigger harmony. In contrast, the low ATR vowel [ʌ] does occur underlingly, yet cannot trigger harmony. RTR vowels are also unable to trigger harmony, as harmony is ATR dominant. The verbal paradigm examples in (4) illustrate the contrast between the 2SG suffix with /i/, which does trigger harmony, and the 1SG and 3SG suffixes with /ʌ/ and /ɛ/ respectively, which do not. Crucially, [ʌ] fails to trigger harmony in exactly the same context in which [i] triggers it, even though [ʌ] is ATR; the result is surface disharmony in the 1SG.

(4) Root vowel alternations triggered by /i/ but not /ʌ/ or /ɛ/

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>1SG</th>
<th>2SG</th>
<th>3SG</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) i</td>
<td>?iŋ-ʌr</td>
<td>?iŋ-ir</td>
<td>?iŋ-ɛr</td>
<td>‘shape with axe’</td>
</tr>
<tr>
<td>(b) ɔ</td>
<td>non-ʌ-ʌr</td>
<td>non-ʌ-ir</td>
<td>non-ʌ-ɛr</td>
<td>‘fold’</td>
</tr>
<tr>
<td>(c) aa</td>
<td>caab-ʌr</td>
<td>caab-ir</td>
<td>caab-ɛr</td>
<td>‘cook’</td>
</tr>
</tbody>
</table>
2.3 Progressive harmony

Mayak also has a more limited system of progressive ATR harmony, primarily illustrated in suffixes that alternate between [i] and [ɪ] depending on the ATR value of the stem vowel. As for regressive harmony, only [i] and [u] are triggers; [ʌ] is not. Examples are shown in (5). Note how with RTR root vowels, in (a-c), the suffix surfaces as the RTR [ɪ]; with high ATR root vowels in (d-e), the suffix is ATR [i]. Critically, with the low ATR root vowel [ʌ], the suffix is RTR [ɪ] in (f), resulting in disharmony. Recall that there are no mid ATR root vowels (except as the result of harmony).

(5) Alternation of suffix [i]~[ɪ] triggered by high ATR root vowels

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Non-possessed</th>
<th>1SG</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) a</td>
<td>pal</td>
<td>pal-1</td>
<td>‘navel’</td>
</tr>
<tr>
<td>(b) o</td>
<td>wɔŋ</td>
<td>wɔŋ-1</td>
<td>‘eye’</td>
</tr>
<tr>
<td>(c) u</td>
<td>ʊt̪ʊg</td>
<td>ʊt̪ʊɡ-1</td>
<td>‘outer mouth’</td>
</tr>
<tr>
<td>(d) i</td>
<td>ʔic</td>
<td>ʔid-1</td>
<td>‘ear’</td>
</tr>
<tr>
<td>(e) u</td>
<td>ʔun</td>
<td>ʔun-1</td>
<td>‘knee’</td>
</tr>
<tr>
<td>(f) ʌ</td>
<td>ʔʌm</td>
<td>ʔʌm-1</td>
<td>‘thigh’</td>
</tr>
</tbody>
</table>

Andersen (1999) notes that the behaviour of /ʊ/ in suffixes has not been systematically studied, and that he was unable to establish whether there exist such suffixes, but he hypothesizes that they would behave like suffixes with /i/. Nonetheless, he does discuss a suffix that alternates [-ok]~[-uk]; he does not count this as underlying /ʊ/, because it harmonizes with all preceding vowels, including the low [ʌ]. The data in (6) show the alternation.
(6) Alternation of suffix [ʊ]

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Plural</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) ɪ</td>
<td>mry-ok</td>
<td>‘spider-PL’</td>
</tr>
<tr>
<td>(b) ʊ</td>
<td>goj-ok</td>
<td>‘bowl-PL’</td>
</tr>
<tr>
<td>(c) ɪ</td>
<td>cim-uk</td>
<td>‘knife-PL’</td>
</tr>
<tr>
<td>(d) Λ</td>
<td>jΛŋ-uk</td>
<td>‘crocodile-PL’</td>
</tr>
<tr>
<td>(e) u</td>
<td>bul-uk</td>
<td>‘stomach-PL’</td>
</tr>
</tbody>
</table>

Note that this is the only suffix with [ʊ] (or alternating [u]) discussed by Andersen (1999), meaning that it is not clear whether the fact that it harmonizes with [Λ] is an idiosyncratic/exceptional aspect of this particular morpheme, or whether it holds true of /ʊ/ in general. Andersen (1999) suggests treating this suffix morpheme as exceptional, and uses underspecification (lack of underlying RTR, unlike in the /ɪ/ suffixes in (5)) to encode this. I will take up the issue of progressive harmony from [Λ] later on.

In contrast to these high vowel suffixes, suffixes with [ɛ] and [ɔ] do not alternate, nor does the plural suffix [-ak]. Examples are shown in (7-9). Note in particular how the suffix is RTR after ATR root vowels in (6d-f), (8c), and (9c-d), resulting in disharmonic forms.

(7) Non-alternation of suffix [ɛ]

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Non-possessed</th>
<th>3SG</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) a</td>
<td>pal</td>
<td>pal-ɛ</td>
<td>‘navel’</td>
</tr>
<tr>
<td>(b) ɔ</td>
<td>wɔŋ</td>
<td>wɔŋ-ɛ</td>
<td>‘eye’</td>
</tr>
</tbody>
</table>
## (8) Non-alternation of suffix [ɔ]

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Unmarked</th>
<th>1PEX</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)ɛ</td>
<td>gɛp</td>
<td>gɛw-ɔn</td>
<td>‘beat’</td>
</tr>
<tr>
<td>(b)ɔ</td>
<td>nɔn</td>
<td>nɔn-ɔn</td>
<td>‘fold’</td>
</tr>
<tr>
<td>(c)i</td>
<td>ʔiʔp</td>
<td>ʔiʔw-ɔn</td>
<td>‘shoot’</td>
</tr>
</tbody>
</table>

## (9) Non-alternation of suffix [a]

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Singular</th>
<th>Plural</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) i</td>
<td>bɪl</td>
<td>bɪl-ak</td>
<td>‘iron’</td>
</tr>
<tr>
<td>(b)ɛ</td>
<td>ʔɛl</td>
<td>ʔɛl-ak</td>
<td>‘lower leg’</td>
</tr>
<tr>
<td>(c)i</td>
<td>ʔiʔɛ</td>
<td>ʔiʔɛ-ak</td>
<td>‘bee’</td>
</tr>
<tr>
<td>(d)u</td>
<td>kuʈ</td>
<td>kuʈ-ak</td>
<td>‘nest’</td>
</tr>
</tbody>
</table>

### 2.4 Exceptional suffix

Critically for the present purposes, there is one low vowel suffix that does alternate depending on the ATR value of the stem vowel, with [a] after RTR roots and [ʌ] after ATR roots. Examples are given in (10). In (a-c), the root vowel is RTR, and the singular suffix surfaces with [a]; in (d-f), the root vowel is ATR, and the singular suffix surfaces with [ʌ]. Notably, this is true even in
(10e), where the root vowel is [ʌ], which typically does not trigger harmony, even when other ATR vowels do (cf. the 1sg column in (4) and example (5f)). Note that there are two suffixes that contain [a], the non-alternating one in (9) and the alternating one in (10); the suffix that I call exceptional, following Andersen’s (1999) description of it as underspecified, is one of these two. With respect to [ʌ] triggering harmony, note that it never triggers regressive harmony onto any RTR vowels (cf. (4) above), and it does not trigger progressive harmony onto suffixal [i, ɛ, ɔ], nor onto the other suffix [a], as seen in (5) and (7–9). The only places where the ATR low vowel does trigger harmony are onto the suffix in (10) and the one in (6).

<table>
<thead>
<tr>
<th>Underlying root vowel</th>
<th>Singular</th>
<th>Plural</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) i</td>
<td>rim-ʌ̠t</td>
<td>rim</td>
<td>‘blood’</td>
</tr>
<tr>
<td>(b) a</td>
<td>daal-ʌ̠t</td>
<td>daal</td>
<td>‘flower’</td>
</tr>
<tr>
<td>(c) ʊ</td>
<td>kom-ʌ̠t</td>
<td>kom</td>
<td>‘egg’</td>
</tr>
<tr>
<td>(d) i</td>
<td>ʔin-ʌ̠t</td>
<td>ʔin</td>
<td>‘intestine’</td>
</tr>
<tr>
<td>(e) ʌ</td>
<td>?ʌʌw-ʌ̠t</td>
<td>?ʌʌp</td>
<td>‘bone’</td>
</tr>
<tr>
<td>(f) u</td>
<td>ruuj-ʌ̠t</td>
<td>ruuc</td>
<td>‘worm’</td>
</tr>
</tbody>
</table>

The behaviour of this particular suffix is crucial because it illustrates that [ʌ] and [a] do appear to constitute an ATR/RTR pair for the purposes of the Mayak harmony system, even though [ʌ] typically does not trigger ATR harmony and [a] typically does not undergo it. Andersen (1999) assumes that the suffix in (10) is underspecified for ATR and therefore not subject to ATR

---

89 Of course, it is possible that this is just allomorphy, but given the phonetic description of the vowels as low and differing only in ATR/RTR, as well as the fact that ATR in the stem conditions the choice of allomorph, it is a better explanation to claim that this is exceptional ATR harmony, with the two low vowels constituting a pair.
faithfulness, allowing it to alternate even though low vowels are generally immune to harmony. Since there is a three-way suffix contrast (non-alternating [a], as in [kij-ak] ‘bee-PL’; non-alternating [ʌ], as in [non-d-ʌr] ‘fold-1SG’; and alternating [a]~[ʌ], as in [rm-a analyse in which this suffix is not in some way exceptional, either through underspecification or lexical indexation, fails to explain why the other suffix with [a] fails to alternate (see (9) above), as well as why [ɛ, ɔ] suffixes fail to alternate, and why alternations involving suffix /u/ behave differently, in that [ʌ] does not trigger harmony to /u/.

2.5 Summary

To summarize, the Mayak low vowels [ʌ] and [a] are demonstrably paired in the feature ATR, yet with the exception of one suffix (as a target, /-At̃/; two in terms of triggers, since /ʌ/ can cause both the /-At̃/ suffix and the /-Uk/ suffix to surface as ATR), they behave neutrally. [ʌ] does not trigger ATR harmony in many contexts where the other underlying ATR vowels [i] and [u] do (see (4) and (5)), and [a] generally does not undergo ATR harmony in the contexts where all other RTR vowels do (see (1) versus (2)). This pattern is most evident in suffix-to-root harmony; suffix [ʌ] is never a trigger, while suffix [i] and [u] are, and root [a] is never a target, while non-low RTR vowels are targets in roots. Root-to-suffix harmony is more complex. Mid RTR vowels are never targets in suffixes, and high RTR vowels always are. Andersen (1999) provides one suffix [-ak] that is not a harmony target, and another suffix [-at̃] that is. Further, root [ʌ] triggers harmony to /-at̃/ and to /-ok/, but not to any of three suffixes with /i/ that are targets of harmony from high ATR triggers in the root. As such, there might be a generalization that root [ʌ] can trigger harmony only to phonemic back vowels. One reason for labelling [-at̃] and [-ok] as exceptions, instead of aspects of a general pattern, is that regressive harmony in
Mayak operates in such a way that [a] is a non-target and [ʌ] is a non-trigger, even to back vowels.

Indeed, even with the ‘exceptional’ suffixes taken into account, there are strong arguments for the need for some formal mechanism for differentiating between low and non-low vowels as potential targets and potential triggers. [ʌ] is more neutral than [i,u] as a potential trigger because it never triggers regressive harmony, and only triggers regressive harmony onto [-aʊ] (one of two suffixes with [a]) and [-ok] (the only suffix with [o]), but not onto any of the three suffixes with /ɪ/. In contrast, [i] and [u] do trigger harmony onto all suffixes with /ɪ/, so regardless of whether [-aʊ] and [-ok] are exceptional, [ʌ] is a weaker trigger than [i,u]. In terms of targets, [a] is more neutral than [ɪ,ʊ,ɛ,ɔ] as a potential target, because /a/ never undergoes regressive harmony, whereas /i,o,e,ɔ/ all do. With respect to progressive harmony, one of two /a/ suffixes never undergoes harmony from any ATR vowel; this corresponds to the behaviour of suffix /ɛ,ɔ/, whereas suffix /i,o/ do undergo harmony, such that there is a high/non-high distinction in target behaviour. The other /a/ suffix patterns like the one suffix with /o/, in undergoing harmony from all ATR vowels. Notably, while this means that in progressive harmony, /a/ could in theory be considered intermediate in undergoing harmony between /i,o/ and /ɛ,ɔ/, it is worth noting that /ɛ,ɔ/ do not have contrastive ATR counterparts, while /a/ does.

The point about differential neutrality in targets is most crucial, because while trigger-specific conditions are commonly invoked in analyses of harmony (e.g. trigger scaling in Kimper 2011; alignment constraints specified to trigger features in Kaun 1995), failure to undergo harmony is most often ascribed to the absence of a harmonic counterpart (e.g. Ringen & Vago 1998; Baković 2000; Kiparsky & Pajusalu 2003; etc.). This view is adopted not only in front/back harmony systems, from which they are best known, but also in many analyses of why
low vowels are neutral to tongue root harmony in other languages. However, in Mayak, the
harmonic counterpart of [a], namely [ʌ], is present in the inventory and permissible in the same
contexts in which [a] fails to undergo harmony.

One way to look at harmony in Mayak is as being parasitic. Progressive ATR harmony in
Mayak generally involves only high vowels as triggers and targets, so it could be said to be
generally parasitic on the feature [+high], with the exception of the [a]~[ʌ] alternation.
Regressive harmony, on the other hand, targets all non-low vowels, and so could be said to be
parasitic on the feature [-low]. These are simply different ways of stating the trigger and target
conditions, such as the fact that for regressive harmony, every RTR vowel except for [a] is
required to be a target. The failure of [a] to undergo harmony is specifically be about the
suitability of [a], compared to non-low vowels, as a harmony target. In particular, this fact is not
about contrast. Indeed, the fact that mid vowels do undergo regressive harmony, even though
ATR mid vowels (unlike ATR low vowels) do not occur independently in the language, is
particularly strong evidence that the pattern here is not about contrast.

While Mayak is uncommon in that its neutral [a] is paired, neutral (unpaired) low vowels
are in fact quite frequent among ATR harmony systems, as we saw in Alur (Chapter 7). Indeed,
[a] appears to be a poor target for ATR harmony; it does have an allophonic counterpart in some
languages like Akan, and re-pairs in others like Alur, but it is also often neutral (transparent or
opaque), as in Ngiti (Casali 2008); these patterns are all attested in 9-vowel ATR systems, so the
pattern cannot be determined by the inventory. In contrast, mid vowels typically participate
allophonically in ATR harmony, even when unpaired (Casali 2003; 2008; Rose 2018). As such,
any analysis should predict languages like Mayak, where a paired low vowel is neutral to ATR
harmony, but not languages in which paired low vowels participate but paired mid vowels are
neutral.

3 Problems for a view where neutrality is equivalent to unpairedness

A traditional view of neutral low vowels in ATR harmony relies on the markedness of ATR low vowels. For example, [a] would be neutral due to a constraint against ATR low vowels (e.g. Lo/TR in Pulleyblank et al. 1995; *[+lo,+ATR] in Baković 2000). In Mayak, however, the ATR low vowel [ʌ] is permitted in the contexts in which [a] fails to undergo harmony, indicating that markedness alone cannot account for the pattern.

One possibility is that the Mayak pattern is a derived environment effect, in that [ʌ] can only surface if it is underlying and therefore cannot appear as the result of harmony. This idea is similar to that of Baković (2000), who uses conjunctions of (context-free) markedness constraints with faithfulness to [ATR]; this approach generates this sort of derived environment effect, in that the conjunction is only violated by a marked vowel if that vowel is unfaithful (derived), as by harmony, but not if it is preserving an underlying specification. Note, though, that Baković used this type of machinery primarily to avoid a ‘majority rules’ pathology, not for this type of effect.

However, this option is undesirable in Mayak; the examples in (9) show that [ʌ] is permitted as the result of harmony. Indeed, assuming that it is underlying in the [ʌt̪]~[at̪] alternation would substantially complicate the analysis, given non-alternating suffixes with [ʌ] as in (4). If [ʌ] were permitted only when underlying, which requires a ranking of IDENT-IO[ATR] >> *ʌ >> ATR-HARMONY, then we would predict underlying /ʌ/ to surface faithfully, and any underlyingly unspecified low vowels to surface as [a]. The tableaux in Tables 9.2-9.3 illustrate.
Table 9.2: Underlying /ʌ/ surfaces faithfully

<table>
<thead>
<tr>
<th>/ʌ/</th>
<th>IDENT-IO[ATR]</th>
<th>*ʌ</th>
<th>ATR-HARMONY</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʌ</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9.3: Underlying unspecified /A/ surfaces as [a], regardless of harmony

<table>
<thead>
<tr>
<th>/A/</th>
<th>IDENT-IO[ATR]</th>
<th>*ʌ</th>
<th>ATR-HARMONY</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Both options are inconsistent with the alternation in (9). Even following Andersen’s (1999) assumption that the alternating low vowel suffix is underspecified, both [ʌ] derived from underlying /a/, which does not occur, and [ʌ] derived from underlying /A/, which is allowed, are equally derived; a derived environment analysis would have difficulty capturing that distinction in behaviour. Moreover, while we could potentially say that this exceptional suffix is simply lexically specified to undergo harmony (as in, indexed to be subject to a higher-ranked harmony constraint), and therefore allow it to have an underlyingly specified vowel, the choice most consistent with the rest of the data would be /a/. Indeed, harmony is consistently ATR dominant in Mayak, triggered only by the ATR vowels [i, u]; requiring an instance of RTR dominance simply to assume underlying /ʌ/ for a single exceptional affix would add unnecessary complexity to the analysis. Thus, it is unlikely that the behaviour of low vowels is a straightforward derived environment effect, as doing so would result in many complications for the analysis of the exceptional suffix.

As such, an account for Mayak in which neutrality arises only from general markedness
is impossible, or at the very least, strongly dispreferred. In fact, I argue that markedness is relevant to Mayak only in the sense that the factors that cause ATR low vowels to be cross-linguistically dispreferred are the same as those that make them poor targets of harmony.

One way of considering the Mayak pattern in traditional terms is as a case of parasitic harmony, in that harmony operates only on vowels that are both [-low] (for regressive harmony). However, the actual label of ‘parasitic’ is not particularly meaningful in itself; what is critical is about the analytical tools and whether something that looks like parasitic harmony can be derived. The present analysis, while not based on agreement, succeeds in deriving this pattern. In terms of analyses that are actually based on agreement, a major one in vowel harmony is for rounding harmony (Kaun 1995; 2004). In that case, Kaun (1995; 2004) has argued that the reason for the parasitic pattern is uniformity of the phonetic (articulatory) realization of the feature; specifically, the gesture of lip rounding differs on high and non-high vowels. Kaun (1995; 2004) suggests that for languages in which rounding harmony occurs only among vowels of the same height, it is because harmony endeavours to extend a single type of lip rounding gesture. In contrast, as far as the literature suggests, there is no such categorical phonetic distinction between low and non-low vowels in the realization of ATR. At the very least, then, this distinction would not be like the parasitic harmony in cases of rounding harmony. Consonant harmony is also often parasitic on other features, such as sibilant harmony parasitic on manner or voicing; the Agreement by Correspondence framework (ABC; Rose & Walker 2004) was designed to deal with such cases. However, again we might expect, for instance, that realization of sibilant distinctions is categorically different depending on manner. Evidently, deriving parasitic patterns by separating trigger and target asymmetries can capture more diverse patterns than an ABC-style analysis requiring trigger and target to agree (e.g. cases where only trigger or
only target is relevant). Further argumentation about this analysis versus one in which harmony operates only on [-low] vowels in an ABC way is beyond the scope of the present paper.

Additionally, other languages with ATR dominant harmony draw a distinction between participating and neutral vowels at a different point in the high-mid-low hierarchy. For instance, another Western Nilotic language Lango (Chapter 8) differentiates high versus non-high targets, but does not distinguish low from non-low. In other words, mid vowels can either pattern with high vowels or with low vowels. As such, if we were to argue that there is parasitic harmony due to a requirement for uniformity of feature realization, we would either need to claim that these related languages differ in the realization of ATR on mid vowels, or else that there is a gradient scale of how ATR is realized, and languages can choose to make the distinction in different places. The latter approach is simply an unnecessarily complex version of the idea argued here, that there is a gradient scale of target quality, and languages can choose different ‘cut-off’ locations for which vowels actually behave as targets.

4 Analysis of Mayak

4.1 Basics of analysis

Unlike in other types of analyses, a lack of highly weighted/ranked general markedness constraints does not preclude neutrality in the target-oriented approach advocated for in this dissertation. Specifically, a language can permit ATR low vowels, yet weight faithfulness and scale the harmony constraint such that non-low vowels are required to harmonize, but low vowels are allowed to be disharmonic. This type of analysis applied to Mayak can successfully capture the fact that low vowels are neutral to ATR harmony despite being paired, in a way that incorporates the cross-linguistic tendency for low vowels to be poor participators in ATR
In addition to the neutrality of the paired low vowels, an analysis of Mayak must account for the fact that all mid vowels and high vowels are targets of regressive ATR harmony, but only high vowels are targets of progressive ATR harmony. There are two ways in which this difference could be captured: the harmony-driving constraints for regressive versus progressive harmony could be weighted differently, or the scaling factors could differ. I adopt the former approach here, with the assumption that a language can set scaling factors only once per type of harmony constraint, and these will be consistent for both directionalities.\textsuperscript{90} With regressive harmony weighted higher than progressive harmony, an asymmetry can emerge in terms of which vowels are targets of each directionality. Given that cross-linguistic evidence suggests a regressive bias in vowel harmony (e.g. Hyman 2002), there is independent reason to believe that languages might prefer to weight regressive harmony higher than progressive harmony. In contrast, beyond this regressive bias, there is no principled reason for vowels to differ in their suitability as a target depending on their position relative to the trigger.\textsuperscript{91} Reducing directionality-based target asymmetries to the weighting of regressive versus progressive harmony is another advantage of this analysis; such asymmetries can often require more complex theoretical machinery to capture, for instance by having languages set target conditions separately for each directionality, as is done for example in the grounded conditions in

\textsuperscript{90} Note, however, that a language could set scaling factors differently for different types of harmony (e.g. ATR versus rounding), or for harmony of the same feature in which the trigger/target (here, context/focus) roles have been switched. For example, the constraints adopted here, defined in (12), have ATR defined as the context, and therefore trigger, as in *[RTR] \neq [ATR], where the underline indicates focus, or ‘target’ for the purposes of scaling. The corresponding constraint *[RTR] \neq [ATR], where ATR is the focus, would not necessarily need to be scaled the same way; an ATR vowel would not necessarily be scaled the same way for disharmony when it is a ‘target’ as when it is a ‘trigger’. This is potentially important given that ATR-dominant harmony, which I presume to have constraints in which RTR is specified as the focus, patterns differently in terms of triggers and targets compared to other types of tongue root harmony.

\textsuperscript{91} Of course, there can be differences in suitability depending on morpheme affiliation; in Mayak, for instance, the regressive/progressive differences align with root/suffix distinctions.
Archangeli & Pulleyblank (1994).

4.2 Mid vowels created only through harmony

In Mayak, like in a number of other languages with a tongue root contrast in high vowels (2IU languages; Casali 2008), there is no contrast in mid vowels (1EO), yet ATR mid vowels are created allophonically through harmony. In fact, based on surveys of many 2IU, 1EO languages (Casali 2003; 2008; Rose 2018), these systems typically have allophonic ATR mid vowels as a product of harmony. Moreover, there is a very strong correlation between 2IU in general and ATR dominance, including in 2IU, 1EO languages. The result is an apparent conceptual and analytical paradox: why would a language preserve ATR in determining the result of harmony, but not in determining its contrastive inventory? In Mayak, for instance, the ATR of the high vowel [u] is preserved in the form [lew-u] ‘open-pst’, creating the ATR mid vowel [e] from the RTR [ɛ] in the unsuffixed root [lɛp] ‘open.pres’. However, [e] and [ɛ] are not contrastive, and [e] would not be preserved if it occurred underlyingly. This situation is odd, as we might expect instead to see RTR harmony, with /lɛp + u/ surfacing as *[lɛwʊ], in order to avoid creating ATR mid vowels.

To see where this problem arises in a basic constraint-based conceptualization, consider the rankings required to obtain each aspect of such a pattern: ATR dominance, lack of contrast in the mid vowels, and harmony. For ATR to be dominant, it must be more important to preserve ATR than RTR, which could be achieved through a ranking like IDENT-IO[ATR] >> IDENT-IO[RTR] (see (10) for constraint definitions). To avoid a contrast in mid vowels, the constraint against ATR mid vowels must outrank the faithfulness that preserves them, so *eo >> IDENT-IO[ATR]. Thus far, then, we need *eo >> IDENT-IO[ATR] >> IDENT-IO[RTR]. However, with
this ranking, no matter where the harmony-driving constraint appears, ATR mid vowels will never be created as the result of harmony. Even if it is the highest-ranked constraint, HARMONY >> *eo >> IDENT-IO[ATR] >> IDENT-IO[RTR], we predict that a combination like /ɛ...i/ will harmonize to [ɛ...i], not [ɛ...i], because avoiding [e] is more important than preserving ATR. This result is shown in Table 9.4.

<table>
<thead>
<tr>
<th>/ɛ...i/</th>
<th>HARMONY</th>
<th>*eo</th>
<th>IDENT-IO[ATR]</th>
<th>IDENT-IO[RTR]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ɛ...i</td>
<td></td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>e...i</td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Table 9.4: Failure to predict ATR dominance

Specifically, we would incorrectly predict that ATR is dominant except in cases in which that would create an ATR mid vowel; in the presence of a mid vowel, RTR will win to avoid such vowels. Clearly, this result is not how Mayak works, nor does it occur in the many other 2IU, 1EO languages considered in existing surveys. However, with these basic constraints and the conceptualization behind them, there is no way to avoid this prediction, because changing the ranking of *eo and IDENT-IO[ATR] would incorrectly predict a tongue root contrast in mid vowels. This is like a reverse derived environment effect, in that derived [e,o] are allowed, while underived ones are banned.92

It is worth noting that this prediction of ATR dominance except with mid vowels is in

---

92 This is the type of pattern that Stratal OT or Lexical Phonology could deal with straightforwardly, by having the phonemic inventory defined at the Stem stratum, where *eo is high ranked, and harmony existing only at the Word stratum, where IDENT-IO[ATR] would outrank *eo. This multi-level approach would mean that the ‘input’ to harmony at the Word stratum would not contain /e,o/, since they have been eliminated from outputs at the Stem stratum. As I adopt a non-derivational approach here, this type of multi-level analysis is not possible in the present framework. It is also possible to deal with this type of pattern in McCarthy’s Comparative Markedness (2003), with ‘old markedness’ >> faithfulness >> ‘new markedness’; this approach was built for cases similar to this one, but again is a different framework from what I adopt here.
fact doubly wrong for the 2IU, 1EO language (Ethiopian) Komo (Otero 2015). In Komo, there are seven contrastive vowels, where the only contrastive ATR vowels are high; however, there are ten surface vowels, with ATR mid and low vowels created as the result of harmony. Specifically, in combinations of ATR high vowels and RTR mid or low vowels, ATR is dominant, and allophonic ATR mid or low vowels are created. For example, /hám-úk/ surfaces as [hám-úk] ‘yawn-PFV’, and similarly /kéf-úk/ as [kéf-úk] ‘thresh-PFV’. However, in combinations of ATR and RTR vowels where both are high, RTR wins. For example, the same perfective suffix surfaces as [-ół] in examples like [yíl-ół] ‘see-PFV’ and [bóóg-ół] ‘wait-PFV’. This pattern is precisely the opposite of what we would expect from the discussion above: ATR is dominant exactly when it creates vowels that exist only as the result of harmony, and RTR is dominant otherwise. Note that I do not have an analysis of Komo to propose here; I simply raise it as a particularly compelling example of how dominance and contrast are not related in any straightforward way, as we might predict from simple faithfulness. Table 9.4 also applies to this Komo case, while Table 9.5 shows an incorrect prediction in Komo high vowels.

<table>
<thead>
<tr>
<th>/i…i/</th>
<th>HARMONY</th>
<th>*eo</th>
<th>IDENT-IO[ATR]</th>
<th>IDENT-IO[RTR]</th>
</tr>
</thead>
<tbody>
<tr>
<td>⊗ i…i</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⊙ i…i</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.5: Failure to predict dominance reversal in Komo

A critical insight for solving the issue in standard 2IU, 1EO languages (not including Komo) comes from previous work such as Archangeli & Pulleyblank (1994), who note that high vowels are better at being ATR, in that ATR high vowels are phonetically and typologically preferable
to both RTR high vowels and ATR non-high vowels. This fact is motivated by the articulatory relationship between tongue root advancement and tongue body raising, which makes it easier to produce an ATR high vowel. We might therefore expect that preserving ATR should be more important with high vowels than with non-high vowels. Indeed, while there are a large number of languages in which the only ATR vowels are high and/or the only high vowels are ATR, I am unaware of any languages with a tongue root contrast in which there are no ATR high vowels.

As such, if we are separating IDENT-IO[ATR] from IDENT-IO[RTR] in order to account for different degrees of faithfulness to ATR versus RTR vowels, we might also distinguish these constraints by height; IDENT-IO[ATR]HI is different from the general IDENT-IO[ATR], because high vowels are preferentially ATR, and ATR preferably associates with high vowels. This type of analysis has the effect of allowing RTR high vowels, but not ones derived by harmony; underlying ATR high vowels must remain ATR. Note that something distinct would need to be proposed for Komo. Moreover, note that regardless of the ranking of the high-specific and general ATR faithfulness constraints, the prediction is that only high vowels can behave specially; these constraints are in a stringency relationship.

It is worth noting that these sorts of ‘phonetic grounding’ considerations are typically applied to markedness constraints, rather than faithfulness, as is the case for Archangeli & Pulleyblank’s (1994) Ht/ATR grounded condition. The present idea is a version of suggesting that faithfulness constraints should prefer to preserve the better grounded, or less marked, configuration. However, the idea of specifying faithfulness constraints in this type of way is not novel; faithfulness hierarchies have been proposed and developed in work like de Lacy (2002) and Howe & Pulleyblank (2004), among others. As Howe & Pulleyblank (2004) note, markedness hierarchies can alternatively be re-established as faithfulness hierarchies; as such,
the fact that a markedness constraint against ATR high vowels would be at the lowest end of a markedness hierarchy on ATR in vowels of different heights could be translated into it being a high-ranked faithfulness constraint. Howe & Pulleyblank (2004) also discuss preservation of perceptibility, which could be relevant here, if ATR is a more perceptible feature on high vowels. It has been argued that the tongue root contrast is less distinguishable on high than mid vowels, in terms of both acoustics (Starwalt 2008; Becker-Kristal 2010), and perception (Fulop et al. 1998; see also Rose 2018) though it is not clear how that translates into looking into the feature ATR on its own, separately from RTR. Moreover, if we consider articulation rather than perception, then the combination of [+high] and ATR is articulatorily good, and so it would be sensible to preserve it from that perspective.

Given that for other languages, we independently require a markedness constraint against high RTR vowels, this analysis sounds like it could be reformulated as a classic gang effect: mid ATR vowels are banned, except when harmony and the combination of IDENT-IO[ATR] and *ɪʊ forces their occurrence in order to prevent changing ATR high vowels into RTR. However, such an approach is in fact impossible. In order to derive the general absence of ATR mid vowels in Mayak, *eo must outweigh IDENT-IO[ATR] on its own. Similarly, in order to derive the general presence of RTR high vowels, which are contrastive, IDENT-IO[RTR] must outweigh *ɪʊ. Thus, *eo + IDENT-IO[RTR] will outweigh IDENT-IO[ATR] + *ɪʊ. As can be seen by the violation profiles of the two harmonic candidates given a disharmonic input /ɛ…i/, the result is necessarily a preference for ɛ…ɪ over e…i, exactly the opposite of the attested pattern. We can spell out this argument more explicitly if we give the labels a, b, c, and d to the weights of *eo, IDENT-IO[RTR], *ɪʊ, and IDENT-IO[ATR] respectively. We know that a>d and b>c, therefore (a+b)>(c+d).
Table 9.6: Violations of the relevant constraints by harmonic candidates

<table>
<thead>
<tr>
<th>/ɛ...i/</th>
<th>*eo</th>
<th>IDENT-IO[ATR]</th>
<th>*io</th>
<th>IDENT-IO[ATR]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ɛ...i</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>ɛ...i</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Instead, then, the facts of many 2IU, 1EO languages, including Mayak – that mid ATR vowels are only permitted when derived by harmony, while RTR high vowels are permitted except if derived by harmony – must be due to a more complex mechanism. Here, I propose a set of constraints in a stringency relationship: IDENT-IO[ATR] and IDENT-IO[ATR], justified by the previously mentioned phonetic and typological facts about the relationship between ATR and height. When the latter outranks or outweighs the former, all vowels will behave the same with respect to ATR harmony, but in the reverse situation, high vowels may preserve ATR in situations in which non-high vowels do not. In 2IU, 1EO languages, so long as the relevant harmony constraint outranks *eo, the ranking IDENT-IO[ATR] >> *eo >> IDENT-IO[ATR] will ensure that ATR mid vowels occur as the result of harmony, in order to avoid changing ATR high vowels to RTR, but will not occur elsewhere.

93 However, it is worth noting that if there were some need to change ATR in a combination of high ATR and non-high ATR vowels, then everything else being equal, even this ranking would predict that the non-high ones should be unfaithful. Whether such situations exist and how they behave is unclear. Since the present faithfulness constraints refer only to changing ATR to RTR, not the reverse, harmony is not a context in which this issue would arise.
4.3 Constraints, weights, and scaling

The relevant faithfulness constraints for the Mayak analysis are defined in (11). In order to derive ATR dominance, I separate faithfulness preserving ATR from that preserving RTR; weighting the former higher will ensure that harmony does not change a vowel from ATR to RTR, but instead makes both relevant vowels RTR. Moreover, as discussed above, an additional ATR faithfulness constraint specific to high vowels is needed, in order to capture the generalization that ATR is more crucial to preserve on high than non-high vowels. Note that according to these definitions, an underspecified input vowel would violate none of the faithfulness constraints, regardless of whether it were to surface as ATR or RTR.

(11)

$_{\text{IDENT-IO[ATR]}}$: Assign a violation for every segment that is [ATR] in the input but [RTR] in the output.

$_{\text{IDENT-IO[RTR]}}$: Assign a violation for every segment that is [RTR] in the input but [ATR] in the output.

$_{\text{IDENT-IO[ATR]|_n}}$: Assign a violation for every segment that is [ATR, +high] in the input but [RTR] in the output.

Given that ATR mid vowels occur only as the result of harmony, we require a markedness constraint against them, which needs to be weighted lower than ATR faithfulness for high vowels, but higher than general ATR faithfulness. The former weighting will ensure that ATR mid vowels do get derived through harmony from a high trigger, in order to preserve ATR on a high vowel, while the latter ranking will ensure that ATR mid vowels do not occur elsewhere.
These weightings will be established through the tableaux in the next subsection. The relevant constraint is defined in (12).

(12) *eo: Assign a violation for every ATR mid vowel in the output.

Of course, constraints forcing harmony are also necessary; I adopt ones that penalize combinations of ATR and RTR, the same as those used in Chapter 8. Since Mayak has harmony to some degree in both directions, the constraints must penalize both ATR followed by RTR and the reverse. The fact that these directions pattern differently in terms of their targets will be derived through the different weights of the two harmony constraints; target scaling factors will be the same in both directions. The harmony constraints are defined in (13); these are adapted from the no-disagreement constraints argued for by Pulleyblank (2004), and developed further in a Harmonic Grammar framework by Chapters 3, 4, and 8 on Hungarian, Votic, and Lango.

(13)

*[RTR]x[ATR]: Assign a violation for every RTR vowel followed at any distance by an ATR vowel.

*[ATR]x[RTR]: Assign a violation for every RTR vowel preceded at any distance by an ATR vowel.

Both of these constraints are oriented towards RTR, with ATR as the context; the orientation is necessary for determining how to count the violations of the constraint, which in this case is for every RTR vowel in an ATR context. Moreover, I use these notions to determine the assignment
of scaling factors; the context is scaled with the trigger scaling factor, while the focus is scaled with the target scaling factor. Note that this means that, in theory, the actual trigger and target of the harmony that occurs may not be the same as the ‘trigger’ and ‘target’ as defined for the scaling. Indeed, it is the ranking of faithfulness constraints that determines which vowel is actually the trigger, and so ‘trigger’ and ‘target’ for scaling are somewhat misleading terms. For example, an input /ɔ…i/ violates the constraint *[RTR]≥[ATR], and the penalty for the faithful candidate will be assigned the target scaling of [ɔ] and the trigger scaling of [i]. This will be true regardless of how harmony actually operates. For instance, if IDENT-IO[ATR]>>IDENT-IO[RTR], as in Mayak, then this form will harmonize to [ɔ…i], in which case /i/ is indeed the trigger and /ɔ/ is indeed the target. However, this approach does not exclude the possibility that IDENT-IO[RTR]>>IDENT-IO[ATR], in which case the harmonic form [ɔ…i] would be preferred. In this case, /ɔ/ was the actual trigger, and /i/ was the actual target, even though for scaling purposes, the disharmonic candidate would still be scaled with /ɔ/ as the ‘target’ and /i/ as the ‘trigger’. The tableaux in Tables 9.7-9.8 illustrate, using the scaling factors for Mayak. Even though the outcome differs depending on the relative weighting of faithfulness (here represented as ranking for simplicity), the ‘trigger’ and ‘target’ scaling remains the same.

<table>
<thead>
<tr>
<th>/ɔ…i/</th>
<th>*[RTR]≥[ATR]</th>
<th>IDENT-IO[ATR]</th>
<th>IDENT-IO[RTR]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ɔ…i</td>
<td>-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ɔ…i</td>
<td>-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ɔ…i/</td>
<td>-1*4(target ɔ)*4(trigger i)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9.7: Target ɔ and trigger i with ATR harmony
We know that in Mayak, harmony depends on both trigger and target quality. Only high ATR vowels are triggers of harmony, while low ATR vowels are not. In regressive harmony, high and mid vowels are targets, while low vowels are not; in progressive harmony, only high vowels and one low vowel suffix are targets. Thus, we require the two scaling factors defined in (14) and (15), with trigger scaling modified from Kimper (2011) and both factors adopted previously in Chapters 3, 4, and 8. It is worth noting that it is necessarily the case here that trigger strength always applies to ATR vowels, while target quality always applies to RTR vowels. This is simply due to the formulation of the harmony constraints, specifically the fact that RTR is always the focus, and the focus receives the target scaling by definition. However, as discussed, this does not at all imply that the constraints themselves are forcing ATR dominance; they could just as easily be satisfied through RTR harmony.

(14) Scaling factor: trigger strength
For a trigger \( \alpha \), a target \( \beta \), and a feature \( F \), multiply the penalty earned by a constant \( x \) (such that \( x \geq 1 \)) for each degree \( i \) to which \( \alpha \) is perceptually impoverished with respect to \( \pm F \).

(15) Scaling factor: target quality
For a trigger \( \alpha \), a target \( \beta \), and a feature \( F \), multiply the penalty earned by a constant \( x \) (such that
x ≥ 1) for each degree i to which β is a quality target (defined by phonetic factors discussed in Section 3) with respect to ±F.

The weights I assume for the constraints are given in (16), while the trigger and target scaling factors, which apply to both of the harmony constraints, are given in (17) and (18) respectively. The specific numbers are not crucial; the numbers simply need to satisfy certain criteria relative to each other. These conditions will be stated and justified in the next subsection, in which I illustrate the analysis with tableaux. As noted above, Mayak makes a distinction between low and non-low vowels in terms of their trigger and target properties; this is the only distinction encoded into these scaling factors. The difference between high and mid vowels in being targets of progressive harmony will be derived using the constraint *eo.

(16) Constraint weights
IDENT-IO[ATR]_{[\_]}: weight 100
*eo: weight 32
IDENT-IO[ATR]: weight 14
IDENT-IO[RTR]: weight 13
*[RTR]_{\_}[ATR]: weight 3
*[ATR]_{\_}[RTR]: weight 1

(17) Trigger scaling factors for tongue root harmony constraints
4 for non-low vowels
1 for low vowels
(18) Target scaling factors for tongue root harmony constraints

4 for non-low vowels
1 for low vowels

4.4 Regressive harmony

Tableaux illustrating Mayak regressive harmony are given in Tables 9.9 through 9.14. There are several major aspects of the pattern that need to be illustrated: harmony must be triggered by high but not low vowels; harmony must target high and mid but not low vowels; the failure to target the low vowel is not due to an independent ban on ATR low vowels; and ATR mid vowels exist only as the result of harmony from high vowels.

Table 9.9 shows regressive harmony from an ATR high vowel to an RTR mid vowel. Candidate (a), with disharmony, is ruled out by the high scaled weight of the harmony constraint. Given a mid vowel target and a high vowel trigger, the harmony constraint is scaled by 4*4=16; since *[RTR]x[ATR] has weight 3, the total penalty this candidate incurs is 3*16=48. In contrast, the combined violations of *eo and IDENT-IO[RTR] in candidate (b) incur a total penalty of 32+13=45 for this candidate; it is preferred, since -45>-48. Candidate (c), which changes an ATR high vowel to RTR, is strongly dispreferred by the large weight of IDENT-IO[ATR]_[RTR]. Thus, ATR mid vowels occur as the result of regressive harmony triggered by high vowels, so long as weight(*eo) + weight(IDENT-IO[RTR]) < weight(*[RTR]x[ATR]) * scaling(non-low target) * scaling(non-low trigger); this guarantees that candidate (b) will be preferred over candidate (a). Additionally, weight(*eo) + weight(IDENT-IO[RTR]) <
weight(\text{IDENT-IO[ATR]}_{\text{HI}}) + \text{weight(IDENT-IO[ATR])} \text{ is required to ensure that candidate (b) wins over candidate (c).}

<table>
<thead>
<tr>
<th>/ɔ…i/</th>
<th>IDENT-IO[ATR]_{\text{HI}}</th>
<th>*eo</th>
<th>IDENT-IO[ATR]</th>
<th>IDENT-IO[\text{RTR}]</th>
<th>*[\text{RTR}]_{\infty}[\text{ATR}]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ɔ…i</td>
<td>100</td>
<td>32</td>
<td></td>
<td></td>
<td>-1*4(ɔ)*4(i)</td>
<td>-48</td>
</tr>
<tr>
<td>b. ɔ…i</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td></td>
<td>-45</td>
</tr>
<tr>
<td>c. ɔ…i</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td>-114</td>
</tr>
</tbody>
</table>

Table 9.9: ATR harmony among non-low vowels

These conditions will also enforce regressive ATR harmony with a high target (and a high trigger), since the harmonic candidate in such a case violates a subset of the constraints violated by candidate (b) in Table 9.9 (i.e. IDENT-IO[\text{RTR}] but not *eo). Since weight(*eo) + weight(IDENT-IO[\text{RTR}]) < weight(*[\text{RTR}]_{\infty}[\text{ATR}]) * scaling(non-low target) * scaling(non-low trigger), it is also the case that weight(IDENT-IO[\text{RTR}]) < weight(*[\text{RTR}]_{\infty}[\text{ATR}]) * scaling(non-low target) * scaling(non-low trigger), so that candidate (b) is preferred over candidate (a) in the relevant tableau in Table 9.10.
While mid vowels do undergo regressive harmony in Mayak, the low vowel [a] does not, even though unlike the mid vowels, it has a contrastive ATR counterpart. As such, it is critical here that regressive harmony that targets [a] is less important than regressive harmony targeting mid vowels. In Table 9.11, candidate (a) violates the harmony constraint *[RTR]∞[ATR], scaled to a low target and high trigger, while candidate (b) violates only IDENT-IO[RTR]. As such, weight(*[RTR]∞[ATR]) * scaling(low target) * scaling(non-low trigger) < weight(IDENT-IO[RTR]) is required to choose the disharmonic candidate (a) over its harmonic competitor candidate (b). Recall from above that weight(*eo) + weight(IDENT-IO[RTR]) < weight(*[RTR]∞[ATR]) * scaling(non-low target) * scaling(non-low trigger). The only way that both of these requirements can hold is if scaling(low target) < scaling(mid/non-low target), proving the need for the target scaling approach advocated for here. Notably, while I have assumed for illustrative purposes that a constraint *ʌ is so low-weighted in Mayak as to not be relevant to the grammar, this assumption is not necessary. Indeed, in order to derive the contrastive presence of [ʌ] in Mayak, *ʌ would need to be outweighed by IDENT-IO[ATR]; moreover, since [e,o] are not contrastive in Mayak, IDENT-IO[ATR] must be outweighed by *eo. Thus, weight(*ʌ) < weight(*eo), and so even if we included *ʌ, violated here by candidate (b), it

Table 9.10: ATR harmony among high vowels
would still be necessary to have scaling(low target) < scaling(mid target) to derive both the weighting requirements of this tableau and those of the previous one.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td></td>
<td>14</td>
<td>13</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>a. a…i</td>
<td></td>
<td></td>
<td></td>
<td>-1*1(a)*4(i)</td>
<td>-12</td>
</tr>
<tr>
<td>b. ʌ…i</td>
<td></td>
<td></td>
<td>-1</td>
<td></td>
<td>-13</td>
</tr>
<tr>
<td>c. a…i</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td></td>
<td>-114</td>
</tr>
</tbody>
</table>

Table 9.11: Neutrality of low vowels

Critically, this analysis allows for the ATR low vowel [ʌ] to surface in the same environment in which [a] fails to undergo harmony, as shown in Table 9.12. Specifically, a combination of [ʌ] with an ATR high vowel does not violate any of the constraints illustrated here, while changing /ʌ…i/ to [a…i], as in candidate (b), violates both IDENT-IO[ATR] and *[RTR]_∞[ATR]; it will therefore be ruled out. Candidate (a) would still win even if we included the markedness constraint *ʌ, since as discussed above, it would need to have weight lower than that of IDENT-IO[ATR].
The fact that ATR mid vowels will not occur in isolation is derived straightforwardly by the fact that *eo outweighs IDENT-IO[ATR]. However, what is more crucial is the fact that ATR mid vowels do not occur even in combination with ATR low vowels; in such cases, there is additional pressure to maintain hypothetical underlying ATR mid vowels from the fact that an RTR mid – ATR low output violates the harmony constraint. To fully satisfy richness of the base, we therefore need to ensure that a hypothetical underlying ATR mid vowel would not surface even before an ATR low vowel. This is shown in Table 9.13. While candidate (a) violates both IDENT-IO[ATR] and the harmony constraint, the total penalty it incurs is only -26, since Λ is a poor trigger of ATR harmony, resulting in a relatively low weighting of the harmony constraint. Thus, this candidate is preferable to (b), which violates *eo, since -26>-32. This result requires weight(*eo) > weight(IDENT-IO[ATR]) + weight(*[RTR]∞[ATR]) * scaling(non-low target) * scaling(low trigger). Changing both relevant vowels to RTR, as in candidate (c), is ruled out by the requirement that weight(IDENT-IO[ATR]) > weight(*[RTR]∞[ATR]) * scaling(non-low target) * scaling(low trigger).
As a final note for this directionality, regressive harmony from a low potential trigger will not occur even if the potential target is high (and therefore not subject to the constraint *eo). Again, this result is derived from the fact that low vowels are poor triggers. This is shown in Table 9.14, and requires the weights of each of IDENT-IO[ATR] and IDENT-IO[RTR] to be greater than weight(*[RTR][RTR][ATR]) * scaling(non-low target) * scaling(low trigger).

### Table 9.14: No ATR harmony from low vowels

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>13</td>
<td>3</td>
<td>-1*4(ɪ)*1(ʌ)</td>
<td>-12</td>
</tr>
<tr>
<td>a. ɪ…ʌ</td>
<td></td>
<td></td>
<td>-1</td>
<td>-13</td>
</tr>
<tr>
<td>b. ɪ…ʌ</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ɪ…a</td>
<td>-1</td>
<td></td>
<td></td>
<td>-14</td>
</tr>
</tbody>
</table>

### 4.5 Progressive harmony

Turning now to progressive harmony, the main distinction is that in this case, harmony must target only high vowels, not mid vowels. Since I assume scaling factors must be consistent between directions, this result comes from the lower weight of the progressive harmony
constraint compared to the regressive constraint. Indeed, while the regressive constraint scaled for a mid vowel target has sufficient weight to force unfaithfulness plus a marked ATR mid vowel in the output, the progressive one does not. In the present analysis, this result is derived through the constraint *eo, since high and mid vowels have the same target scaling factors. There exists a markedness constraint against ATR mid vowels, but not against ATR high vowels, which is sufficient for creating a weighting schema that will result in harmony occurring with high but not mid targets. Specifically, in ATR high – RTR high combinations, ATR harmony will violate just IDENT-IO[RTR], while in ATR high – RTR mid combinations, harmony also violates *eo. If progressive harmony scaled to a non-low target outweighs IDENT-IO[RTR], but does not outweigh *eo (or the combination of IDENT-IO[RTR] plus *eo), then harmony will occur with a high target, but not with a mid target. As such, scaling high and mid vowels differently as targets is not necessary here; the difference in this case can be attributed to contrast, and there is no reason for learners to do otherwise.

However, it is worth emphasizing that the difference between mid and low vowels still necessitates target scaling, as discussed above. Indeed, *eo needs to outweigh IDENT-IO[ATR], which needs to outweigh *ʌ, since mid ATR vowels do not occur contrastively while low ones do. By transitivity, *eo outweighs *ʌ. As such, without scaling, if regressive harmony is sufficient to force mid ATR vowels to occur as the result of harmony, it must also be sufficient to create low ATR vowels. Thus, despite the fact that there does not need to be a distinction between high and mid vowels for target scaling in Mayak, and the progressive harmony target asymmetries can instead be derived from the constraint against ATR mid vowels, we do still need target scaling in order to derive the difference between mid and low vowels in regressive harmony.
Turning to the tableaux, Table 9.15 shows that progressive harmony occurs between high vowels; this result requires \( \text{weight} (\text{IDENT-IO[RTR]}) < \text{weight} (\ast \text{ATR}[x][RTR]) \ast \text{scaling} (\text{non-low trigger}) \ast \text{scaling} (\text{non-low target}) \). The high penalty incurred by disharmony between high vowels rules out the disharmonic candidate (a).

<table>
<thead>
<tr>
<th></th>
<th>IDENT-IO[RTR]</th>
<th>\ast \text{ATR}[x][RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>13</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>-1</td>
<td>-1*4(i)*4(i)</td>
<td>-16</td>
</tr>
<tr>
<td></td>
<td>b. i...i</td>
<td>-1</td>
<td>-13</td>
</tr>
</tbody>
</table>

Table 9.15: Progressive harmony among high vowels

Table 9.16 shows that the same effect does not occur with mid vowels, because \( \ast \text{eo} \) is relevant here. While \( \text{weight} (\ast \text{ATR}[x][RTR]) \ast \text{scaling} (\text{non-low trigger}) \ast \text{scaling} (\text{non-low target}) \) is sufficient to outweigh IDENT-IO[RTR], it is not sufficient to outweigh \( \ast \text{eo} \), which is violated by the harmonic candidate (b). As such, the disharmonic candidate (a) surfaces. The condition \( \text{weight} (\ast \text{ATR}[x][RTR]) \ast \text{scaling} (\text{non-low trigger}) \ast \text{scaling} (\text{non-low target}) < \text{weight} (\text{IDENT-IO[RTR]}) + \text{weight} (\ast \text{eo}) \) is necessary here.\(^{94}\)

\(^{94}\) Note that I am using \( \ast \text{eo} \) here, instead of treating mid and low vowels in suffixes in the same way. Since I treat the alternating low vowel suffix as exceptional, all non-high suffix vowels behave the same way, but the analysis does not unify them, since it uses \( \ast \text{eo} \) to eliminate mid vowel alternations and target scaling to eliminate low vowel ones. This is for two reasons. First, a high weight of the \( \ast \text{eo} \) constraint is independently necessary in Mayak to prevent ATR mid vowels from occurring except as the result of regressive harmony; this constraint already does the work of preventing mid vowel suffix alternations, so there is no need to assume different target scaling for mid vowels. This analysis is not possible for low vowels, which are contrastive. Second, I assume that scaling must be the same for both directionalities of a given type of harmony, such that the fact that mid vowels participate in regressive harmony, while low vowels do not, necessitates that they have different scaling for regressive harmony and therefore also for progressive harmony. Notably, since \( \ast \text{eo} \) must be weighted higher than \( \ast \Lambda \), as \( \Lambda \) occurs contrastively, the only way in which mid vowels but not low vowels can participate in regressive harmony is to give mid vowels higher target scaling. The result is that the exclusion of mid and low vowels from progressive harmony is due to different reasons, but those separate reasons are consistent with the independent behaviours of mid versus low vowels elsewhere in the language (inventory and regressive harmony).
Since ATR mid vowels occur only as the result of regressive harmony from high vowels, it is also necessary to ensure that a hypothetical underlying ATR mid vowel would not occur even following an ATR high vowel. Table 9.17 illustrates, with candidate (b) ruled out by the high weight of *eo. Here, we require weight(IDENT-IO[ATR]) + weight(*[ATR]≠[RTR]) * scaling(non-low trigger) * scaling(non-low target) < weight(*eo).

Table 9.16: No progressive harmony to mid targets

<table>
<thead>
<tr>
<th>/i...ɛ/</th>
<th>*eo</th>
<th>IDENT-IO[RTR]</th>
<th>*[ATR]≠[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32</td>
<td>13</td>
<td>1</td>
<td>H</td>
</tr>
<tr>
<td>a. i...ɛ</td>
<td>-1*4(i)*4(ɛ)</td>
<td>-16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. i...e</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td>-45</td>
</tr>
</tbody>
</table>

Table 9.17: No ATR mid vowels after high vowels, even if present in input

<table>
<thead>
<tr>
<th>/i...ɛ/</th>
<th>*eo</th>
<th>IDENT-IO[ATR]</th>
<th>*[ATR]≠[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32</td>
<td>14</td>
<td>1</td>
<td>H</td>
</tr>
<tr>
<td>a. i...ɛ</td>
<td>-1*4(i)*4(ɛ)</td>
<td>-30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. i...e</td>
<td>-1</td>
<td></td>
<td></td>
<td>-32</td>
</tr>
</tbody>
</table>

Progressive harmony also does not occur with a low target; this is already apparent because regressive harmony does not target low vowels and the progressive harmony constraint is weighted lower than the regressive one, but is illustrated in Table 9.18. For identical reasons, the ATR low vowel cannot act as a trigger of progressive harmony, as shown in Table 9.19.
Table 9.18: No progressive harmony to low targets (except for the one alternating suffix, to be discussed in the next subsection)

<table>
<thead>
<tr>
<th></th>
<th>IDENT-IO[RTR]</th>
<th>*[ATR]≠[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>/i…a/</td>
<td>13</td>
<td>1</td>
<td>H</td>
</tr>
<tr>
<td>a. i…a</td>
<td>-1*4(i)*1(a)</td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td>b. i…ʌ</td>
<td>-1</td>
<td>-13</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.19: No progressive harmony to high front vowels from low triggers\(^{95}\)

<table>
<thead>
<tr>
<th></th>
<th>IDENT-IO[RTR]</th>
<th>*[ATR]≠[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>/ʌ…ʌ/</td>
<td>13</td>
<td>1</td>
<td>H</td>
</tr>
<tr>
<td>a. ʌ…ʌ</td>
<td>-1*1(ʌ)*4(1)</td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td>b. ʌ…i</td>
<td>-1</td>
<td>-13</td>
<td></td>
</tr>
</tbody>
</table>

A final case worth noting is that an ATR mid vowel will not occur even if it could act as a trigger of regressive harmony onto an RTR high vowel. This result essentially occurs because the constraint IDENT-IO[ATR]\(_{\text{II}}\) is not relevant in this situation, and thus the best option is to make the mid vowel RTR, in order to satisfy *eo. This result could be considered an instance of RTR harmony, although we have no evidence that there are any underlying situations like this in the language. Table 9.20 illustrates.

\(^{95}\) The harmony from [ʌ] to the suffix /-ʊk/ needs to be considered in further research; it is possibly due to harmony being parasitic on agreement in backness, if low vowels are [+back] in Mayak. See Section 4.6 for more discussion on this suffix.
Table 9.20: No ATR mid vowels, even if they could act as a trigger

Sections 4.3 and 4.4 have shown that all of the (non-exceptional) Mayak data can be derived using these constraints, with the conditions on weighting as discussed above. Worth noting is that the distinction between low and non-low triggers and targets is critical here. With triggers, a mechanism is required to ensure that ATR high vowels act as triggers while ATR low vowels do not. With targets, the situation is even more interesting: the low RTR vowel is not a target, despite having a contrastive ATR counterpart, while the mid RTR vowels do act as targets for regressive harmony, even though ATR mid vowels are not permitted in any other context. This discrepancy, in which ATR mid vowels are permitted only as a result of harmony, while ATR low vowels are permitted in general but never result from harmony, necessitates a distinction between low and mid (or non-low) targets to be built into the harmony-driving constraint.

### 4.6 Exceptional suffix(es)

Before concluding the analysis, I briefly discuss some options for the exceptional suffix that alternates between [a] and [ʌ], as well as the suffix that alternates between [ɔ] and [u], which Andersen (1999) also considers exceptional. Andersen (1999) assumes that these suffixes are
underspecified underlyingly; this assumption would be consistent with the present approach. Indeed, progressive harmony will target low vowels if they are underlyingly unspecified for [ATR]; the candidates will tie on the faithfulness constraints, which means that the decision falls to the harmony constraints. It is therefore preferable to harmonize, so that an unspecified suffix would surface as [ʌ] following ATR roots and [a] following RTR roots. Table 9.21 illustrates; compare Table 9.18, with a suffix /a/.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
<td>32</td>
<td>14</td>
<td>13</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 9.21: Progressive harmony to underspecified vowel

Note that whether feature-filling of the sort in these candidates violates IDENT-IO[ATR] and IDENT-IO[RTR] is a matter of debate; the definitions in (11) mean that it would not be, and the same assumption is made by Inkelas (1995) for Turkish voicing. This is irrelevant here, as either way, the candidates tie on faithfulness, and the decision is left to the harmony constraint.

Nonetheless, this pattern could instead be derived as morpheme specificity rather than phonological representation, through an analysis of exceptionality that adopts indexation. There are two possible ways of implementing this: one follows Chapter 3 on Hungarian, in which the vowel is exceptionally indexed to behave like a target from another category; the other follows more standard exceptionality accounts, as discussed for instance by Jurgec & Bjorkman (2018), and indexes the harmonizing low vowel suffix to a higher-weighted version of the progressive
harmony constraint. The former would result in /a/ behaving like non-low vowels, and harmony would occur exactly as in Table 9.15. For the latter approach, we would requiring marking both the suffix /a/ and a higher-weighted version of the constraint *[ATR]≠[RTR] as exceptional, notated here as a subscript ‘e’. As long as the exceptional harmony constraint is weighted highly enough, doing so correctly derives harmony of the exceptional suffix after ATR vowels, including after root [ʌ], as illustrated in Table 9.22.

<table>
<thead>
<tr>
<th>/ʌ…a/</th>
<th>*[ATR]≠[RTR]e</th>
<th>IDENT-IO[RTR]</th>
<th>*[ATR]≠[RTR]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ʌ…ʌ</td>
<td>-1</td>
<td></td>
<td>-13</td>
<td></td>
</tr>
<tr>
<td>b. ʌ…a</td>
<td>-1*1(ʌ)*1(a)</td>
<td>-1*1(ʌ)*1(a)</td>
<td>-16</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.22: Progressive harmony to an exceptional low vowel

The same indexation approach would obviously work for the suffix /-ok/, to ensure that it harmonizes after root [ʌ]; an underspecification account would also work in this case, since the only relevant constraint would be the harmony constraint. Either of these analyses would amount to considering this suffix as exceptional. However, there remains the possibility that the harmony of this suffix after [ʌ] is a genuinely phonological fact, if there is a (higher-weighted) drive for ATR-RTR harmony when the trigger and target agree in backness. This possibility remains for future research.

5 Discussion and conclusion

5.1 Predictions

This way of analyzing the pattern makes an important prediction regarding the behaviour of low
vowels. If the only low vowel in a 2IU, 1EO language is the RTR [a], then it can behave like the mid vowels or neutrally, as expected. Critically, however, are cases in which there is a tongue root contrast in low but not mid vowels, like in Mayak. In such cases, the present analysis predicts one of two options, neither of which is ATR dominance. The low ATR vowel could be a non-trigger of harmony, like in Mayak; this option is accomplished by scaling the harmony constraint such that with a low trigger, the result is insufficient to force unfaithfulness. Alternatively, combinations of ATR low vowels with RTR mid vowels could harmonize to RTR; the low vowel is not subject to the high-specific ATR faithfulness, and so we would obtain the result discussed in relation to Table 9.4, where RTR wins to avoid ATR mid vowels. I am not aware of any such cases, but also not aware of any languages in which low but not mid vowels contrast that do not behave like Mayak. A language in which ATR low vowels and RTR mid vowels harmonize to ATR, even though ATR mid vowels exist only as a result of harmony in the language, would force a re-analysis, since it is incompatible with the present view.

Relatedly, an odd fact about this analysis is that it in some sense puts the fact that high vowels are better triggers into two places: in the faithfulness constraint, where ATR gets preserved on high vowels to the exclusion of other vowels, and in the scaling of the harmony constraint, where disharmony is penalized more severely for high triggers than non-high ones. Whether or not this fact constitutes a problem or loss of generalization depends in part on our view of why high vowels are good triggers. In a footnote, Potts et al. (2010), referencing personal communication with McCarthy, note that ATR high vowels might be good triggers of harmony because the tongue root is particularly advanced with high vowels. This reasoning sounds related to why ATR is good on high vowels: tongue root advancement and tongue body raising are correlated. In that case, we might want there to be a tighter connection between
wanting to preferentially preserve ATR on high vowels and having high vowels be the best triggers. However, this explanation is not the only one proposed for why high vowels trigger harmony: it could be due to a weak perceptual tongue root contrast in high vowels, as argued for instance by Rose (2018). If that is the case, the fact that high vowels are good triggers of ATR harmony is essentially independent of the fact that ATR is good on high vowels; the former is about the properties of the contrast, while the latter is about the properties of a specific vowel.

In either case, the present analysis requires both trigger scaling and preferential preservation of ATR in high vowels; without the former, harmony would be expected with the low ATR vowel as a trigger, and without the latter, we encounter a paradox regarding the behaviour of mid vowels. Whether these components of the analysis could be brought together remains to be explored in future work.

5.2 Conclusions

Mayak is a particularly interesting case of ATR harmony because the low vowel [a] is paired for ATR, but generally does not alternate with its ATR counterpart. The fact that [a] and [ʌ] alternate harmonically in one affix is sufficient to show that they are indeed paired for ATR, yet the fact that [a] does not otherwise undergo harmony in Mayak is mysterious under the often-held perspective that unpairedness is the reason that [a] is often neutral in tongue root harmony systems. Moreover, it is particularly strange in Mayak that the mid vowels, which do not have contrastive ATR counterparts, undergo harmony allophonically, in the same contexts in which the contrastively paired [a] fails to harmonize.

Mayak illustrates that the cross-linguistic dispreference for low vowels to harmonize in tongue root harmony is unrelated to whether they have harmonic counterparts. Instead, some
independent factor about low vowels makes them poor triggers and targets of ATR harmony, resulting in a pattern in which [ʌ] fails to trigger harmony in contexts in which non-low vowels do trigger, and in which [a] is neutral despite having a counterpart that is perfectly permitted to occur in the contexts in which it fails to harmonize. It is not sufficient to claim that this pattern results from a dispreference for [ʌ]; that would fail to explain why [ʌ] does not act as a trigger. Moreover, in general, Mayak has a dispreference for ATR mid vowels, given that [e] and [o] do not occur except as a result of harmony; however, that dispreference is overridden by harmony. It would therefore be unusual to claim that the failure of [a] to harmonize is due to a dispreference for [ʌ], given that [ʌ] occurs contrastively in the language.

In the present analysis, these facts are accounted for by scaling the harmony constraint by trigger strength and target quality; low vowels are worse triggers and targets than non-low vowels, meaning the pressure to harmonize is less, and in particular is insufficient to force unfaithfulness. The fact that mid vowels do participate in some contexts is due to the greater pressure for them to be targets, which is sufficient to force not only unfaithfulness but also the presence of vowels that are otherwise absent from the language. Treating mid and low vowels as having distinct pressures to harmonize is consistent with their cross-linguistic patterning; mid vowels almost always participate in ATR dominant harmony, even if only allophonically (due to the absence of contrastive ATR mid vowels), while low vowels are frequently neutral, even with contrastive counterparts like in Mayak.

The Mayak pattern also shows a distinction between high and mid vowels in targets, in that high but not mid vowels are subject to progressive harmony. It would be possible to account for this fact using an additional differentiation between the quality of high versus mid vowels as targets, but doing so is not necessary. Instead, the pattern can be derived through stronger
regressive than progressive harmony, combined with the fact that mid vowels do not contrast for ATR, while high vowels do. Regressive harmony with a mid target is sufficient to outweigh the pressure against ATR mid vowels, while progressive harmony is not. With high targets, there is no such additional relevant markedness constraint in conflict with harmony, and so the fact that progressive harmony with a high target outweighs faithfulness is sufficient to ensure harmony will occur. Thus, the neutrality of mid vowels as targets to progressive harmony in this analysis is due to the same constraints that causes the absence of their contrastive counterparts in the inventory; Mayak makes a distinction in targets between low and non-low, but does not need any further distinctions.

It is worth noting that, cross-linguistically, there is in fact a three-way target distinction in ATR dominant harmony: high versus mid versus low. As noted, Mayak requires a low versus non-low distinction, but other languages like Lango require high versus non-high (see Chapter 8). In Lango, like in Mayak, there are contexts of harmony where the only targets are high. However, unlike Mayak, Lango has contrastive ATR mid vowels, meaning that it is not possible to employ the solution proposed here for Mayak, of using general markedness against ATR mid vowels to explain harmony targeting only high vowels. Instead, Lango does appear to require a high versus non-high target distinction, while Mayak requires separating low versus non-low targets. Future research should examine whether any languages critically require all three levels of target quality inherent in these two patterns, or whether languages consistently choose to make a binary distinction, with either the feature [+high] or [-low] determining participation, but not both.

A crucial point raised here is that there are multiple factors that can contribute to neutrality. Despite the existence of such simplifying claims in the literature (e.g. van der Hulst
neutrality is not equivalent to the lack of a harmonic counterpart. Mayak is an excellent illustration of the many facets in the relationship (or lack thereof) between neutrality and contrast. The low vowels contrast for ATR, yet are neutral, both in terms of the ATR low vowel not triggering harmony and the RTR low vowel not acting as a target. This fact is the most problematic for the view in which neutrality corresponds to lack of contrast; even in a view with a more nuanced view of what contrast means, like the Contrastive Hierarchy approach (Dresher 2009), this type of pattern with neutrality of contrastive vowels should not be possible. Indeed, the Contrastive Hierarchy assigns features to the segment inventory by successive divisions with features, and so the ordering of the features determines in part the specifications that a segment has. In such an approach, a segment X that is not contrastive for a given feature [F] may nonetheless be specified for [F], if [F] is ordered before X has been fully differentiated from the rest of the inventory. However, there is no way in this approach in which a segment that has a counterpart for [F] can be unspecified for it, since X will not be differentiated from its counterpart until the feature [F] has been specified. Thus, even in this more nuanced view of contrast, Mayak low vowels must be specified for ATR, and so if neutrality is just about contrastive specifications for ATR, they should not be neutral.

Nonetheless, the Mayak pattern is even more complicated in the types of relationships it illustrates. Of course, high vowels contrast for ATR and act as both triggers and targets, as expected. With mid vowels, the situation is more interesting, because here is the one height where there is a lack of harmonic counterpart in the underlying inventory, yet mid vowels participate in one direction and not the other. This result, like that of low vowels, is unexpected by any view of contrast in which contrast determines participation. Even in a view like the Contrastive Hierarchy, in which segments without harmonic counterparts can be contrastive for
the harmonic feature depending on the ordering of features, we would expect mid vowels to either consistently participate in harmony, or else consistently be neutral. Instead, in Mayak, their behaviour varies depending on directionality. We therefore cannot say that contrast has a critical role in determining which vowels participate in Mayak harmony, for low vowels or for mid vowels. However, as noted, it was the lack of contrast in mid vowels that allowed for an account of Mayak progressive harmony without three levels of target quality scaling; the existence of the *eo constraint meant that there was no need to distinguish mid from high vowels within the harmony constraint itself.

An additional consideration worth exploring is whether the Mayak pattern is really about targets, or whether it is preferable to consider it a case of parasitic harmony. It is unclear whether there is any clear conceptual or analytical advantage to either of these options. Ultimately, harmony in Mayak is essentially parasitic on [-low], with [+high] also potentially relevant for progressive harmony depending on the analysis. However, if we consider this a basic case of parasitic harmony, without further considering the nature of the targets, we would want to know why harmony would be parasitic on [-low]. The answer to that seems to be that low vowels are simply not good targets for ATR harmony, in that harmonizing [a] is bad in Mayak even in contexts in which its ATR counterpart can occur, and even in contexts in which harmonizing RTR mid vowels to their non-contrastive ATR counterparts is good. We simply do not know enough about the articulation and perception of tongue root contrasts among vowels of different heights to know whether there is any additional motivation for harmony among non-low but not low vowels. Specifically, we do not know enough to determine whether there is more motivation for this being a case of trigger-target agreement or of independent trigger and target properties that happen to result in a pattern that looks like trigger and target need to agree in [-low].
Understanding the broader typology of the behaviour of vowels of different heights in ATR harmony systems could help to answer these questions. Typologically, there does seem to be a scale of participation, in which high vowels participate more than mid vowels, which participate more than low vowels, at least for ATR dominant harmony. This same scale appears to be true for triggers. For both cases, it is not entirely clear why, and therefore it is difficult to speculate whether a pattern like Mayak is due to agreement or due to independent properties of triggers and targets that happen to overlap in this instance. It is worth noting that, unlike in some other types of parasitic harmony (e.g. cases of rounding harmony; see Kaun 1995), it is not the case in Mayak that there is harmony as long as the vowels agree in [low]; there is simply no harmony if either of the relevant vowels is [+low].

Overall, the Mayak pattern is particularly intriguing, given the lack of relationship between contrast and neutrality. It can be analyzed fairly straightforwardly, as long as we assume that the harmony constraint is sensitive to the height of the interacting vowels, with a greater pressure to harmonize among non-low vowels than when one (or both) of the interacting vowels is low.
Chapter 10: Conclusion

1 Summary

This dissertation has dealt with the complexities in which vowels participate in a number of front/back and ATR harmony systems. Evidently, participation versus neutrality in vowel harmony is more complicated than simply looking at which segments have harmonic counterparts in the phonemic inventory of the language. Indeed, there are differences both within and across languages in whether unpaired vowels are neutral and whether paired vowels participate. Despite this lack of direct correlation, there are contrast-independent patterns in which vowels participate in harmony, but these appear to be based on vowel quality rather than contrast.

It is worth noting that, in a large number of languages, neutral vowels are the ones that are unpaired, and unpaired vowels are neutral; the generalization made in previous literature does come from an actual tendency, just one that does not hold universally. One question raised is where that cross-linguistic tendency comes from. In the analysis presented through this dissertation, one answer is that the mechanisms behind lack of contrast are in fact still one of the ways in which neutrality to harmony can arise within the phonological grammar; this was the analysis I adopted for Alur. Beyond that, though, it is unclear whether or how the connection between vowels that tend to be unpaired and vowels that tend to be neutral is encoded in the grammar, other than that the same factors happen to contribute to both properties.

Both typologically and within individual languages, there are height effects for participation in both front/back and ATR harmony. In front/back harmony, lower vowels are better targets, while in ATR-dominant harmony, higher vowels are the better targets. These generalizations are independent of the harmonic pairing of the vowels, and as such, cannot be
incorporated into the theory without a mechanism for determining participation that is independent from the structure of the inventory.

I have proposed a formal analysis in which the penalty for disharmony depends on which segments are interacting, as well as how far apart they are. Building on previous work that incorporates scaling of harmony based on trigger and distance (Kimper 2011), I have argued for the necessity of scaling for target and added this mechanism to the account. I implemented this approach for two cases of front/back harmony, in Hungarian and Votic, and for two of ATR harmony, in Lango and Mayak. The same principles and formal mechanisms could in theory be used to account for Alur, but are not in fact necessary. Critically, the point here is not that differentiation of specific vowels as harmony targets is the only mechanism by which vowels may be neutral (i.e. it can also be due to the same mechanisms that cause lack of contrast), but that it must be a possibility afforded by the phonological grammar.

Additionally, I examined whether these types of cross-linguistic generalizations about segment participation also hold gradiently in lexical corpora of individual languages with front/back harmony. While this aspect of the dissertation was only a proof-of-concept, it is important because it asks this question about how participation is reflected in gradient co-occurrence relationships, and proposes a quantitative metric that can be used to examine this question in future research.

2 Future directions

There are many opportunities for further work based on this dissertation. Evidently, the number of languages analyzed in detail here is small, and there are a large number of additional cases of harmony that could be explored using the theoretical principles introduced here. There are many
languages that have been described as having complicated systems of front/back or ATR-dominant harmony that could be studied using this analysis. This includes looking into not only categorical patterns of participation versus neutrality, but also which vowels tend to be exceptional. For example, low vowels seem to often be exceptionally disharmonic in ATR-dominant harmony systems, even in cases where they generally participate (e.g. Baka, Parker 1985: [a] is paired and usually harmonizes, but is neutral in some stems; Lulubo, Andersen 1987: ATR-[a] sequences are forbidden, while [a]-ATR is permitted, even though generally RTR-ATR is not; Bari, Steinberger & Vago 1987: non-target exceptionality involves the contrastively paired vowel [a]; Kalenjin, Lodge 1995: three of four opaque non-harmonizing morphemes involve [a], which is contrastively paired and usually harmonizes).

Additionally, future research needs to look at other types of tongue root harmony, beyond ATR-dominant systems. As noted in Chapter 5, trigger and target asymmetries appear to pattern differently between these harmony types, and there is a clear correlation between inventory contrasts in high vowels and the type of tongue root harmony a language exhibits. At present, this connection is incorporated into multiple places in the analysis: contrasts in high vowels are encoded by the ranking of *[RTR,+hi] with respect to IDENT-IO[RTR], ATR dominance is encoded by the ranking of ATR faithfulness above RTR faithfulness, and trigger and target asymmetries are encoded through the scaling factors. Finding a way to express these correlations formally is critical in further work. In particular, if the same tongue root feature is involved in all types of tongue root harmony, then presumably any articulatory and perceptual factors influencing triggers and targets are the same; understanding why triggers and targets nonetheless pattern differently in these systems is therefore important. Given the many different phonetic factors involved in the realization of tongue root contrasts (e.g. tongue root movement, phonation
type, etc.), as discussed in Chapter 5, it is not entirely clear that the same tongue root feature is involved in all tongue root harmony systems; such potential phonetic differences should be further explored as a way to understand the trigger/target differences. In terms of front/back harmony, it may also be worth examining umlaut patterns (e.g. Walker 2011; van der Hulst 2018), which often involve front/back, to determine whether they behave the same way as front/back harmony and whether similar trigger and target asymmetries exist there.

Further, corpora of more languages should be analyzed using the segment-specific participation metric developed in Chapter 4. In particular, it should be tested on languages with other types of harmony. For example, it could be tested on languages with tongue root harmony, to see whether the height-related asymmetries in vowel behaviour seen there are also reflected in the corpus statistics. Moreover, looking at more refined corpora, in which loans, derived forms, and so on are removed, would also be helpful, in order to determine the extent to which the generalizations are still apparent in native roots. It could also be worth incorporating the corpus generalizations into the formal analysis, by extending the theoretical model to predict fine-grained segment-specific participation properties. Whether this is necessary depends on one’s view of what the phonological grammar can see, in other words, on whether these gradient patterns are part of the phonological grammar or simply provide the basis for patterns that can get phonologized by subsequent generations of learners. This question requires more research to answer; it would be useful to test whether speakers’ phonological representations are sensitive to these gradient differences in segment-specific participation. If speakers do not have any sort of knowledge of these patterns, then it would be reasonable to claim that they are not part of the phonology and do not require formal analysis as an aspect of the synchronic grammar. In contrast, if speakers are sensitive to the distinctions, then we could incorporate them, for
instance, into a type of phonological analysis that models specific likelihoods of particular forms (e.g. MaxEnt; Hayes & Wilson 2008).

A large amount of experimental work could also be done to examine the target asymmetries discussed throughout this dissertation. Articulatory and acoustic work could help confirm the reasons behind the types of asymmetries we see in the typology, such as whether contrasts are produced differently at different heights. For example, if it is more difficult to produce front/back disharmonic forms involving lower vowels, that could provide an articulatory reason for front/back harmony being preferred among lower vowels. In terms of perception, we might want to look at whether speakers are better at hearing contrasts in certain vowels in a way that reflects their likelihood of participating in harmony. This could be extended to look at whether height effects are apparent in the perception of disharmony. For example, given that cross-linguistically ATR disharmony involving low vowels appears to be less problematic than disharmony involving high vowels, we could ask whether speakers of a language that harmonizes across-the-board perceive these types of disharmony differently.
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