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Abstract 

Data science, the principles that support extracting knowledge from data, has become 

increasingly important in natural resources management. This thesis applied both machine 

learning (innovative modelling) and statistics (conventional modelling) to address two ecological 

questions.  

In Chapter 2, Automatic bird sound detection: logistic regression based acoustic occupancy 

model, logistic models and convolutional neural networks were applied to predict bird 

presence/absence in audio recordings, in order to improve efficiency in analyzing large audio 

datasets. The acoustic recordings came from a bird sound detection challenge organized by the 

Institute of Electrical and Electronics Engineers (IEEE) and covered bird songs and calls in a 

wide range of environments along with the presence of noise. Based on leave-one-out cross-

validation, the final logistic model resulted in an overall accuracy of 75% with a false negative 

rate of 16%. Compared with a convolutional neural network (CNN) model using the same 

dataset, the logistic model was about seven times faster in terms of processing time. This bird 

sound detection model using sound frequency percentiles in a logistic model opens up promising 

approaches to aid in automatic, accurate, and efficient analysis of large audio datasets for 

monitoring wildlife communities. 

In Chapter 3, Previous fire severity enhances reburn severity: a case study in interior 

British Columbia, Canada, an ordinal logistic model was applied to investigate how previous 
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fires influenced the reburn severity in interior British Columbia, Canada, in order to determine 

the driver of reburn severity. Previous fires affect rates of fuel consumption and accumulation, 

thus influencing the probability and severity of subsequent fires. In this study, forest stand 

structural change due to the first fire (in 2009 or 2010), such as changes in basal area and trees 

per hectare, were used to model the severity of the reburn in 2017. The ordinal model indicated a 

positive relationship between fire severities in the Riske Creek area. Specifically, fires in the 

Riske Creek area might not be able to limit the probability or severity of a reburn after seven or 

eight years.  
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Lay Summary 

This thesis applied modelling methods to answer two ecological questions. First, a bird sound 

detection model was developed to distinguish audio recordings including bird sound from 

recordings with noises. The final model achieved a high overall accuracy (75%) and reduced 

required processing resources compared to the state-of-the art models, convolutional neural 

network models. This study opens up promising approaches to aid in automatic, accurate, and 

efficient analysis of large audio datasets for monitoring wildlife communities. Second, an ordinal 

model was developed to investigate how previous fires influence reburn severity. The final 

model indicated that higher severity in a previous fire was related to high reburn severity in the 

Riske Creek area in interior British Columbia, Canada. This result indicated that previous severe 

fires might not be able to limit the probability or severity of a reburn after seven or eight years of 

a fire in the Riske Creek area. 

. 
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Chapter 1: Introduction 

Data science, the principles that support extracting knowledge from data, has changed the world 

we are living in today (Dhar 2012). Jordan (2019) argued that data science is an amalgamation of 

statistics (conventional modelling) and machine learning (innovative modelling), two fields that 

are closely related in terms of their nature of discovering patterns in data, but distinct in their 

primary goals of application (Dhar 2012). Statistics has a great focus on the interpretability of a 

model, aiming to derive causal inference and inference to a population using experimental and 

observational studies, respectively (Ramsey and Schafer 2013). In contrast, machine learning 

finds the underlying patterns of data, with a strong emphasis on prediction instead of 

interpretation (Dhar 2012). Nowadays we are seeing widespread application of data science to 

fill the gap between data generation and data understanding (van der Aalst 2016). Current 

scientific research across all disciplines requires a certain level of understanding in statistics 

and/or machine learning, in order to draw inferences or make predictions (Dhar 2012). 

Skills in statistics and/or machine learning in the field of natural resources management have 

become increasingly important given the great quantity of available data (Song et al. 2018). 

Collecting data across large spatio-temporal scales has become relatively easy with advanced 

technology such as unmanned aerial vehicles, camera trapping, and autonomous recording units 

(Pimm et al. 2015). Efforts have been made to synthesize collected data and, accordingly, 

numerous open source databases are available such as the EarthExplorer for Landsat imagery 
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(https://earthexplorer.usgs.gov/), Monitoring Trends in Burn Severity database 

(https://www.mtbs.gov/), Global Biodiversity Information Facility (https://www.gbif.org/), 

National Ecological Observatory Network (https://www.neonscience.org/), iNaturalist 

(https://www.inaturalist.org/), Xeno-Canto (https://www.xeno-canto.org/), and eBird 

(https://ebird.org/home). These databases provide opportunities for large scale research in natural 

resources management, such as wildfire monitoring, landscape management, biological 

monitoring, and animal movement (Pimm et al. 2015). As a result, we are seeing a change in the 

natural sciences from how to collect enough data to how to appropriately analyze data, 

understand the limitations of diverse methods, and turn data into insights (Arts et al. 2015). 

Successful stories about applying data science in the field of natural resources management 

emerged over the past few years: the collective behaviour in birds was studied using quantitative 

computer vision analysis (Procaccini et al. 2011); illegal logging in rainforests was monitored by 

cellphone-based devices using harmonics detection in acoustical analysis (Upton et al. 2015); 

endangered and rare species were surveyed by camera traps and individuals were detected using 

automatic recognition analysis (O’Connell et al. 2011, Tabak et al. 2019); and avian populations 

were examined with autonomous recording units using acoustic analysis (Shonfield and Bayne 

2017). In the information age that we are living in today, creativity and strong analytical skills 

are key for successful research (Arts et al. 2015). 

In this thesis, two ecological questions in the field of natural resources management were 

answered using statistics and machine learning approaches. In particular, the strength of data 

https://earthexplorer.usgs.gov/
https://www.mtbs.gov/
https://www.gbif.org/
https://www.neonscience.org/
https://www.inaturalist.org/
https://www.xeno-canto.org/
https://ebird.org/home
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science being able to make predictions and draw inferences from data were demonstrated. In 

Chapter 2, Automatic bird sound detection: logistic regression based acoustic occupancy 

model, logistic models and convolutional neural networks were applied to predict bird 

presence/absence in audio recordings, in order to improve the efficiency in analyzing large audio 

datasets. Specific objectives of this chapter were: 1) to test the effectiveness of using sound 

frequency percentiles in a logistic model to predict the presence of bird sounds in audio 

recordings, 2) to compare the performance of this approach to results from a CNN approach, and 

3) to provide an open source algorithm to implement both detection models. This study provides 

an efficient and accurate algorithm for detecting birds from audio recordings that could 

potentially be used in a wide variety of environments. In Chapter 3, Previous fire severity 

enhances reburn severity: a case study in interior British Columbia, Canada, an ordinal 

logistic model was applied to investigate how previous fire influence the reburn severity in the 

Riske Creek area in interior British Columbia, Canada, in order to determine the driver of reburn 

severity. Here a statistical model was developed as an explanatory model to relate the stand 

structure change due to the first fire to the reburn severity. Specific objectives of this chapter 

were: 1) to describe and compare the pre-first fire stand structure, including species composition, 

tree density, and basal area, between continuous and fragmented forest patches, and 2) to identify 

whether the severity of the first fire, which was represented by basal area and density metrics, 

enhances or limits the reburn severity. 
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Chapter 2: Automatic bird sound detection: logistic regression based acoustic 

occupancy model 

2.1 Introduction 

The use of autonomous recording units (ARUs) for avian biodiversity assessments and 

community assembly investigations across landscapes has become increasingly popular in recent 

years (Sueur et al. 2014, Shonfield and Bayne 2017). ARUs enabled scheduled and continuous 

collection of soundscapes. Given the reliability of aural detection by field observers during point 

count surveys (Simons et al. 2007), acoustic surveys with ARUs have been used for deriving 

ecological indices such as species occupancy (Lambert and McDonald 2014, Sovern et al. 2014, 

Drake et al. 2016), and abundance (Hedley et al. 2017). Large-scale monitoring with ARUs has 

been widely applied to assess avian community composition (Klingbeil and Willig 2015), 

monitor endangered birds (Garnett et al. 2011), and conduct bird counting (Rosenstock et al. 

2002).  

Despite increasing interest in using ARUs, analyzing audio recordings continues to be a 

challenge given the terabytes of data generated by large-scale monitoring projects (Joly et al. 

2019). Accordingly, commercial and open source software have been developed to assist bird 

species identification from audio recordings (Shonfield and Bayne 2017), including Song Scope 

(Wildlife Acoustic, Maynard, Massachusetts, USA), Kaleidoscope Pro (Wildlife Acoustic, 

Maynard, Massachusetts, USA), Raven Pro (Cornell Laboratory of Ornithology, Ithaca, New 
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York, USA), Sound Analysis Pro (Tchernichovski et al. 2000), and the R package ‘monitor’ 

(Hafner and Katz 2017). However, using species identification software generally requires 

substantial computational processing time and memory resources. One way to minimize the 

processing time and memory resources is to filter the recording periods without bird sounds 

before using the software (Stowell et al. 2016). A pre-filtering step is especially useful for audio 

recordings collected with low bird sound activity, such as acoustic recordings collected for 

nocturnal birds (Rognan et al. 2012). Specifically, employing an automatic detection algorithm 

as a pre-filtering step can greatly increase the efficiency of audio analysis.  

Convolutional neural network (CNN) is the state-of-the art model form that has been widely 

applied for detecting sound events in audio recordings, and has demonstrated high accuracy in 

distinguishing recordings with versus without bird sounds (Adavanne et al. 2017, Cakir et al. 

2017, Kong et al. 2017, Pellegrini 2017). A CNN contains a series of convolutional layers that 

include filters to be applied on the input image (i.e., spectrograms from audio recordings in this 

case), and enable a model to recognize underlying relationships in a set of images. However, 

training a CNN model generally requires considerable computational resources. Further, a CNN 

typically contains thousands of parameters in order to define kernels in convolutions layers, 

making the interpretation of model parameters a hard task.  

Logistic models (i.e., generalized linear models using a logit link and a binomial distribution) are 

another model form that often be used for predicting the existence of wildlife given their 

simplicity, effectiveness, and relative ease of interpretation (Mladenoff et al.1999). A previous 
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study showed that logistic detection models can achieve similar accuracy as neural network 

detection models but can greatly reduce the computational resources and enable drawing 

statistical inferences (Ayer et al. 2010). Logistic prediction models can relate a binary response 

variable, bird presence or absence in the case of bird sound detection, with predictor variables 

extracted from audio recordings. Several low-level descriptive parametric representations (i.e., 

dimension reduction approach) have been proven to be simple and powerful predictor variables 

for vocalization detection. For example, peak spectral components of recordings have been used 

to detect flight calls (Tanttu et al. 2006); highest frequency and the loudest frequency have also 

been used to recognize migratory birds (Schrama et al. 2007). Given that bird sound frequencies 

are distinctively high with most bird species having sound frequencies ranging from 1 to 8 kHz 

(Bonney 2007), sound frequency related predictor variables were commonly used for detecting 

bird sounds in recordings. 

In this study, a logistic bird sound detection model using sound frequency percentiles was 

proposed as an alternative to CNN for automatic bird sound detection. The logistic model and 

sound frequency percentiles, descriptive parametric representations of sound frequency 

distribution of an audio recording, were chosen aiming to reduce the computational resources 

needed for training a detection model, and to use relatively interpretable predictor variables. 

Specific objectives were: 1) to test the effectiveness of using sound frequency percentiles in a 

logistic model to predict the presence of bird sounds in audio recordings, 2) to compare the 

performance of this approach to results from a CNN approach, and 3) to provide an open source 
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algorithm to implement both detection models. This study provides an efficient and accurate 

algorithm for detecting birds from audio recordings that could potentially be used in a wide 

variety of environments.  

2.2 Methods 

2.2.1 Data 

In 2016, the Institute of Electrical and Electronics Engineers (IEEE) Signal Processing Society 

initiated a Bird Audio Detection challenge (Stowell et al. 2016), offering a dataset in real live 

bioacoustics monitoring projects. The audio recordings dataset included 15,690 10-second 

recordings (Table 2-1). About half of the recordings were from a United Kingdom (UK) bird-

sound crowd-sourced research spinout called Warblr (Warblr 2015). Warblr included 

smartphone-derived recordings covering a wide distribution of UK locations and environments. 

The other half of the recordings were from a world-wide field recording project called 

FreeSound (Stowell and Plumbley 2014). The recordings from FreeSound were diverse in 

location and environment from all around the world with a relatively high proportion taken in 

Europe. Each 10-second recording was categorized into bird presence or absence by a network of 

volunteers, including a revalidation process that minimized mislabeled recordings. Audio 

recordings covered a wide range of bird species (species information not provided in the dataset), 

and included noise due to weather, traffic, large mammals, insects, human speech, and even 
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human bird imitations. All recordings were formatted into a 44 kHz sampling rate and the mono 

pulse code modulation WAV (Stowell et al. 2016).  

Table 2-1 Number of audio recordings by data source and bird presence/absence. 

 Presence of birds Absence of birds Total 

Warblr 6,045 (39%) 1,955 (13%) 8,000 (52%) 

FreeSound 1,935 (12%) 5,755 (37%) 7,690 (48%) 

Total 7,980 (51%) 7,710 (49%) 15,690 (100%) 

2.2.2 Audio processing and variable extraction 

A high-pass filter with a cut-off sound frequency of 400 Hz was applied to each recording to 

reduce the low-frequency noise caused by wind or mechanical operation (de Oliveira et al. 

2015). Each recording was then sliced into many short sound frames, with each sound frame 

being 12 milliseconds long with a 6 milliseconds overlap (i.e., the first frame contained 1–12 

milliseconds, the second frame contained 7–18 milliseconds, etc.). The spectrogram (Figure 

2-1a) was then generated by applying the discrete Fourier transformation to each sound frame 

(Boll 1979). The dominant sound frequency (i.e., the sound frequency with the highest intensity) 

was selected from each sound frame (Figure 2-1b) and these were used to obtain an empirical 

cumulative distribution (Figure 2-1c). Since bird sounds typically range from 1 to 8 kHz 

(Bonney 2007), it was hypothesized that the higher sound frequencies would be more powerful 

for detecting bird presence. Therefore, from the empirical cumulative distribution, 10 sound 
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frequency percentiles (i.e., 30th, 40th, 50th, 60th, 70th, 80th, 90th, 95th, 97.5th, and 99th) were 

extracted as candidate predictor variables. More sound frequency percentiles were extracted in 

higher percentiles; furthermore, the source of the recording (i.e., Warblr or FreeSound), 

SOURCE, was added as an additional candidate predictor variable. This indicator variable was to 

account for the difference between the two sound projects (e.g., crowdsourcing, Warblr, using 

uncontrolled equipment versus remote monitoring project, FreeSound, using fixed and known 

recording equipment).  
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Figure 2-1 Process of extracting sound frequency percentiles from a recording. (a) Spectrogram of a ten-

second long recording. (b) Dominant sound frequencies selected from each of the sound frames in the 

spectrogram. (c) Empirical cumulative distribution of dominant sound frequencies. The 99th percentile was 

marked by dashed lines for demonstration. 
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2.2.3 Logistic detection model formulation 

Logistic models (McCullagh and Nelder 1989) were developed for bird detection from audio 

recordings, specifically: 

𝑃𝑟𝑜̂𝑏(𝑌 = 1) =
𝑒𝑥𝑝⁡(𝛽0 + 𝛽1𝑥1𝑖 +⋯+ 𝛽𝑚𝑥𝑚𝑖)

1 + 𝑒𝑥𝑝(𝛽0 + 𝛽1𝑥1𝑖 +⋯+ 𝛽𝑚𝑥𝑚𝑖)
 

where 𝑃𝑟𝑜̂𝑏(𝑌 = 1) is the predicted probability of a bird presence, 𝑥1,…,𝑚 are predictor 

variables, and 𝛽1,…,𝛽𝑚 are the parameters corresponding to each of the predictor variables. Model 

parameters were estimated using maximum likelihood (McCullagh and Nelder 1989) and the 

glm() function in R (R Core Team 2019), specifying a generalized linear model with a logit link 

and a binomial distribution. 

A “base model” was first developed. Likelihood ratio tests (α=0.05) were used to test whether 

the candidate predictor variables (i.e., 10 frequency percentiles, SOURCE, and interactions 

between percentiles and SOURCE) contributed significantly to the detection of bird sound in 

audio recordings. Specifically, likelihood ratio tests were used to test: 1) whether to include any 

of the candidate variables, 2) whether to include SOURCE, and 3) whether to include 

interactions between percentiles and SOURCE. After selecting a base model using these tests, 

the possibility of further variable reductions was examined by applying backward stepwise 

selection (i.e., backwards elimination). Specifically, percentiles with their interactions with 
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SOURCE were dropped until all remaining percentiles with SOURCE interactions were 

significant (α=0.05). 

2.2.4 Logistic detection model evaluation 

Since the accuracy of a logistic model is often overestimated when using the same observations 

for model building and testing (Hosmer et al. 2013), the leave-one-out cross-validation method 

(Snee 1977) was applied. Specifically, the predicted probability for each recording was based on 

the model fitted without that particular observation. Accuracy metrics were selected based on 

recommendations for habitat models provided by Pearce and Ferrier (2000) and for acoustic 

recognizers provided by Knight et al. (2017).  

First, the Hosmer-Lemeshow goodness-of-fit test (α=0.05) (Hosmer et al. 2013) was used to test 

the agreement between observed bird presence (i.e., true bird presence) and the predicted 

probabilities. The chi-square statistic was derived with a group number of 20, where the first 

group included audio recordings with 0 to 0.05 predicted probabilities. A significant p-value 

indicates model lack-of-fit. 

The predicted presence or absence of each audio recording was obtained by comparing the 

predicted probability to a cut-off probability: an observation was categorized as predicted 

presence if the predicted probability ≥ cut-off probability. In order to assess how the cut-off 

probability influences the logistic detection model performance, overall accuracy, false negative 
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rate, and false positive rate corresponding to each cut-off probability ranging from 0.2 to 0.9 in 

increments of 0.05 (Neter et al. 1996) were calculated. 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙⁡𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑃𝑟𝑜𝑏(𝑃𝑟𝑒𝑑 = 0|𝑂𝑏𝑠 = 0) + 𝑃𝑟𝑜𝑏(𝑃𝑟𝑒𝑑 = 1|𝑂𝑏𝑠 = 1) 

𝐹𝑎𝑙𝑠𝑒⁡𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒⁡𝑟𝑎𝑡𝑒 = 𝑃𝑟𝑜𝑏(𝑃𝑟𝑒𝑑 = 0|𝑂𝑏𝑠 = 1) 

𝐹𝑎𝑙𝑠𝑒⁡𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒⁡𝑟𝑎𝑡𝑒 = 𝑃𝑟𝑜𝑏(𝑃𝑟𝑒𝑑 = 1|𝑂𝑏𝑠 = 0) 

where Pred and Obs were predicted and observed presences, respectively. A value of 1 indicates 

presence, and 0 indicates absence. The false negative rate indicated the chances of the model 

missing the bird sound in the recording, while the false positive rate indicated the chances of the 

model failing to filter the recordings without bird sound. An optimal cut-off probability was 

selected based on the highest overall accuracy.  

Finally, the relative operating characteristic (ROC) curve was derived by plotting the true 

positive rate (i.e., 1-false negative rate) against the false positive rate across a gradient of cut-off 

probabilities (DeLong et al. 1988). Accordingly, the area under the ROC curve (AUC) was 

calculated as an aggregate measure of performance of a detection model: a model with an AUC 

above 0.7 and 0.8 provides satisfactory discrimination and excellent discrimination, respectively 

(Hosmer et al. 2013). 
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2.2.5 Comparison to a CNN detection model 

A convolutional neural network (CNN) detection model was developed as a comparison to the 

logistic detection model. The CNN architecture was based on an eight-layer CNN from the 

Canadian Institute for Advanced Research (CIFAR-10) in Keras API (Chollet 2015). This CNN 

architecture was selected given its reported high accuracy in the CIFAR-10 classification task for 

image classification. The source code was provided by Lima (2018) and was further modified to 

process the audio recording dataset in this study. The input layer of the CNN included sound 

spectrograms derived from the 10-second recordings with each spectrogram downsized to a 

single channel image of a 50 Hz-by-50 second pixels to reduce the computer processing time. 

This CNN architecture included four convolution layers, two pooling layers, and two dense 

layers (Figure 2-2). For regularization, dropout (Srivastava et al. 2014) with a rate of 0.25 was 

employed in convolutional layers. The network was trained with 30 epochs (i.e., 30 full training 

cycles) and a batch size of 100 using the Adam optimizer (Kingma and Ba 2014) and binary 

cross-entropy as the loss function. 
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In order to compare the logistic model to the CNN detection model, the dataset was randomly 

partitioned into a training dataset (80%) and a test dataset (20%). Both the logistic and CNN 

models were fit using the training dataset and evaluated using the test dataset. The processing 

time to fit a model based on the training dataset and to make predictions on the test dataset was 

recorded for both types of models using a computer with an Intel Core i7-4790 CPU operating at 

3.6 GHz. The overall accuracy, false negative, and false positive rates were calculated based on 

the predictions made using the models on the test dataset. 

 

 

 

Figure 2-2 The complete convolutional neural network (CNN) model architecture used in this study. The 

numbers indicate the dimension of each object. The input layer of the model is the spectrogram of the 

recording and the output is the predicted probability of the presence of bird sounds. 
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2.3 Results 

2.3.1 Characteristics of sound frequency percentiles 

Two recordings were selected from the dataset to visually demonstrate the difference between 

audio recordings with and without bird sounds. The spectrogram of an audio recording with bird 

sounds had higher dominant sound frequencies compared to the one with human speech and 

traffic noise (Figure 2-3a). This difference in sound frequency distribution resulted in distinct 

patterns in the empirical cumulative distribution of the dominant sound frequencies (Figure 

2-3b). The recording with bird sounds had a curve that rose steadily and achieved the 100th 

percentile with high sound frequency at around 6 kHz, while the recording without bird sounds 

had a curve that rose sharply and achieved the 100th percentile in low sound frequency at around 

3 kHz.  

Furthermore, 10 sound frequency percentiles were summarized using all recordings with and 

without bird sounds (Figure 2-4). The recordings without bird sounds had around 60% of 

dominant sound frequencies lower than 1 kHz and 90% of dominant sound frequencies lower 

than 2 kHz. In general, recordings with bird sounds had higher mean dominant sound frequency 

in each percentile than those without bird sounds. 
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Figure 2-3 Illustration of audio recordings with and without bird sounds, specifically: (a) spectrograms of a 

recording with bird sounds (top), and a recording with human speech and traffic noise (bottom); and (b) 

associated empirical cumulative distributions of dominant sound frequencies. 
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Figure 2-4 Sound frequency percentiles versus mean dominant sound frequencies with 99% confidence 

interval marked as horizontal error bars. Audio recordings were grouped by bird presence (orange) and 

absence (green). 
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2.3.2 Logistic detection models 

To test the contribution of candidate predictor variables, four logistic models, the null model 

(GLM.0), two reduced models (GLM.R1, GLM.R2), and the full model (GLM.F), were fitted as 

possible base models (upper part of Table 2). All three models (GLM.R1, GLM.R2, and GLM.F) 

were significantly different from the GLM.0 based on likelihood ratio tests (𝛼=0.05). Of these, 

GLM.F had the highest log likelihood and the lowest AIC. By comparing these three models 

using likelihood ratio tests, GLM.F was selected as the base model (i.e., a full model with all 

percentiles, SOURCE, and interactions between SOURCE and percentiles).  

GLM.F was then reduced using backward stepwise selection (lower part of Table 2-2). The 40th, 

80th, and 60th percentiles and their interaction with SOURCE were dropped sequentially (e.g., 

GLM.R3 was derived from GLM.F by dropping 40th percentile and its interaction with 

SOURCE). The final model, GLM.R5, included 15 predictor variables (i.e., 30th, 50th, 70th, 90th, 

95th, 97.5th, and 99th percentiles, SOURCE, and the interactions of these percentiles with 

SOURCE). 
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Table 2-2 Logistic detection model comparison for selecting base model (upper part) and conducting variable 

selection based on the selected base model (lower part). 

 

Variables 
Log 

likelihood 
AIC 

ΔAIC 

relative to 

GLM.0 

p-value 

GLM.0 None -10873.2 21748 --- --- 

GLM.R1 10 percentiles -9314.8 18652 3096 < 2.2 ∗ 10−6 

GLM.R2 10 percentiles + SOURCE -8105.8 16236 5512 < 2.2 ∗ 10−6 

GLM.F 10 percentiles * SOURCE -8043.9 16132 5616 < 2.2 ∗ 10−6 

GLM.R3 
9 percentiles * SOURCE 

(excluding 40th) 
-8044.2 16128 5620 < 2.2 ∗ 10−6 

GLM.R4 
8 percentiles * SOURCE 

(excluding 40th and 80th) 
-8044.8 16126 5622 < 2.2 ∗ 10−6 

GLM.R5 
7 percentiles * SOURCE 

(excluding 40th, 80th, and 60th) 
-8046.8 16126 5622 < 2.2 ∗ 10−6 
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2.3.3 Logistic detection model accuracy 

The distribution of predicted probabilities using the leave-one-out cross-validation process was 

clearly left-skewed for recordings with bird sounds versus right-skewed for recordings without 

bird sounds (Figure 2-5). The recordings with bird sounds had a higher median predicted 

probability (0.72) compared to that without bird sounds (0.20). Furthermore, potential false 

predictions could be noticed on these distributions. Specifically, the small peak on the left side of 

the orange frequency distribution are recordings with bird sounds but having low predicted 

probability (i.e., potential false negative). Alternatively, the small peak on the right side of the 

green frequency distribution are recordings without bird sounds but having high predicted 

probability (i.e., potential false positive). 
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Figure 2-5 The distributions of predicted probabilities for recordings with (orange) versus without (green) 

bird sounds. The left and right side of the boxes are the first quantile (Q1) and the third quantile (Q3) of the 

predicted probabilities, respectively. The recordings with bird sounds had a higher median predicted 

probability (0.72) than that of recordings without bird sounds (0.20). 

The Hosmer-Lemeshow test (𝛼=0.05) were applied to test whether the predicted probabilities 

closely match the observed proportions of recordings with bird sound. The result indicated a 

lack-of-fit (p-value <0.001). However, it should be noted that the power of this test is very high 

given the large number of audio recordings; thus, even a small lack-of-fit would be detected. To 

illustrate this, the observed presence proportions were plotted against predicted probabilities for 

the 20 equal-interval probability groups (Figure 2-6). Generally, the observed presence 
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proportions were higher than the predicted probabilities in the mid-range of predicted 

probabilities, indicating some lack-of-fit. This generally corresponded to the predicted 

probability groups with less data (i.e., shown as smaller blue bubbles). Further, the slope and the 

intercept of the fitted line were 0.96 (parameter standard error 0.05) and 0.03 (parameter 

standard error 0.03), respectively. The 1:1 correspondence fell in the region of the 95% 

confidence band, indicating the model was well-calibrated. 

 

Figure 2-6 Observed presence proportions versus predicted probabilities for 20 equal-interval predicted 

probability groups (blue bubbles). The size of the bubbles represents the number of recordings in each group. 

The fitted line (solid blue line) is shown along with a 95% confidence band (gray area), compared with a 1:1 

correspondence (dashed red line). 
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The overall accuracy, false negative, and false positive rates were calculated by varying cut-off 

probabilities from 0 to 1, by increments of 0.05, to show the effects of the varying cut-off 

probability (Figure 2-7). The optimal cut-off probability was 0.35 based on the highest overall 

accuracy of 75% (31% true positives and 44% true negatives). The corresponding false negative 

rate was 16%, with a false positive rate of 35%. Finally, the model achieved an AUC of 82%, 

showing that the model provided excellent discrimination between recordings with and without 

bird sounds. 

 

Figure 2-7 (a) Overall accuracy (blue), (b) false negative rate (green), and false positive rate (red) across a 

gradient of cut-off probabilities. 
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2.3.4 Logistic versus CNN models 

The logistic and CNN models were compared by partitioning the dataset into a training dataset 

(80%) and a test dataset (20%). The processing time for the logistic model was shorter than that 

of the CNN model for both training and making predictions (Table 2-3). In particular, each 10-

second recording required around 0.3 seconds to make predictions using the logistic model 

versus 2 seconds using the CNN model. However, the logistic model had a slightly lower overall 

accuracy than CNN model with a higher false positive rate, and a similar false negative rate.  

 

Table 2-3 Processing times and model performance comparison between the logistic model and the CNN. 

Processing times were tested on a computer with an Intel Core i7-4790 CPU operating at 3.6 GHz. 

Model Processing time for 

training (hr) 

Processing time for 

making predictions (hr) 

Overall 

accuracy 

False 

negative 

False 

positive 

Logistic 1:09 0:17 76% 14% 34% 

CNN 6:48 1:40 84% 19% 13% 
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2.4 Discussion 

2.4.1 Using sound frequency percentiles as low-level descriptive parametric 

representations 

It was hypothesized that high sound frequency percentiles would be powerful for detecting bird 

presence in audio recordings based on the fact that bird sound has distinctively high sound 

frequencies (Bonney 2007). This hypothesis was supported by our result, where a logistic 

detection model with high sound frequency percentiles achieved an overall accuracy of 75% in 

detecting bird sounds in audio recordings. The predictive power of each percentile was 

determined by the significance level of the coefficients (Hosmer et al. 2013), which enables 

variable selection and interpretation of the model.  

2.4.2 Challenges of CNN detection models 

Despite achieving high overall accuracy, CNN models have several potential disadvantages 

when used to detect bird sound. First, the simplification of spectrograms as images might result 

in the loss of information. The input of the CNN model were the spectrograms of the audio 

recordings, which have very different meanings in the axes: sound frequency (Hz) versus time 

(second). Although treating spectrograms as images (i.e., with same meaning of axes) in CNN 

models has become a common approach for sound detection tasks and proved to be extremely 

useful (Stowell et al. 2016), some information, such as harmonics of sounds, might be missed 
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with the strong localization ability of CNN models. Second, interpretability of the CNN model 

was limited. Although the large number of parameters in a CNN enable it to model nonlinear 

relationships in the data, they also limit the interpretability of the CNN model since the 

contribution of the kernels in each convolution layer is difficult to determine (Dreiseitl and 

Ohno-Machado 2002). Finally, the CNN model required seven times more computational 

resources than the logistic mode, even with a relatively simple CNN architecture. A “deeper” 

CNN model (i.e., a CNN model with more convolution layers) might provide even better model 

performance, but would require greater processing resources. This would be especially of a 

concern where the processing resources are limited. In this case, the logistic detection model is 

relatively simple, easier to modify, and can be applied readily to large datasets. 

2.4.3 Challenges of logistic detection models 

Although having several advantages over the CNN model, the logistic detection model still had 

some potential limitations. First, the detection model might not be useful for audio recordings 

collected during high sound activities, such as dawn recordings in bird abundant areas (e.g., 

boreal forests), where majority of recording periods are with bird sounds and a pre-filtering step 

is not necessary. Second, the logistic detection model might miss the bird species with extreme 

low sound frequency (e.g., owl, grouse, ptarmigan), given that more high sound frequency 

percentiles were selected in the model. Further, the logistic detection model also got high false 

positive (35%) and false negative (16%) rates. For these false predictions, false positives would 

increase the examination effort after applying the detection model, but would not influence the 
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truthfulness of the following analysis as the recordings of interest would be retained in the 

sample. In contrast, false negatives were likely to become an issue. The recordings were 

predicted to have bird absence, whereas they might include important information, particularly in 

the case that ‘filtered out’ recordings of a species of interest. This approach might still work if 

these ‘filtered out’ recordings do not include the target group of species being monitored. 

False positives likely resulted from the inclusion of non-bird but high frequency sounds 

occurring in this diverse dataset, such as insect vocalizations. For example, cicadas have their 

sound frequency ranges from 4 kHz to 16 kHz (Bennet-Clark and Young 1994) overlapping with 

the range for birds of 1 to 8 kHz (Bonney 2007). As a result, using upper frequency percentiles in 

the logistic model may not have recognized the cicadas as non-bird sounds. This issue with 

cicada sounds affecting the performance of a bird sound detection model has been noted in other 

research (Towsey et al. 2014). A solution for this issue was proposed by Brown et al. (2019), 

where nine acoustic indices were used to filter cicada chorus in a recording. Towsey et al. (2014) 

also used spectral entropy and background noise to develop a simple classifier to detect cicadas. 

Instead of manually checking and identifying the false positives from the logistic model results, 

these insect sound detection algorithms could be applied after the bird sound detection model to 

reduce the false positives and save time examining all recordings predicted as including bird 

sounds. 

False negatives likely resulted from the inclusion of unconstrained content (e.g., wind, rain, 

traffic noise) which masks bird sounds (Rumsey and Mccormick 2012). In the logistic detection 
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model, the dimension reduction approach for calculating predictor variables involved the 

selection of the dominant sound frequency in a specific sound frame. This approach has limited 

ability in detection if there were other sound sources having higher intensity than that of bird 

sounds at the same sound frame. For this, one solution is to integrate other predictor variables 

into the logistic detection model that are more robust when multiple sound sources exist in the 

same sound frame. Another solution is to filter the unconstrained content in the recording before 

applying the detection model. In particular, several indices have been proposed for this filtering 

purpose, such as the acoustic complexity index (Pieretti et al. 2011), spectral and temporal 

entropy (Sueur et al. 2008), background noise (Towsey 2013), and spectral cover (Towsey et al. 

2014).  

2.4.4 Data science for making predictions 

Both statistical and machine learning models can be used to build predictive models, as 

demonstrated in this study. The selection of a model form for building predictive models 

depends not only on high overall accuracies, but also on the ability of the model in preventing 

overfitting, or overtraining in machine learning (Srivastava et al. 2014). Overfitting indicates that 

model predictions are too exact to a particular set of data, and may fail to accurately predict 

future observations (Schaffer 1993), which might result from the inclusion of irrelevant variables 

or to use a model form that is more flexible than it needs to be (Hawkins 2003). A machine 

learning model is more vulnerable to overfitting given numerous parameters in a model 
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(typically more than thousands), which, on the other hand, enable a machine learning model to 

discover complicated nonlinear relationships underlying the data (Srivastava et al. 2014).  

Several techniques were used in this study to prevent potential overfitting issues. For the logistic 

models, overfitting was prevented by examining the correlation between predictor variables and 

with a careful variable selection process, such as the controlled stepwise selection (i.e., 

backwards elimination) (Ramsey and Schafer 2013). For the CNN models, overfitting was 

prevented by drop out (Srivastava et al. 2014) and by splitting part of the training dataset into 

validation dataset for tuning parameters in the training stage (Geron 2017). Overall, both 

statistical and machine learning models have corresponding strategies to prevent overfitting, 

making both model forms suitable for developing predictive models. Thus, future challenges for 

predictive models will be how to keep the high accuracy that machine learning models achieved, 

while also increasing the interpretability and reducing required computational resources.  

2.4.5 Future work 

Covering a wide range of bird species and ecosystems, the audio recordings used in this study 

provided an opportunity to build a model with broad potential applications. However, the lack of 

information about bird species in the dataset limited the possibility of examining the model 

performance across different bird species groups. Thus, future studies are needed to test this 

logistic detection model on audio recordings focusing on finding different target species. For 

this, a better model performance is expected given decreased variation in the data.  
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2.5 Conclusions 

A logistic detection model with frequency percentiles was developed aiming to use relatively 

simple and interpretable predictor variables, to reduce the computational time needed, and to 

simplify the process of making/revising new acoustic detection models. Using sound frequency 

percentiles in a logistic model can accurately predict the presence of bird sounds in audio 

recordings (i.e., 75% overall accuracy rate and 82% AUC), even given a large variability in the 

datasets. Further, the processing speed was over seven times faster than using the CNN model, 

indicating the potential of this approach as a pre-filtering step within an overall bird 

identification algorithm. In particular, a pre-filtering step has potential to greatly reduce the time 

required to process audio recordings by eliminating the periods of recordings without bird 

sounds.  

The R code for the logistic model, the CNN model, and example recordings are available on 

GitHub (https://github.com/SunnyTseng/Bird-Sound-Detection-2019.git, accessed on September 

20, 2019). 

https://github.com/SunnyTseng/Bird-Sound-Detection-2019.git
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Chapter 3: Previous fire severity enhances reburn severity: a case study in 

interior British Columbia, Canada 

3.1 Introduction 

Forest wildfire is a common natural disturbance in British Columbia (BC), Canada (Daniels and 

Gray 2006). Forests in interior BC, specifically forests in the Interior Douglas-fir Biogeoclimatic 

Zone (IDF) (Meidinger and Pojar 1991), are naturally maintained by wildfires, leading to open 

uneven-aged stands interspersed with gaps of grass and shrub lands (Province of BC 1995). Over 

the past several centuries, the IDF experienced mixed severity fire regimes that resulted from the 

influence of climate, fuels, topography (Marcoux et al. 2015), with surface fire frequency 

ranging from 4 to 50 years and crown fires occurring at 150 to 250 year intervals (Heyerdahl et 

al. 2012, Province of BC 1995). Combined effects of human land use, fire suppression, and 

climate variation then influenced this fire regime (Daniels et al., 2013). Wildfire characteristics 

have been shifting with climate change, where longer, warmer, and drier summers may alter the 

existing fire regimes (Daniels et al. 2017). 

BC has recently experienced unprecedented fire seasons in terms of the total number of fires, 

total cost of fire suppression, and total areas burned (BC Wildfire Service 2019). In the summer 

of 2017, more than 1.2 million hectares of area were burned in BC, influencing human health, 

ecosystem services, environment, and biodiversity (BC Wildfire Service 2017). Fire seasons 

have started earlier and lasted longer, representing the “new normal” in BC, as a part of the 
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global trend of increasing fire activities (Daniels et al. 2017). For this, resources have been 

devoted to developing and applying innovative post-fire management strategies, in order to 

lower the probability of subsequent fire events and lower the severity of subsequent fires when 

they occur (Daniels et al. 2017). 

Previous fires affect rates of fuel consumption and accumulation, thus influencing the probability 

and severity of subsequent fires (hereafter: reburn) (Harvey et al. 2016). The ability of past states 

of an ecosystem to influence future ecological responses has been termed ‘ecological memory’ 

(Sun and Ren 2011). Studies about ecological memory in successive fires have revealed varied 

relationships: previous fires may limit (Teske et al. 2012, Parks et al. 2015) or enhance (Collins 

et al. 2009, Thompson et al. 2007, van Wagtendonk et al. 2012) the reburn severity, thus yielding 

findings that may be valid only for a particular ecoregion. There is limited information regarding 

how the severity of previous fire influences the reburn severity in interior BC; however, this 

information is becoming more important as changes in climate are likely to alter current fire 

regimes in the area and lead to shorter fire return intervals (Daniels et al. 2017). Identifying 

factors that drive reburn severity could potentially help in advising management activities to 

mitigate damage from subsequent fire events (Dunn and Bailey 2015).  

Several permanent plots in the Riske Creek area in interior BC were burned twice: first in 2009 

or 2010 and a second time by the 2017 Hanceville fire (BC Wildfire Service 2019). Plots were 

located in two different forest patch types: 1) fragmented forest patches, where small patches of 

trees were interspersed with grasslands, and 2) continuous forest patches, formed by a single 
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large stand of trees. Fire behaviour and fire characteristics may differ among forest patch types 

due to differences in stand structure, such as species composition, tree density, and tree size 

(Fernandes 2009). Previous field data, including tree species, size, and condition (live or dead), 

were available for pre- and post-first fire (i.e., 2009 and 2010 fires), which enabled quantifying 

the first fire severity. To assess reburn severity, additional soil data were collected in 2018, one 

year after the 2017 reburn.  

In this study, an ordinal model was used to determine whether and how the severity of previous 

fire influenced the reburn severity in the Riske Creek area in interior BC. Specific objectives 

were: 1) to describe and compare the pre-first fire stand structure, including species composition, 

tree density, and basal area, between continuous and fragmented forest patches, and 2) to identify 

whether the severity of the first fire, which was represented by basal area and density metrics, 

enhances or limits the reburn severity. By identifying the relationship between severities, the 

results of the study may be used to inform post-fire management strategies that are implemented 

to lower the probability of reburn and lower the reburn severity if a reburn occurs. 

3.2 Methods 

3.2.1 Study area 

The study area is near Riske Creek (51°52’ N, 122°21’ W), in the Very Dry Warm Interior 

Douglas-fir (IDF) Biogeoclimatic Zone (Meidinger and Pojar 1991), approximately 50 km west 
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of Williams Lake, British Columbia, Canada. Elevation of the study area ranges from 920 to 990 

m with a mixture of deciduous and coniferous species embedded in a matrix of grasslands, 

shallow ponds, and wetlands. Trembling aspen (Populus tremuloides Michx.) is the major 

deciduous species, and predominant coniferous species are lodgepole pine (Pinus contorta 

Douglas ex Loudon var. latifolia Engelm. ex S. Watson), Douglas-fir (Pseudotsuga menziesii 

(Mirb.) Franco var. menziesii), and white spruce (Picea glauca (Moench) Voss). Forest habitat 

details are given in Martin et al. (2004). Five sites were included in the study: Military Gate 

(MG), Rock Complex (RC), Rock Lake (RL), Rock Pine (RP), and Solitary Woods (SW) (Figure 

3-1, Table 3-1).  

An outbreak of mountain pine beetle (Dendroctonus ponderosae) began in the study area around 

1998, peaked in 2003 and 2004, and killed most lodgepole pine trees (Drever et al. 2009). 

Salvage logging in 2007 and 2008 further affected the stand structure by removing the majority 

of dead pine trees (Edworthy and Martin 2013). Meanwhile, in 2008, trees over one meter tall 

and under 20.3 cm in diameter were knocked down at site RP for grassland restoration by the 

Range Branch of the BC Ministry of Forests, Lands and Natural Resource Operations (Cariboo-

Chilcotin Grasslands Strategy Working Group 2007). Then, three large wildfires occurred in the 

study area and, as a result, most of the area was burned twice: two fires in 2009 and 2010 

(hereafter: first fire) occurred in the southern and northern parts of the study area, respectively. 

Post-fire logging was conducted in site MG, specifically in nine plots dominated by Douglas-fir, 

where all trees regardless of size and species were cut. After the logging, Tolko Industries Ltd. 
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replanted these plots with lodgepole pine seedlings in a density of 1,400 seedlings per hectare 

(G. Glessing, personal communication, October 11 2019). The areas burned by the first fire were 

then burned again by the 2017 Hanceville fire (hereafter: reburn) (BC Wildfire Service 2019) 

(Figure 3-1, Table 3-1). Site summary statistics including species composition are provided for 

different years to illustrate the stand structural change due to fires: upon the establishment of 

sites in 1990s (Table A-1), post-first fire (Table A-2), and post-second fire (Table A-3). 

Figure 3-1 Burn area of the three wildfires and location of the five study sites: Military Gate (MG), Rock 

Complex (RC), Rock Lake (RL), Rock Pine (RP), and Solitary Woods (SW). Each of the five sites was 

composed of a cluster of plots (black dots). 
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Table 3-1 Tree basal area per hectare (BA), percent BA by species, and mean, standard deviation (SD), and maximum (max) diameter at breast height 

(DBH) prior to the first fire: 2008 measurement for RC, RL, RP and 2010 for MG, SW. Species code: trembling aspen (AT), lodgepole pine (PL), 

Douglas-fir (FD), spruce sp. (Sx). Numbers in bold font indicate the dominant tree species on each site. 

Site 

Year of 

1st fire 

Year of 

reburn 

BA 

AT  

% BA 

PL  

% BA 

FD  

% BA 

Sx  

% BA 

mean 

DBH 

SD 

DBH 

max DBH 

MG 2010 2017 574 17 7 75 1 20.9 10.9 92.0 

RC 2009 2017 118 29 62 9 0 22.3 8.80 51.5 

RL 2009 2017 222 4 29 60 7 22.8 8.47 57.5 

RP 2009 2017 207 10 67 23 0 20.7 11.0 105.0 

SW 2010 2017 234 11 11 78 0 21.1 9.77 68.4 

†sites in continuous forest patches have plots established from the edge and extended into the forest. Sites in fragmented forest patches 

have plots established in a series of “forest islands 
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3.2.2 Data collection 

A total of 70 plots within five sites were established between 1995 and 1997. Each site included 

10 to 15 circular plots (radius 11.28 m) located in either continuous or fragmented forest patches 

(Table 3-2). The sites in continuous forest patches had 11.28 m radius plots established 

systemically on transects from the edge into the interior of the forest, with plot centres 100 m 

apart. The sites in fragmented forest patches had plots established in a series of “forest islands” 

with each plot at least 50 m away from the forest edges and at least 100 m apart from each other. 

Details for the plot design are provided by Martin and Eadie (1999). 

Plots were measured every year since their establishment in the 1995 (site RP in 1997) until 

2011. All vegetation surveys were conducted during the growing season from May to August. 

Tree species, status (i.e., live or dead), and diameter at breast height (i.e., 1.3 m; DBH) for all 

trees greater than 12.5 cm in DBH were recorded. Plots were re-measured in the summer of 

2018. For this latest measurement, surface organic matter (i.e., duff and litter) percent cover on 

the entire plot was assessed by ocular estimate (Forest Inventory and Analysis 2017). Surface 

organic matter included any needles, twigs, branches, seed cones, and a soil layer dominated by 

organic material (Forest Inventory and Analysis 2017). 
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Table 3-2 Forest patch type of each site, number of total plots, plots that were experienced by mountain pine 

beetle (MPB), and plots that were salvaged due to the mountain pine beetle outbreak or the grassland 

restoration (managed pre-1st fire). 

Site 
Forest patch 

type 

# of 

plots 
# of MPB plots 

# of managed plots  

pre-1st  fire 

MG Continuous 20 18 1 

RC Fragmented 8 8 1 

RL Continuous 15 11 8 

RP Fragmented 12 10 2 

SW Continuous 15 7 0 

3.2.3 Response and explanatory variables 

Response variable—Reburn severity was determined based on the soil fire severity as described 

by Jain et al. (2012), with the abundance of post-fire surface organic matter as the criterion to 

classify fire severities. Based on this, each plot was categorized into one of four soil fire 

severities (Figure 3-2, Table 3-3).  

Mountain pine beetle, salvage logging/grassland restoration, and forest patch type—Three 

binary explanatory variables were included as candidate explanatory variables to account for the 

effects of mountain pine beetle, salvage logging, and forest patch type. A plot was categorized as 

attacked by mountain pine beetle if pine mortality was 100% during 1998 to 2008. Furthermore, 

a plot was defined as salvage-logged or experienced grassland restoration if any of the standing 
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pines had been cut between 1998 and 2008. Finally, a forest patch type explanatory variable was 

included to indicate whether the plots were located in continuous or fragmented forest patches. 

Stand structure—Thirty-six candidate explanatory variables were calculated to account for the 

pre-/post-first fire stand structure and the stand structural change caused by the first fire. Twelve 

metrics were used: total trees per hectare (TPH) and basal area per hectare (BA) were calculated 

by tree status (live versus dead). For living trees, BA and TPH were further calculated by tree 

species (conifer versus aspen), and tree size (large versus small) with a DBH threshold of 20 cm, 

the median DBH of all trees in the study area. These twelve metrics were calculated for the 

measurements before the first fire (2008 for RC, RL, RP and 2010 for MG, SW) and after the 

first fire (2010 for RC, RL, RP and 2011 for MG, SW). Additionally, the relative change of each 

metric was also calculated based on values before and after the first fire: 

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒⁡𝑐ℎ𝑎𝑛𝑔𝑒 =
𝑆𝑝𝑜𝑠𝑡 − 𝑆𝑝𝑟𝑒

𝑆𝑝𝑟𝑒
 

where, 𝑆𝑝𝑟𝑒 and 𝑆𝑝𝑜𝑠𝑡 are the stand structure metrics before and after the first fire, respectively. 

Instead of using soil fire severity, as was done for the reburn, here the relative change stand 

structure explanatory variables were obtained as a proxy of the severity of the first fire (Collins 

et al. 2018). This was due to the lack of surface organic matter information after the first fire.  
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Table 3-3 Soil fire severity classification key for the reburn severity. 

Soil characteristics Soil fire severity 

No evidence of a recent fire 0 

Surface organic cover ≥ 85 % 1 

Surface organic cover ≥ 40 % and < 85 % 2 

Surface organic cover < 40 % 3 

 

 

Figure 3-2 Examples of soil fire severity categories a) no evidence of a recent fire, b) surface organic cover ≥ 

85 %, c) surface organic cover ≥ 40 % and < 85 %, and d) surface organic cover < 40 %, respectively (Refer 

to Table 3-3 for details). 
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3.2.4 Pre-first fire stand structure in two forest patch types 

The pre-first fire stand structure explanatory variables were used to investigate the difference and 

the variability between pre-first fire conditions in the two forest patch types (i.e., continuous 

versus fragmented). The mean and the variance of the pre-first fire stand structure explanatory 

variables were calculated by forest patch type. Then, the difference between means and variances 

for each of the stand structure explanatory variables were tested using two-sampled t-tests 

(Student 1908) and Levene’s test (Levene 1960), respectively. 

3.2.5 Ordinal logistic model 

The reburn severity, ranging from 0 to 3, can be considered as ordinal data. Therefore, an ordinal 

logistic model (McCullagh 1980) with cumulative odds was applied to relate the reburn severity 

to the explanatory variables that represent the mountain pine beetle outbreak, the salvage 

logging, pre-/post-first fire stand structure, and the stand structural change caused by the first 

fire. The cumulative odds compare the probability of an equal or smaller response with the 

probability of a larger response, both conditional on the explanatory variables: 

𝑃(𝑌 ≤ 𝑘|𝒙)

𝑃(𝑌 > 𝑘|𝒙)
= 𝑒𝑥𝑝⁡(𝛼𝑘 − 𝒙′𝜷) 

where 𝑃(𝑌 ≤ 𝑘|𝒙) is the probability of a reburn severity being equal or smaller than level 𝑘, 𝒙′ 

is a matrix of explanatory variables, 𝛼𝑘 and 𝜷 are model coefficients, and exp is the inverse of 



43 

 

the natural logarithm. Note that the intercept coefficients were different across reburn severity 

levels while the slope coefficients were the same based on the proportional odds assumption (i.e., 

parallel regression assumption) (Wolfe and Gould 1998). Model parameters were estimated 

using maximum likelihood (McCullagh and Nelder 1989) with clmm() in R package “ordinal” 

(Christensen 2019). 

First, a null model with no explanatory variables was fit to provide a baseline model. Then, 

univariable models were fit to examine the importance of each candidate explanatory variable 

(Hosmer et al. 2013). A random site effect was included to account for the variation among sites. 

Forward selection was applied based on Cox and Snell R2 (Cox and Snell 1968), Akaike 

Information Criterion (AIC), and log likelihoods (Tabachnick and Fidell 2019). Variables were 

added until at least one variable in the model was not significant (𝛼=0.05). Finally, interactions 

among variables were tested using likelihood ratio tests (𝛼=0.05). The final model was evaluated 

with the overall accuracy and the Kappa statistics, which measure the agreement between 

observed and predicted reburn severities (Cohen 1960). 
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3.3 Results 

3.3.1 Stand structure and species composition before the first fire 

Initial measurement of the study area in the 1990s indicated that the dominant species, based on 

basal area per hectare (BA) across sites was Douglas-fir (~181 trees per hectare (TPH), 52% of 

BA), followed by lodgepole pine (~168 TPH, 35% of BA) and trembling aspen (~66 TPH, 12% 

of BA). The mountain pine beetle outbreak started in 1998 and killed most of the pine trees in 

2003 and 2004, thus decreasing the number of live pines (green line in Figure 3-3 (a) and (b)). 

Furthermore, grassland restoration occurred in 2008, and salvage logging occurred during 2007 

and 2008 (Figure A-1), thus decreasing the number of dead pines (green line in Figure 3-3 (b)). 

The density in both live and dead trees did not change greatly in Douglas-fir and trembling aspen 

(Figure 3-3). 

Difference and variability between two forest patch types were examined using pre-first fire 

stand structure variables. With the exception of dead tree TPH and BA, all variables had a higher 

mean and variance in continuous than in fragmented forest patches (Table 3-4). Further, all 

variables were significantly different in means and variance, with exceptions for aspen and dead 

tree variables. The mean value of aspen and dead tree variables were not significantly different 

(α=0.05), given the high standard deviation (i.e., high variation across plots within site). 
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Table 3-4 t-test for comparing the mean, and Levene’s test for comparing the variance of pre-first fire stand 

structure in two forest patch types. The p-values in bold font indicate the pairs with significant differences 

(𝛂=0.05).  

†trees per hectare; ‡basal area 

 

Variable 
p-values 

of t-test 

p-value of 

Levene’s test 

Mean (SD) in 

continuous  

forest patch 

(3 sites 50 plots) 

Mean (SD) in 

fragmented 

forest patch 

(2 sites 20 

plots) 

Live tree TPH† <0.0001 0.0001 332 (278) 109 (134) 

Dead tree TPH 0.0088 0.2101 136 (123) 260 (180) 

Live small tree TPH 0.0045 0.0139 184 (193) 75 (110) 

Live large tree TPH <0.0001 0.0006 148 (148) 34 (44) 

Live aspen TPH 0.7517 0.7426 87 (185) 75 (122) 

Live conifer TPH <0.0001 0.0009 244 (272) 34 (81) 

Live tree BA‡ 0.0025 0.0117 14.1 (12.4) 5.16 (9.79) 

Dead tree BA 0.0557 0.5661 6.46 (7.79) 11.1 (9.07) 

Live small tree BA 0.0008 0.0039 3.36 (3.44) 1.18 (1.73) 

Live large tree BA 0.0116 0.0301 10.8 (11.09) 3.98 (9.13) 

Live aspen BA 0.9933 0.9526 2.22 (4.02) 2.22 (3.13) 

Live conifer BA 0.0029 0.0059 11.9 (12.8) 2.94 (9.88) 
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Figure 3-3 (a) Live and (b) standing dead tree density (trees per hectare, TPH) of the three dominant tree 

species in the study area. TPH was influenced by mountain pine beetle outbreak, post mountain pine beetle 

salvage logging, grassland restoration, and fires in 2009/2010 (highlighted in yellow). No measurements were 

available between 2012 and 2017. Therefore, the period is represented with dashed lines.  
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3.3.2 Reburn severity and the explanatory variables 

Categories 0, 1, and 2 were distributed across sites. A total of 19 (27%), 29 (41%), 16 (23%), and 

6 (9%) plots had reburn severity categories 0, 1, 2, and 3, respectively. Plots experienced post-

first logging and replanting in site MG were mostly severely burned (Figure 3-4). A total of 54 

plots were attacked by mountain pine beetle; after that, 12 plots out of the 54 experienced 

salvage logging or grassland restoration (Table 3-2). Correlations among the 36 stand structure 

explanatory variables were examined. Some variables were highly correlated with each other, 

such as relative change of live tree TPH and relative change of live small tree TPH (correlation 

coefficient=0.95), and relative change of live tree TPH and relative change of live conifer TPH 

(correlation coefficient =0.88). Thus, to avoid any multicollinearity issues, forward selection was 

applied in building the ordinal logistic model. 

 

Figure 3-4 Spatial distribution of post-fire management and the reburn severity categories in each of the five 

sites. Refer to Table 3-3 for the soil fire severity classification key. 
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3.3.3 Reburn severity modelled by stand structural variables 

After a process of variable selection, the reburn severity was modelled as a function of relative 

change of live tree BA, relative change of live small tree TPH, their interaction, and post-first 

fire live conifer BA (Table 3-5). This final model was superior to the null model (𝛼=0.05), with a 

Cox and Snell R2 of 0.29 and an AIC of 128.4. Higher decrease of live tree BA due to the first 

fire was associated with higher reburn severity. Specifically, one unit decrease in relative live 

tree BA was associated with a multiplicative increase of 42.9 (exponential of 3.759) in the odds 

of a plot falling above a certain fire severity level, when all other variables in the model being 

held constant (Table 3-5). Further, relative change of live small tree TPH, its interaction with 

relative change of live tree BA, and post-first fire live conifer BA had positive estimated 

coefficients, meaning higher variable values were associated with higher reburn severity. Note 

that relative change of live small tree TPH was included given its significant interaction with 

relative live tree BA.  

Probabilities of the four reburn severity categories were predicted for each plot using the final 

model and the predicted reburn severity was defined as the category with the highest probability 

for each particular plot (Table A-4). Compared with the observed reburn severity, the model 

achieved an overall accuracy rate of 76% (Table 3-6). According to the confusion matrix (Table 

3-6), the model had correct estimations of reburn severity for 53 plots (i.e., principle diagonal 

elements, 76%), overestimated the reburn severity in 9 plots (i.e., upper diagonal elements, 

13%), and underestimated the reburn severity in 8 plots (i.e., lower diagonal elements, 11%). A 
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Kappa statistic of 0.64 was achieved, implying substantial agreement between the predicted and 

observed reburn categories (Cohen 1960). 

Table 3-5 Model parameters and corresponding p-values. Variables were identified as statistically significant 

(p-value ≤ 0.05) and as providing suggestive but inconclusive evidence in the model (0.05 < p-value ≤0.1) 

(Ramsey and Schafer 2013). 

Variable 
Estimated 

coefficient 

Standard 

error 
p-value 

Relative change of live tree BA (a) -3.759 1.3 0.004 

Relative change of live small tree TPH (b) 0.850 1.1 0.45 

Post-first fire live conifer BA 0.0556 0.03 0.09 

Interaction between (a) and (b) 1.4658 0.7 0.04 

 

Table 3-6 Confusion matrix to compare predicted and observed reburn severity. Elements in the confusion 

matrix represented the number of plots in each combination of predicted and observed reburn severity. Refer 

to Table 3-3 for details of the reburn severity definition. 

  Predicted reburn severity  

  0 1 2 3 Total 

Observed 

reburn severity 

0 15 0 0 0 15 

1 4 27 8 0 39 

2 0 0 6 1 7 

3 0 2 2 5 9 

 Total 19 29 16 6 70 
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3.4 Discussion 

3.4.1 Different stand structure in two forest patch types 

Fire behaviour and fire characteristics may differ among forest patch types due to differences in 

stand structure (Fernandes 2009); thus, pre-first fire structural differences in continuous and 

fragmented forest patches were examined. Before the occurrence of the first fire, plots in 

fragmented forest patches generally had lower live tree TPH and BA, regardless of tree species 

and size. The explanation of this finding is straightforward: plots in fragmented forest patches 

were located in a series of “forest islands” with patches of trees interspersed with grasslands, 

thus resulting in lower live tree TPH and BA. Further, both sites in fragmented forest patches 

(i.e., RC and RP) were dominated by lodgepole pine. Thus, live tree density decreased in both 

sites with the mountain pine beetle outbreak (from 1998 with a peak in 2004), the following 

salvage logging (in 2007 and 2008), and the grassland restoration (in 2008). 

High variation in live aspen TPH and BA among plots was evident before the first fire, which 

reflected the heterogeneity in species composition within a site. For example for site MG, seven 

out of 20 plots were dominated by aspen trees (>225 TPH, >80% of BA), while 13 plots were 

dominated by conifer trees, where aspen trees were less dominant (<100 TPH, <30% of BA). 

This high variation of aspen trees among plots within a site may also explain the variation of the 

reburn severity among plots within a site. Specifically, plots that were dominated by aspen trees 

at site MG before the first fire (i.e., seven plots mentioned above) generally had lower reburn 
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severity than other plots at the site. This observation aligned with a previous study showing that 

aspen stands were less likely to burn than other cover types in subalpine forests (Bigler et al. 

2005). 

High variation in dead tree TPH and BA among plots was also found before the first fire. 

Different amounts of dead trees in plots resulted from the mountain pine beetle outbreak, the 

following salvage logging, and the grassland restoration. Specifically, natural and anthropogenic 

disturbances caused heterogeneity in the number of dead trees, especially dead pines, among 

plots (Figure A-1).  

3.4.2 Positive relationship between severities in successive forest fires 

The final model achieved an overall accuracy of 76% and implied that greater relative change of 

live tree BA, a proxy for the severity of the first fire, was associated with higher reburn severity. 

One extreme case of the loss in live tree BA after the first fire was at site MG, where post-fire 

logging and replanting were conducted in nine plots (Figure 3-4, Figure A-2, Figure A-3). These 

logged and replanted plots severely burned during the reburn in 2017. Previous research has 

shown that post-fire logging could significantly increase downed woody fuels (Donato et al. 

2006). Additionally, replanting activities after a post-fire logging could cause even higher 

severity given the vulnerability of seedlings to high severity reburns (Thompson et al. 2007). The 

observations from site MG suggest that post-fire logging with logging debris left on site and 

replanting potentially resulted in higher reburn severity at that given site. Note that in order to 
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exclude the possibility of these nine plots confounding the modelling result, a new model was fit 

without those nine plots (results not presented). Variables as reported in Table 3-5 were still 

significant with slightly larger standard errors given a smaller number of observations, thus 

retaining the interpretation of the presented model. 

Across all sites, the model result indicated that higher first fire severity was associated with 

higher reburn severity. This result aligns with previous research finding positive relationships 

between severities in successive fires in the Pacific Northwest (Thompson et al. 2007, Collins et 

al. 2009, van Wagtendonk et al. 2012). However, other research found an opposite relationship 

between reburn and first fire severity, where the first fire reduced the reburn severity (Teske et 

al. 2012, Larson et al. 2013, Parks et al. 2015, Harris and Taylor 2017, Lydersen et al. 2017). 

One explanation of this negative relationship is that the relationship between severities in 

successive fires is dependent on the fire return interval (Harvey et al. 2016). Specifically, fires 

can limit the spread and severity of the reburn up to 10 years post-fire; however, about 10 years 

after a fire, the reburn severity could potentially be equal or greater than that of the first fire 

(Harvey et al. 2016). In this study, the reburn occurred seven or eight years after the first fire, 

which is close to the previously estimated period of 10 years of limiting reburn severity (Harvey 

et al. 2016). It may be possible that the study sites were already past this limiting fire effect and 

thus exhibited a positive relationship between fire severities.  



53 

 

3.4.3 Longitudinal data: key for studying relationships between successive forest fires 

One limitation of this study was the lack of pre-reburn measurement. Pre-fire forest structure 

information is crucial in modelling fire severity, as specified by Collins et al. (2018) who found 

that pre-fire live conifer tree BA was an important predictor of fire severity. In this study, the 

post-first fire measurement was the closest available data regarding the pre-reburn forest 

structure, but there was still a seven or eight year interval in between this measurement and the 

reburn. The measurement might thus not be representative for the pre-reburn stand structure 

given that fuel accumulation, snag decay, and delayed mortality of standing trees can alter the 

stand structure substantially within the first 10 years after fires (Foster et al. 2017).  

In order to develop a database that captures fire disturbances temporally, a long-term monitoring 

program with spatially balanced plots and systematic remeasurements should be considered in 

BC. Specifically, in 2013, the Provincial Change Monitoring Inventory (CMI) program was 

initiated by BC government aiming to monitor changes at a broad, landscape scale and at regular 

time intervals (Province of BC 2018). Field measured data one year post-fire, as collected by the 

Fire Effects and Recovery Study in Untied States (Forest Inventory and Analysis 2017), can be 

added based on the current plots in order to evaluate the impacts of forest fire on forest 

condition. With a long-term monitoring program and detailed post-fire measurements, studies 

requiring longitudinal data, such as fuel dynamics after fires (Eskelson and Monleon 2018, 

Eskelson et al. 2016), could thus be possible in BC. 
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3.4.4 The use of satellite imagery in measuring fire severity 

Previous research investigating relationships of severities in successive fires commonly used fire 

severity from Landsat satellite imagery, given its high accessibility and advantage in deriving 

pre-fire information that might be difficult to retrieve in the field (Morgan et al. 2014). Despite 

its convenience, Landsat-derived fire severity is not suitable in this study for several reasons. 

First, the spatial resolution of the Landsat imagery is not fine enough for the study plots. 

Specifically, the fire severity of a small circular plot in this study (radius of 11.3 meters) would 

be represented by a single pixel (30 meters resolution) of Landsat imagery. This might result in a 

low signal to noise ratio for the fire severity classification (Young et al. 2017). Second, Landsat-

derived fire severity can be problematic when comparing its value across different forest types, 

such as in this study, given its nature in detecting the change in vegetation cover (Key and 

Benson 1999; Miller and Thode 2007).  

3.4.5 Data science for drawing inferences 

Models for drawing inferences were built in order to gain an understanding of how the 

explanatory variables drive the distribution of the response variable (Hawkins 2003). Statistical 

models have a great focus on the interpretability of a model, aiming to derive causal inference 

and inference to populations (Ramsey and Schafer 2013). Machine learning, on the other hand, 

finds the underlying patterns of data, with a strong emphasis on prediction but not suitable for 

building models for interpretation (Dhar 2012).  
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In this case study, three kinds of interpretation can be derived from the ordinal logistic model. 

First, the overall accuracy and Cox and Snell R2 (Cox and Snell 1968) were used to indicate the 

goodness-of-fit of the model on the data. The goodness-of-fit indicators can provide an overall 

perception of how well the explanatory variables were explaining the distribution of the response 

variable. Second, the estimation power of each explanatory variable in the ordinal logistic model 

were defined by the significance level of the coefficients. The significance level enables a 

stepwise selection (i.e., forward selection), which keeps the explanatory variables most 

associated with the response (Hosmer et al. 2013). Finally, how each explanatory variable is 

associated with the response variable was interpreted through the value of the estimated 

coefficients (Hosmer et al. 2013). 
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3.5 Conclusions 

British Columbia has experienced unprecedented fire seasons in recent years, with fires 

influencing human health, ecosystem services, environment, and biodiversity. Developing and 

applying innovative post-fire management strategies is crucial in order to lower the probability 

of reburn and, if reburn happens, lower the severity of the reburn. In general, this study found a 

positive relationship between severities in successive fires in the Riske Creek area of interior BC. 

Specifically, relative change of BA during the first fire was the most powerful explanatory 

variable of reburn severity. This positive relationship between relative change of BA and reburn 

severity indicated that fires might not be able to limit the probability or severity of a reburn after 

seven or eight years of a fire in the Riske Creek area. At one of the study sites, plots that were 

originally dominated by Douglas-fir before the first fire and experienced post-fire logging and 

replanting were severely burned compared to other plots at the same site that were originally 

dominated by aspen and did not receive post-fire management. The relationship between pre-fire 

aspen and reburn severity, and the relationship between post-fire management with reburn 

severity will need to be further investigated in future studies. 
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Chapter 4: Conclusion 

4.1 Overall conclusions and future work 

A bird sound detection model to predict bird presence in audio recordings was developed with 

frequency percentiles in a logistic model. This model can accurately predict the presence of bird 

sounds given an audio recording (i.e., 75% overall accuracy rate and 82% AUC), even with a 

large variability in the datasets. Further, the processing speed was over seven times faster than 

using the convolutional neural network (CNN) model, indicating the potential of this approach as 

a pre-filtering step within an overall bird identification algorithm. In particular, a pre-filtering 

step has potential to greatly reduce the time required to process audio recordings by eliminating 

the periods of recordings without bird sounds (Stowell et al. 2016). Future studies are needed to 

test this logistic detection on audio recordings collected from a smaller area with fewer species 

included in the audio recordings, where a better model performance is expected given decreased 

variation in the data.  

For investigating the relationships between severities in successive forest fires, ordinal logistic 

models were developed to relate the forest stand structure metrics to the reburn severity in the 

Riske Creek area in interior British Columbia, Canada. In general, the model result indicated that 

higher first fire severity was associated with higher reburn severity. This result aligns with 

previous research finding positive relationships between severities in successive fires in the 

Pacific Northwest (Thompson et al. 2007, Collins et al. 2009, van Wagtendonk et al. 2012). This 
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result indicates that previous fires have around a 6 to 7 year period that can limit the reburn 

severity and probability in the Riske Creek area. Finally, post-first fire logging and replanting 

might increase the reburn severity; while pre-fire aspen density might decrease the reburn 

severity. The relationship between aspen density and reburn severity was also found in a 

previous study showing that aspen stands were less likely to burn than other cover types (Bigler 

et al. 2005).  

4.2 Limitations to the studies 

The logistic detection model developed had some potential limitations. First, the detection model 

might not be useful for audio recordings collected during high sound activities, such as dawn 

recordings in bird abundant areas (e.g., boreal forests), where the majority of recording periods 

are with bird sounds and a pre-filtering step is not necessary. Second, the logistic detection 

model might miss the bird species with extreme low sound frequency (e.g., owl, grouse, 

ptarmigan), given that more high sound frequency percentiles were selected in the model. 

Further, the logistic detection model also got high false positive (35%) and false negative (16%) 

rates. For these false predictions, false positives would increase the examination effort after 

applying the detection model, but would not influence the truthfulness of the following analysis 

as the recordings of interest would be retained in the sample (Zwart et al. 2014). In contrast, false 

negatives would likely become an issue. The recordings were predicted to have bird absence, 

whereas they might include important information, particularly in the case that ‘filtered out’ 
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recordings contain species of interest (Buxton and Jones 2012). This approach might still work if 

these ‘filtered out’ recordings do not include the target group of species being monitored. 

One limitation of the fire study was the lack of pre-reburn measurements. Pre-fire forest structure 

information is crucial in modelling fire severity, as specified by Collins et al. (2018) who found 

that pre-fire live conifer tree BA was an important predictor of fire severity. In this study, the 

post-first fire measurement was the closest available data regarding the pre-reburn forest 

structure, but there was still a seven or eight year interval in between this measurement and the 

reburn. The measurement might thus not be representative for the pre-reburn stand structure 

given that fuel accumulation, snag decay, and delayed mortality of standing trees can alter the 

stand structure substantially within the first 10 years after fires (Foster et al. 2017).  

4.3 Data science in action 

This thesis contributes understanding of how machine learning modelling (innovative modelling) 

and statistical modelling (conventional modelling) could be applied in natural resources 

management. In the bird sound study, a predictive model was developed based on data across a 

large spatial scale; while in the fire severity study, an explanatory model was built to relate the 

previous fire severity to the reburn severity based on a relatively small set of data. Generality of 

the predictive model that was developed in the bird sound study can be achieved given the large 

spatial scale that the audio data covered. On the other hand, the explanatory model developed in 

the fire severity case study provided insights limited to the study area in the Riske Creek, British 
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Columbia. Even this, a case study like the fire severity study could be used to design future 

studies with larger spatial scale to discover the general pattern of fire severities across different 

ecosystems (Harvey et al. 2016).   

Overall, this thesis demonstrates that both innovative (machine learning) and conventional 

(statistical) modelling have their own value, and that the selection of analysis tools depends on 

the research question to be answered, making prediction versus drawing inferences, and on the 

data structure, large scale versus small case study (Mannila 1996). 
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Appendix: Additional figures and tables for Chapter 3 

Appendix A    

Table A-1 Basal area per hectare, species composition, tree density, and DBH distribution by site in 1998. 

Abbreviations: DBH: diameter at the breast height; SD: standard deviation. 

 
Site 

MG RC RL RP SW 

Total basal area per hectare (m2ha-1) 545 134 265 214 215 

Species composition by basal area (%)      

    Trembling Aspen 13 31 3 6 14 

    Lodgepole Pine 13 63 42 74 13 

    Douglas-fir 74 6 49 21 73 

    Spruce sp. 0 0 6 0 0 

Tree density (trees ha-1)      

    Trembling Aspen 121 91 12 42 53 

    Lodgepole Pine 83 234 232 323 85 

    Douglas-fir 344 16 160 19 192 

    Spruce sp. 0 0 27 0 0 

DBH (cm)      

Mean  

SD 

22.2 

11.9 

23.6  

8.38 

21.5  

7.85 

21.7  

11.0 

21.8  

8.83 

    max 88.3 51.5 57.5 105.0 68.4 
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Table A-2 Basal area per hectare, species composition, tree density, and DBH distribution by sites post first 

fire. Post first fire: 2010 measurement for RC, RL, RP and 2011 for MG, SW. Abbreviation: DBH: diameter 

at the breast height; SD: standard deviation. 

 
Site 

MG RC RL RP SW 

Total basal area per hectare (m2ha-1) 213 92 216 149 191 

Species composition by basal area (%)      

    Trembling Aspen 44 40 4 14 9 

    Lodgepole Pine 5 49 26 53 5 

    Douglas-fir 51 11 63 33 86 

    Juniper sp. 0 0 0 0 0 

    Spruce sp. 0 0 7 0 0 

Tree density (trees ha-1)      

    Trembling Aspen 189 103 10 92 48 

    Lodgepole Pine 15 150 93 177 38 

    Douglas-fir 98 31 172 35 193 

    Juniper sp. 3  0  0  0  0  

    Spruce sp. 0  0  27  0  0  

DBH (cm)      

Mean  

SD 

19.5 

8.42 

21.4 

7.57 

23.1 

8.61 

19.6 

11.7 

21.8 

10.1 

    max 74.9 45.5 57.5 105.0 68.4 
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Table A-3 Basal area per hectare, species composition, tree density, and DBH distribution by sites post-

reburn (2018). Abbreviation: DBH: diameter at the breast height; SD: standard deviation. 

 
Site 

MG RC RL RP SW 

Total basal area per hectare (m2ha-1) 127 52 235 91 86 

Species composition by basal area (%)      

    Trembling Aspen 65 69 2 40 11 

    Lodgepole Pine 0 13 2 27 2 

    Douglas-fir 34 18 86 33 87 

    Juniper sp. 1 0 0 0 0 

    Spruce sp. 0 0 10 0 0 

Tree density (trees ha-1)      

    Trembling Aspen 173 122 7 115 23 

    Lodgepole Pine 0 19 10 46 7 

    Douglas-fir 36 12.5 172 35 30 

    Juniper sp. 1 0 0 0 0 

    Spruce sp. 0 0 32 0 0 

DBH (cm)      

Mean 

SD 

18.4  

6.95 

21.1  

9.97 

27.6  

11.8 

20.3  

9.01 

30.8  

16.6 

    max 57.7 44.9 69.6 75.4 70.7 
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Figure A-1 Percentage of dead pines in each plot before the first fire. Salvage logging occurred in some of the 

plots in 2007 and 2008. 
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Table A-4 Predicted probabilities (P) for each reburn severity categories, predicted reburn severity category, 

and observed reburn severity category. 

Plot 
P(reburn 

severity=0) 

P(reburn 

severity=1) 

P(reburn 

severity=2) 

P(reburn 

severity=3) 

Predicted 

reburn 

severity 

Observed 

reburn 

severity 

MGB1 0.1 0.73 0.16 0.01 1 1 

MGB2 0.08 0.71 0.2 0.01 1 1 

MGB3 0 0.06 0.47 0.48 3 3 

MGB4 0.02 0.47 0.46 0.05 1 2 

MGC1 0.1 0.73 0.16 0.01 1 1 

MGC2 0.01 0.24 0.61 0.14 2 3 

MGC3 0 0.06 0.47 0.48 3 3 

MGC4 0.01 0.2 0.62 0.18 2 2 

MGD1 0.08 0.71 0.19 0.01 1 1 

MGD2 0.09 0.72 0.18 0.01 1 1 

MGD3 0 0.06 0.47 0.48 3 3 

MGD4 0 0.06 0.47 0.48 3 3 

MGE1 0.04 0.6 0.33 0.03 1 1 

MGE2 0 0.06 0.47 0.48 3 1 

MGE3 0 0.06 0.47 0.48 3 2 

MGE4 0 0.15 0.61 0.24 2 2 

MGF1 0.08 0.71 0.2 0.01 1 1 

MGF2 0 0.06 0.47 0.48 3 3 

MGF3 0 0.06 0.47 0.48 3 2 

MGF4 0 0.06 0.47 0.48 3 1 

RC22 0.05 0.66 0.27 0.02 1 2 

RC23 0.01 0.21 0.62 0.16 2 2 

RC24 0.03 0.56 0.37 0.04 1 2 

RC25 0.05 0.64 0.29 0.02 1 1 

RC26 0.22 0.7 0.07 0 1 1 

RC27 0.09 0.72 0.17 0.01 1 2 

RC28 0.1 0.73 0.17 0.01 1 0 

RC29 0.09 0.72 0.17 0.01 1 0 

RLA1 0.05 0.65 0.27 0.02 1 1 
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Plot 
P(reburn 

severity=0) 

P(reburn 

severity=1) 

P(reburn 

severity=2) 

P(reburn 

severity=3) 

Predicted 

reburn 

severity 

Observed 

reburn 

severity 

RLA2 0.03 0.51 0.42 0.04 1 1 

RLA3 0.13 0.74 0.12 0.01 1 1 

RLA4 0.15 0.73 0.11 0.01 1 1 

RLA5 0.15 0.73 0.11 0.01 1 1 

RLB1 0.01 0.3 0.58 0.11 2 2 

RLB2 0.15 0.73 0.11 0.01 1 1 

RLB3 0.15 0.73 0.11 0.01 1 1 

RLB4 0.12 0.73 0.14 0.01 1 2 

RLB5 0.14 0.73 0.11 0.01 1 1 

RLC1 0.04 0.6 0.33 0.03 1 1 

RLC2 0.11 0.73 0.15 0.01 1 1 

RLC3 0.12 0.73 0.13 0.01 1 1 

RLC4 0.14 0.73 0.12 0.01 1 1 

RLC5 0.12 0.73 0.14 0.01 1 1 

RP1 0.13 0.74 0.13 0.01 1 0 

RP2 0.02 0.49 0.44 0.05 1 2 

RP3 0.13 0.74 0.12 0.01 1 2 

RP4 0 0.16 0.62 0.22 2 2 

RP5 0.13 0.74 0.13 0.01 1 2 

RP6 0.22 0.71 0.07 0 1 0 

RP7 0.13 0.74 0.13 0.01 1 1 

RP8 0.13 0.74 0.13 0.01 1 1 

RP9 0.13 0.74 0.13 0.01 1 1 

RP10 0 0.07 0.52 0.4 2 2 

RP11 0.13 0.74 0.13 0.01 1 1 

RP12 0.13 0.74 0.13 0.01 1 1 

SWA1 0.95 0.05 0 0 0 0 

SWA2 1 0 0 0 0 0 

SWA3 1 0 0 0 0 0 

SWA4 0.73 0.26 0.01 0 0 0 

SWA5 0.97 0.03 0 0 0 0 

SWB1 0.99 0.01 0 0 0 0 

SWB2 0.99 0.01 0 0 0 0 
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Plot 
P(reburn 

severity=0) 

P(reburn 

severity=1) 

P(reburn 

severity=2) 

P(reburn 

severity=3) 

Predicted 

reburn 

severity 

Observed 

reburn 

severity 

SWB3 0.99 0.01 0 0 0 0 

SWB4 0.99 0.01 0 0 0 0 

SWB5 0.89 0.1 0 0 0 0 

SWC1 0.99 0.01 0 0 0 0 

SWC2 0.98 0.02 0 0 0 0 

SWC3 0.99 0.01 0 0 0 0 

SWC4 1 0 0 0 0 0 

SWC5 0.99 0.01 0 0 0 0 
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Figure A-2 Post-fire logging in 2011 left large size logging debris on site, which might result in the severe 

reburn in 2017. Photo taken by Yi-Chin Tseng for plot MGB3 in 2018 June. 
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Figure A-3 Post-fire logging in 2011 left large size logging debris on site, which might result in the severe 

reburn in 2017. Photo taken by Yi-Chin Tseng for plot MGB4 in 2018 June. 

 


