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Abstract

The physics of quantum materials is at the heart of current condensed matter re-

search. The interactions in these materials between electrons themselves, with

other excitations, or external fields can lead to a number of macroscopic quantum

phases like superconductivity, the quantum Hall effect, or density wave orders. But

the experimental study of these materials is often hindered by complicated struc-

tural and chemical properties as well as by the involvement of toxic elements.

Graphene, on the other hand, is a purely two-dimensional material consisting

of a simple honeycomb lattice of carbon atoms. Since it was discovered exper-

imentally, graphene has become one of the most widely studied materials in a

range of research fields and remains one of the most active areas of research to-

day. However, even though graphene has proven to be a promising platform to

study a plethora of phenomena, the material itself does not exhibit the effects of

correlated electron physics.

In this thesis, we show two examples of how epitaxially grown large-scale

graphene can be exploited as a platform to design quantum phases through interac-

tion with a substrate and intercalation of atoms. Graphene under particular strain

patterns exhibits pseudomagnetic fields. This means the Dirac electrons in the ma-

terial behave as if they were under the influence of a magnetic field, even though

no external field is applied. We are able to create large homogeneous pseudomag-

netic fields using shallow nanoprisms in the substrate, which allows us to study the

strain-induced quantum Hall effect in a momentum-resolved fashion using angle-

resolved photoemission spectroscopy (ARPES).

In the second part, we show how the intercalation of gadolinium can be used

to couple flat bands in graphene to ordering phenomena in gadolinium. Flat bands
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near the Fermi level are theorised to enhance electronic correlations, and in combi-

nation with novel ordering phenomena, play a key role in many quantum material

families. Our ARPES and resonant energy-integrated X-ray scattering (REXS)

measurements reveal a complex interplay between different quantum phases in the

material, including pseudogaps and evidence for a density wave order.
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Lay Summary

Quantum materials are at the forefront of current research in physics and may

hold the key for future technologies and applications. Some of the challenges in

studying these materials are complicated crystal structures and toxic chemistry.

Graphene, on the other hand, is a single atomic layer of carbon atoms arranged in

a honeycomb lattice. Its unique mechanical, electronic, and optical properties have

made it a highly sought after and well-studied material since its discovery in 2004.

In this thesis, we present two examples how graphene can be used as a platform

to study quantum material properties via tailored interactions with adatoms or sub-

strates. The results can pave the way towards the on-demand design of quantum

materials on a technologically relevant platform.
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G. Tom performed the scanning tunnelling microscopy (STM) experiments and an-
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Chapter 1

Introduction

Graphene is a purely two-dimensional material. It consists of a single atomic layer

of carbon atoms arranged in a honeycomb lattice. Due to graphene’s remarkable

mechanical, optical, and electronic properties, it is part of a highly active area of

research in a number of fields in recent years. As a result, a range of excellent

review articles have been published on the subject of graphene [1–5]. Hence, in

this section only a brief overview summarizing the historical background and the

most important properties, as they are relevant to the research of this thesis, are

given.

The existence of free-standing two-dimensional crystals was already discussed

over 80 years ago by Landau and Peierls. They argued that such structures could

not exist because of divergent thermal fluctuations [6, 7]. Therefore, atomically

thin layers were only known as part of heterostructures with lattice matched crys-

tals [8, 9]. Nevertheless, the unusual electronic properties of graphene in the con-

text of other carbon allotropes were noted early on by theorists [10–12]. Later it

was realized that graphene could also be used as a platform for studying quan-

tum electrodynamics (QED) [13–15]. This is due to the fact that charge carriers in

graphene around the Dirac point behave as massless chiral Dirac fermions. This,

in principle, allows one to probe relativistic QED phenomena in a condensed matter

material at an effective speed of light of vF ≈ 1×106 m/s (300 times smaller than

the speed of light in vacuum). Experimentally, the advent of graphene began with

the groundbreaking discovery of Geim and Novoselov and the subsequent confir-
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Figure 1.1: Structure of graphene. (a) The carbon honeycomb lattice of graphene
can be described as two triangular lattices A (red) and B (blue). The unit cell
vectors are denoted by a1−2 and the three vectors connecting nearest neighbours
by δ1−3. (b) Illustration of the overlap between the in-plane sp2 hybridized orbitals
of adjacent carbon atoms. These form the so called σ bonds in graphene. (c) The
out-of-plane pz orbitals, in contrast, form the so called π bonds, that appear similar
to the delocalized electron systems of aromatic molecules for example.

mation of the Dirac nature of the charge carriers in graphene [16–19]. Since then,

an ever-growing number of research papers have been published and graphene still

holds promise for a range of applications from flexible electronics to energy storage

and biomedical applications [20–22].

The structure of graphene is illustrated in Figure 1.1a. The crystal can be de-

scribed as two triangular lattices which together form the honeycomb structure.

The carbon-carbon distance is a≈ 1.42Å and the lattice vectors are

a1 =
a
2
(3,
√

3) and a2 =
a
2
(3,−

√
3). (1.1)

The three nearest-neighbour vectors in real space are given by

δ1 =
a
2
(1,
√

3), δ2 =
a
2
(1,−

√
3) and δ3 =−a(1,0). (1.2)

Carbon atoms have the electronic configuration [He]2s22p2. In graphene, two of

the p orbitals and the s orbital sp2 hybridize and form three in-plane orbitals with

an angle of 120◦ between them. Each of them overlaps with an in-plane orbital of

a neighboring carbon atom. These are the so called σ bonds (see Figure 1.1b). The

remaining out-of-plane pz orbitals contain one electron per carbon atom and form
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Figure 1.2: Electronic band structure of graphene. (a) Schematic of the Bril-
louin zone (BZ) of graphene with high symmetry points and reciprocal lattice vec-
tors b1−2 labelled. (b) Band structure of graphene as calculated using a tight-
binding approach. For free standing graphene the bands are half filled, leading to
a Fermi surface (FS) with six points at the corners of the Brillouin zone (BZ). (c)
Linear dispersion around the K point forming a Dirac cone. (d) Energy contours
of the graphene band dispersion. Starting from the Dirac point, electronic doping
leads to a transition from a circular FS to a trigonally warped FS.

the so called π bonds (see Figure 1.1c). Similar to many aromatic molecules, the

electrons in the π bonds are highly delocalized (compare for example benzene).

Many of the remarkable properties of graphene originate from the electronic

band structure close to the Fermi level. The bands close to the Fermi level are dic-

tated by the out of plane π bonds. The bonding and antibonding bands originating

from the σ bonds lay further away from the Fermi energy. Graphene’s Brillouin
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zone (BZ) in reciprocal space is depicted in Figure 1.2a. Important high symmetry

points in the hexagonal BZ around the Γ point are K and K’ at the corners and M

at the center along the edges. Their locations in momentum space as depicted in

Figure 1.2a are as follows:

K = (
2π

3
√

3a
,
2π

3a
), K′ = (

4π

3
√

3a
,0) and M = (

√
3π

3a
,

π

3a
). (1.3)

The reciprocal lattice vectors are given by

b1 = (
2
√

3π

3a
,
2π

3a
) and b2 = (0,

4π

3a
). (1.4)

The electronic band structure can be approximately calculated using a tight binding

approach [10, 23]. Using the lattice constant a0 = 2.46Å, the nearest neighbor

hopping t (≈ 2.8eV) (between different sublattices) and the next nearest neighbor

hopping t ′ (between the same sublattices), the resulting dispersion is

E± =±t
√

3+ f (k)− t ′ f (k) with

f (k) = 2 cos(kx a0)+4 cos(kx
a0

2
) cos(

√
3ky

a0

2
).

(1.5)

Here the “+” sign stands for the upper (π∗) band and the “−” sign for the lower π

band. Note, if t ′= 0 is assumed as an approximation, the dispersion is particle-hole

symmetric around zero energy. The resulting bands for that case are displayed in

Figure 1.2b. The upper and lower bands meet in singular points at the corners of the

BZ, forming the iconic linear dispersing Dirac cones (see Figure 1.2c). The Fermi

velocity can be obtained by expanding the band structure around the K points,

yielding vF = 3ta
2h̄ ≈ 1×106 m/s [10]. At the M points the dispersions of two neigh-

bouring Dirac cones merge, forming a highly anisotropic saddle point in the band

structure. Looking at iso-energy contours as the energy is changed starting from

the Fermi level, the circular electron pockets around the K and K’ points begin to

show trigonal warping along the high symmetry directions. Eventually the pockets

merge at the M points and form a single hole pocket centered around the Γ point.

After the discovery of single-layer graphene, the quantum Hall effect played a

crucial role in the confirmation of the chiral Dirac nature of the charge carriers in

4



Figure 1.3: The quantum Hall effect in graphene. (a) Quantum Hall effect as
it would present itself in the longitudinal conductivity σ as a function of chemical
potential for a two dimensional electron gas (2DEG). The Landau levels (LLs)
have a linear succession with no peak at zero energy. (b) Quantum Hall effect for
Dirac electrons in graphene. The LLs follow a square root sequence with a LL at
zero energy. (c) For bilayer graphene the linear series recovers, but the LL at zero
energy is still present. All LLs are broadened to reflect disorder and are inverted
for hole carriers for clarity.

the material [17, 19]. The quantum Hall effect is a remarkable macroscopic phe-

nomenon [24–26] which was first observed by K. v. Klitzing in 1980 [27]. It laid

the ground work for the now very large community of topological order in con-

densed matter [28–30]. The effect is typically observed in clean two-dimensional

materials under large magnetic fields and at cryogenic temperatures. Under the

influence of the magnetic field, the charge carriers are forced onto quantized cy-

clotron orbits called Landau levels (LL). This leads to the famous plateaus in the

Hall conductivity as the chemical potential is changed. This quantization ( h
e2 ) only

depends on natural constants and can thus be used as a precise standard reference

for the electrical resistance [31, 32]. In normal two-dimensional electron gases

(2DEGs) the quantization is linear in the LL index N and no level lies at zero en-

ergy (see Figure 1.3a). In contrast to that, LLs in graphene follow a
√

N behavior

with a prominent signal at zero energy (see Figure 1.3b). This can serve as a hall-

mark of Dirac electrons in graphene for which the energetic position of the LLs can

be described by [33–36]

EN =±vF
√

2eh̄BN. (1.6)
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Here “±” refers to hole- or electron-like charge carriers in the upper or lower cone

of the dispersion, vF is the Fermi velocity, and B is the magnitude of the perpendic-

ular magnetic field. Because of the comparatively large energy spacings between

the LLs even in moderate magnetic fields and the long lifetimes of the charge car-

riers between scattering events, the quantum Hall effect in graphene can even be

observed in room temperature environments [37]. It thus marked the first macro-

scopic quantum phenomenon – outside the well-known areas of magnetism and

semiconductor physics – to be present at nearly ambient conditions. For complete-

ness the succession of LLs in bilayer graphene is depicted in Figure 1.3c. The usual

linear dependence is recovered, but the state at zero energy still exists.

For any experimental effort, it is crucial to have access to clean and high quality

samples. In the case of graphene, there are currently a number of approaches being

carried out, all with their own advantages and disadvantages. They can in general

be divided into two categories: top-down approaches in which three-dimensional

graphite is exfoliated down to the two-dimensional graphene limit, or bottom-up

approaches in which graphene is grown on substrates. The original discovery by

the Manchester group relied on the top-down technique of mechanical exfoliation

(also known as the Scotch tape method) [17, 38–40]. It produces high-quality

samples, but only yields small quantities and is not very reproducible. Other top-

down methods are based on the exfoliation of graphite in solution, which allows

the production of graphene on industrial scales, but yields less high-quality sam-

ples [41–45]. On the bottom-up side, graphene can be directly synthesized from

organic precursor molecules [46–50] or catalyzed to grow on substrates [51–56].

Producing large and uniform monolayers of graphene remains challenging for both

approaches.

Epitaxially grown graphene on SiC is considered a promising route for the pro-

duction of high-quality graphene on an insulating substrate on a wafer-scale size

[57–59]. SiC is a large band gap (≈ 3eV) semiconductor and exists in a number of

different crystal structures. The graphene samples used for the research presented

in this thesis were grown on 6H-SiC, which has a hexagonal lattice structure with a

layered stacking order of ABCACB (see Figure 1.4a). The commercial wafers (see

Fig. 1.5) are cleaned by hydrogen etching prior to the growth process. Graphene

is then grown via the sublimation of silicon on the silicon-terminated surface of
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Figure 1.4: Epitaxial graphene on SiC. (a) Schematic of the structure of the 6H-
SiC substrate with its ABCACB stacking order. The top view (bottom) shows the
three different layer-dependent registries for the Si atoms. (b) The first graphitic
layer grown on the Si-terminated substrate saturates the Si dangling bonds and is
thus not free-standing graphene. It is often called zero-layer graphene (ZLG) (top).
A second carbon layer can be grown keeping the ZLG in place as a buffer. The top
layer then acts as monolayer graphene (MLG) (middle). Alternatively, the Si bonds
can be saturated through the intercalation of hydrogen also leading to a quasi free
standing layer of graphene. (bottom). (c) Due to the lattice mismatch between the
SiC substrate (yellow) and the graphene (blue) a reconstruction emerges, in which
13×13 graphene cells fit (6

√
3×6

√
3)R30◦ cells of the SiC to 0.1%.

the substrate at about 1500◦C under an argon atmosphere of about 900 mbar. The

first layer is the so called buffer layer (sometimes also called zero-layer graphene –

ZLG). The buffer layer structurally already resembles graphene, but does not show

a Dirac cone at the corners of the BZ. This is due to the dangling Si bonds at the

surface. They bind to 1
3 of the carbon atoms in the buffer layer, thereby destroy-

ing the π bands of graphene [60]. To establish a quasi free standing monolayer of

graphene, two approaches are possible: first, a second carbon layer can be grown

leading to an electron-doped monolayer graphene sample which is decoupled from

the substrate through the buffer layer. Alternatively, the dangling Si bonds can be

saturated via the intercalation of hydrogen between the graphene and the substrate,

which leads to a hole-doped monolayer graphene sample (see Figure 1.4b) [61].

Because of the lattice mismatch between graphene and the SiC substrate, a recon-

struction emerges. 13×13 graphene cells fit (6
√

3×6
√

3)R30◦ cells of the SiC to

0.1%, which is illustrated in Figure 1.4c [59, 60]. One drawback of graphene on
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Figure 1.5: Photo of a graphene on SiC sample. A typical graphene on SiC
sample with a size of 10 mm × 20 mm is shown (red). The wafers (commercially
bought from SiCrystal GmbH) are about 350 µm thick and are doped with nitro-
gen atoms, but nevertheless become insulating below about 50 K. The samples are
mounted using a copper paste (blue), which guarantees good thermal and electrical
contact of the graphene. The specifics of the sample holder (yellow) depend on
the experiment. Here shown is the sample holder for the X-ray scattering experi-
ments. On both sides the shielding of the cryostat is visible (green), which prevents
thermal radiation from heating up the sample.

SiC is the existence of terraces steps on the substrate due to slight misalignment

of the wafer cuts from the ideal crystal orientation. This leads to small contribu-

tions of bi- and trilayer graphene during the growth process [57]. Epitaxially grown

monolayers of graphene have already been used extensively in research, as they are

compatible with a range of experimental techniques and offer the flexibility of, for

example, adjusting the doping level and studying many-body physics phenomena

through the intercalation or addition of suitable atoms [62–66].

Combining graphene’s properties with the availability of a plethora of exper-

imental data in a abroad range of research fields as well as high quality samples,

graphene is positioned to be a unique candidate as a platform for the on-demand

design of quantum phases. The theoretical idea of using graphene to simulate

physics from different research fields was pointed out early by G. W. Semenoff in

1984 [13], but experimentally it took until 2004, when research groups around
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Figure 1.6: Graphene as a versatile platform for quantum physics. Schematic
illustrations of different tuning parameters and control knobs which can be applied
to graphene to induced quantum phases on demand. (a) Atoms can be added on
top of graphene or intercalated in between the graphene and the substrate. (b)
Multiple graphene layers can be coupled and twisted with respect to each other. (c)
Graphene layers can be strained or compressed. (d) Graphene nanoribbons can be
synthesized, further reducing the dimensionality of the material. (e) Spin related
properties and magnetism can be induced by adding magnetic moments. (f) Ultra-
fast light pulses allow the manipulation and creation of novel quantum phases.

K. S. Novoselov and A. K. Geim were able to isolate single layers of graphene and

confirm the Dirac nature of their charge carriers [16–18]. Soon it was noted that

for the exploitation of graphene’s properties in optical or electrical applications like

transistors, it would be necessary to open a band gap in the electronic structure. The

quest to engineer such a gap became and still is the first showcase of how electronic

properties could be designed starting with graphene as the platform. Until today

a range of approaches to open a band gap have been proposed and experimentally

demonstrated and the search still continues [67–72].
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An overview of the tuning parameters and control knobs available for graphene

is illustrated in Fig. 1.6. The first method is adding atoms to graphene (see Fig. 1.6a).

This can happen as a decoration on top of graphene or as an intercalation between

the graphene sheet and the supporting substrate. Depending on atomic species,

deposition amounts and flux, substrate, as well as temperature, the arrangement

and adsorption sites with respect to graphene can be varied. One particular ex-

ample was the addition of alkali atoms to graphene. It was theoretically pre-

dicted that graphene decorated with a superlattice of lithium atoms can enhance

the coupling between electrons and phonons in the system and hence lead to the

emergence of superconductivity [73]. Experimentally, such an enhancement of

the electron-phonon coupling was indeed observed in angle-resolved photoemis-

sion spectroscopy (ARPES) measurements after in situ deposition of different al-

kali atoms [62]. In 2015, it was again an ARPES effort that found evidence for a

superconducting gap in the band structure of graphene, following the deposition

of lithium atoms at cryogenic temperatures [66]. The main findings are summa-

rized in Fig. 1.7. Upon deposition of the lithium atoms, an electronic doping is

observed due to a transfer of electrons from lithium to graphene, shifting the Dirac

point down to a binding energy of about 700 meV. Further, as long as the sample

is kept at liquid helium temperatures during and after the deposition, the lithium

atoms indeed appear to be ordering in the theoretically suggested superstructure.

This is apparent in the Fermi surface (see Fig. 1.7b) by a back folding of the Dirac

cones across the new Brillouin zone boundaries to the center of the zone. Addition-

ally, the dispersion of the graphene bands shows prominent kink features near the

Fermi level (see Fig. 1.7c). These deviations from the expected linear dispersion

can be used to extract the electron-phonon coupling parameter λ . It was shown

that an enhancement of the coupling between electrons and phonons could indeed

be observed and that the primary contribution stems from lower energy vibrations

in the material (see Fig. 1.7d). Finally, a temperature-dependent gap was observed

after the deposition of lithium, suggesting a superconducting phase with a critical

temperature of Tc ' 5.9K (see Fig. 1.7e).

Another tuning parameter that has recently led to a frenzy of experimental

and theoretical efforts is the twisting between two or more graphene layers (see

Fig. 1.6b). At certain twist angles (so-called “magic angles”) the induced Moiré
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Figure 1.7: Evidence for superconductivity in lithium decorated graphene. (a)
ARPES cut through the Dirac cone as indicated by the white line in (b). The depo-
sition of lithium induces an electronic doping, shifting the Dirac point to a binding
energy of about 700 meV. (b) Fermi surface of lithium-decorated graphene. Due
to the superlattice of the lithium atoms on graphene, the size of the Brillouin zone
changes (solid white – original and dashed white – new), leading to a folding of
bands to the Γ point at the center of the Brillouin zone. (c) A close up ARPES

cut of one of the Dirac cone branches reveals kink features – indicative of electron-
phonon coupling – near the Fermi level. (d) The electron-phonon coupling parame-
ter λ extracted as a function of Li deposition time. The contribution of high-energy
phonon modes (white circles) remains almost constant, while the electron-phonon
coupling for lower-energy vibrational modes (black circles) increases significantly.
(e) ARPES energy distribution curves (EDCs) at the point indicated by the white
circle in (b) show a temperature-dependent gap opening between 15 K (red) and
3.5 K (blue). The data was symmetrized with respect to the Fermi energy. This
figure is adapted from [66].
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Figure 1.8: Unconventional superconductivity in twisted bilayer graphene. (a)
Simulated band structure for twisted bilayer graphene at an angle of 1.05◦. Flat
bands emerge around the center of the Brillouin zone. (b) Current-voltage (Vxx− I)
curves for a twisted bilayer graphene device at various temperatures with a car-
rier density of n =−1.44×1012 cm−2. The lowest temperatures show a plateau of
vanishing resistivity with a critical current of about 50 nA. (c) Resistance versus
temperature curves (Rxx−T ) for different magnetic fields B⊥. The region of zero
resistance vanishes with increasing magnetic field. (d) Phase diagram of the resis-
tance (Rxx) in a twisted bilayer graphene device as a function of carrier density and
temperature. Two superconducting domes are flanking a proposed Mott insulating
phase, resembling the phase diagrams for other unconventional superconductors
like the cuprates. This figure is adapted from [74].

pattern leads to the appearance of flat bands at the Fermi level (see Fig. 1.8a). Flat

bands in general are associated with correlated electron behaviour as the screening

of the charge carriers is greatly reduced and interactions between individual elec-

trons become important. In a hand waiving picture, one can think of a situation

where the charge carriers’ effective mass is going to infinity and hence their ability

to screen fluctuations is reduced.

Historically, the effects of electron correlations in solids were first observed in

transition metal oxides. Band theory predicts a fully filled oxygen p-band (light

grey in Fig, 1.9) and a partially filled transition metal d-band (dark grey and white

in Fig, 1.9) in these materials, hence giving them metallic character. In contrast to

this expectation many compounds showed insulating behaviour instead, indicating

a band gap at the Fermi level [75]. Nevill Mott and Rudolf Peierls proposed a

picture, based on the interactions between electrons, explaining these observations.

On the one hand, when electrons are treated independently, the kinetic energy of
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Figure 1.9: Model for Mott insulators. Two contrasting pictures for the density
of states (DOS) around the Fermi level (EF ) are depicted. (a) In the independent
electron picture a band with width W is crossing the Fermi level. The partially filled
band leads to metallic behaviour. (b) If correlations between electrons become
important, the Coulomb repulsion energy U can open a gap at the Fermi level. The
result is insulating behaviour even though band theory would predict a metal.

the charge carriers dominates and the hopping of electrons from atom to atom

leads to an energy band of width W . Metallic behaviour is observed (compare

Fig. 1.9a). On the other hand, the Coulomb repulsion energy U is included. U

indicates the cost of an electron hopping into an atomic orbital that already has

an electron in it. If the Coulomb repulsion is sufficiently large compared to the

kinetic energy, hopping to the next site is suppressed and the material becomes an

insulator (compare Fig. 1.9b) [76, 77]. This picture later led to the development of

the Hubbard model which is still of high interest today as it is thought to describe

the essential physics of high-temperature superconductors [78, 79].

The importance of electronic correlations in graphene has been discussed ex-

tensively in theory [1, 80, 81] and indeed effects of many body interactions have

been found experimentally, especially as the material is doped away from the Dirac

point [64, 66, 82]. Experimental efforts in search for correlated electron behaviour

in graphene culminated in recent findings showing the emergence of an unconven-

tional superconducting phase in magic angle twisted bilayer graphene devices at

temperatures below 1.7 K [74]. Transport measurements show a zero resistance

state (see Fig. 1.8b) that is suppressed with the application of magnetic fields (see

Fig. 1.8c). Mapping out the phase diagram of the resistance with the carrier den-
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sity and the temperature as parameters (see Fig. 1.8d), reveals two superconducting

domes adjacent to an unexpected insulating state [83]. The phase diagram shows

intriguing similarities to the ones typically found in the high-temperature super-

conductors such as the cuprates [84].

Another powerful control knob for the platform of graphene is strain or pres-

sure to engineer the electronic band structure of graphene (see Fig. 1.6c). One

example is the generation of pseudomagnetic fields under certain strain geometries

[85]. The Dirac electrons in graphene behave as if they were in a magnetic field

and can quantize into flat Landau levels, even though no external magnetic field has

been applied. Pseudomagnetic fields were first observed in so called nanobubbles

using scanning probe techniques and, depending on the magnitude of the strain,

can reach several hundred tesla in strength [86]. The next parameter is a further

reduction of dimensionality in graphene, leading to the formation of nanoribbons

(see Fig. 1.6d). These can host interesting edge states depending on the edge ge-

ometry of the flake [67, 68, 87, 88]. Further, the prospect of adding spin-related

properties to graphene has been studied extensively (see Fig. 1.6e). Magnetism can

be introduced to graphene by adding atoms [89], proximity effects [90], or even

defects [91]. Additionally, despite carbon being one of the lighter atoms in the

periodic table with a small intrinsic spin-orbit coupling, it can be induced by the

addition of Pb atoms to the carbon lattice of graphene [92, 93]. Finally, the ex-

ploitation of novel ultrafast pump-probe techniques can be a powerful tuning knob

(see Fig. 1.6f). Dirac carriers can be studied out of equilibrium in the time domain

[94] and experiments inducing ultrafast photocurrents in topologically insulating

materials [95] should soon become possible in graphene as well.

This shows that graphene can be a versatile platform with a number of available

tuning parameters to study the design of quantum phases. After introducing the

important basic concepts of the experimental techniques in the next chapter, two

examples of how specific control knobs in graphene can be used to study novel

quantum phases will be presented in this thesis.
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Chapter 2

Methods

In this chapter, the experimental techniques used during the course of the research

will be briefly described. They can roughly be divided into three categories de-

pending on whether they primarily provide information in real space, reciprocal

space, or the BZ in momentum space (see Fig. 2.1). All of them have their own

strengths and weaknesses in general and regarding the specific experiments with

graphene on SiC in this thesis.

The experimental technique of STM is based on the precise scanning of an

atomically sharp tip across the sample. If the distance between the tip and the

sample is small enough (∼ fewÅ), charge carriers can tunnel from the tip into the

material or vice versa depending on the applied voltage. STM thus can provide

images with atomic resolution, while at the same time giving spectroscopic access

to the local density of states by sweeping the bias voltage. Raman spectroscopy, on

the other hand, is based on the inelastic scattering of monochromatic light. Photons

from a laser source are focused onto the sample, which can be scanned laterally.

The photons can couple to excitations in the material, giving rise to a characteristic

shift in the energy of the outgoing photon. The reflected light is then analyzed in a

spectrometer.

To study ordering phenomena in a material, scattering techniques are ideally

suited. Also here different particles can be used as scattering probes. For LEED

monochromatic electrons (in this thesis typically between 10 eV and 100 eV) are

focused onto the sample. The diffracted electrons are then detected in reflection
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Figure 2.1: Comparison of experimental techniques. (a) Scanning tunneling
microscopy (STM) can provide spectroscopic information in real space with up
to atomic resolution. Raman spectroscopy allows the measurement of excitations
in a material, but the lateral resolution is limited to the size of the laser spot on
the sample (∼ 1 µm) (b) Scattering techniques like low-energy electron diffraction
(LEED) or resonant energy-integrated X-ray scattering (REXS) provide direct ac-
cess to ordering phenomena in reciprocal space. (c) Angle-resolved photoemission
spectroscopy relies on the emission of electrons from the material. It is conceptu-
alized best using the Brillouin zone (BZ) in momentum space.

on a phosphor screen. In REXS a similar principle is applied, but monochromatic

X-ray photons instead of electrons are used. This experiment is carried out at

synchrotron facilities which allows tuning of the photon energy (typically between

100 eV and 2000 eV for soft X-ray storage rings). While doing so, resonances

for specific absorption edges can be selected. This enables chemical- and orbital-

selective measurements with a high signal-to-noise ratio, allowing the detection of

short-range ordering phenomena. As a plus, the additional degree of freedom of

photon polarization can be used to distinguish between spin and charge excitations.

Finally, ARPES relies on the photoelectric effect. A monochromatic incom-

ing photon emits a photoelectron, which carries information about its binding en-

ergy (kinetic energy of photoelectron) and crystal momentum (emission angle of

photoelectron) inside the material. Analyzing both, ARPES allows the direct mea-

surement of the spectral function in the BZ for charge carriers below the Fermi

level. Over the years, many improvements and extensions to the “standard” ARPES

experiments have become available, pushing for better energy and angular reso-

lution, allowing for the detection of the photoelectron’s spin, and implementing
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laser-based pump-probe setups with ultra short light pulses for measurements in

the time domain.

2.1 Angle-resolved photoemission spectroscopy
ARPES is a powerful technique for the study of the electronic properties of quantum

materials. It has broad applications in a range of scientific fields and has signifi-

cantly contributed to our current understanding of the underlying principles in solid

state physics. In this section, a brief overview of the historic and scientific back-

ground of the experimental method is given. For a more in-depth overview, sev-

eral excellent books [96–101] and review articles [102, 103] are available. ARPES

is based on the photoelectric effect, which was first explored in experiments by

H. Hertz and W. Hallwachs in 1887 [104, 105]. The theoretical groundwork was

laid in one of A. Einstein’s famous publications in 1905 [106]. It paved the way to

the underlying principle of photoemission as we know it today, in which the kinetic

energy of the emitted electron Ekin is related to its binding energy in the material

EB, the energy of the incoming photon hν , and the work function of the material

φ .

Ekin = hν−φ −|EB| (2.1)

Experimentally, this means that samples are exposed to monochromatic light

and the emitted electrons are analyzed according to their kinetic energy. Photon

sources routinely used for photoemission experiments are helium gas discharge

lamps (He I: 21.2 eV and He II: 40.8 eV) and lasers in laboratory-based settings,

or large-scale synchrotron facilities providing tunable photon energies in the soft

X-ray regime. The resulting kinetic energies for the emitted electrons are often in a

range with very short mean free paths (see Fig. 2.2). This means ARPES is a highly

surface sensitive technique, ideally suited to monolayer samples like graphene.

However, this also means that samples have to be clean on an atomic level and kept

clean during the experiment. Hence, measurements and sample preparation have

to be conducted under ultra high vacuum (UHV) conditions (pressure better than

10−10 Torr).

For many quantum phenomena, not only is the energy of electrons near the

Fermi level crucial, but also their dependence on momentum. Therefore, in addi-
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Figure 2.2: Electron mean free path in metals. Electron mean free paths as a
function of electron kinetic energy in various materials. Many follow the so called
“universal curve” (red line), showing a minimum around 50 eV kinetic energy with
a mean free path of only a few Å, corresponding to only a couple of atomic layers
in most samples. Adapted from [107].

tion to the kinetic energy of the photoelectron, also the two emission angles (polar

angle θ and azimuthal angle ϕ) have to be measured (see Fig. 2.3a). The most com-

mon electron analyzers for ARPES are hemispherical analyzers. Electrons emitted

from the sample are focused onto the entrance slit and accelerated or decelerated

to a preset pass energy in the lens column (see Fig. 2.3b). In the actual hemisphere,

the electrons disperse according to their kinetic energy and one of the emission an-

gles. Modern analyzers have two dimensional detectors usually consisting of a mi-

cro channel plate, a phosphor screen, and a charge-coupled device (CCD) camera.

They can measure a range of kinetic energies and emission angles simultaneously.
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Figure 2.3: Setup of an ARPES experiment. (a) Geometry of an ARPES experi-
ment. An incoming photon (red) hits the sample and emits an electron (blue) under
the polar angle θ and azimuthal angle ϕ . (b) Schematic of a hemispherical elec-
tron analyzer. Photoelectrons emitted from the sample enter the lens column and
are focused onto the entrance slit of the hemisphere. The electrons disperse accord-
ing to their angle theta and kinetic energy Ekin, before hitting the two-dimensional
detector. (a) adapted from [102].

ARPES takes advantage of the fact that the in-plane translational symmetry dur-

ing the photoemission process is preserved. Hence, the parallel components of the

momentum inside the material k‖ can be directly related to the measured emission

angles and therefore parallel components of the momentum of the photoelectron

outside the material K‖:

kx = Kx =
1
h̄

√
2mEkin sinθ cosϕ (2.2)

ky = Ky =
1
h̄

√
2mEkin sinθ sinϕ. (2.3)

Note here that the momentum carried by the photon can be neglected for typical

energies used in photoemission experiments. For the perpendicular component of

the momentum k⊥ the situation is more complicated, as it is not conserved dur-

ing the photoemission process. One can nevertheless determine the out-of-plane

component, if the assumption of a nearly free electron as the final state is made.

19



The assumption is routinely made in photoemission experiments; however, it is ex-

pected to work well only in systems with simple free-electron-like Fermi surfaces

and high-energy final states for which the influence of the crystal potential is small.

Under this assumption k⊥ can be written as

k⊥ = 1
h̄

√
2m(Ekin cos 2θ +V0). (2.4)

Here V0 is the so-called inner potential. It can be determined in a number of dif-

ferent ways: (i) setting V0 equal to the muffin tin potential from band structure

calculations, (ii) using a V0 that optimizes the agreement between the measured

and expected band structure, and (iii) experimentally by varying the photon energy

and observing the periodicity in k⊥ [102]. Note that for two-dimensional mate-

rials like graphene, the momentum component perpendicular to the sample is not

properly defined, avoiding this complication altogether.

For a formal description of the photoemission process, it is instructive to start

with Fermi’s golden rule, which estimates the transition probability w f i between an

initial state Ψi with energy Ei and a final state Ψ f with energy E f for an incoming

photon with energy hν :

w f i =
2π

h̄ 〈Ψ f |Hint |Ψi〉2 δ (E f −Ei−hν). (2.5)

For a definition of the perturbation operator Hint , we can look at the interaction

of an electron with mass m and the electromagnetic field A. Starting from the

unperturbed Hamiltonian H0 = p2/2m + eV (r), this leads to the transformation

p→ p− e
c A for the momentum operator:

H = 1
2m

[
p− e

c A
]2
+ eV (r)

= p2

2m + e
2mc(A ·p+p ·A)+ e2

2mc2 A2 + eV (r)

= H0 +Hint .

(2.6)

The quadratic term in A is usually neglected, as it only becomes relevant for ex-

tremely high photon intensities. Furthermore, if one assumes the electromagnetic

field is constant over atomic distances, one can simplify the commutation relation
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for A and p: [
p,A

]
=−ih̄∇ ·A = 0. (2.7)

Note that the term ∇ ·A can become important when effects like surface photoe-

mission are taken into account [108–112]. The resulting Hint is then

Hint =
e

mc A ·p. (2.8)

An additional simplification in the description of the photoemission process often

used is the so-called sudden approximation. It states that the emitted photoelectron

leaves the sample instantaneously and does not interact with the remaining (N−1)-

electron system left behind. This guarantees that the final state can be written as

the product of the emitted electron and the (N−1) wave function. For low kinetic

energy electrons, the time to leave the sample might become comparable to the

response time of the system and the approximation breaks down. One can distin-

guish the two extreme cases. In the adiabatic regime the (N− 1) system remains

in its ground state and in photoemission a single symmetric peak is measured. On

the other hand in the sudden regime, the (N−1) system is in an excited state and

in photoemission additional peaks or tails are measured due to the overlap with

several many-body states. [113–115]

When discussing photoemission experiments on correlated electron systems,

the Green’s function formalism can be a useful approach [116–121]. Here, the

many body interactions can be expressed in terms of the complex self-energy

Σ(k,ω) = Σ′(k,ω)+ iΣ′′(k,ω) of an electron with energy ω and momentum k.

The real and imaginary parts of the self-energy renormalize the energy and life-

time of the bare dispersion εk of the electron. The Green’s function as well as

spectral function can both be expressed in terms of this self-energy:

G(k,ω) =
1

ω− εk−Σ(k,ω)
(2.9)

and

A(k,ω) =− 1
π

Σ′′(k,ω)[
ω− εk−Σ′(k,ω)

]2
+
[
Σ′′(k,ω)

]2 . (2.10)
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This implies that the spectral function as measured with ARPES can be directly re-

lated to the imaginary part of the Green’s function (A(k,ω) =−( 1
π
)Im(G(k,ω))).

However, in reality the measured intensity depends on a number of factors and can

be written as follows:

I(k,ω) = I0(k,ν ,A) f (ω)A(k,ω). (2.11)

Here I0(k,ν ,A) is proportional to the square of the one-electron matrix element and

therefore depends on the momentum of the electron and the energy and polarization

of the incoming photons [102]. Because ARPES removes electrons from the system,

only the occupied density of states can be probed and we have to include the Fermi

function f (ω) = (exp(ω/kBT ) + 1)−1. In addition, the effects of a background

signal and resolution broadening in momentum as well as in energy also have to be

taken into account.

A schematic energy diagram of the photoemission process is illustrated in

Fig. 2.4. The sample is electrically connected to the analyzer as well as to ground,

so that emitted electrons can be replenished to avoid charge build-up and the Fermi

levels in the sample and the analyzer are aligned. An incoming photon with the

energy hν emits an electron with kinetic energy E ′kin depending on the electron’s

binding energy Ebin and the work function of the sample φsam.. The kinetic energy

Ekin that is actually measured at the analyzer is different, as the work function of the

analyzer φana. differs from that of the sample. As the work function of the analyzer

is typically not known a priori or may change with time, reference measurements

to determine the exact location of the Fermi level are needed. An example is shown

in Fig. 2.5, where a polycrystalline gold sample was used, which can be prepared

in situ in the UHV chamber. It shows the expected Fermi cut off which smears out

with increasing temperature. The data can be fitted to a Fermi function after includ-

ing an additional convolution with a Gaussian for the finite energy resolution. This

way, the energetic position of the Fermi level can be established (around 16.85 eV

kinetic energy in Fig. 2.5).

Now turning to a typical ARPES measurement on monolayer graphene on SiC,

a Fermi surface and two cuts are depicted in Fig. 2.6. The samples were glued to

the sample holder using a copper paste, guaranteeing good electrical and thermal
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Figure 2.4: Schematic energy diagram for photoemission. The sample is elec-
trically connected to the analyzer, so that the Fermi levels in the sample and the
analyzer are aligned. An incoming photon with energy hν emits an electron with
kinetic energy E ′kin depending on the electron’s binding energy Ebin and the work
function of the sample φsam.. The kinetic energy Ekin that is actually measured at
the analyzer is different, as the work function of the analyzer φana. differs from that
of the sample. Adapted from [122].

contact, and cleaned in situ in an oven at about 500◦C over night. Due to charge

transfer from the substrate to the graphene, monolayer samples on SiC show a sig-

nificant electron doping. This leads to a shift of the Dirac point to about 450 meV

binding energy. The Fermi surface already shows signs of trigonal warping, ex-

pected for these doping levels. One can look at the Fermi cut off by integrating in

momentum over one of the linear branches of the Dirac cone, perpendicular to the

Fermi surface (see Fig. 2.7). This way the resolution for different pass energy set-

tings on the sample can be compared as long as the sample temperature is known.

Note that these measurements can also be done on the gold calibration sample or

any other metallic sample without strong spectroscopic features near the Fermi

level. As expected, the energy resolution worsens with increasing pass energy, but

the transmission of the analyzer is higher with increasing pass energy. Hence, a
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Figure 2.5: Fermi edge on gold. Measured Fermi edge on a polycrystalline gold
sample at two different temperatures. Data taken at 3.9 K is shown in blue, and
10.3 K in red. The data is fitted to a Fermi function using those temperatures and
an additional convoluted Gaussian to account for the finite resolution of the exper-
imental setup.

trade off between energy resolution and measurement time has to be made, keep-

ing in mind factors like sample aging and availability of liquid helium.

2.2 Scanning tunnelling microscopy
Since its first implementation [123], STM has developed into a powerful technique

that gives access to the local topography on an atomic scale as well as spectroscopy

of the occupied and unoccupied density of states near the Fermi level. It relies on

quantum mechanical tunnelling effects between an atomically sharp tip and the

sample. A schematic setup for a STM experiment can be seen in Fig. 2.8a. Piezo

scanners allow the precise control of the tip in the lateral directions as well as in the
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Figure 2.6: Angle-resolved photoemission on monolayer graphene. (a) Fermi
surface measured at one of the corners of the Brillouin zone (BZ). The Fermi
surface shows signs of trigonal warping. (b) Cut along the kx direction as indicated
in (a). The Dirac point is at about 450 meV binding energy. (c) Similar cut as in
(b), but along the ky direction. The sample was held at a temperature of 7 K.

Figure 2.7: Fermi edge of monolayer graphene. The ARPES data for one linear
branch of the Dirac cone was integrated in momentum perpendicular to the Fermi
surface. Data was taken at 7 K. (a) Fermi edge measured with an analyzer pass
energy (PE) of 1 eV. The edge was fitted to a Fermi function convolved with a
Gaussian. The resulting energy resolution is ∆ = (0.9±0.2)meV. (b) Fermi edge
measured with an analyzer pass energy (PE) of 2 eV. The edge was fitted to a Fermi
function convolved with a Gaussian. The resulting energy resolution is ∆ = (2.1±
0.3)meV. As expected, the energy resolution worsens with increasing pass energy.
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Figure 2.8: Scanning tunneling microscopy setup and energy schematic. (a)
A piezo scanner setup allows the precise positioning of the tip with respect to the
sample. A bias voltage Vbias is applied between the sample and the tip. The result-
ing tunneling current is amplified and measured in a feedback loop. (b) The sample
with work function φsample and the tip with work function φtip are at a distance d
from each other. Due to the applied voltage, electrons can tunnel between tip and
sample. Note that for useful spectroscopic information of the sample, the density
of states of the tip has to be flat in the bias voltage range in question.

direction perpendicular to the sample. An applied bias voltage allows electrons to

either tunnel into or out of the sample. The resulting current (typically nA or pA)

is amplified and measured in a feedback loop. To obtain spectroscopic information

about the density of states, the bias voltage can be varied. This technique always

measures the convolution of the density of states of the sample with the density

of states with tip. Therefore a tip material with a flat density of states around

the Fermi level is mandated (see Fig. 2.8b). For the experiments shown in this

thesis, a platinum-iridium tip cut from a wire was used. Note that in general STM

measures the momentum-integrated density of states of the sample, but for certain

materials the band dispersion can be indirectly accessed by analyzing quasi-particle

interference patterns [124]. As a technique directly measuring the sample’s surface,

STM is a UHV experiment. Due to the strong dependence of the tunnelling signal on

the tip’s lateral position and distance from the sample, STM is highly susceptible to

mechanical noise and thus has to be properly isolated from any sources of vibration.

Topographic images of the sample are usually taken in one of two modes of

operation (see Fig. 2.9). In constant current mode, the height of the tip with respect
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Figure 2.9: Scanning tunneling microscopy modes. (a) In constant current
mode, the height of the tip is adjusted during the scan to keep the tunneling current
constant. (b) In constant height mode, the vertical position of the tip is fixed and
the tunneling current varies during the measurement.

to the sample is adjusted as it is scanned across the sample to keep the tunneling

current constant. In constant height mode, the vertical position of the tip is fixed

during the scan and the tunneling current varies. The constant height mode should

be used carefully and only on flat samples, as the danger of crashing the tip into

the sample is given.

For a brief introduction into the theory of STM, it is suitable to start with a

simple picture of electrons tunneling through a potential barrier [125–127]. This

causes a current that depends on the distance between the tip and the sample as well

as the applied bias voltage. For a more in-depth treatment, several more involved

theories of STM have been developed in the literature [128–131]. In the case of a

negative bias voltage being applied to the sample with respect to the tip, electrons

tend to flow from the sample to the tip. Using time dependent perturbation theory,

the elastic current can be estimated by:

Isample→tip =−2e 2π

h̄ |M|
2(ρs(ε) · f (ε))(ρt(ε + eV ) · [1− f (ε + eV )]). (2.12)

Here ε is the energy with respect to the Fermi level of the sample, e is the electron

charge, the factor of 2 arises from the spin degeneracy, |M|2 is the matrix element,

ρs and ρt are the density of states of the sample and tip, respectively, and f (ε) is

the Fermi function. Although most of the electrons will tunnel from the sample to
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the tip in case of a negative bias voltage, some electrons will nevertheless tunnel

from the tip to the sample. This contribution can be summarized as follows:

Itip→sample =−2e 2π

h̄ |M|
2(ρt(ε + eV ) · f (ε + eV ))(ρs(ε) · [1− f (ε)]). (2.13)

The net tunneling current is then the difference between those two contributions

after integrating over all energies:

I =−4πe
h̄

∫
|M|2ρs(ε)ρt(ε +eV ){ f (ε)[1− f (ε + eV )]− [1− f (ε)] f (ε + eV )}dε.

(2.14)

This lengthy expression can simplified when keeping in mind that tunneling can

only take place from occupied to unoccupied states. Whether a state is occupied

or not is determined by the Fermi function, which at typical measurement tem-

peratures of about 4.2 K (kBT = 0.36meV) can be well approximated by a step

function (1 for energies below the Fermi level and 0 for energies above the Fermi

level). Hence, we can approximate Eqn. 2.14 with

I ≈−4πe
h̄

∫ 0

−eV
|M|2ρs(ε)ρt(ε + eV )dε. (2.15)

As a second simplification, we can make use of the fact that we required the tip

material to have a flat density of states around the Fermi level. Hence, the term

ρt(ε + eV ) can be assumed constant over the integral range:

I ≈−4πe
h̄ ρt(0)

∫ 0

−eV
|M|2ρs(ε)dε. (2.16)

Next, we make the assumption that the matrix element can also be treated as a con-

stant. This is only true for limited energy ranges, when the exponentially decaying

wave functions of the sample and the tip are independent and do not influence each

other significantly [124, 125, 132]:

I ≈−4πe
h̄ ρt(0)|M|2

∫ 0

−eV
ρs(ε)dε. (2.17)

For an estimate of the matrix element, we can turn to our simple one-dimensional

model of a wave function tunneling through a square potential barrier. In this case

28



Figure 2.10: STM tip conditioning. Topography images of terpyridine-phenyl-
terpyridine (TPT) molecules on a Ag(111) surface. (a) Image taken with a “bad”
tip with Vbias = +500mV and Itun. = 10pA. The molecules look slightly blurry
and replicas in the vertical direction are visible. This is indicative of a not per-
fectly sharp tip and more than one active tunneling junction. The Ag(111) sur-
face shows the interference pattern of electron waves in the substrate scattering
off the molecules. (b) Image taken with a “good” tip with Vbias = +7mV and
Itun. = 330pA. Molecules appear sharper and no replicas are visible. Note the dif-
ferent wavelength of the interference pattern due to the changed bias voltage. Both
images were taken at a temperature of 4.2 K.

the Wentzel-Kramers-Brillouin (WKB) approximation yields |M|2 = exp(−2γ) for

the tunneling probability with

γ = d
h̄

√
2mβ . (2.18)

Here d is the distance between sample and tip (width of the barrier) and β depends

on the work functions of the tip and the sample (height of the barrier). This ex-

ponential relationship between the tunnelling current and the distance ensures the

extremely high spatial resolution of STM experiments. It also means that on flat

samples the macroscopic shape of the tip is rather unimportant, as tunneling pri-

marily happens from the outermost atom. The actual distance from the tip to the

sample is not known and can change either due to the topography or due to a change

in the density of states (defects, impurities, etc.). Calculations suggest a distance

of several ångströms to be in a regime where vacuum tunnelling dominates over

point contact phenomena [133].
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From Eqn. 2.17 we see that STM measures the integrated density of states of

the sample for the range of accessible bias voltages. For negative bias voltages,

electrons tunnel from the sample to the tip and the occupied density of states of

the sample are measured. For positive bias voltages, electrons tunnel from the tip

to the sample and the unoccupied density of states of the sample are probed. To

access the density of states, we have to look at the normalized derivative of the bias

voltage dependent tunnelling current [134].

DOS =
dI/dV√

C2 +(I/V )2
(2.19)

A small constant C is often added to avoid the singularity around 0 V. It should

be noted that, just like in ARPES, STM does not measure the ground state, but an

excited state as electrons are either added or removed from the material. Hence,

effects like charging, Coulomb interactions, or screening can play an important

role [135–137].

As we have learned, a well-conditioned tip is essential for STM measurements.

This includes the structure (ideally sharp with a single atom at the tip) and the elec-

tronic properties (flat density of states around the Fermi energy). To accomplish

this, a calibration sample with known structures and electronic properties is needed.

In our case we use a Ag(111) surface which has been cleaned by cycles of ion sput-

tering and annealing. Next, some terpyridine-phenyl-terpyridine (TPT) molecules

were deposited on it. Scanning over a region with molecules should yield sharp

structures with no additional ghost replicas in any direction (compare Fig. 2.10).

Replicas are an indication that the tip has multiple active tunnelling atoms that

scan an area one after another. There are several ways to condition the tip in case

improvements to the tip structure are deemed necessary: (i) for large changes, the

tip can be rammed into the surface (typically several nanometers deep) and dragged

around , (ii) for smaller changes, the tip can be poked into the surface (typically

less than one nanometer deep) and the resulting protrusion can be scanned to get an

idea of the tip geometry, and (iii) voltage pulses can be applied to the tip to remove

material or adsorbates. In reality, the preparation of a “good” tip often requires a

combination of all methods as well as an experienced eye, patience, and a bit of

luck.

30



Figure 2.11: Ag(111) surface state with STM. (a) I(V ) curve on a Ag(111) sur-
face with a “bad” tip. In addition to the kink at -60 meV corresponding to the
surface state, several additional features due to tip states are visible. (b) Normal-
ized dI/dV curve of (a). The density of states is not flat, indicating a “bad” tip. (c)
I(V ) curve on a Ag(111) surface with a “good” tip. The surface state at -60 meV
is the only clear feature. (d) Normalized dI/dV curve of (c). Apart from the ex-
pected step in the density of states due to the surface state, the tip does not induce
any pronounced additional features.
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Figure 2.12: STM on epitaxially grown monolayer graphene on SiC. (a)
Overview topography image taken at Vbias = 30mV and Itun. = 2pA. In addition
to the honeycomb lattice of graphene, the (6

√
3× 6

√
3)R30◦ superlattice due to

the lattice mismatch of graphene and the SiC substrate is visible. (b) Close up to-
pography image taken at Vbias = 30mV and Itun. = 2pA. The individual rings of
the carbon lattice are clearly visible. The variation in tunneling current is probably
induced by electronic or structural inhomogeneities in the underlying substrate or
slight buckling of the graphene surface [140].

Besides the geometry of the tip, also its electronic properties have to be checked.

The Ag(111) surface shows a well-known and pronounced surface state with a

parabolic dispersion opening at -60 meV binding energy [138, 139]. This two-

dimensional electron gas at the surface leads to a step in the density of states.

Other than that, the density of states of silver is expected to be flat around the

Fermi energy. In the I(V ) curve, the surface state should show up as a kink with a

linear dependence on either side, which translates to a step function in the density

of states after differentiation (compare Fig. 2.11). Any additional features indicate

that the density of states of the tip is not flat. In that case, the same tip conditioning

procedures as for the tip geometry can be applied. In general, a structurally “good”

tip does not imply an electronically “good” tip or vice versa. Hence, after any tip

alterations, both features should be checked.

After the tip is presumed suitable for experiments, the calibration sample can be

switched with the actual monolayer graphene on SiC sample. A topographic over-

view image and a close-up view are shown in Fig. 2.12. They show the expected

honeycomb lattice of graphene as well as the well-known (6
√

3× 6
√

3)R30◦ su-
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per structure. The latter arises due to the lattice mismatch of the graphene and

the underlying SiC substrate. Note here that tunneling spectroscopy with STM on

graphene has the additional complication that direct tunneling between the tip and

the graphene is not possible. This is due to the fact that the electrons in graphene

reside near the K points at the corners of the BZ in momentum space and can not

elastically tunnel. Inelastic tunneling is possible when taking for example phonons

or substrate interactions into account [141–143].

2.3 Resonant energy-integrated X-ray scattering
REXS is a powerful technique based on the scattering of photons (photon-in and

photon-out). It is sensitive to the charge, orbital, spin, and lattice degrees of free-

dom, which has made REXS an increasingly popular choice for the study of in-

tertwined ordering phenomena in a range of quantum materials [144]. The reso-

nant nature of the technique allows the detection of weak and short-range phases.

Among the great successes of REXS were the detection and characterization of the

broken-symmetry charge density order in the cuprate family of high-temperature

superconductors [145–153] and the orbital ordering in the manganites [154–156].

In the following section, a brief introduction into the theoretical background of

REXS is given. For a more comprehensive review, several publications are avail-

able [157–161].

The interaction of an electromagnetic field with a solid can be described by an

effective nonrelativistic coupling Hamiltonian Htot :

Htot = ∑
j

{
1

2m
[p j−

e
c

A(r j, t)]2 +V (r j, t)
}
+ ∑

j 6=k

e2

|r j− rk|2
+HEM

= Hel +HEM︸ ︷︷ ︸
H0

+
e

mc ∑
j

A(r j, t) ·p j︸ ︷︷ ︸
H lin

int

+
e2

2mc2 ∑
j

A2(r j, t)︸ ︷︷ ︸
Hquad

int

.
(2.20)

Here m is the fundamental mass of an electron, e is the charge of an electron, p j

is the momentum of the jth electron, r j is the position of the j-th electron, A(r j, t)

represents the vector potential, V (r, t) is the lattice potential, and the term e2

|r−r′|2

is the Coulomb interaction term. Thus the noninteracting Hamiltonian H0 can be
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split into an electronic part Hel and a part for the electromagnetic field HEM =

∑q,ν h̄ω[a†
ν(q)aν(q)+1/2] describing photons with wave vector q, polarization ν ,

and energy h̄ω being either created (a†
ν ) or annihilated (aν ). The interaction part of

the Hamiltonian can be split into a part linear in the vector potential H lin
int and a part

quadratic in the vector potential Hquad
int . In general, we are interested in calculating

the probability for a transition from an initial state |Ψ〉i = |ψGS〉el × |φi〉EM to a

final state |Ψ〉 f = |ψGS〉el ×|φ f 〉EM with the photon states |φi〉EM and |φ f 〉EM and

the electronic part |ψGS〉el , which we assume to be in the ground state. To calculate

this transition probability ωi→ f , we can turn to the generalized Fermi’s golden rule

[162]:

ωi→ f = 2π|〈Ψi|T |Ψ f 〉|2δ (E f −Ei). (2.21)

Here the delta function guarantees the conservation of energy and the transfer ma-

trix is defined as follows:

T = Hint +Hint
1

Ei−H0 + iη
Hint +Hint

1
Ei−H0 + iη

Hint
1

Ei−H0 + iη
Hint + ....

(2.22)

Before proceeding, we should note that for photon scattering techniques like REXS,

we are looking for operator combinations in the interaction which annihilate a pho-

ton with wave vector q and create a photon with wave vector q’ (a(q)a†(q′)).
Hence, interaction terms in the transfer matrix which are quadratic in the vec-

tor potential are required, as A(r, t) ∝ ∑q,ν εεεν · [exp(iq · r− iωt)a†
ν(q)+ h.c.] (εεεν

is the polarization vector of polarization state ν). If we now look at Eqn. 2.20

and Eqn. 2.22, we see that we get two contributions. The first one combines the

quadratic interaction operator Hquad
int with the first term in Eqn. 2.22 and the second

one combines the linear interaction operator H lin
int with the second term in Eqn. 2.22.

ω
(1)
i→ f = 2π

∣∣∣ e2

2mc2 〈Ψi|∑
j

A2(r j, t) |Ψ f 〉
∣∣∣2 (2.23)

ω
(2)
i→ f = 2π

∣∣∣( e
mc

)2
∑
M

〈Ψi|∑ j A(r j, t) ·p j |ΨM〉〈ΨM|∑k A(rk, t) ·pk |Ψ f 〉
Ei−EM + iΓM

∣∣∣2 (2.24)

Here the delta functions from Eqn. 2.21 are dropped for brevity and |ΨM〉 describes

a generic excited state of the solid interacting with the electromagnetic field with
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energy EM and lifetime h̄/ΓM. If we expand the square of the vector potential under

the assumption of an elastic scattering process (ωin =ωout) A2(r, t)∝ (εεενin ,εεενout )×
exp(i(qout−qin) ·r) ·a

†
νout (qout)aνin(qin), use the definitions of the initial state |Ψi〉

and final state |Ψ f 〉 from above, use the fact that Ei = EGS +[nqin h̄ωqin +1/2] and

EM = Em + [(nqin − 1)h̄ωqin + 1/2], and consider that a†
νout (qout)aνin(qin) |φi〉EM ∝

|φ f 〉EM, we can rewrite Eqn. 2.23 and Eqn. 2.24 [144].

ω
(1)
i→ f = |〈ψGS|∑

j
exp(−iQ · r j) |ψGS〉|2 ∝ |〈ψGS|ρ(Q) |ψGS〉|2 (2.25)

ω
(2)
i→ f =

∣∣∣∑
m

∑
j,k

〈ψGS|εεενout p jexp(iqout · r j) |ψm〉〈ψm|εεενinpkexp(−iqin · rk) |ψGS〉
EGS−Em + h̄ω + iΓm

∣∣∣2
(2.26)

Here ρ(Q) is the Fourier transform of the electron density operator ρ(r)=∑ j δ (r−
r j) and Q = qin−qout is the momentum transfer between the scattered photon and

the sample. It should be emphasized that we have gone from a description of the

intermediate state including both the electronic and photonic part of the wave func-

tion |ΨM〉 to a description of the intermediate state only involving the electronic

part of the wave function |Ψm〉 here. |Ψm〉 is in general still an excited many-body

state with a core hole. The first process in Eqn. 2.25 does not involve an interme-

diate state and is directly proportional to the square of the electronic density in the

ground state. This leads to the conventional nonresonant X-ray diffraction (XRD)

signal. Because it relies on the total number of electrons, it is typically more

sensitive to atoms with higher atomic number and core electrons as they usually

outnumber the valence electrons significantly. The second process in Eqn. 2.26 is

associated with REXS. It can be understood more intuitively as a two-step process:

First, an incoming photon promotes an electron into an excited state leaving a core

hole behind. Second, a scattered photon is re-emitted and the core hole is filled

again, leaving the sample in its ground state. The two processes are schematically

illustrated in Fig. 2.13a. The advantage of REXS is now the resonant enhancement

of the signal close to an absorption edge (see Fig. 2.13b). While the XRD signal is

mostly independent of the photon energy, the REXS is peaked around the resonance

and decays to zero away from it. By picking a specific absorption edge via tuning

the photon energy, one can select certain chemical elements and orbitals. Further,
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Figure 2.13: Schematic of resonant X-ray scattering process. (a) Comparison
between nonresonant (left) and resonant (right) scattering process. The resonant
scattering process can be described by an intermediate state |Ψm〉 with a core hole
connecting the ground states |ΨGS〉. (b) Effect of resonance enhancement close to
an absorption edge. The nonresonant measurement (dashed blue) is mostly inde-
pendent of the photon energy hν , while the resonant measurement (red) shows a
peak of width Γli which decays to zero away from the resonance. Figure adapted
from [144].

the signal is sensitive to spin excitations through the spin-orbit interaction of the

core hole in the intermediate state. Experimentally, signal enhancements of more

> 103 have been found [163, 164], allowing the detection of weak and short-range

ordering phenomena above the noise level, even if they are not accompanied by a

lattice distortion.

If we now look at an actual realization of an REXS experiment, we first note

that the technique requires a photon source with tunable photon energy in the X-

ray regime. This means the use of synchrotron facilities is necessary. A number

of beamlines dedicated to resonant X-ray scattering experiments are already avail-

able or under construction worldwide (ALS, APS, BESSY, CLS, DESY, Diamond,

ESRF, NSLS-II, NSRRC, SLS, SOLEIL, Spring-8, SSRL) [144]. They can in gen-

eral be divided into hard X-ray (>2.5 keV photon energy) and soft X-ray facilities

(up to 2 keV photon energy). For the purposes of this thesis, we are looking at

edges in the soft X-ray regime, which are available at the REXS endstation at the

Canadian Light Source (CLS) [165]. In contrast to hard X-rays, soft X-rays add

the additional complications of covering a smaller part of momentum space due

to the smaller momentum of the photons and requiring the entire experiment to
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Figure 2.14: Geometry of resonant X-ray scattering experiment. (a) The di-
rection of the incoming photon (qin,hνin) is fixed to the beamline direction and
the outgoing scattered photon (qout ,hνout ≈ hνin) is detected. The sample can be
rotated around various axes (θ , χ , and ϕ) as well as moved laterally (x, y, and z).
The direction of the outgoing photon is determined by the scattering angle θsc. (b)
Geometry showing the magnitude of the exchanged momentum Q between pho-
ton and sample. By projecting Q onto the sample surface, the parallel (Q‖) and
perpendicular components (Q⊥) of the transferred momentum can be calculated.
Adapted from [144].

be in UHV due to the higher attenuation of photons with smaller photon energy.

An illustration of the experimental setup is shown in Fig. 2.14. The direction of

the incoming photon is fixed by the beamline, and the sample (θ ) and the detector

(2θ = θsc) can be rotated individually. The sample can additionally be rotated in

χ and ϕ in a limited range as well as moved in all lateral directions x, y, and z

for sample alignment. The sample stage can further be cooled with liquid helium

and is equipped with heaters, allowing a continuous adjustment of the tempera-

ture. In our case, the photon detectors do not discriminate photon polarization or

photon energy, so that the signal can be viewed as an energy integrated spectrum

comprised of the elastic and inelastic part. In general, experimental schemes dif-

ferentiating different energies of the scattered light are available (resonant inelastic

X-ray scattering (RIXS)), but come at the cost of a reduced efficiency. Under the

assumption of a nearly elastic scattering process (hνout ≈ hνin), the magnitude of
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the transferred momentum can be expressed as Q = 2qin× sin(θsc/2) [144]. When

the vector Q is projected onto the plane defining the sample surface, the parallel

component Q‖ and perpendicular component Q⊥ of the transferred momentum can

be extracted (see Fig. 2.14b).

2.4 Low energy electron diffraction
LEED is a useful technique for the characterization of surfaces based on the diffrac-

tion of electrons off the sample [166–169]. It relies on the groundbreaking hy-

pothesis by Louis de Broglie that all particles can be associated with a wave like

character [170]:

λ =
h√

2mEkin
. (2.27)

Here the wavelength λ depends on the mass of the electron m and the kinetic

energy Ekin. h is the Planck constant. To obtain constructive interference between

an incoming electron and a scattered electron the Laue condition has to be fulfilled

[171]:

k−k0 = ha∗+ kb∗+ lc∗ = Ghkl. (2.28)

Here k0 is the wave vector of the incident electron, k is the wave vector of the

diffracted electron, a∗, b∗ and c∗ are reciprocal lattice vectors, and hkl are a set of

integer numbers. Note that the LEED process is elastic and therefore the magnitude

of the electron wave vector remains unchanged (|k|= |k0|). For a two-dimensional

material like graphene, the relationship in Eqn. 2.28 reduces to [168]:

k‖−k‖0 = ha∗+ kb∗ = Ghk. (2.29)

Even though the first electron diffraction experiments were successfully performed

early on [172, 173], it took until the 1960s to establish LEED as a tool in the anal-

ysis of surfaces [174–177]. This is mainly due to fact that LEED is a very surface-

sensitive technique. Hence, atomically clean and flat surfaces are necessary, typi-

cally requiring UHV conditions and sample preparation. The surface sensitivity is

directly related to the electron inelastic mean free path in a solid (compare with

ARPES in Fig. 2.2) [107]. In the typical energy range (10 eV to 100 eV) the pen-
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Figure 2.15: Schematic setup of a low energy electron setup. A monochromatic
electron beam from an electron gun is collimated by a Wehnelt cap. The diffracted
electrons pass through the suppressor grids before hitting a phosphor screen for
detection. The sample is grounded.

etration depth is on the order of several Ångstroms, corresponding to a few unit

cells of most materials. In general, LEED experiments can be performed in one of

two ways: (i) qualitative analysis of the position and “sharpness” of the diffraction

spots, and (ii) recording the intensities and profiles of individual spots as a function

of the electron energy. The former is useful to determine the orientation, symmetry

and general quality of a sample (we will stick to this approach in this thesis). The

latter can give additional information about atomic positions, defects, terrace sizes,

etc. on the surface, but requires a more comprehensive data analysis and theoretical

modelling [178, 179].

A schematic illustration of a LEED experiment is shown in Fig. 2.15. An elec-

tron gun produces a monochromatic beam of electrons, which is collimated by a

Wehnelt cap before hitting the electrically grounded sample. The scattered elec-

trons pass through several suppressor grids and are then detected on a phosphor

screen. The suppressor grids are supposed to repel inelastically scattered electrons

with lower kinetic energy. Typical spot sizes of the electron beam on the sample

are between 0.1 mm and 0.5 mm depending on the settings of the electron optics.

Before looking at an actual experimental LEED image of monolayer graphene

on SiC, we can use the structural information available for the sample system to

simulate the expected LEED pattern (see Fig. 2.16). The hexagonal structure of
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Figure 2.16: Simulation of the LEED pattern for graphene on SiC. The hexag-
onal diffraction patterns of graphene (red) and the SiC substrate (blue) are rotated
against each other by 30◦. SiC has a slightly larger lattice constant than graphene
in real space, leading to slightly smaller reciprocal lattice vectors in the LEED im-
age. The lattice mismatch also leads to a (6

√
3×6
√

3)R30◦ superstructure (green).
Note that not all diffraction spots for the superstructure are shown for simplicity
and easier comparison with the experimental LEED pattern (see Fig. 2.17).

graphene and the SiC substrate are rotated by 30◦ with respect to each other. The

SiC has a slightly larger lattice constant than graphene in real space. In reciprocal

space probed by LEED, the situation is reversed, so we expect the SiC diffraction

spots to be slightly closer to the center of the image in comparison to the graphene

diffraction spots. In addition, we have to keep the (6
√

3× 6
√

3)R30◦ superlattice

between the graphene and the substrate in mind, which arises from the lattice mis-

match. The comparatively large unit cell of the superstructure in real space leads

to short reciprocal scattering vectors in the LEED image rotated by 30◦ form the

graphene spots. Note that in Fig. 2.16 not all spots of the superstructure in the

visible area are shown for simplicity and better comparison to the experimental

data. Indeed the experimental LEED pattern of monolayer graphene on SiC shows

the expected features (see Fig. 2.17). The diffraction spots of the SiC substrate
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Figure 2.17: LEED pattern for monolayer graphene on SiC. Experimental LEED

pattern obtained at 66 eV electron energy with the sample held at 6 K. The diffrac-
tion spots of the graphene are marked in red, the diffraction spots of the SiC sub-
strate in blue, and the diffraction spots corresponding to the reconstructed superlat-
tice between sample and substrate in green. The dark feature visible in the center
of the image is due to the electron gun and electrical connections leading to it.

are considerably weaker compared to the graphene spots, as the former is buried

beneath the graphene. Also note that only a limited number of superlattice spots

are visible, in particular around the graphene spots. This could be due to additional

interference effects and can change as the electron energy is modulated and higher-

order diffraction spots come into the range of the detector. For the purposes of this

thesis, we try to align the graphene sample in the depicted fashion in Fig. 2.17, to

allow easy access to one of the corners of the BZ with the given photon energy in

ARPES.

2.5 Raman spectroscopy
Raman is a spectroscopic method used to study low-energy excitations in materi-

als [180–182]. It is commonly applied in chemistry to identify molecules through
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vibrational fingerprints or in solid state physics to study phonons or other collec-

tive excitations of a crystal [183–185]. Raman is based on the inelastic scattering

of monochromatic light, which was first theorized in 1923 [186]. The effect was

experimentally realized shortly after in 1928 by C. V. Raman and independently by

G. Landsberg and L. Mandelstam [187–189]. The process of Raman spectroscopy

is illustrated in Fig. 2.18. Starting from the electronic ground state, an incoming

photon excites the material into a virtual state. Most of the time the decay returns

it to the same vibrational level (Rayleigh scattering), meaning the emitted pho-

ton has the exact same energy as the incoming photon. Nevertheless, for a small

number of photons the energy changes, as a vibrational mode in the material is

either excited or absorbed by the photon. This is the Raman effect. If a vibrational

mode in the material is excited, the energy of the outgoing photon is reduced by

the energy of that mode (Stokes scattering). If a vibrational mode instead is de-

excited, the emitted photon has an increased energy (anti-Stokes scattering). The

ratio between Stokes and anti-Stokes scattering depends on the energy of the vibra-

tional modes and the temperature. For typical phonon energies and temperatures,

materials are mostly in the electronic and vibrational ground state, so that Stokes

scattering dominates. Note that for known material parameters, the ratio between

Stokes and anti-Stokes scattering can be used to determine the temperature of the

sample [190–192].

The theory of Raman scattering can be illustrated by a simple model based on

the polarizability of a material. For a more in-depth review a number of publi-

cations are available [193–195]. Excitations in a material (e.g. phonons) can be

described by a periodic motion:

q = q0cos(2πνvibt). (2.30)

Here q is the displacement, q0 the amplitude of the oscillation, and νvib is the char-

acteristic frequency of the oscillation. The electromagnetic field of an incoming

photon induces a dipole moment P depending on the polarizability α of the mate-

rial:

P = αE0cos(2πν0t). (2.31)
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Figure 2.18: Process of Raman spectroscopy. (a) Both the electronic ground
state (GS) and the excited state (ES) have a series of vibrational states associated
with them. Typically the vibrations have a smaller energy scale then the difference
between the electronic GS and ES. An incoming photon connects to a virtual state
in the band gap. The emission of the scattered photon can either happen to the
same vibrational state (Rayleigh scattering – black), to a state with higher vibra-
tional energy (Stokes scattering – red), or to a state with lower vibrational energy
(Anti-Stokes scattering – blue). (b) Energy shifts for the three different scatter-
ing processes. For Rayleigh scattering (black) no change in the photon energy is
observed. For Stokes scattering (red) the energy of the emitted photon is lower,
and for anti-Stokes scattering (blue) the energy of the emitted photon is higher.
The elastically scattered component is much stronger than the two inelastic com-
ponents. The intensity ratio between the Stokes and anti-Stokes peaks depends on
the energies of the vibrations involved and the temperature.

Here E0 is the amplitude of the electromagnetic field and ν0 is the energy-dependent

frequency of the photon. For small amplitudes the polarizability can be expanded

in terms of the displacement:

α = α0 +q( ∂α

∂ t )q=0 + .... (2.32)
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Figure 2.19: Setup of a Raman spectroscopy experiment. Monochromatic light
from a laser is guided onto the sample. Optics of a microscope can be used to
reduce the spot size of the beam on the sample and add lateral resolution to the ex-
periment. The reflected light is analyzed according to its energy in a spectrometer
with a grating and then detected. Adapted from [196].

Combining Eqn. 2.30, Eqn. 2.31, and Eqn. 2.32, we get a new expression for the

induced dipole moment in the material:

P = α0E0cos(2πν0t)+q0cos(2πνvibt)E0cos(2πν0t)( ∂α

∂ t )q=0. (2.33)

The first term in Eqn. 2.33 describes the usual Rayleigh scattering process. The

second term is the basis of Raman scattering. It can be slightly rewritten using one

of the identities for trigonometric functions:

1
2 q0E0(

∂α

∂ t )q=0[cos(2π{ν0−νvib}t)+ cos(2π{ν0 +νvib}t)]. (2.34)

Here the first term describes a dipole with a decreased frequency (Stokes scattering)

and the second term a dipole with an increased frequency (anti-Stokes scattering).

A typical experimental setup for Raman scattering is depicted in Fig. 2.19. As a

source of intense monochromatic light, a laser is used. The light is guided through
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Figure 2.20: Resonant Raman process in graphene. (a) Origin of the so called
Raman G peak of graphene. The absorption of a photon generates an electron-hole
pair. The recombination involves a Γ-point phonon with zero momentum. The
energy difference between incoming and outgoing photon equals the energy of the
phonon. (b) Origin of the so called Raman 2D peak of graphene. In addition to
the resonant creation of the electron-hole pair, the process involves two K-point
phonons that resonantly couple the K and K’ valleys. In this case the energy dif-
ference between the incoming and outgoing photon equals the sum of the energies
of the two phonons involved. In both (a) and (b) optical transitions are depicted as
blue arrows and phonon transitions are depicted as orange arrows. Adapted from
[197].

an optical setup onto the sample. Often a microscope is used to focus the light and

reduce the spot size of the beam on the sample (≈ µm depending on the wavelength

of the used light). This allows us to scan the sample with the photon beam and

add lateral resolution to the experiment. The reflected light is guided through a

spectrometer with a grating to discriminate different energies, then detected for

read out.

Raman spectroscopy has been and still is a powerful tool in the field of gra-

phene. The linear dispersing bands forming cones around the Dirac points allow

for direct optical transitions and for the resonant creation of electron-hole pairs

in a range of photon energies. The two dominant Raman features for monolayer

graphene on SiC are the so called G and 2D peaks. The underlying processes

for both are illustrated in Fig. 2.20. The G peak process involves the creation of

an electron-hole pair through photon absorption and a single Γ-point phonon with

zero momentum. The 2D peak process involves the creation of an electron-hole

pair through photon absorption and two K-point phonons which resonantly couple
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Figure 2.21: Raman spectroscopy of monolayer graphene on SiC. Raman spec-
trum taken with a helium-neon laser (632.8 nm) with the sample at room temper-
ature. (a) The low-energy part of the spectrum is dominated by sharp transitions
corresponding to the SiC substrate. (b) At higher wave numbers, additional SiC
peaks overlap with the graphene G peak (E2g stretching phonon mode at the Γ

point). The G peak is indicated with a blue star slightly below 1600 cm−1. The
so-called graphene 2D peak appears due to an intervalley process involving two
phonons. It can be used to determine the number of graphene layers and interac-
tions with a substrate. (c) Close-up of the graphene 2D peak. Note the different
intensity scales from (a) – (c).
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the two valleys K and K′ in graphene. In the first process the energy difference

between the incoming and outgoing photon is equal to the energy of the single

phonon, while in the second process the energy difference is equal to the sum of the

energies of the two phonons involved [198–202]. In both cases the total momen-

tum and energy of all particles must be conserved. At typical photon energies used

for Raman experiments on graphene the momenta of the photons can be neglected

and the optical transitions can be depicted as vertical transitions in the electronic

band structure (compare Fig. 2.21). Raman spectroscopy can be used as a tool to

determine the number of layers of graphene, analyze sample quality (defects, flake

size, etc.), and to study low-energy excitations like phonons and their coupling to

other degrees of freedom [197, 202–206]. A typical Raman spectrum of monolayer

graphene epitaxially grown on a SiC substrate is shown in Fig. 2.21. The data was

taken with light from a helium-neon laser (632.8 nm) and the sample at room tem-

perature. At low energies, the spectrum is dominated by intense peaks correspond-

ing to excitations in the SiC substrate. Around 1600 cm−1 the graphene G peak is

visible, but also overlaps with signal from the substrate. By comparing our data

with available Raman spectra for monolayer graphene on SiC form the literature

we can identify the G peak (blue star in Fig. 2.21b) [207–210]. It arises from the

E2g stretching phonon mode at the Γ point [203]. Around 2650 cm−1, the so-called

graphene 2D peak originates from an intervalley scattering process involving two

phonon modes [203]. It is sometimes also called G∗ peak. The position and width

of the 2D feature can be used to identify different numbers of graphene layers and

interactions with different substrates [207, 211, 212]. Especially noteworthy here

is the work by Lee et al. [213] which showed that for graphene on SiC the width

of the Raman 2D peak is the fingerprint to differentiate between different num-

bers of graphene layers. They also showed that Raman features shift if graphene

is transferred from SiC to another substrate, while the width of features remains

unchanged and is intrinsic to the graphene. Finally, Mueller et al. [214] showed

that by combining the analysis of the graphene G and 2D peaks it is possible to

disentangle the effects from for example strain and doping in graphene. Unfortu-

nately, this is not possible in our data due to the overlap of the G peak with features

from the underlying SiC substrate.
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Chapter 3

Strain-induced Landau levels in
graphene

In the presence of strong magnetic fields, two-dimensional (2D) electron systems

display highly degenerate quantized energy levels called Landau levels (LLs) [27].

When the Fermi energy is placed within the energy gap between these LLs, the

system bulk is insulating and charge current is carried by gapless edge modes.

This is the quantum Hall effect, belonging to the remarkable class of macroscopic

quantum phenomena [215–218] and the first member of an ever-growing family of

topological states [219, 220]. While angle-resolved photoemission spectroscopy

(ARPES) has been a powerful tool to investigate numerous quantum phases of mat-

ter [84, 221, 222], the traditional quantum Hall states – and thus their momentum-

resolved structure – have remained inaccessible. Such observations are hindered

by the fact that ARPES measurements are incompatible with the application of

magnetic fields. Here, we circumvent this by using graphene’s [1, 2, 17] peculiar

property of exhibiting large pseudomagnetic fields under particular strain patterns

[85] to visualize the momentum-space structure of electrons in the pseudo-quantum

Hall regime. By measuring the unique energy spacing of the resulting pseudo-LLs

with ARPES, we confirm the Dirac nature of the electrons in graphene and extract

a pseudomagnetic field strength of B = 41 T. This momentum-resolved study of

the quantum Hall phase up to room temperature is made possible by exploiting

shallow triangular nanoprisms in the SiC substrates that generate large, uniform

48



Figure 3.1: Identification of nanoprisms. (a) Horizontal derivative AFM topog-
raphy image of our monolayer graphene grown on a SiC substrate. Triangular
nanoprisms are dispersed on the surface. Inset: AFM topography image of the
same area. Substrate terrace steps are about 10nm in height. (b) Top: Close-up
AFM topography of the area indicated by the black box in (a). Bottom: Line cut
through the AFM data marked by the purple line in the close-up. (c) Overview STM

topography image (200 nm × 200 nm, Vsample = 100mV, Itun. = 2pA) showing a
single nanoprism.

pseudomagnetic fields, arising from strain, confirmed by scanning tunnelling mi-

croscopy (STM) and model calculations. Our work demonstrates the feasibility of

exploiting strain-induced quantum phases in 2D Dirac materials on a wafer-scale

size, opening the field to a range of new applications.

Graphene was the first material in which a member of the striking class of

macroscopic quantum phenomena [215–217, 223] – the quantum Hall effect (QHE)

[27] – could be observed at room temperature, when subject to large magnetic fields

[37]. In the quantum Hall state, charge carriers are forced into cyclotron orbits

with quantized radii and energies known as LLs when subjected to the influence of

a magnetic field. In order to observe this effect, certain conditions must be met:

the magnetic field must be large enough that the resulting spacing between LLs is

larger than the thermal energy (∆ELL > kBT ); the charge carrier lifetime between

scattering events must be longer than the characteristic time of the cyclotron orbit

(tlife > 1/ωc); and the magnetic field must be uniform on length scales greater than

the LL orbit. This typically mandates the need for cryogenic temperatures, clean

materials, and large applied magnetic fields. Dirac fermions in graphene provide a

way to lift these restrictions: Under certain strain patterns, graphene’s electrons be-
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have as if they were under the influence of large magnetic fields, without applying

an actual field from outside the material [85, 86, 224, 225]. These so-called pseu-

domagnetic fields only couple to the relativistic electrons around the Dirac point

and, under the QHE conditions above, lead to the formation of flat, quantized LLs.

This has been successfully observed using a range of methods [86, 224, 225], but

was so far restricted to small regions, which severely limits its applicability.

Here, we directly visualize the formation of flat LLs close to the Fermi energy

induced by pseudomagnetic fields on wafer-scale semiconductor samples. By mea-

suring the hallmark
√

n energy spacing and momentum dependence of the ensuing

pseudo-LLs with angle-resolved photoemission spectroscopy (ARPES), and with

the aid of model calculations, we confirm their quantum Hall nature and extract a

pseudomagnetic field strength of B = 41 T. This is made possible by the presence of

a distribution of triangular nanoprisms underneath the monolayer graphene in our

samples based on the well-established platform of epitaxial graphene on SiC sub-

strates [57, 61, 64, 226], as revealed by a combination of atomic force microscopy

(AFM) and scanning tunneling microscopy (STM) measurements. STM experiments

were performed at UBC under ultra-high vacuum conditions (< 5× 10−11 mbar)

using a low-temperature scanning tunnelling microscope (Scienta Omicron) at liq-

uid helium temperatures (∼ 4.2 K). All images were acquired in constant-current

mode using a cut platinum-iridium tip, which was conditioned by voltage pulsing

and gentle indentation into a Ag(111) crystal. The samples were annealed at 550◦C

overnight with a final pressure of p = 3×10−10 mbar in situ prior to the STM mea-

surements. Graphene samples with a carbon buffer layer were epitaxially grown

on commercial 6H-SiC substrates. The substrates were hydrogen-etched prior to

the growth under argon atmosphere. Details are described by S. Forti and U. Starke

[227]. AFM characterisation measurements were taken at the Max Planck Institute

in Stuttgart.

Our topographic images of these samples (Fig. 3.1a inset) exhibit the well-

known terraces and step edges of graphene grown on 6H-SiC [57], which are due to

a miscut of the wafers from the (0001) direction of up to 0.1◦. A population of tri-

angular nanoscale features are identified on the terraces of our samples (Fig. 3.1a),

which are like those reported on similar substrates [228, 229]. These nanoprisms

appear during the growth process of graphene on 6H-SiC and are controllable by
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Figure 3.2: AFM height distribution. Height distribution for the AFM image in
Fig. 3.1b (Top). Two Gaussians (red) can be fitted to the data to extract the depths
of the nanoprisms. The integrated fraction curve is shown in yellow.

Figure 3.3: Graphene layer coverage (a) STM image taken across the edge of a
nanoprism (Vsample = 30mV, Itun. = 10pA). The graphene grows smoothly over
the step without interruption. (b) AFM adhesion image taken in the same region as
shown in Fig. 3.1a. The image shows no contrast between the nanoprisms and the
surrounding terraces (black box), thus clearly indicating that the nanoprisms are
covered by monolayer graphene.
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Figure 3.4: Substrate-induced strain. (a) Schematic structure of 6H-SiC, show-
ing its layered ABCACB stacking order with epitaxial graphene on top (yellow).
Inside the nanoprism, a single layer within the unit cell is missing, exposing the
graphene to a different substrate surface termination, as illustrated in the top view.
The carbon buffer layer is not shown for clarity. (b) Atomically resolved STM

images (10 nm × 10 nm, Vsample = 30mV, Itun. = 2pA) inside (top) and outside
(bottom) of the nanoprism. (c) Difference map of the two Fourier transformed
(FT) images in (b) visualizing the strain pattern inside the nanoprism.

the argon flow in the chamber [229]. They cover between 5% and 10% of the

terraces, which is supported by looking at the height distribution of the pixels in

the AFM image in Fig. 3.1b (top). We can determine the depths of the nanoprisms

as well as estimate the coverage of the nanoprisms on the sample (see Fig. 3.2).

The difference in the position of the two fitted Gaussians leads to a depth of the

nanoprisms of (2.7±0.7) Å. The integrated fraction curve indicates that about 5%

to 10% of the total area is covered with nanoprisms. Further, the nanoprisms are

completely covered by monolayer graphene, which is being demonstrated by our

AFM adhesion images (see 3.3b). Adhesion images correspond to the force neces-

sary to retract the tip from the sample. Adhesion is sensitive to the graphene cov-

erage on the sample and can thus distinguish between zero-layer, monolayer, and

bilayer graphene with sensitivity to grain boundaries [230, 231]. The AFM adhe-

sion image in Fig. 3.3b (taken in the same region as in Fig. 3.1a) shows no contrast

between the nanoprisms and the surrounding terraces, thus clearly indicating that

the nanoprisms are covered by monolayer graphene.
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The nanoprisms are equilateral triangles oriented in the same direction with a

narrow size distribution around 300nm side length. They are about (2.7± 0.7) Å

deep (Fig. 3.1b), which corresponds to a single missing SiC double layer or 1
6 of the

6H-SiC unit cell. This leads to a change in the registry between the silicon atoms

in the top layer of the substrate and the graphene as illustrated in Fig. 3.4d. The

strain created inside the nanoprisms cannot be relieved, because the nanostructures

are continuously covered by monolayer graphene without additional grain bound-

aries as corroborated by our STM images across the edge (see Fig. 3.3a). The STM

image shows how the graphene grows smoothly over the step without interrup-

tion. This assures that a possible strain inside the nanoprism can build up and is

not relieved along grain boundaries. To obtain a more detailed view of the possi-

ble strain pattern, we perform additional detailed atomic resolution STM measure-

ments. The images taken inside and outside the nanoprisms (Fig. 3.4e) show the

expected (6
√

3× 6
√

3)R30◦ modulation with respect to SiC on top of the carbon

honeycomb lattice [59]. However, taking the difference between the two Fourier

transformed images (Fig. 3.4f) reveals a strain pattern inside the nanoprism, with

a maximum observed strain of about 3◦. While the strain pattern could not be de-

termined for the entire triangle due to limitations during the STM measurements

(i.e. large size of the nanoprisms and problems with the stability/cleanliness of

the tip), Fig. 3.5 shows the differences of Fourier transforms for pristine graphene

and graphene with various lattice deformations and might give some intuition for

the experimentally observed strain pattern. Especially the shear strain in Fig. 3.5d

shows some agreement with the experiment with one fixed axis and changes along

the other two high symmetry directions (compare also Fig. 3.22).

In order to confirm if the induced strain pattern indeed leads to flat LLs close

to the Fermi energy, we perform a series of high-resolution ARPES measurements.

The experiments were performed at UBC in an ultra-high vacuum chamber equipped

with a SPECS Phoibos 150 analyser with optimal resolutions of ∆E = 6meV and

∆k = 0.01Å in energy and momentum, respectively, at a base pressure of better

than p = 7× 10−11 Torr. Photons with an energy of 21.2 eV were provided by a

SPECS UVS300 monochromatized gas discharge lamp. Our homebuilt six-axis

cryogenic manipulator allows for measurements between 300 K and 3.5 K. Addi-

tional datasets were taken at UBC with a second ARPES setup equipped with a
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Figure 3.5: Comparison of Fourier transforms for different graphene defor-
mations. The figure shows differences between Fourier transforms of pristine
graphene and graphene with various lattice deformations. (a) Isotropic stretch of
3%. (b) Uniaxial stretch of 3% along the y-direction. (c) Rotation of 3◦. (d) Shear
strain of 3◦ in the x-direction.
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Figure 3.6: Momentum-resolved visualization of LLs. (a) ARPES cut through
the Dirac cone at the K point at 300 K. The data have been divided by the Fermi
function and symmetrized to compensate for matrix element effects [232]. (b) Cut
along the energy axis integrated around the K point in (a). (c) Second derivative of
the data in (a) [233]. (d) Inverted second derivative of the data shown in (b) after
smoothing. (a)–(d) Landau levels (LLs) are indicated by arrows. (e) Summary
of LL data sets, with model fit according to Eqn. 3.1 shown in black; the 95%
confidence interval of the fit is shown in grey. Different symbols indicate different
samples and temperatures: sample A (6 K) [hexagons], sample B (6 K) [squares],
sample B 2nd data set (6 K) [stars], sample B (300 K) [diamonds], sample C (6 K)
[circles], and sample C 2nd data set (6 K) [triangles]. The position of the Dirac
point (DP) is indicated by the black arrow. Inset: Same data plotted versus

√
n,

giving the expected linear behaviour for LLs in a Dirac material. (f) Sketch of
various mechanisms which may lead to ARPES intensity inside the cone. Neither
electron-phonon coupling nor contamination from bilayer graphene can explain the
experimental findings.
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Scienta R4000 analyser and a Scienta VUV5000 UV source with optimal reso-

lutions of ∆E = 1.5meV and ∆k = 0.01Å−1 in energy and momentum, respec-

tively, for 21.2eV photons. The samples were annealed at 600◦C for about 2h at

p = 1×10−9 Torr and then at 500◦C for about 10h at p = 5×10−10 Torr immedi-

ately before the ARPES measurements.

ARPES is a momentum- and energy-resolved technique that has proven to be a

powerful tool in directly studying the electronic band structures of a vast variety of

quantum phases of matter, from strongly-correlated electron systems and high-Tc

superconductors [102] to topological insulators and semimetals [221, 222, 234].

Yet no study of quantum Hall states has been performed, since ARPES is strictly in-

compatible with the application of magnetic fields, as essential crystal momentum

information carried by the photoemitted electrons would be lost through interaction

with the field. However, this is different for pseudomagnetic fields, as they only in-

teract with the Dirac electrons inside the material. We note that while a recently de-

veloped momentum-resolved technique compatible with magnetic fields has been

reported [235], it necessarily requires sophisticated heterostructures, physically ac-

cessible fields, and is limited to a small sector of the Brillouin zone.

Our ARPES data, which – due to the ∼1 mm spot size of the photon source –

correspond to the spatial average over unstrained and strained regions of the sam-

ple, show the expected Dirac cone as well as new flat bands that gradually merge

with the linear dispersion (Figs. 3.6a and 3.6c). The unequal energy spacing of

these newly observed bands can be extracted from cuts along the energy direction

at the K point (Fig. 3.6b) and their second derivative (Fig. 3.6d). The positions of

the levels are directly read off the cuts along the energy direction without addi-

tional fitting routines. We estimate the accuracy of this procedure to determine the

positions to about 20 meV. By plotting the positions of these bands (Fig. 3.6e), we

observe the distinct
√

n energy spacing which is a hallmark of LLs for graphene’s

massless Dirac charge carriers [2], where n is the integer LL index. The spectrum

of LLs in graphene is given by [1]

En = sgn(n)
√

2v2
F h̄eB · |n|+EDP (3.1)
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Figure 3.7: Fermi velocity and quasiparticle lifetime from ARPES. (a) The
linear dispersion of graphene (black circles) is fitted linearly (red line) to extract
the Fermi velocity. (b) The extracted binding energy dependent line width (black
circles) is fitted quadratically (red line) to illustrate the decreasing carrier lifetime
at higher binding energies. The blue dashed line indicates a constant offset due to
impurity scattering.

where vF is the velocity of the electrons at the Fermi level, h̄ the reduced Planck

constant, e the electron charge, B the magnitude of the (pseudo-)magnetic field,

and EDP the binding energy of the Dirac point. Using the ARPES dispersion map in

Fig. 3.6a, the Fermi velocity is determined to be vF = (9.50±0.08)×105 m/s. The

Fermi velocity can be directly extracted from the ARPES data. The momentum dis-

tribution curves at each binding energy are fitted using a Lorentzian with a constant

background. The dispersion of the band can then be fitted linearly to determine the

Fermi velocity (see Fig. 3.7a). Fitting our experimental data to Eq. (3.1) as done

in Fig. 3.6e, we extract the magnitude of the pseudomagnetic field, which yields

B = (41± 2)T. Note, the uncertainty results from the fitting procedure and takes

into account the spread of the Landau level positions between different samples and

temperatures (compare Fig. 3.6e). Remarkably, this pseudomagnetic field value ap-

pears to be consistent between several samples from cryogenic temperatures (6 K)

up to room temperature. The model fit also consistently pinpoints the binding en-

ergy of the Dirac point to EDP = (460±10)meV relative to the Fermi level, which

gives us additional confidence in the
√

n dependence of our data points. The value

agrees well with previous reports on this sample system [57, 236] and is attributed
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Figure 3.8: Fit of Landau levels for the exponent. The positions of the Landau
levels and the Dirac point (DP) are fitted to a function of the form f (x) = axb + c
(dashed grey), where b is the exponent. For a

√
n behaviour b = 0.5 is expected.

The position of the Dirac point with a binding energy of (0.45±0.02) eV is deter-
mined from Fig. 3.12b, where the uncertainty takes into account a possible slight
variation of the position of the Dirac point between different samples. The fit re-
sults in a value for the exponent of b = (0.53±0.04).

to charge transfer from the SiC substrate to the graphene layer. To gain even further

confidence that the extracted Landau level positions and the position of the Dirac

point follow a
√

n behaviour we fit a function of the form f (x) = axb+c to our data

(see Fig. 3.8). The fit yields an exponent of b = (0.53±0.04). Taking into account

the error bars of the fit, this is compatible with a
√

n behaviour which would have

an exponent of b = 0.5.

Additionally, the LLs are only resolved in the upper part of the Dirac cone,

closer to the Fermi level. We attribute this effect to the increased scattering phase

space as one moves away from the Fermi level, which reduces the scattering life-

time of the carriers. The binding energy dependence of the lifetime of the carriers

can also be directly extracted from the ARPES data. The width of the Lorentzians as

a function of binding energy can be fitted quadratically with a constant offset. The
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Figure 3.9: Band structure of multilayer graphene. (a) Band dispersions of
graphene along high symmetry directions for monolayer (purple), bilayer (red),
trilayer with ABA stacking (blue), trilayer with ABC stacking (blue dashed), quad-
layer with ABAB stacking (green), quadlayer with ABAC stacking (green dashed),
and quadlayer with ABCA stacking (green dash-dotted) calculated with a tight-
binding model with parameters from [238]. (b) Same band structure as in (a), but
as a close up around the K point. (c) Calculated bands overlaid on the experimental
ARPES data.

linewidth is inversely proportional to the quasiparticle lifetime, thus showing how

the latter decreases as one goes away from the Fermi level (see Fig. 3.7b). This

is a manifestation of a simple Fermi liquid model. Electrons at the Fermi level

have a certain lifetime between scattering events dictated by the concentration of

impurities and defects. As one goes to higher binding energies, the phase space for

electron-electron scattering increases ∝ E2
b and the lifetime decreases. We propose

this as the reason why, experimentally, our LLs are only clearly resolved in the

upper part of the cone closer to the Fermi level. When the scattering rate at some

binding energy exceeds a critical value above which coherent circular orbits can-

not be established, the LL quantization in the ARPES measurement disappears. We

note that such asymmetric behaviour has been reported before in scanning probe

measurements, and was attributed to a shorter vertical extension of wave functions

at lower energies [86] as well as a reduced quasiparticle lifetime away from the

Fermi level [237].

As for other alternative explanations of the data, we note that while previous

ARPES studies of graphene on SiC have shown a rich variety of features [66, 239],

the signature
√

n spacing of the new levels (Fig. 3.6e and inset) allows us to distin-
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Figure 3.10: Model calculation of strain-induced LLs. (a) Top: Honeycomb lat-
tice, with the two sublattices A (red) and B (yellow). The black arrows indicate the
symmetry of the strain pattern. Bottom: Triangular flake with strain-induced pseu-
domagnetic field B = 41 T. The colour scale indicates the relative bond stretching.
(b) Spectral function for the gapless case with Semenoff mass M = 0meV. (c)
Energy cut through the Dirac point (K) of the spectral function in (b). The dashed
grey lines indicate the position of the Landau levels (LL) predicted by Eqn. 3.1.

guish the observed effect from other possibilities (Fig. 3.6f). For example, if spec-

tral weight inside the Dirac cone arose from the coupling of electrons to phonons

[66], it would be limited to characteristic vibrational energies. Similarly, contri-

butions from bilayer and higher order graphene layers, which can appear in small

quantities near step edges of the substrate during the growth process [239] (see

also AFM adhesion image Fig. 3.3b), would lead to a manifold of bands, but would

not reproduce the observed band structure [238, 240]. The calculated band disper-

sions for monolayer graphene, bilayer graphene, trilayer graphene, and quadlayer

graphene with their different stacking possibilities are shown in Fig. 3.9. The pa-

rameters for the tight-binding model are based on the experimental findings of

Ohta et al. [238]. Finally, a recent theoretical study shows that for certain defects

in graphene a smearing out of the Dirac point can occur [241]. This would not

explain the additional flat bands inside the Dirac cone and it should be noted that

such defects were not observed during the STM measurements on our samples.
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To gain deeper insights on the origin of the observed LLs, we model a region of

graphene experiencing a uniform strain-induced pseudomagnetic field. We use the

simplest such strain pattern, calculated by Guinea et al. [85], which exhibits the

triangular symmetry of the underlying honeycomb lattice. Using a tight-binding

approach, we directly simulate a finite-size strained region with open boundary

conditions and armchair edges. In detail, we consider a minimal tight-binding

model on the honeycomb lattice with nearest-neighbour hoppings and a sublattice-

symmetry breaking Semenoff [13] mass term M:

H =−t ∑
<rrr,rrr′′′>

(
c†

A(rrr)))cB(rrr′′′)+H.c.
)
+M

(
∑
rrr

c†
A(rrr)cA(rrr)−∑

rrr′′′
c†

B(rrr
′′′)cB(rrr′′′)

)
(3.2)

where c†
A(rrr) (c†

B(rrr
′′′)) creates an electron in the pz orbital at lattice site rrr (rrr′′′) on the

sublattice A (B) of the honeycomb lattice, t = 2.7eV, and the nearest-neighbour

distance is a0 = 0.142 nm. We neglect the electron spin, and thus consider effec-

tively spinless fermions.

We construct a flake in the shape of an equilateral triangle of side length

L∼ 56 nm. The use of armchair edges ensures that we avoid the zero-energy edge

modes appearing for zigzag edges [1]. We apply the simplest strain pattern respect-

ing the triangular symmetry of the problem at hand, namely, the pattern introduced

by Guinea et al. [85] which gives rise to a uniform (out-of-plane) pseudomagnetic

field

BBB = 4u0
h̄β

ea0
ẑ (3.3)

where β ≈ 3.37 in graphene[242], and the corresponding displacement field is

given by

u(r,θ) =

(
ur

uθ

)
=

(
u0r2 sin(3θ)

u0r2 cos(3θ)

)
. (3.4)

The hopping parameter renormalization induced by this displacement field is cal-

culated using the simple prescription:

t→ ti j = t exp
[
− β

a2
0

(
εxxx2

i j + εyyy2
i j +2εxyxi jyi j

)]
(3.5)
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where (xi j,yi j)≡ rrri− rrr j is the vector joining the original (unstrained) sites i and j,

and

εi j =
1
2
[∂ jui +∂iu j] (3.6)

is the strain tensor corresponding to the (in-plane) displacement field u. Outside the

strained region (which we take as a triangle of slightly smaller length LS ∼ 48 nm),

we allow the strain tensor to relax: εεε → e−
r2

2σ2 εεε , where r is the perpendicular dis-

tance to the boundary of the strained region, and σ ∼ 1 nm. We define the length

scale of the homogeneous magnetic field BBB to be the diameter of the largest in-

scribed circle in the triangle of side LS: λ ≡ LS/
√

3 ∼ 28 nm. We stress here that

our simulated flakes are much smaller than the experimentally observed triangular

features of size ∼ 300 nm. The fact that we nevertheless reproduce the experimen-

tal features underlines how the number of observable LLs is limited by the length

scale of the homogeneous pseudomagnetic field λ , rather than by the size L of the

nanoprisms themselves. This length scale could be caused by the more complicated

strain pattern present in the nanoprisms or be induced by disorder.

We then diagonalize the Hamiltonian (Eqn. 3.2) with hopping parameters given

by Eqn. 3.5 to obtain the full set of eigenstates |n〉 with energies En, and compute

the momentum-resolved, retarded Green’s function using the Lehman representa-

tion

GR
α(kkk,ω) = ∑

n

| 〈n|c†
α(kkk) |0〉 |2

ω− (En−E0)− iη
(3.7)

where α = A,B is a sublattice (band) index, and η ∼ 20 meV is a small broadening

parameter comparable to the experimental resolution. We then compute the one-

particle spectral function,

A(kkk,ω) =− 1
π

∑
α

Im
[
GR

α(ω,kkk)
]

(3.8)

which is proportional to the intensity measured in ARPES (modulo the Fermi-Dirac

distribution and dipole matrix elements). We note that using a finite system intro-

duces two main effects in the momentum-resolved spectral function: the appear-
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Figure 3.11: Evolution of LLs with increasing uniform pseudomagnetic fields.
Calculated spectral function in our triangular flake for fields B = 0, 41, 82 and
164 T (from left to right).

ance of a small finite-size gap at the Dirac points (in the absence of a magnetic

field) and a momentum broadening of the bands (see Fig. 3.11a).

We find that the observed LL spectra can be well-reproduced by a triangular

flake of side length L = 56 nm (Fig. 3.10a), subject to a uniform pseudomagnetic

field B = 41 T over the entire flake (Fig. 3.10a). The maximal strain (or relative

bond stretching) reaches around 3%, which is in good agreement with our STM

measurements. The ARPES data can be simulated by calculating the energy and

momentum-resolved spectral function A(kkk,ω) of this triangular flake, here shown

in Fig. 3.10b and 3.10c. Our simulation clearly reproduces the main features of

the ARPES data, namely levels that: (i) follow
√

n spacing in energy; (ii) are flat

inside the Dirac cone and merge with the linearly dispersing bands; (iii) become

less clearly resolved with increasing index n.

Features (ii) and (iii) can be understood by comparing the characteristic size of

a Landau orbit ∝
√

nlB (with the magnetic length lB =
√

h̄
eB ) to the length scale λ

on which the pseudomagnetic field is uniform. For LLs to exist, an electron on a

given Landau orbit must experience a uniform pseudomagnetic field [242], leading

to the condition
√

nlB � λ . Hence, for large fields B or large λ , flat bands are

expected across the entire Brillouin zone, whereas Dirac cones are recovered in the

opposite limit. In Fig. 3.11, we present the spectral function obtained for M = 0

and increasing pseudomagnetic fields B = 0, 41, 82 and 164 T to highlight how
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Figure 3.12: Determination of the mass term. (a) ARPES cut through the Dirac
cone. Orange circles indicate the positions of the fitted Lorentzians. The red line
and the dashed red line indicate linear fits through the orange circles for the upper
and lower cone, respectively. The cut is symmetrized around the K point in the
momentum direction to remove polarisation effects. (b) The same data as in (a),
but fitted to a hyperbola instead. (c) Results for the gap size from the hyperbola fits
for different ARPES slices along ky. The curve shows the expected half-hyperbola
and the gap size of ∼0.25 eV is given by the minimum. Note, for graphene on SiC
a range of mass terms is expected [226]. This means in an ARPES experiment we
would average over areas with zero mass term and hence no gap and areas with a
finite mass term and hence a finite gap. The fitting procedure outlined above thus
only yields the largest gap in the observed area.

LLs evolve from a Dirac cone when B = 0 to completely flat bands when lB� λ .

This is analogous to keeping B fixed and increasing the size of the flake, but the

latter method is strongly constrained by numerical resources. Here lB = 4.0, 2.8

and 2.0nm at B = 41, 82 and 164 T respectively, whereas λ ∼ 30 nm.

The bands observed in the ARPES data can thus be understood as LLs, where the

orbit size is only somewhat smaller than λ : by comparing the experimental data

and the model calculation, we estimate lB ∼ 4 nm and λ ∼ 30 nm. Furthermore,

since the size of Landau orbits grows as∼
√
|n|, eventually it becomes comparable

to λ , explaining why levels with higher index n are less clearly resolved.

However, our simple model (Figs. 3.10b and 3.10c) consistently exhibits a

sharp zeroth LL (LL0), which is absent from the ARPES data. This discrepancy is

surprising, since LL0 is known to be stable against inhomogeneities of the magnetic
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field as well as against disorder, as long as the latter preserves the chiral symmetry

of graphene [243]. Below, we provide a possible mechanism that broadens LL0

without significantly affecting the higher LLs. It has been argued that graphene

grown on SiC is subject to a sublattice-symmetry-breaking potential arising from

the interaction with the substrate [226]. The minimal theoretical model describ-

ing this effect, which acts as a staggered potential between sublattices A and B,

is the so-called Semenoff mass M [13]. Here we briefly discuss the effect of a

Semenoff mass [13] M on pseudo-LLs and show that a uniform Semenoff mass

cannot explain the observed spectrum. Starting from the linearly dispersing bands

in the Dirac cone without any magnetic fields, a mass term opens a gap at the Dirac

point. The size of the gap is equal to twice the size of the mass term M. Experi-

mentally, it manifests in our ARPES cuts through the Dirac point by extending the

linear dispersions of the lower and upper cones, for both sides with respect to the

K point (Fig. 3.12a), in that these extrapolations do not meet in a single point, but

are offset from each other. To accurately determine the size of the gap, we fit two

Lorentzians with a constant background to momentum distribution curves in the

upper and lower cones. The energy range of the fit is selected to avoid the promi-

nent LLs. A hyperbola is then fitted to the bands (Fig. 3.12b) to determine top and

bottom of the two bands, and in turn the gap size. The procedure is repeated for

several cuts through the Dirac cone along the ky direction. The results are sum-

marised in Fig. 3.12c and the mass term is equal to half of the minimal gap size

(∼0.25 eV). This is comparable to the ∼0.26 eV gap observed in the same sample

system by Zhou et al. [226].

Next, we describe the effects of a mass term on a Dirac dispersion including

magnetic fields. In short, the mass term opens a gap at the Dirac point and shifts

the LL spectrum for n 6= 0 to [244]:

En = sgn(n)
√

2ev2
F h̄B · |n|+M2 +EDP. (3.9)

But note, that Eqn. 3.9 is not properly defined for n = 0 – to understand whether

LL0 is shifted to +M or −M (in valleys K and K′), we have to distinguish between

real magnetic fields, which break time-reversal symmetry, and pseudomagnetic

fields, which preserve time-reversal symmetry. For real magnetic fields [244], LL0
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Figure 3.13: Sketch of pseudo-LLs with Semenoff mass. Depending on the sign
of the mass term M, the zeroth LL (LL0) gets shifted to the upper or lower part of
the cone. The spectrum is identical for valleys K and K′, because pseudomagnetic
fields preserve time-reversal symmetry. Higher LLs only get pushed away slightly
from the Dirac point.

has opposite energy ±M at K and K′. For pseudomagnetic fields, in order to pre-

serve time-reversal symmetry, the spectrum must be identical in both valleys, and

the energy of LL0 is determined by the sign of M, so for n = 0 we simply get

ELL0 = EDP±M. This is illustrated in Fig. 3.13 for different signs of the mass

term, where LL0 either shifts to the top of the lower cone (M < 0) or the bottom of

the upper cone (M > 0).

Our numerical simulations clearly show this behaviour (Fig. 3.14), but there

is one additional caveat. The total pseudomagnetic flux must be vanishing in our

flake by construction, as we require the strain to relax at the edges of the flake.

This requirement generates a region near the boundaries of the strained area with

a pseudomagnetic field of the reversed sign. This region hosts a LL0 at an en-

ergy inverted with respect to the LL0 coming from inside the strained area. This is

visible in our calculations as weaker and more broadened (in momentum) levels,

indicated by red arrows in Figs. 3.14b and 3.14c. Note that experimentally, a sim-

ilar scenario is natural on our graphene on SiC samples as well. The strain inside

the nanoprisms needs to relax away from the feature, thus creating an area with an

inverted pseudomagnetic field.

To check if a uniform mass term of about the determined size can explain our

findings, we fit the observed LLs to Eqn. 3.9 (see Fig. 3.15). While this model pro-
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Figure 3.14: Calculation of pseudo-LLs with Semenoff mass. Calculated spec-
tral function in our triangular flake with a uniform pseudomagnetic field B = 41 T
and Semenoff masses M = 0, M = −135 meV, M = +135 meV, and averaged in
the interval M ∈ [−135,135]meV (from left to right). The positions of the LLs for
the different cases are indicated, as well as the much weaker LL0 from the area
surrounding the strained flake (red arrows in (b) and (c)).

Figure 3.15: Model fit with constant mass term. Fit of the observed LLs to
Eqn. 3.9. Note the shifted indices for the LLs in this scenario. It places the Dirac
point at a binding energy of 390 meV with M = 150meV, compared to 450 meV
obtained from the fit to Eqn. 3.1 without a mass term.
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Figure 3.16: Calculation for a uniform mass distribution. (a) Spectral function
averaged over a uniform distribution of Semenoff masses M ∈ [−135,135]meV.
(b) Energy cut through the Dirac point (K) of the spectral function in (a). The
shaded grey area indicates the broadening of the LLs predicted by Eqns. 3.1 and
3.9.

duces a qualitatively good fit with M = 150meV, it places the Dirac point at a

binding energy of 390meV, which is inconsistent with the experimental observa-

tions (compared to 450meV obtained from the fit to Eqn. 3.1 without a mass term).

This means, a uniform mass term M cannot explain the ARPES data.

Therefore, we postulate that the mass term M varies on a length scale much

greater than the magnetic length lB ∼ 4 nm, but smaller than the ARPES spot size

(∼1 mm). The variation can take place either from nanoprism to nanoprism, or

within a given nanoprism, if it is tied to the length scale of the uniform pseu-

domagnetic field λ . In the former scenario, we can approximate the effect of

the slowly-varying mass term M by averaging over the spectral function obtained

with different fixed M (such as those shown in Figs. 3.14b and 3.14c). This is

shown in Figs. 3.16d and 3.16e for a uniform distribution in the interval M ∈
[−135,135]meV. As evident from Eqn. 3.9, the distribution of mass terms affects

LL0 most, while merely contributing an additional broadening to the higher levels.

Note that, as observed experimentally, the variation of the mass term is not limited

to the strained areas, but instead is a property of the whole sample; as a result,

ARPES always picks up a spatial average of strained areas with LLs and unstrained
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Figure 3.17: Measurement of the Raman spot size. (a) Image of the laser spot
with the ×50 objective. (b) Line cut through the laser spot. A fit to a Gaussian
profile (red) yields a FWHM of about 6 µm. (c) Image of the laser spot with the
×100 objective. (d) Line cut through the laser spot. A fit to a Gaussian profile
(red) yields a FWHM of about 3 µm. The flat parts of the line cuts in (b) and (d)
indicate a saturation of the detector at the center of the laser spot. These points
were omitted for the purpose of the fits.

areas with the usual Dirac cone dispersion, both having the same distribution of

mass terms and corresponding Dirac point gaps. This phenomenological model

completely smears out LL0, while only slightly broadening the other levels (see

Fig. 3.14d) and is in good agreement with the experimental data and may renew

interest in the variation of the mass term in this sample system [226].

To support our idea of a mass term that varies on a length scale larger than the

nanoprisms, we perform Raman spectroscopy measurements on our samples. The
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measurements were taken at room temperature and in air on a HORIBA LabRAM

system with a helium-neon laser (632.8 nm wavelength).

In previous experiments, it could be shown that a shift accompanied by a

change in the width of the so-called graphene 2D feature indicates a change in the

number of graphene layers, while a shift without a change in the width of graphene

Raman features can indicate a modification of the interaction between graphene

and the underlying substrate [213]. The lateral resolution of a Raman measure-

ment is determined by the spot size of the laser beam on the sample. Images of

the laser spots and an analysis of the profiles for our system for the ×50 and ×100

objectives are shown in Fig. 3.17. Lateral resolutions of 6 µm and 3 µm respec-

tively could be determined from Gaussian fits. Using the ×100 objective, Raman

maps of the graphene 2D peak were acquired (see Fig. 3.18). The 2D feature can

be fitted with a Gaussian to extract its amplitude, position, and width. Step edges

in the substrate with small contributions from bilayer graphene should show up as

line features with a shift in the peak position as well as a change in the peak width.

No features consistent with this are observed, indicating that the lateral resolution

of the experiment is probably not good enough to resolve the step edges.

Additional measurements were taken as line measurements along the x-direction

(see Fig. 3.19) as well as the y-direction (see Fig. 3.20), which allow us to cover

larger lateral distances compared to the map measurements. Also here a Gaussian

was used to fit the 2D peak in each spectrum to determine the peak position as well

as the peak width. For the y-direction, no distinct features are visible. In contrast

to that is the measurement along the x-direction. Here the peak position shows a

periodic behavior, which is mostly independent of the peak width (see Fig. 3.19b

and Fig. 3.19c).

The peak positions of the 2D feature along the x-direction can be fitted with a

sine function, as done in Fig. 3.21b. This hints at the possibility that the interaction

between the graphene layer and the SiC substrate is modulated with a period of

about 20 µm. If one makes the reasonable assumption that the mass term oscillates

in accordance with the graphene-substrate interaction, this supports the idea of a

varying mass term between individual nanoprisms. We note that our STM mea-

surements are carried out on much smaller length scales compared to the observed

modulation with Raman. Hence, it is not surprising to not see any evidence in this
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Figure 3.18: Raman maps of the graphene 2D peak. Raman spectra were taken
on a 20 µm × 20 µm grid (20 px × 20 px) with the ×100 objective. The graphene
2D peak was fitted to a Gaussian, which allows the extraction of the peak amplitude
(a), peak position (b), and peak width (c).
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Figure 3.19: Raman line spectrum x-direction. (a) Raman line spectrum of the
so-called graphene 2D feature along 60 µm in the x-direction. Each spectrum was
fitted with a Gaussian to extract the peak position (b) and peak width (c).

regard in those measurements. Currently we can only speculate about the under-

lying origin of the modulation. Typical length scales for superstructures between

graphene and SiC are much shorter, but a relation to the step edges on the substrate

(compare Fig. 3.1a), which have a spacing of several µm, seems possible.

Finally, we compare the strain model used in the calculations to the experimen-

tally observed strain geometry, as far as possible (see Fig. 3.22). For that purpose

we select an area in each of the three corners of the nanoprism and compare their
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Figure 3.20: Raman line spectrum y-direction. (a) Raman line spectrum of the
graphene 2D feature along 60 µm in the y-direction. Each spectrum was fitted with
a Gaussian to extract the peak position (b) and peak width (c).

atomic lattice to an unstrained area outside the nanoprism. This is done using ad-

ditional atomically resolved STM images and their Fourier transforms. Comparing

the results to the theoretical results, we see that both agree well in terms of overall

magnitude of the strain and the 2π

3 symmetry. While in the experiment the ampli-

tude of the strain rotates as one goes from corner to corner, it is the phase of the

strain with a constant amplitude in the calculations. This finding might motivate

future theoretical studies in the area of pseudomagnetic fields.
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Figure 3.21: Raman line spectra with fit. (a) Raman line spectra along the x
direction around the graphene 2D peak. (b) The peak positions of the 2D peak
(black points) are determined with a Gaussian fit of the individual spectra in (a).
The peak positions can be fit with a sine function with a period of about 20 µm
(red).

In summary, this study provides the first demonstration of the room tempera-

ture strain-induced quantum Hall effect in graphene on a wafer-scale platform, as

well as the first direct momentum-space visualization of graphene electrons in the

strain-induced quantum Hall phase by ARPES, whereby the linear Dirac dispersion

collapses into a ladder of quantized LLs. This opens a path for future momentum-

resolved studies of strain-induced, room temperature-stable topological phases in

a range of materials including Dirac and Weyl semimetals [245–247], monolayer

transition metal dichalcogenides [248], and even nodal superconductors [249, 250],

all under large, potentially controllable pseudomagnetic fields. Importantly, these

systems will feature time reversal invariant ground states – otherwise impossible

with a true magnetic field – and may act as future building blocks for pseudospin-

or valleytronic-based technologies [251]. In light of the recently discovered un-

conventional superconductivity in “magic angle” twisted bilayer graphene [74, 83],

strain-induced pseudomagnetic fields likewise raise the possibility of engineering

exotic time reversal symmetric variants of correlated states including superconduc-

tivity in LLs [252] and fractional topological phases [253]. Our results lay the foun-
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Figure 3.22: Comparison of experimental and model strain. (a) – (d) STM

topography images with Vsam. = 30mV and Itun. = 2 pA taken at each corner of
the nanoprism and outside. The Fourier transform of each image is shown as an
inset. (e) Schematic showing the position of the measurements with respect to the
nanoprism. (f) – (h) Difference of the Fourier transforms between the strained areas
inside the triangle (top, bottom and side) and the unstrained area outside. (i) – (k)
Difference of the Fourier transforms between the strained areas inside the triangle
(top, bottom and side) and unstrained graphene for the model calculation.

dations for bottom-up strain-engineering of novel macroscopic quantum phases at

room temperature and at the technologically relevant wafer-scale.
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Chapter 4

Correlated electron physics in
gadolinium intercalated graphene

Quantum materials include several classes of materials in which the interaction be-

tween electrons leads to a complex phase diagram. They feature phenomena like

unconventional superconductivity, pseudogaps, or density wave orders. Unravel-

ling the origin and interplay of these quantum phases represents one of the great

challenges in physics today and is key in predicting the future design of quantum

materials and their translation from fundamental research to applications. In light

of the recent discovery of a Mott insulating phase and unconventional superconduc-

tivity in so called “magic angle” graphene, we investigate the novel, tailor-made,

and wafer-scale sized quantum material based on ultra-highly doped graphene cou-

pled to an ordered monolayer of gadolinium. We demonstrate correlation-induced

flat bands, a temperature-dependent pseudogap, and signatures of a density wave

order up to room temperature.

The physics of correlated electrons remains at the forefront of formidable chal-

lenges in science and describes materials in which the interaction between elec-

trons cannot be treated as an averaged background. Materials in the field typically

feature a complex phase diagram as a function of electronic doping, mechanical

pressure, magnetic field, and temperature, displaying remarkable phenomena like

unconventional superconductivity, a pseudogap phase, antiferromagnetism, or den-

sity wave orders (see Fig. 4.1a). Prominent examples include the cuprates [84]
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Figure 4.1: Introduction to Gd-intercalated graphene. (a) Schematic exem-
plary phase diagrams of prominent correlated electron physics material classes as
a function of doping (cuprates and iron-based) or pressure (organic compounds
and heavy fermions). All show a complex interplay between different quantum
phases such as superconductivity (SC), charge order (CO), pseudogaps (PG), spin-
Peierls (SP) phases, or antiferromagnetic order (AF). Adapted from [254]. (b)
Electronic band structure of graphene. The linearly dispersing Dirac cones touch
at the corners of the Brillouin zone (BZ), while the saddle point halfway between
neighboring corners along the BZ edge lead to a Van Hove singularity (VHS). High
symmetry points of the hexagonal BZ are indicated. (c) Illustration of the structure
of Gd-intercalated graphene. The Gd atoms (orange) sit between the topmost Si
atoms of the substrate (red) and the graphene monolayer (grey). The size of the
unit cell increases from (13×13) units of graphene (blue) to (13

√
3×13

√
3)R30◦

units of graphene (yellow) for the whole sample system of substrate, Gd atoms, and
graphene. (c) is adapted from the dissertation of S. Link, one of our collaborators
on this project at MPI Stuttgart [255].

and iron-based [256] superconductors, organic superconductors [257], and heavy

fermion compounds [258]. Understanding the manifold of quantum phases and

their interplay is often complicated by equally complex chemical and structural

properties. Hence, a search for new platforms for correlated electron physics is

mandated. Graphene, a two-dimensional honeycomb layer of carbon atoms, is one

of the most widely studied materials over the past 15 years [1, 2] and has recently

emerged as a prime candidate after the reported discovery of a Mott insulating

phase [83] and unconventional superconductivity [74] in bilayer graphene. It was

proposed that when the two graphene layers are twisted with respect to each other

by the so called “magic angle”, flat bands close to the Fermi level lead to the en-
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hancement of electronic correlations. An alternative approach to realize flat bands

in graphene is large electronic doping up to the M point, where the Dirac disper-

sions of two neighbouring K points meet (see Fig. 4.1b).

Exploiting this route, we investigate a new material based on intercalated epi-

taxial graphene on SiC [57]. The samples were grown on commercial 6H-SiC

wafers. The substrates were hydrogen-etched prior to the growth under argon at-

mosphere. Details are described by S. Forti and U. Starke [227]. Gadolinium is de-

posited from an electron-beam evaporator while the samples are held at 600◦C. The

samples are subsequently flashed to 1000◦C to complete the intercalation process.

Samples are characterized by low energy electron beam diffraction (LEED), low

energy electron microscopy (LEEM), and X-ray photoelectron spectroscopy (XPS)

(for details see dissertation of S. Link, one of our collaborators on this project at

MPI Stuttgart [255]). For ex-situ experiments, the samples are capped with a thin

bismuth layer to prevent oxidation. The cap can be removed by annealing the sam-

ples in ultra-high vacuum (UHV). Using gadolinium as an ordered intercalant, we

are able to induce the required doping levels. A single layer of Gd atoms arranged

in a triangular lattice sits between the topmost Si atoms of the SiC(0001) substrate

below and the monolayer graphene on top. The structure leads to an enlarged unit

cell, covering (13
√

3×13
√

3)R30◦ graphene unit cells, as determined from LEED

measurements [255] and illustrated in Fig. 4.1c. LEED images allow the determi-

nation of the sample quality, orientation, and atomic structure.

Angle-resolved photoemission spectroscopy (ARPES) has proven to be a pow-

erful tool for the study of novel quantum materials and their intertwined phase

diagrams [102, 103]. We use ARPES to directly visualize the electronic band

structure of our material close to the Fermi level. Experiments with He I pho-

tons (21.2 eV) were performed at UBC in a ultra-high vacuum chamber equipped

with a SPECS Phoibos 150 analyzer with optimal resolutions of ∆E = 6 meV and

∆k = 0.01 Å−1 in energy and momentum, respectively, at a base pressure of better

than p = 7×10−11 Torr. Photons were provided by a SPECS UVS300 monochro-

matized gas discharge lamp. Our homebuilt six-axis cryogenic manipulator al-

lows for measurements between 300 K and 3.5 K. The samples were annealed at

600◦C for about 2 h at p = 1× 10−9 Torr and then at 500◦C for about 10 h at

p = 5× 10−10 Torr immediately before the ARPES measurements. Experimental
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Figure 4.2: Electronic structure measured with angle-resolved photoemission
spectroscopy (ARPES). (a) Symmetrized Fermi surface (FS) measured with He I
photons (21.2 eV). (b) ARPES cut through the Dirac point as indicated by the yel-
low line. The Dirac point is shifted to a binding energy of about−1.6 eV due to the
electron doping of the intercalated Gd atoms. (c) ARPES cut along the KMK di-
rection as indicated by the yellow line. Around the M point the experiment reveals
are remarkably flat dispersion, not expected by a nearest-neighbour tight-binding
calculation (green), where the band position was shifted down in energy to reflect
highly doped pristine monolayer graphene. (d) Schematic illustration of the FS

evolution for graphene as a function increased electron doping. Starting with two
circular electron pockets centered at the corners of the Brillouin zone (BZ) (top),
increased doping leads to trigonal warping (middle). Further doping induces a Lif-
shitz transition of the FS topology to a single hole pocket centered around the center
of the BZ (bottom). Panels (b) – (d) were adapted from the dissertation of S. Link,
one of our collaborators for this project in the group of U. Starke at MPI Stuttgart
[255].

data shown in Figs. 4.2b+c were acquired at the I4 beamline at the MAX III syn-

chrotron facility in Lund, Sweden (for details on these measurements see [255]).

Looking at the Fermi surface (FS) for graphene with increasing electron doping,

one expects two circular electron pockets centered on the K points of the Brillouin

zone (BZ) which show triangular warping as the electron density increases. Finally,

at the Lifshitz transition, the two pockets merge and the FS topology changes to a

single hole pocket centered on the Γ point of the BZ. This is illustrated in Fig. 4.2d.

The ARPES data show, that it is possible to reach the required doping levels in

monolayer graphene through the intercalation of gadolinium (Figs. 4.2a–c). The

FS shows the expected triangular warping and merging of the two electron pockets.
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Note that for He I photons (21.2 eV) (Fig. 4.2a) the spectral weight at the M point

is suppressed because of matrix element effects. The temperature dependent data

taken at the M point in Fig. 4.12 shows that there is indeed spectral weight at this

point and the two electron pockets are merging and are starting to form a single

hole pocket. In addition, data taken by our collaborators at MPI Stuttgart [255] at

a synchrotron facility with variable photon energy (Fig. 4.2c) show more clearly

that the dispersions from neighbouring K points are touching. The Dirac point is

shifted down to a binding energy of about 1.7 eV (Fig. 4.2b). Around the M point,

the measurements reveal a flat band at the Fermi level, strongly renormalized from

the calculated dispersion for highly doped pristine graphene (Fig. 4.2c). Such a

behaviour has been observed before in graphene samples doped with calcium and

potassium and was attributed to the proximity of the Van Hove singularity to the

Fermi level in combination with many-body interactions [65]. More recently this

was also reported for graphene samples on iridium substrates doped with caesium

[259]. Here the importance of band folding and hybridization in the system was

stressed.

Compared to the tight-binding calculation, quadratic fits show an enhancement

of the effective mass of the charge carriers by about a factor of 30 (m∗KMK ≈ 24m0)

along the KMK direction, while perpendicular to that along the ΓMΓ direction,

the effective mass remains almost unchanged (m∗
ΓMΓ
≈ 0.2m0) (see Fig. 4.3). To

determine the effective mass of charge carriers around the M point, the band disper-

sion as measured by ARPES can be used (compare Fig. 4.2c). Energy distribution

curves (EDCs) are fitted to extract the position of the band along both the KMK

and the ΓMΓ directions. To allow the comparison between the two high symme-

try directions, the “replica” band, which resides about 0.25 eV below the Fermi

level, was used. The bands are then fitted to a quadratic function, which gives

access to the curvature of the bands and thus the effective carrier mass via the rela-

tion me f f = h̄2/| ∂ 2E
∂k2 | (see Fig. 4.3). This yields an effective mass for the hole-like

carriers along KMK of (24.2±1.1)m0 and an effective mass for the electron-like

carriers along ΓMΓ of (0.20±0.02)m0. Note that we are comparing the absolute

values of the effective masses. Because of the curvature of the bands for electrons

and holes one expects a positive value for the effective mass of electrons and a

negative value for the effective mass of holes. The errors are determined from the
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Figure 4.3: Analysis of the effective mass of the charge carriers. (a) Band
dispersion along the KMK direction around the M point (indicated by the green
line in the schematic Brillouin zone) as determined from fits to energy distribution
curves (EDCs). The data points are fitted to a quadratic function (red) to extract the
effective band mass. (b) Band dispersion along the ΓMΓ direction around the M
point (indicated by the green line in the schematic Brillouin zone) as determined
from fits to EDCs. The data points are fitted to a quadratic function (red) to ex-
tract the effective band mass. The “replica” band about 0.25 eV below the Fermi
level (compare Fig. 4.2c above) was used for the analysis to allow the comparison
between both high symmetry directions.

uncertainties of the quadratic fit to the band dispersion. These values can be com-

pared to the tight-binding model for pristine graphene. The next-nearest neighbour

model predicts carrier masses of 0.24 m0 along ΓMΓ and 0.73 m0 along KMK.

Hence, a mass enhancement of roughly a factor of 30 is experimentally observed

along KMK, while along ΓMΓ the effective mass remains mostly unchanged com-

pared to the theoretical prediction. This creates a highly anisotropic picture with

heavy hole-like carriers along KMK and comparatively light electron-like carriers

along ΓMΓ.

The area of the Fermi surface (AFS) can be set in relation to the area of the Bril-

louin zone (ABZ) to obtain information about the number of charge carriers per unit

cell (Nuc) using the equation Nuc = 2 · AFS
ABZ

. The factor of two arises from the spin

degeneracy of the bands in graphene. We are using the area of the graphene Bril-

louin zone as reference, so that the resulting number of electrons is calculated per

graphene unit cell. Luttinger’s theorem [260] thereby guarantees that the area of
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the Fermi surface is conserved even under the influence of the many-body interac-

tions present in the sample systems. We extract the carrier density in the system to

(5.1±2.0)×1014 cm−2. This number is also supported by transport measurements

by our collaborators in the groups of U. Starke and J. Smet at MPI Stuttgart who

measured the Hall resistance of the samples as a function of magnetic field. This

corresponds to a doping of 0.8± 0.2 electrons per Gd atom, agreeing well with

the expectation that two electrons per Gd atom are needed to saturate the dangling

Si bonds of the substrate to establish a quasi-freestanding monolayer of graphene

[60].

Hence, gadolinium is in the Gd3+ configuration, leaving the half-filled f -orbitals

as the only open shell. In combination with the well-known Coulomb repulsion of

the f -electrons in gadolinium leading to a split of the f -bands [261, 262], this natu-

rally explains the lack of Gd states in the ARPES data around the Fermi energy. The

described picture is supported by synchrotron photoemission measurements by our

collaborators in the group of U. Starke at MPI Stuttgart [255]. Their experiment

allows the identification of the Gd lower Hubbard f -states through a highly pho-

ton energy-dependent photoemission cross-section [263]. The data show spectral

weight around the expected 9 eV binding energy, which exhibits a strong resonance

enhancement across a Gd absorption edge (Gd N5 edge around 150 eV) [255].

After describing the electronic structure of the material, we now turn to the pos-

sible ordering phenomena of the intercalated gadolinium atoms. Resonant energy-

integrated X-ray scattering (REXS) has been an invaluable tool in elucidating emerg-

ing ordering phenomena in a range of materials with high sensitivity and chemical

selectivity [144, 161]. Our experiments were performed at the resonant soft X-ray

scattering (RSXS) endstation of the REIXS beamline of the Canadian Light Source

in Saskatoon. The photon energy can be changed from 100 eV to 2500 eV with an

energy resolution E/∆E > 5000. The endstation is equipped with a 10-motion

ultra-high vacuum diffractometer and a closed-cycle cryostat for variable sample

temperatures from 22 K to 380 K. The pressure during experiments is better than

p = 5× 10−10 Torr. Samples were annealed in situ to about 500◦C for 8 h imme-

diately before the experiments. Samples were aligned using a SiC substrate Bragg

diffraction spot in situ and low energy electron diffraction (LEED) measurements

during sample growth. Despite our material only containing a single atomic layer
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Figure 4.4: Ordering phenomena revealed by resonant energy integrated X-
ray scattering (REXS). (a) Photon energy-dependent X-ray absorption at the
Gadolinium M4/5 edge. Both transitions (3d5/2 and 3d3/2) are clearly visible, de-
spite the material incorporating only a single layer of Gd atoms. (b) Momentum-
resolved measurements along the graphene direction on resonance (red) and off
resonance (blue and green) reveal a Gd ordering vector around 0.07 Å−1 (red star).
The inset shows the same data with the background removed. The photon energies
for the three scans are indicated by red, green, and blue circles respectively in panel
(a). (c) Temperature-dependent measurements of the Gd ordering vector show a
strong stability against thermal fluctuations. (d) REXS intensity as a function of
in-plane momentum resonant to the Gd M5 edge. The data has been interpolated
and symmetrized based on 41 slices taken in a range of about 120◦. (e) Resonance
map across the Gd M5 edge for two prominent features along the negative kx direc-
tion. A strong resonance enhancement for both peaks is evident. (f) Comparison
of the experimental resonance behavior of the peak indicated by the white box in
panel (e) after background subtraction (black) to the expected behavior for a small
periodic modulation of the Gd lattice positions (red).

Figure 4.5: Fitting of peaks in the parallel momentum plane. Ordering vectors
extracted from the in-plane momentum REXS map in Fig. 4.4d. Each measured
slice from the REXS experiment is fitted to a background and Gaussian peaks. From
there, the peak positions, intensities, and widths can be read out. Peak intensities
are represented by the size of the circles and different colours correspond to the
peak widths.
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of Gd, we can clearly identify the resonant M4/5 edge around 1200 eV photon en-

ergy (Fig. 4.4a). Along the graphene direction, e.g. the direction along which

the structural graphene Bragg peak would be expected at higher momentum, we

resolve an ordering peak resonant to the Gd edge (Fig. 4.4b). This feature is sur-

prisingly stable up to 380 K (see Fig. 4.4c). The coherence length of the phase can

be estimated by computing the inverse half width at half maximum of the peak

[151] and comes out to (72.5±2.6) Å. To obtain a full picture of momentum space

– as far as it is accessible with the given photon energy at the gadolinium reso-

nance – we rotate the sample in small increments to measure slices along different

directions in the parallel momentum plane. The results are summarized in 4.4d.

We are able to reveal a number of ordering phases, which mostly follow the ex-

pected 60◦ or 120◦ symmetry. After a background subtraction, the features can be

fitted with Gaussians to extract their position, width, and intensity. The results are

summarized in Fig. 4.5. We note that the photon energy at the Gd M4/5 edge limits

us to about 1 Å−1 in momentum space. The experiment is therefore more suitable

for longer wavelength orders, which in turn appear at small momenta in scattering

experiments. For comparison the (
√

3×
√

3)R30◦ superstructure observed with

LEED [255] corresponds to a scattering vector length of 1.7 Å−1 and is thus not

detectable in our X-ray scattering experiments.

To gain insight into the origin of the observed ordering vectors, we measure de-

tailed resonance maps across the gadolinium M5 edge (see Fig. 4.4e). The extracted

photon energy-dependent resonant scattering behaviour can then be compared to

calculated scattering factors based on parameters from the X-ray absorption spec-

troscopy data. For a theoretical description of the resonance behavior of the ob-

served REXS features, we use the software package Quanty [264–266]. It allows

modelling of the 3d to 4 f transition at the Gd M4/5 edge including all relevant

spin-orbit and multipole Coulomb interactions. In a first step, the model parame-

ters are optimized to match the results of the X-ray absorption spectroscopy (XAS)

data (see Fig. 4.6a). Using these parameters, the full complex isotropic ( f 0) and

magnetic ( f 1) scattering factors can be calculated (see Fig. 4.6b). Note that the

imaginary part of f 0 is the XAS signal. In a final step, the scattering factors are

used to compute the energy-dependent resonant scattering for different ordering

phenomena (see Fig. 4.7). We compare magnetic ordering (I(Ein) ∝ | f 1(Ein)|2),
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Figure 4.6: Theoretical description of the X-ray absorption spectroscopy
(XAS) signal at the Gd M4/5 edge. (a) The parameters of the model (red) are
optimized to match the experimental data (black). (b) Using the parameters from
(a), the real (black) and imaginary (red) parts of the isotropic ( f 0) and magnetic
( f 1) scattering factors can be calculated.

charge ordering (I(Ein) ∝ | f 0(Ein−∆E)− f 0(Ein +∆E)|2), and a small periodic

modulation of the lattice (I(Ein) ∝ | f 0(Ein)|2) [267]. The experimental data clearly

agrees best with the lattice modulation (see Fig. 4.4f and Fig. 4.7). We note that the

emergence of density wave orders is usually accompanied by such a modulation

[268–270] and that the charge response might be covered by the lattice response

of f -electrons close to the atomic core. Hence, we observe signatures of density

wave type orders in the material.

Further evidence for the possibility of density wave order comes from the po-

larization dependence of the resonant signal (see Fig. 4.8). The signal is strong
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Figure 4.7: Energy-dependent resonant scattering at the gadolinium M5 edge
for different ordering phenomena based on the complex scattering factors
from Fig. 4.6. (a) Comparison of experimental data (black) to theory based on
magnetic ordering (red). (b) Comparison of experimental data (black) to theory
based on charge ordering (red). (c) Comparison of experimental data (black) to
theory based on a small periodic lattice modulation (red).

Figure 4.8: Polarization dependence of REXS signal. The observed peaks reso-
nant to the Gd edge show a strong dependence on the incident photon polarization.
The light comes in at a grazing angle of 15◦, so that the linear vertically polarized
photons (red) are mostly oriented in the sample plane, while the linear horizontally
polarized photons (blue) are mostly oriented out of the sample plane.
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for incident photons with a polarization alignment in the sample plane, while it is

mostly suppressed for photons with a polarization aligned out of the sample plane.

This is similar to what has been observed for density wave phases in the cuprate

superconductors [271]. We note that up to now we were only able to analyze

the resonance behaviour and hence the scattering origin of the single peak shown

above. One could argue that the similar temperature dependence of peaks hints

at the same scattering origin, but a more extensive analysis in future experiments

seems mandated.

Next, we briefly discuss the magnetic properties of Gd-intercalated graphene.

Applying Hund’s rules to the Gd3+ configuration leads to a 8S7/2 ground state with

zero orbital momentum and a 7/2-spin magnetic moment. Our collaborators at MPI

Stuttgart have measured the magnetization of the gadolinium intercalated graphene

samples to look into the possibility of an ordering of the magnetic moments [255].

The material shows no magnetization at zero magnetic field, excluding a simple

ferromagnetic picture. Note that bulk gadolinium enters a ferromagnetic phase

around room temperature [272]. For large magnetic fields the magnetization per

atom approaches 7 µB, consistent with the Gd3+ picture. Further, the magnetization

is positive for positive magnetic fields and negative for negative magnetic fields,

which indicates that the material is not dominated by diamagnetic interactions. For

an ideal paramagnet, the magnetization is expected to follow the Brillouin function

instead. The experimental magnetization – measured at a temperature of 2 K –

does not follow the Brillouin function at 2 K. This could indicate that an interaction

between the Gd magnetic moments is present, hindering the atomic moments from

aligning in the external magnetic field. But it should be noted that an ordered

phase might have a short coherence length with fluctuating character. We also note

that an identical magnetization curve was measured for two different angles of

incidence for the X-ray magnetic circular dichroism (XMCD) measurements [255].

Finally, we have to keep in mind that the gadolinium atoms sit on a triangular

lattice (compare Fig. 4.1c), and thus a highly degenerate magnetic ground state due

to frustration of the spin moments has to be considered.

One possibility to resolve the frustration of a triangular lattice is a Heisenberg-

type spin ordering. Instead of two distinct spin orientations (up and down) in a

simple antiferromagnetic order, this model incorporates three different spin orien-
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Figure 4.9: Possible model of antiferromagnetic order in Gd-intercalated
graphene. (a) Heisenberg-type ordering with three different spin orientations
(blue, red, and yellow) of the Gd unit cell including graphene and the SiC sub-
strate. The original unit cell is indicated in dashed yellow, the unit cell with the
additional magnetic order in dashed purple. (b) Possibility for the alignment of
each Gd magnetic moment within a unit cell. The in-plane orientation of the spins
is colour-coded and shown here for a spin-up cell (red) as shown in (a). (c) The
vortex-like structure leads to a finite out-of-plane spin component. The simplest
possibility for this component is shown here with positive out-of-plane spin in red
and negative out-of-plane spin in blue.
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tations (each 120◦ offset from the next one). Applying the Heisenberg model to the

unit cells of Gd-intercalated graphene is illustrated in Fig. 4.9a. Here the large unit

cells are ordered in the 120◦ pattern instead of individual atoms. One possibility for

the alignment of the Gd spins within a cell is depicted in Fig. 4.9)b for the in-plane

component and in Fig. 4.9)c for the out-of-plane component. The pattern resembles

the vortex-like structure of skyrmions, which have been predicted and observed in

other condensed matter systems [273–278]. We stress that the shown model is

only one possibility of a magnetic order on a triangular lattice and the detailed spin

configuration of the Gd moments is presently not known. Finally, looking at the

momentum distribution of some peaks in Fig. 4.4d and Fig. 4.5, a large radial ex-

tension in the parallel momentum plane is observed. A similar behaviour with a

glass-like state has recently been discussed in terms of an antiferromagnetic phase

transition in a cuprate superconductor sample system [279].

The next question is, which quantum phases can be induced as a result of a

possible coupling between the flat-band electrons in graphene and the ordering

phenomena of the intercalated Gd atoms? A natural starting point is the cross-

ings between the original FS and the reconstructed FS due to the Gd order. This

is illustrated for the tight-binding-based band dispersion for highly-doped pristine

graphene in Fig. 4.10a. Note, for simplicity we are limiting ourselves here to the

case of next nearest neighbour hopping terms in graphene. For a complete descrip-

tion of the band structure additional terms can be considered, e.g. next nearest

neighbour hopping terms in graphene or terms describing the interaction with the

gadolinium atoms and the substrate. For this purpose we only consider the ordering

vector with longest coherence length (see Figs. 4.4b+c), as we expect this feature to

have the most pronounced impact on the band dispersion as measured with photoe-

mission. The ordering vector is short compared to the size of the graphene BZ, but

it is apparent that the crossings appear along the ΓK high-symmetry directions (see

Fig. 4.10a). Looking at the symmetrized ARPES energy distribution curves along

this direction (Fig. 4.10b), we observe a temperature dependent gap. The sym-

metrization of the data facilitates the visualization of gap features, as it removes

the effects of the temperature dependent Fermi cut-off (see Fig. 4.13). The spec-

tral intensity does not vanish completely inside the gap and no sharp quasi-particle

peaks are visible. Hence, the feature is best described as a pseudogap. The mo-
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Figure 4.10: Band folding in Gd-intercalated graphene. (a) Band folding for
graphene and the ordering vector with the longest coherence length as detected by
our REXS measurements. Tight-binding calculated Fermi surface (FS) for highly-
doped pristine graphene in red and folded bands in dashed blue. The bands cross
along the ΓK direction as indicated by the arrows. The inset shows a close up look
of the ΓK direction. (b) ARPES measurements along the ΓK direction as a function
of temperature. The symmetrized energy dispersion curves reveal as pseudogap
stable up to room temperature. (c) FS with overlaid prominent scattering vectors
as shown in Fig. 4.4d in red, green, blue, and yellow, respectively. The red arrows
connect non-equivalent points on the FS from the M point to the ΓK direction.
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Figure 4.11: Pseudogap anisotropy at room temperature. In agreement with
the prediction from the band folding, the pseudogap is mostly centered around the
ΓK direction. The data was taken at 300 K with measurements between the ΓM
and ΓK directions (indicated by the red area in the schematic BZ in the corner).
The data was then symmetrized.

Figure 4.12: Pseudogap at the M point. Symmetrized ARPES energy distribution
curves (EDCs) at the M point show no pseudogap at 300 K. At lower temperatures,
a pseudogap also opens up here.
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mentum distribution of the gap is shown in Fig. 4.11. The largest pseudogaps are

found around the ΓK direction, as expected from the simple band folding model.

This hints at a situation where the potential induced by the gadolinium ordering

is not strong enough to induce measurable spectral weight on the folded bands,

but nevertheless a finite coupling leads to the opening of a hybridization gap at the

crossing points with the original bands, which is then observable in photoemission.

The data was taken at 300 K. Going to lower temperatures, the picture changes and

we observe a pseudogap at the M point as well (see Fig. 4.12). This is not unex-

pected, as our model is based only on the scattering vector with the longest coher-

ence length and hence presumably the greatest impact on the electronic dispersion.

When the temperature is reduced, the coupling to other scattering vectors (compare

Fig. 4.4) cannot be ignored and the band folding model becomes appreciably more

complicated with band crossings at various points of the Brillouin zone.

Next, we superimpose the prominent scattering vectors found in our REXS data

on the FS of our material as determined with ARPES (Fig. 4.10c). The majority of

the vectors (yellow, green, blue) connect equivalent points on the FS, but one vector

along the SiC direction (red) connects the dispersion along ΓK and the M point

of two neighboring BZs. This could be connected to the suppression of spectral

weight around the M point in the photoemission data. We note here that none of

the vectors satisfies a nesting condition of the FS, a property that has been discussed

extensively for various materials [280–283].

Lastly, we want to look more closely at the prominent kink feature around

250 meV binding energy in the ARPES measurements that connects to a “replica”

band along the KMK direction (see Figs. 4.2b+c). A close up ARPES data set taken

roughly along the KMK direction is shown in Fig. 4.14a. The data clearly shows

the anticrossing of two branches in the electronic dispersion. The energy distribu-

tion curves (EDCs) can be fitted with two peaks to gain more insight (see Fig. 4.14).

The results are summarized in Fig. 4.15. Looking at the peak positions, we can

identify the two branches of the dispersion that asymptotically approach a bind-

ing energy value of about 230 meV on either side of the crossing (see Fig. 4.15a).

The widths and areas of the two peaks show a similar complementary behaviour

for the upper and lower branches and indicate a shift of spectral weight from one

branch to the other across the kink as observed in the ARPES measurements (see
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Figure 4.13: Symmetrization of photoemission data. An energy dispersion
curve measured with photoemission on polycrystalline gold at a temperature of
about 10 K is shown (red circles). Photoemission only measures occupied states,
hence a Fermi cut-off is visible. For the shown data the Fermi level lies at about
16.85 eV kinetic energy. A Fermi function is fitted to the data around the cut-off
for illustration (blue). For symmetrization the data are first mirrored with respect
to the Fermi energy (red triangles for the data and grey line for the Fermi fit) and
then the original data and the mirrored data are added (solid red diamonds for the
data and black line for the Fermi functions). The sum of the two Fermi functions
is just a flat line and polycrystalline gold is a simple metal and thus does not show
any gap features at the Fermi level.

Figs. 4.15b+c). Now the questions is: what is the underlying physics causing the

apparent anticrossing? The two obvious candidates are coupling to a bosonic mode

(e.g. a phonon mode) and the band folding discussed above.

First, we look at the possibility of an interaction between a phonon mode and

the electronic dispersion of graphene. Kink features in graphene have already been

discussed extensively in terms of electron-phonon coupling in the past and the op-

tical phonon mode around 250 meV is known to couple strongly to the electrons

in various graphene sample systems [62, 66, 284, 285]. Also the effects of so-

94



Figure 4.14: Fitting of energy distribution curves (EDCs) around ARPES kink
feature. (a) Close up ARPES map of the kink feature along the KMK direction
(compare 4.2b and 4.2c). The Fermi level is indicated by the dashed white line. (b)
EDCs extracted from (a) are fitted to two peaks and a background (red lines). The
range of the fits is indicated by the length of the red lines and excludes the Fermi
cut-off. A clear anticrossing is observed.

Figure 4.15: Fitting results of the energy distribution curves (EDCs) around
the ARPES kink feature. (a) Position of the two Gaussian peaks for different EDCs.
The lower branch is shown in red and the upper branch in black. Both branches
asymptotically approach a binding energy value of about 230 meV (dashed blue
line) for higher or lower momenta away from the kink respectively. (b) Widths of
the two peaks around the kink feature, with the upper branch in black and the lower
branch in red. (c) The areas of the two peaks around the kink feature show a shift
of spectral weight from one branch to the other across the anticrossing. The upper
branch is shown in black and the lower branch in red.
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Figure 4.16: Simulation of coupling to a mode. (a)–(c) Simulation of the cross-
ing of two modes. The linear dispersion (red) could, for example, be the electronic
dispersion of graphene. The flat mode (red) could stand for an optical phonon
mode of graphene. (a) No coupling between the modes. (b) Coupling of 0.02 eV
between the two modes. (c) Coupling of 0.05 eV between the two modes. (c)–(f)
Same dispersions as in (a)–(c), but with a Gaussian broadening to indicate a finite
lifetime of the modes and resolution effects. (g)–(i) Same dispersions and coupling
constants, but projected only on the linear dispersing (electronic) mode. This could
represent a simple model for a possible ARPES measurement.

called “replica” bands in ARPES due to strong electron-phonon coupling have been

observed, especially in SrTiO3 based structures [286, 287], while they were con-

troversial in highly-doped graphene samples [65, 288]. To simulate the effect of a

coupling between electrons and phonons, we employ a simple model with a linearly

dispersing band representing the electrons and a flat band representing an optical

phonon mode (see Fig. 4.16). If we now increase the coupling between the two

modes by adjusting the off-diagonal elements in the Hamiltonian, we observe two

effects. Firstly, with increasing coupling, an increasing gap at the point of crossing
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between the two bands is observed (see Figs. 4.16a–c). Secondly, with increasing

coupling, there is an increased intermixing between the phonon and electron char-

acter of the system around the crossing point. Since ARPES is only sensitive to

the electronic part of the spectrum, we can project the eigenvectors of the system

onto the electronic character only, to obtain a better representation of a possible

ARPES measurement (see Figs. 4.16g–i). We see that for the right choice of cou-

pling strength, we can indeed simulate the expected kink feature (Fig. 4.16h). It

should be noted that especially for larger couplings, our simple model breaks down

and more sophisticated calculations have to be conducted [289, 290]. They lead to

the appearance of higher harmonics for the phonon excitations, which have also

been observed experimentally [287]. Our ARPES data on Gd-intercalated graphene

shows no signs of such multi-phonon excitations.

As a second possibility, we look at the band folding as an origin of the replica

band and anticrossing in the ARPES data. We start with the band structure for pris-

tine graphene from a tight binding model (Fig. 4.17a). An iso-energy contour can

be selected that resembles the Fermi surface of Gd-intercalated graphene, justify-

ing the choice of a band structure based on pristine graphene as a starting point

(Fig. 4.17b). Now we apply the band folding based on the REXS data as already

described above (compare Fig. 4.10a), leading to a total of seven modes in the sys-

tem (the original band plus six scattered bands). Due to the comparatively short

scattering vector and hence close proximity of all bands, a finite coupling leads

to a strong intermixing of the original band dispersion onto all modes. This is il-

lustrated in Figs. 4.17c–i. The results of the band folding for both high-symmetry

directions KMK and KΓK are shown in Figs. 4.18a+b without coupling and in

Figs. 4.18c+d with a coupling of 30 meV. The folding model can indeed produce a

“replica” band around the M point as well as shift spectral weight between different

modes as observed with ARPES (see Fig. 4.18c).

Between the high-symmetry points K, M, and Γ the dispersions of all modes

run basically in parallel and are hard to distinguish for finite couplings. In an

attempt to find signatures of the modes, we conduct a linewidth analysis of mo-

mentum distribution curves (MDCs) along the ΓK direction (see Fig. 4.19). Fitting

the MDCs to a single Lorentzian reveals additional spectral weight on either side

of the “main” band (see Fig. 4.19a). This offset is systematic and and present along
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Figure 4.17: Simulation of band folding in Gd-intercalated graphene. (a) Iso-
energy contours from a tight-binding model for pristine graphene. (b) A contour
is selected that most closely represents the doping level (Fermi surface) in Gd-
intercalated graphene. (c)–(i) The bands are folded according to the measured
REXS scattering vector (see 4.4c and 4.10a) with a six-fold symmetry. For a fi-
nite coupling (here 0.03 eV) the character of the original band gets mixed with
the folded bands. The amount of character of the graphene dispersion is shown as
color plots for the original band (c) and the folded bands (d)–(i), indicating a strong
intermixing even for moderate couplings.
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Figure 4.18: Results of simulation of band folding in Gd-intercalated
graphene. (a) Original band dispersion for pristine graphene from a tight-binding
model along the KMK direction (red) and folded bands (blue) without coupling.
(b) Original band dispersion for pristine graphene from a tight-binding model along
the KΓK direction (red) and folded bands (blue) without coupling. (c) Same dis-
persion as in (a), but with a finite coupling of 0.03 eV and a Gaussian broadening.
(d) Same dispersion as in (b), but with a finite coupling of 0.03 eV and a Gaussian
broadening.

the whole analysis window (see Fig. 4.19b). Fitting the MDCs to three Lorentzian

peaks (see Fig. 4.19c) captures the additional spectral weight. Thus, this could

be taken as further evidence for the band folding model. It should be noted that

the folding model also leads to a splitting of the bands around the K points (see

Figs. 4.18c+d). This is not visible in the ARPES measurements, possibly due to the

large binding energy of the Dirac point and hence energetic distance to the Fermi

level.
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Figure 4.19: Analysis of Lorentzian line fits to momentum distribution curves
(MDCs). (a) Exemplary MDC fitted to a constant background and a single
Lorentzian (green). The fit underestimates the dispersion on either side of the peak.
(b) Difference of the experimental MDCs along the ΓK direction and fits with a sin-
gle Lorentzian peak. The fit systematically deviates from the experimental data. (c)
When the MDCs are fitted to three instead of one Lorentzian, the additional spec-
tral weight on either side of the main peak is captured, indicating the possibility
of additional bands dispersing parallel to the original one as predicted by the band
folding simulation.

In summary, we found good arguments for either possibility for the kink feature

and “replica” band observed in the ARPES data. While a definite distinction cannot

be made at this point, it may be worth putting forward the idea of a feedback

between both mechanisms. This way, the energy scale set by the phonon mode –

coupling to the electronic degrees of freedom – would make the system susceptible

and would feed back to ordering phenomena and their scattering vectors.

Concluding, we have investigated a novel quantum material playground com-

bining flat bands in graphene coupled to an ordered lattice of intercalated gadolin-

ium atoms. We observe an interplay of quantum phases at temperatures above

300 K in a purely two-dimensional and wafer-scale material. Our results strongly

hint at an intimate relationship between the observation of a pseudogap in photoe-

mission and ordering phenomena detected by resonant X-ray scattering, shedding

new light on the vastly important field of correlated electron systems outside the

scope of Mott physics. We expect the material system to play an important role in

the study of highly-doped graphene, which has already been extensively discussed

theoretically in terms of spin and charge density wave orders as well as unconven-

tional superconductivity in proximity to the Van Hove singularity [81, 291, 292]
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Figure 4.20: Predicted phase diagram for highly-doped graphene. Predicted
phase diagram of highly-doped graphene as calculated by the authors of [291].
Around the Van Hove singularity, a competition between unconventional super-
conductivity and a spin-density wave order is expected as function of electronic
doping.

(see Fig. 4.20). Comparing the experimental findings on gadolinium intercalated

graphene so far with the proposed phase diagram for highly-doped graphene it ap-

pears that we can indeed reach the required doping levels to reach the Van Hove

singularity at the M point of the dispersion in graphene. In the phase diagram, this

would put us in a regime where a spin density wave should be the dominating order

parameter (yellow region in Fig. 4.20). We find evidence for density wave orders in

our X-ray scattering experiments, but it should be noted that the calculations were

done for pristine graphene and especially the X-ray scattering technique is most

sensitive to the gadolinium atoms. Nevertheless, combing all the experimental evi-

dence it might be fruitful to think about future experiments that allow the tuning of

the chemical potential around the Van Hove singularity to search for possible su-

perconducting regions in the phase diagram. This could for example be attempted

by the deposition of additional atoms or by back gating the samples. We also want

to stress the prospect of adding magnetic interactions to the growing field of flat

bands in graphene.
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Chapter 5

Conclusion and outlook

We have shown that monolayer graphene can provide a two-dimensional platform

for the design and investigation of novel and emergent quantum phases. The sam-

ple systems are chemically simple, clean, and non-toxic. The presented examples

in this thesis display quantum phenomena on a wafer-scale platform up to room

temperature, which can facilitate the future exploitation of the observed effects in

devices and applications.

In the first example, we utilize heteroepitaxial strain between graphene and the

supporting SiC substrate to induce pseudomagnetic fields. These fields are unique

for linearly dispersing Dirac electrons and arise only for certain strain geometries.

The homogeneity of the pseudomagnetic field allows us to observe the pseudo-

quantum Hall effect with its Landau level quantization using angle-resolved pho-

toemission spectroscopy (ARPES). Additionally, the peculiar behavior of the zeroth

Landau level gives us new insight into the sublattice symmetry breaking Semenoff

mass term in the graphene on SiC sample system.

In the second example, we show that through the intercalation of gadolinium

atoms between the SiC substrate and the monolayer graphene, we can achieve

the ultra-high doping levels required to reach the Van Hove singularity at the M

point of the dispersion. Here a transition of the Fermi surface topology from two

electron pockets to a single hole pocket takes place and a strong renormalization

from the expected band structure due to electronic correlations is observed. The

temperature- and momentum-dependent pseudogap detected with ARPES can be
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connected to ordering phenomena as determined by resonant energy-integrated X-

ray scattering (REXS). The possibility of adding magnetic properties to the field of

flat bands in graphene is discussed.

Looking ahead to future potential experimental and theoretical research direc-

tions using graphene as a versatile design platform with a range of available control

parameters, a number of possibilities appear feasible. A more tunable approach for

the creation of different strain patterns (magnitude as well as geometry), either

through optimization of the growth process or top-down techniques, would enable

further studies in the area of pseudomagnetic fields. On top of that, strain has

also been discussed in terms of an enhancement of electron-phonon coupling and

possible resulting superconductivity [293–295]. For the gadolinium-intercalated

graphene samples, a further study of the phononic interactions with the observed

ordering phenomena and a possible connection to the magnetic properties of the

sample system would be beneficial. Here, theoretical efforts are hindered by the

computational cost of the large unit cell, but resonant inelastic X-ray scattering

(RIXS) experiments could help elucidate the situation. In contrast to its energy-

integrated counter part REXS, RIXS also analyzes the energy of the outgoing pho-

ton and – in combination with a new generation of high-resolution spectrometers

– can distinguish magnetic and lattice excitations and possibly their interactions in

the sample [296–300]. It could also be feasible to directly image the spin texture

of the sample using spin-polarized tips in scanning probe techniques [301–303].

Going beyond the scope of this thesis, the twist angle between different gra-

phene layers as a control parameter has recently received a lot of attention, follow-

ing the experimental discovery of correlated electron phases and unconventional

superconductivity at so-called “magic” angles [74, 83, 304]. Additionally, at a

twist angle of 30◦ between two graphene layers, the physics of quasicrystals with-

out translational periodicity can be studied [305, 306]. Also, combining the twist

angle with other control parameters appears to be a promising direction. Using hy-

drostatic pressure to change the coupling between two twisted layers can tune the

superconducting transition without the need for tedious, precise alignment of the

graphene flakes [304]. Twisting can also be combined with the strain-induced pseu-

domagnetic fields discussed in this thesis. When graphene is rotated with respect

to black phosphorus, the resulting Moiré pattern leads to strain that induces pseu-
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Figure 5.1: Combining twisting and strain in graphene flakes. (a) Schematic
of the measurement set-up showing the STM tip. G and BP represent monolayer
graphene and the multilayer black phosphorus flake respectively, SiO2 is 300 nm-
thick silicon dioxide, Si is highly-doped silicon and A is the tunnelling current. The
graphene is grounded via a Au electrode. A back-gate voltage Vg is applied through
the doped Si electrode. (b) Sketch of graphene on BP showing the emergence of
Moiré patterns. The rotation angle θ is defined as the angle between the BP zigzag
direction and the nearest graphene zigzag direction. (c) dI/dV spectra taken on
samples with different twist angles between graphene and black phosphorus. A
series of Landau level peaks are visible for all samples with the first Landau level
labeled by grey circles. (d) The peak positions are plotted versus sgn(N)

√
|N| to

show the expected linear behaviour for Landau levels. The slope of the curves and
hence the strength of the pseudomagnetic field varies with the twist angle. (e) The
strength of the pseudomagnetic field (BS) is plotted as a function of the twist angle
θ between graphene and black phosphorus, showing the tunability of the approach.
The figure was adapted from [224].
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domagnetic fields in graphene [224]. Depending on the twist angle, the magnitude

of the strain and hence the strength of the pseudomagnetic field can be tuned (see

Fig. 5.1). Unfortunately, all of these sample systems are currently limited to small

graphene flakes and device geometries. This makes it difficult for conventional

ARPES with large spot sizes of the incident light to directly measure the electronic

band structure. Fortunately, new developments in the ARPES community, based

either on synchrotron radiation and focusing zone plates or laser-based systems in

which optical setups can be used to reduce the spot size on the sample, can add an

additional layer of lateral control to the technique of ARPES [307–309]. These ad-

vances could also benefit experiments on graphene nanoribbons. They further add

dimensionality as a control knob in graphene and introduce the prospect of tailoring

edge states with interesting magnetic and topological properties [67, 68, 87, 88].

Finally, ultra-fast pump-probe setups in combination with ARPES experiments are

becoming more widely available. They can be used to study the dynamics of carri-

ers in materials on very short time scales [94, 310, 311], generate and manipulate

ultra-fast currents [312, 313], induce or enhance quantum phenomena like super-

conductivity [314–316], and access new physics like so-called time crystals, lim-

ited strictly to non-equilibrium conditions [317]. Exciting times still lie ahead for

the platform of graphene and beyond.
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