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Abstract

The Standard Model of particle physics (SM) describes mass generation of fundamental particles via

the Brout-Englert-Higgs mechanism. It predicts Yukawa interactions between the Higgs boson and

fermions, with interaction strengths proportional to the fermion masses. The largest Yukawa coupling

is that of the top quark, and its value has implications in particle physics and cosmology. As the SM

is not a complete theory of nature, detailed measurements of its predictions are a mandatory step

towards improving the understanding of nature.

This dissertation presents a search for Higgs boson production in association with a top quark

pair, a process directly sensitive to the top quark Yukawa coupling. The search uses 36.1 fb−1 of data atp
s = 13 TeV, collected with the ATLAS detector at the Large Hadron Collider (LHC) in 2015 and 2016.

It is designed for Higgs boson decays to bottom quarks, and decays of the top quark pair resulting in

final states with one or two electrons or muons. The discrimination between the signal Higgs boson

production process and background processes, dominated by the production of top quark pairs, is

performed with multivariate analysis techniques. The matrix element method is used and optimized

for this search. Possible machine learning extensions of the method are investigated to help overcome

its large computational demand. The obtained ratio of the measured cross-section for the signal

Higgs boson production process to the prediction of the SM is µ= 0.84+0.64
−0.61. The expected sensitivity

of an extension of the search, using 139.0 fb−1 of data collected between 2015 and 2018, is 3.3σ. Data

collected between 2016 and 2018 is also used in a measurement of the ATLAS muon trigger system

efficiency.

A statistical combination of searches for Higgs bosons produced in association with top quark

pairs is performed, including the search for Higgs boson decays to bottom quarks and additional

final states. The combination results in the observation of this Higgs boson production process with

an observed significance of 5.4σ, compared to an expected sensitivity of 5.5σ. It experimentally

establishes top quark Yukawa interactions in the SM.
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Lay summary

The Standard Model of particle physics (SM) describes fundamental particles and their interactions.

One of these particles is the Higgs boson, which participates in the mechanism that grants masses to

fundamental particles. Without this mechanism, the universe would be completely different. The

large role played by the Higgs boson in the SM motivates detailed studies of its behavior. Measuring

the Higgs boson properties has become possible only in recent years, thanks to a particle collider

called the Large Hadron Collider (LHC). This dissertation describes a measurement of the interaction

between Higgs bosons and the heaviest known fundamental particles, called top quarks. Producing a

Higgs boson at the LHC is rare, and only one out of every hundred Higgs bosons is produced together

with top quarks. The measurement of this rare process experimentally establishes a new type of

fundamental interaction with Higgs bosons and top quarks, as predicted by the SM.
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Preface

This dissertation is based on data collected with the ATLAS experiment. The operation of this experi-

ment is made possible by an international collaboration of thousands of scientists. Many aspects of

data collection and processing are shared among the collaboration, and performed by the members

on top of the physics analyses they perform. The simulation of collision events relies on software and

efforts from both within and outside the ATLAS collaboration. Analyses performed with the ATLAS

experiment use software jointly developed by many members of the collaboration, and rely heavily

on the computing resources provided.

All text in this dissertation is written by me, and no text is taken directly from previous public or

internal documentation. The ATLAS collaboration releases final results in peer-reviewed journals, and

preliminary results that do not undergo an external review process. Both types are reviewed within

the collaboration. Figures labeled with "ATLAS" or "ATLAS Simulation" are taken from peer-reviewed

publications. The label "ATLAS Preliminary" denotes preliminary public results approved by the

collaboration. Figures labeled with "ATLAS work in progress" or "ATLAS Simulation work in progress"

are prepared by me and not approved by the collaboration. They use data from the ATLAS detector

or official samples of events simulated with ATLAS software. Figures not prepared by me have their

reference indicated in the caption.

My primary work is summarized in chapters 6, 7, 9, 10, and 11. Detailed contributions and

acknowledgements are listed below. As a member of the ATLAS collaboration, I contributed to two

aspects of the common shared efforts enabling the detector operation and analysis of results. Within

the muon trigger group, I measured the efficiency of the ATLAS muon trigger system for data collected

between 2015 and 2018. The results of this work are summarized in chapter 10. I am also part of the

core development and support team of a software package for statistical inference, used for many

analyses in the ATLAS collaboration. This package is called TREXFITTER, and is only available to the

collaboration. It is used for the results presented in chapters 6 and 9.

Chapters 6 and 7 present a search for the t t̄ H
(
bb̄

)
process with 36.1 fb−1 of data. This search was

performed by a group of around 70 people, and I was part of a small core team of analyzers for the

single-lepton channel. The search has been published as

ATLAS Collaboration, Search for the standard model Higgs boson produced in associa-

tion with top quarks and decaying into a bb̄ pair in pp collisions at
p

s = 13 TeV with the

ATLAS detector, Phys. Rev. D 97 (2018) 072016, arXiv: 1712.08895 [hep-ex].

I performed extensive studies of the fit model in the single-lepton channel in close collaboration

with other analyzers, particularly T. Calvet. This includes contributions towards the definition of

the nominal t t̄ model and the systematic uncertainties assigned to it, as well as the derivation of
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systematic uncertainties affecting several small background processes. Independent implementations

of the processing of samples and subsequent fit in the single-lepton channel by G. Aad, T. Calvet, and

me, were used to validate the fit results. I performed detailed studies of the post-fit modeling of data to

validate the fit model. Many of the histograms used to produce the supporting figures accompanying

the publication as auxiliary material were produced by me. I developed and optimized the matrix

element method (MEM) used in the search. I studied its combination with other multivariate analysis

techniques in collaboration with several other analyzers, particularly D. Mori. C. David wrote the

software allowing to access variables related to the MEM with a common analysis framework used in

the t t̄ H
(
bb̄

)
group. The work documented in chapter 7 was performed by me, with the exception of

the transfer function, which was derived by D. Mori. The description of the MEM in the publication

was written by me. I additionally described the method in internal ATLAS documentation, where

I also summarized the effect of systematic uncertainties on the modeling of t t̄ production. The

MEM implementation was further documented by me in deliverable 1.4 of the AMVA4NewPhysics

innovative training network, funded by the European Union’s Horizon 2020 research and innovation

program. The deliverable was jointly prepared with other members of this network.

Chapter 8 describes the statistical combination of t t̄ H analyses performed with the ATLAS detec-

tor. The evidence for the t t̄ H process has been published as

ATLAS Collaboration, Evidence for the associated production of the Higgs boson and a

top quark pair with the ATLAS detector, Phys. Rev. D 97 (2018) 072003, arXiv: 1712.08891

[hep-ex].

For this combination of results, I studied the effect of removing nuisance parameters describing

small systematic uncertainties in the t t̄ H
(
bb̄

)
search. This decreases the fitting time without signifi-

cantly affecting the results. The subsequent observation of the t t̄ H process has been published in

reference [3].

Chapter 9 presents a sensitivity study of a t t̄ H
(
bb̄

)
search with 139.0 fb−1 of data. The study

was performed within the ATLAS t t̄ H
(
bb̄

)
group and in collaboration with other analyzers. Within

the group, I was responsible for the statistical analysis in the single-lepton channel, and a core

analyzer in this channel. In this role, I worked on the definition of the fit model and implemented

it in TREXFITTER. I studied the modeling of data, contributed towards defining the event selection

and region definitions, and compared two available b-tagging algorithms. All results of the statistical

analysis in the chapter were obtained by me. The analysis of the dataset used in the chapter is ongoing,

and will be submitted for publication upon completion of the analysis.

The muon trigger efficiency measurement documented in chapter 10 was performed in collabora-

tion with S. Rettie. The analysis was designed in collaboration with O. Stelzer-Chilton and J. Jovićević,

with additional guidance from the ATLAS muon trigger group. I processed the required samples

of data and simulated events with software developed within the ATLAS collaboration, and wrote

and maintained a framework to process these samples into the histograms needed for the trigger

efficiency computation. The tables in section 10.5 were obtained with code written by S. Rettie. The

vi

http://dx.doi.org/10.1103/PhysRevD.97.072003
https://arxiv.org/abs/1712.08891
https://arxiv.org/abs/1712.08891


Preface

measurements were described in documentation internal to the ATLAS collaboration, written by S.

Rettie and me. A publication summarizing the ATLAS muon trigger performance during Run-2 of the

Large Hadron Collider (LHC) is being prepared, and will include the measurements described in the

chapter. I am part of the team of editors for this document.

Chapter 11 summarizes two methods of approximating differential cross-sections. The foam

approach is based on an idea of T. Carli, and was developed with his guidance. I wrote the framework

to test this method, and studied its behavior. The results documented in the chapter for the foam

performance are obtained by me. I co-supervised two students together with T. Carli, who studied

extensions of the project. T. Sandell optimized the implementation and investigated various methods

of improving the performance of the foam. G. Van Goffrier extended the study to more complex final

states. The neural network approach was implemented following an idea developed during a stay at

the statistics department of EPFL in Lausanne. I developed the framework used for this approach

and studied its performance. I supervised two students who contributed to the development of the

method. J. Bamber studied optimizations of the neural network architecture and parameters, and

contributed to the development of the framework. C. Lewis performed the training for the six-particle

final state. All required samples of simulated events were generated by me, and I implemented the

differential cross-section calculation for all final states investigated throughout the project. The

performance of the neural network approximation for six-particle final states is also described in

internal ATLAS documentation I wrote.
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1. Introduction

The Standard Model of particle physics (SM) describes interactions between elementary particles. It is

a highly successful theory of nature, and in agreement with decades of experimental tests. One of the

central ingredients to the SM is the Brout-Englert-Higgs mechanism, which explains how fermions

and the weak gauge bosons acquire mass. This mechanism predicts the existence of a Higgs boson,

which was observed in 2012 by both the ATLAS and CMS collaborations at the Large Hadron Collider

(LHC). The Higgs boson observation marks the beginning of a new era of experimental particle physics,

which studies the details of electroweak symmetry breaking (EWSB).

Despite all its success, the SM has several shortcomings and does not constitute a complete

theory of nature. A rich experimental program is dedicated to the search for phenomena predicted by

theories that extend the SM. An alternative way forward are precise measurements of the theoretical

predictions. Detailed studies of the interactions between the Higgs boson and other elementary

particles are necessary to further establish the SM validity. Such studies are possible at the LHC. A

possible deviation from the SM predictions can help guide the way towards a more complete theory.

This dissertation presents a measurement of the interaction between Higgs bosons and top quarks.

The strength of the Higgs boson interaction with other elementary particles increases with their

masses. The top quark, being the heaviest elementary particle in the SM, is the fermion that interacts

most strongly with the Higgs boson. This interaction is studied directly in a process called t t̄ H , using

proton–proton collisions at the LHC that were recorded by the ATLAS experiment. The t t̄ H process

describes the production of a pair of top quarks and a Higgs boson. A specific topology is the focus

of this dissertation, where the Higgs boson decays to a pair of bottom quarks. This process is called

t t̄ H
(
bb̄

)
. A measurement of the t t̄ H process can be interpreted in terms of the top quark Yukawa

coupling, which has important implications in both particle physics and cosmology.

The dissertation is organized as follows. Chapter 2 introduces the SM, with a focus on the pro-

cess of EWSB and implications for the experimental analyses performed. The LHC and the ATLAS

experiment are described in chapter 3. This is followed by a description of how the ATLAS detector

reconstructs physics objects, provided in chapter 4. Chapter 5 introduces the statistical methodology

used to interpret results, and includes the description of multivariate analysis techniques employed. A

search for the t t̄ H
(
bb̄

)
process is presented in detail in chapter 6. It uses 36.1 fb−1 of data collected by

the ATLAS experiment in 2015 and 2016. The t t̄ H
(
bb̄

)
search uses a multivariate analysis technique

called the matrix element method (MEM), and its implementation for the search is described in

detail in chapter 7. Chapter 8 presents the statistical combination of the t t̄ H
(
bb̄

)
search with other

measurements performed with the ATLAS detector, leading to the observation of both the t t̄ H process

and the Higgs boson decay to bottom quark pairs by the ATLAS collaboration in 2018. Between

1



1. Introduction

2015 and 2018, the ATLAS experiment collected a proton–proton collision dataset of 139.0 fb−1. The

expected sensitivity of a t t̄ H
(
bb̄

)
analysis with this dataset is studied in chapter 9. Chapter 10 presents

a measurement of the efficiency of the ATLAS muon trigger system. This system is essential to the

success of many physics analyses studying events where muons are produced, including the t t̄ H
(
bb̄

)
process. The studies summarized in chapter 11 investigate the feasibility of using machine learning

techniques to help reduce the large computational requirements of MEM calculations. A conclusion

to the dissertation is provided in chapter 12. The appendices A and B provide additional material

related to the t t̄ H
(
bb̄

)
searches with 36.1 fb−1 and 139.0 fb−1 respectively, and appendix C includes

additional material related to chapter 11.

This dissertation uses natural units, where the speed of light in vacuum c and the reduced Planck

constant ħ are both set to unity, and electric charge is given in units of the electric charge of the

positron.
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2. The Standard Model of particle physics

The SM [4–7] describes interactions between fundamental particles via three out of the four known

fundamental forces: electromagnetic, weak, and strong force. The strong force is governed by the

theory of quantum chromodynamics (QCD), while the electromagnetic and weak forces are unified

in the electroweak (EW) theory. Gravitational interactions are not accounted for by the SM, and

described by the theory of general relativity.

The SM is a non-abelian gauge theory, invariant under the gauge group

G = SU (3)C ×SU (2)L ×U (1)Y . (2.1)

Its Lagrangian density is given by

L SM =L QCD+L EW, (2.2)

with the two components described in sections 2.2 and 2.3.

The SM is a Lorentz invariant quantum field theory, reconciling the laws of quantum mechanics

and special relativity. This summary is based on reference [8], with some input from reference [9] and

experimental measurements summarized in reference [10]. The Einstein summation convention is

used in this chapter, repeated indices are summed over.

The chapter starts with an overview of the particle content in the SM in section 2.1, followed by

brief descriptions of QCD in section 2.2 and the EW theory in section 2.3. Section 2.4 highlights the

success and limitations of the SM. The chapter closes with predictions of the SM for physics at the

LHC relevant to this dissertation in section 2.5.

2.1 Particles in the Standard Model

The particle content of the SM is shown in figure 2.1. Matter is made up of fermions, which are

particles with half integer spin. Particles with integer spin are called bosons.

The fundamental fermions can be split into two classes, quarks and leptons. Quarks carry a

fractional electric charge Q and a color charge. There are six flavors of quarks, split into three different

generations. Each generation contains an up-type and a down-type quark, where the types are named

after the quarks in the first generation: up and down. The corresponding quarks of the second and

third generations are called charm and strange, and top and bottom, respectively. Up-type quarks carry

electric charge Q = 2/3, while down-type quarks have Q =−1/3. Besides these six quarks, there are six

antiquarks with the same masses and opposite charges. Quarks can only be observed in bound states,

called hadrons, due to color confinement. Hadrons consisting of three quarks are called baryons,

and they are also fermions. Quark–antiquark pairs form mesons, which are bosons. The second

3



2. The Standard Model
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Figure 2.1: The particle content of the SM, adapted from reference [11] and reference [12], using
information from reference [10].

class of fundamental fermions are the leptons, again split into three generations: electrons, muons,

and tau leptons. Each generation contains a charged lepton with electric charge Q = −1 and the

corresponding neutrino of the same flavor.

There are five different types of elementary bosons in the SM. Four types of vector bosons with

spin-1 act as gauge bosons, mediating forces between fermions. The scalar spin-0 Higgs boson is a

consequence of EWSB, described in section 2.3.2.

Throughout this document, the term electron is generally used to refer to both of the charged

first generation leptons. The term positron is only used when a distinction is necessary. Similarly, the

distinction between quarks and antiquarks of a specific flavor is only made when explicitly required.

2.2 Quantum chromodynamics

Strong interactions are described by the non-abelian SU (3) gauge theory QCD. Two types of fields are

contained in this theory, quark fields qrα, and gauge fields G i , called the gluons. The flavor index r

4



2. The Standard Model

q

q̄

gS gS

g 2
S

Figure 2.2: QCD interactions: coupling of quarks and gluons (left), three- and four-point gluon self-
interactions (center and right, respectively). The interaction strength is parameterized by the coupling
constant gS .

takes values r = u,d ,c, s, t ,b, the color index is α= red, green, blue. There are eight Hermitian fields

G i =G i †, i = 1, . . . ,8, corresponding to the eight generators of SU (3). The gauge covariant derivative,

introduced to keep the quark kinetic terms gauge invariant under local SU (3) transformations, is

given by

Dµβ
α = ∂µδ

β
α+

i gsp
2

Gµβ
α . (2.3)

It couples quarks to the gluon field, with an interaction strength parameterized by gs . The expression

δ
β
α is the Kronecker delta, it is unity for α=β and zero otherwise. The gluon field in matrix notation is

Gβ
α =

8∑
i=1

G i
λi
αβp
2

, (2.4)

where α,β are matrix indices. The Gell-Mann matrices λi form a representation of the Lie algebra

of SU (3) and satisfy
[
λi ,λ j

]= 2i fi j kλ
k , defining the antisymmetric structure constants fi j k . Their

normalization is chosen such that Tr
[
λiλ j

]= 2δi j . The gluon field strength tensor is

G i
µν = ∂µG i

ν−∂νG i
µ− gs fi j kG j

µGk
ν . (2.5)

Putting everything together, QCD is described by the Lagrangian density

L QCD =−1

4
G i
µνG iµν+∑

r
q̄αr iγµDµβ

α qrβ, (2.6)

where γµ are the Dirac matrices. The first term leads to three- and four-point gluon self-interactions,

while the quark kinetic term results in quark–gluon coupling. These interactions are depicted in

figure 2.2.

Additional quark mass terms −∑
r mr q̄αr qrα could be added to the Lagrangian in pure QCD. In

the context of the SM, they are instead generated during EWSB, as described in section 2.3. The

Lagrangian 2.6 also allows for the addition of a charge conjugation and parity symmetry (CP) violating

term, scaled by a free parameter θQC D . It is experimentally known to be small.

2.2.1 Running coupling

Calculations in QCD involve contributions from processes happening at different orders of gS . The

lowest order of coupling at which a process can take place is called leading order (LO), the next highest

5



2. The Standard Model

order next-to-leading order (NLO), followed by next-to-next-to-leading order (NNLO). Contributions

from higher order processes can be partially absorbed into an effective coupling αs
(
µ2

R

)= g 2
s

(
µ2

R

)
/4π

with renormalization scale µR . This scale is commonly chosen to be a characteristic energy scale for a

given process, such as the momentum transfer Q in a collision. Quark loop corrections to the gluon

propagator decrease the effective coupling αs
(
µ2

R

)
at long distances (equivalent to small energy scale

µR ), while gluon loops increase it. The effect from the gluon loops is dominant. In result, the strong

force becomes weaker at high µR , this phenomenon is called asymptotic freedom. At low energies,

QCD is non-perturbative.

The dependence of the effective coupling on the energy scale is expressed by the renormalization

group equation. At one loop level, the effective coupling scales like αs
(
Q2

)∝ ln
(
Q2/Λ2

)−1
, whereΛ

is a reference energy scale at which the strong coupling becomes large.

2.2.2 Parton distribution functions

The parton model describes the constituents of hadrons as point-like particles. Parton distribution

functions (PDFs) describe the probability density (as defined in section 5.1) for a specific parton

to carry a momentum fraction x of a proton. These distributions, expressed as f
(
x,Q2

)
, depend

on the momentum transfer Q2. The evolution of the PDFs with energy scale Q2 is given by the

Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equations [13–15].

Figure 2.3 shows an example of the momentum distributions x f
(
x,Q2

)
of partons in protons. The

data is taken from the CT10 PDF set [16] interfaced via LHAPDF [17], with Q = 100 GeV. Protons

contain two valence up and one down quark, which carry significant momentum fractions as visible

in the figure. The contributions from sea quarks decreases at higher x.

2.2.3 Parton-parton scattering

The cross-sections for processes at hadron colliders can be factorized into two contributions. PDFs

describe the colliding partons i , j within the colliding hadrons H1, H2. The subsequent hard scattering

of the partons, described by a cross-section σi j→F , can typically be calculated perturbatively. The

total cross-section for producing a final state F , along with any unobserved X , from colliding hadrons

H1, H2 is given by the factorization theorem [18], and can be written as

σH1,H2→F+X =∑
i , j

∫
fi

(
x1,µ2

F

)
f j

(
x2,µ2

F

)
σi j→F dx1dx2. (2.7)

The energy scale µF is called factorization scale, typically chosen to correspond to a momentum

transfer or characteristic momentum of the process. It may also affect the hard scatter cross-section

σi j→F through radiation from the initial partons i , j .

2.3 Electroweak theory

The EW theory provides the unified description of electrodynamic and weak interactions. It is a

non-abelian gauge theory, based on the SU (2)L ×U (1)Y gauge group. In contrast to QCD, it is chiral
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Figure 2.3: Momentum distributions for partons within a proton for Q = 100 GeV, using data from the
CT10 PDF set. The first two generations of quarks, including contributions for valence quarks uV and
dV , as well as gluons are shown. Uncertainties are not drawn.

and spontaneously broken via the process of EWSB. An unbroken U (1)Q symmetry remains after

EWSB, which describes quantum electrodynamics (QED).

The SU (2)L part acts on the flavor of left-chiral fermions, indicated by the subscript L. It introduces

three gauge bosons W i , i = 1,2,3 with associated coupling g . The U (1)Y group describes a gauge

boson B with coupling g ′, and different interactions with left- and right-chiral fermions. Its subscript

Y refers to the weak hypercharge, a conserved quantity under U (1)Y transformations. It is defined as

Y =Q −T 3
L , (2.8)

where Q is the electric charge after EWSB, and T 3
L the weak isospin, which is conserved in weak

interactions.

After EWSB, a U (1)Q symmetry remains. It describes the photon, a linear combination of W 3 and

B . The massive W ± bosons interact with left-chiral fermions via charged current interactions and can

change their flavor. Massive Z bosons mediate neutral current interactions, and couple to both left-

and right-chiral fermions. Flavor changing neutral currents are highly suppressed.

2.3.1 Lagrangian density

The EW Lagrangian density is given by

L EW =L gauge+L f +L φ+L Yuk . (2.9)
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2. The Standard Model

The first term, L gauge, contains the gauge boson kinetic terms and self-interactions. Covariant

fermion kinetic terms are described by L f . The Higgs sector behavior is captured by L φ. Yukawa

interactions, which generate fermion masses, are contained in the last term, L Yuk. All terms are

described individually in this section.

Gauge term

The field strength tensors for the SU (2)L and U (1)Y gauge bosons are given by

W i
µν = ∂µW i

ν −∂νW i
µ− gεi j kW j

µW k
ν ,

Bµν = ∂µBν−∂νBµ.
(2.10)

The definition of W i
µν is similar to the SU (3)C QCD gluon tensor in equation (2.5), but now there are

three tensors W i
µν, i = 1,2,3, corresponding to the three generators of SU (2). The Levi-Civita tensor

εi j k with i , j ,k = 1,2,3 is totally antisymmetric, with ε123 = 1.

The gauge term in the Lagrangian density is

L gauge =−1

4
W i

µνW iµν− 1

4
BµνBµν. (2.11)

The kinetic term for the W i bosons introduces three- and four-point gauge boson self interactions,

while the B gauge boson does not self-interact.

Fermion sector

The fermion sector is split into left-chiral SU (2)L doublets and right-chiral singlets. For each fermion

field f 0
mL = q0

mL ,`0
mL and f 0

mR = u0
mR ,d 0

mR ,e0
mR , the subscripts L and R refer to the left- and right-chiral

nature of the field, respectively. The subscript m refers to the generation. Up-type quarks are written

as um with m = 1,2,3, dm are the down-type quarks, and the charged leptons are em = e,µ,τ. The

superscript 0 indicates that these fields are weak interaction eigenstates. The color index α carried by

the quarks, which transforms under QCD, is not explicitly written. A summary of the fermion fields in

the SM, along with their associated charges, is provided in table 2.1.

The gauge covariant derivatives for left-chiral fermion doublets f 0
mL introduce couplings to the

three SU (2)L gauge bosons, written as a column vector ~W =
(
W 1 W 2 W 3

)T
, with coupling strength

g , and to the U (1)Y gauge boson B with a coupling proportional to weak hypercharge Y f and coupling

strength g ′. The corresponding weak hypercharge per fermion is listed in table 2.1. The row vector~τ=(
σ1 σ2 σ3

)
denotes the Pauli matrices, which satisfy

[
σi ,σ j

]= 2iεi j kσk . The covariant derivatives

for left-chiral fermion doublets f 0
mL are

Dµ f 0
mL =

(
∂µ+ i g

2
~τ · ~Wµ+ i g ′Y f Bµ

)
f 0

mL . (2.12)

The gauge covariant derivatives for right-chiral fermions f 0
mR only couple them to the B gauge boson:

Dµ f 0
mR = (

∂µ+ i g ′Y f Bµ

)
f 0

mR . (2.13)

8



2. The Standard Model

Table 2.1: Fermion fields with associated charges. Q is the electric charge, T 3
L the weak isospin, and Y

the weak hypercharge.

fields Q T 3
L Y

q0
mL =

u0
m

d 0
m


L

2/3

−1/3

1/2

−1/2

1/6

u0
mR

2/3 0 2/3

d 0
mR −1/3 0 −1/3

`0
mL =

ν0
m

e0
m


L

0

−1

1/2

−1/2
−1/2

e0
mR −1 0 −1

The fermion part of the EW Lagrangian density contains the kinetic terms for all fermion fields for

all three generations:

L f =
3∑

m=1

(
q̄0

mLiγµDµq0
mL + ū0

mR iγµDµu0
mR + d̄ 0

mR iγµDµd 0
mR

+ ¯̀0
mLiγµDµ`

0
mL + ē0

mR iγµDµe0
mR

)
.

(2.14)

Higgs sector

The Higgs sector introduces two complex scalar Higgs fields

φ=
(
φ+

φ0

)
= 1p

2

(
ϕ1 + iϕ2

ϕ3 + iϕ4

)
, (2.15)

transforming as a doublet under SU (2)L with weak hypercharge YH = 1/2. The gauge covariant

derivative acting on this doublet is given by

Dµφ=
(
∂µ+ i g

2
~τ · ~Wµ+ i g ′YH Bµ

)
φ, (2.16)

consistent with the behavior on left-chiral fermion doublets. This covariant derivative introduces

three- and four-point interactions between the gauge bosons W i ,B and the Higgs field in L φ.

The Lagrangian density of the Higgs sector is given by

L φ = (
Dµφ

)† Dµφ−V
(
φ

)
(2.17)

with a potential term

V
(
φ

)=µ2φ†φ+λ
(
φ†φ

)2
. (2.18)

The first term determines the Higgs boson mass after EWSB, and the second term describes quartic

Higgs-field self-interactions. A requirement of λ> 0 guarantees that there is a lower bound on the

potential.
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2. The Standard Model

Yukawa term

The last term in the EW Lagrangian density describes Yukawa interactions. It has the form

L Yuk =−
3∑

m,n=1

[
Γu

mn q̄0
mLφ̃u0

nR +Γd
mn q̄0

mLφd 0
nR +Γe

mn
¯̀0

mLφe0
nR

]
+h.c., (2.19)

with a Hermitian conjugate term given by h.c.. The field φ̃ is a conjugate of the Higgs doublet φ,

defined as φ̃= iσ2φ
† =

(
φ0† −φ−

)T
. The 3×3 matrices Γu ,Γd ,Γe determine the Yukawa couplings

and fermion masses after EWSB.

2.3.2 Electroweak symmetry breaking

During EWSB, the scalar φ0 field acquires a vacuum expectation value and the SU (2)L ×U (1)Y gauge

group is broken down to U (1)Q . In the SM, this takes place via the Brout-Englert-Higgs mechanism

[19–24]. This mechanism generates masses for the gauge bosons W ± and Z , and fermion masses via

Yukawa couplings. Out of the four degrees of freedom in the complex doublet φ, three get assigned to

the W ± and Z , and the last degree of freedom is the scalar Higgs boson.

The vacuum expectation value (VEV) of the scalar doublet φ is given by its lowest energy state

〈0|φ|0〉, which minimizes the potential defined in equation (2.18). For µ2 > 0, this minimum is located

at

φ†φ= 0, (2.20)

where all real scalar fields ϕi have zero VEV, since φ†φ= 1
2

∑4
i=1ϕ

2
i . This case is visualized in figure 2.4

on the left, projected onto the complex field φ0. There is a single stable global minimum at the origin,

preserving the SU (2)L ×U (1)Y symmetry.

When µ2 < 0, a hypersphere of degenerate stable global minima is located at

φ†φ=−µ
2

2λ
≡ ν2

2
> 0, (2.21)

which defines ν≡
p

−µ2/λ. The choice of a specific ground state breaks the degeneracy, spontaneously

breaking rotational symmetry. Figure 2.4 shows this configuration on the right, again projected onto

the complex field φ0. The degenerate minima are located along a circle, drawn as a dotted red line.

A suitable axis rotation aligns the real component of φ0 with the ground state chosen, such that

〈0|ϕ3|0〉 = ν and 〈0|ϕ1|0〉 = 〈0|ϕ2|0〉 = 〈0|ϕ4|0〉 = 0. The ground state in these coordinates is given by

〈0|φ|0〉 ≡ v = 1p
2

(
0

ν

)
, (2.22)

with v†v = ν2/2. Only the neutral field component φ0 receives a non-zero VEV, resulting in a U (1)Q

symmetry after EWSB. Written in unitary gauge, the expansion around this minimum is given by

φ→ 1p
2

(
0

ν+H

)
(2.23)

with a Hermitian scalar field H representing the Higgs boson.
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Figure 2.4: Higgs potential, visualized as a function of the complex field φ0. The unbroken case with
µ2 > 0 is shown on the left, with a ground state ϕ1 = ϕ2 = 0. The potential for µ2 < 0 is shown on
the right, where the circle of global minima is drawn with a dashed red line. Rotational symmetry is
spontaneously broken when a ground state along this circle is chosen.

2.3.3 Lagrangian density after electroweak symmetry breaking

The Lagrangian density in equation (2.9) can be rewritten after EWSB in unitary gauge to study the

structure of the SM.

Gauge and Higgs sectors

It is convenient to define linear combinations of the SU (2)L ×U (1)Y gauge bosons as

W ±
µ =

W 1
µ ∓ iW 2

µp
2

, (2.24)

and

Zµ =−sinθW Bµ+cosθW W 3
µ , (2.25)

where sinθW = g ′/gZ and cosθW = g/gZ with gZ =
√

g 2 + g ′2. This defines the weak angle θW ≡
arctan g ′/g . The remaining linear combination of the Bµ and W 3

µ gauge bosons is the photon, given by

Aµ = cosθW Bµ+ sinθW W 3
µ . (2.26)

The Lagrangian density for the Higgs sector after EWSB is obtained by inserting the expres-

sion (2.23) into equation (2.17), using the definitions from equation (2.24) and equation (2.25). It is

given by

L φ = g 2ν2

4
W +µW −

µ

(
1+ H

ν

)2

+ 1

2

g 2
Zν

2

4
ZµZµ

(
1+ H

ν

)2

+ 1

2

(
∂µH

)(
∂µH

)−V (H) . (2.27)

This Lagrangian density describes two charged gauge bosons W ± and a neutral boson Z , with tree-

level masses

MW = gν

2
, MZ = gZν

2
, (2.28)
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Figure 2.5: Three-point interactions between Higgs boson and W +W − bosons (left), between Higgs
boson and two Z bosons (right).

while the photon remains massless. The masses of the Z boson and the W ± bosons are related via

MW/MZ = cosθW , alternatively written as sin2θW = 1− (MW/MZ )2.

The Lagrangian density in equation (2.27) introduces three- and four-point interactions between

the W ± and Z bosons with the Higgs boson H . The corresponding interaction strengths are propor-

tional to the square of the respective gauge boson masses. The three-point interactions HW +W − and

H Z Z are shown in figure 2.5, with interaction strengths proportional to the squares of the W ± and Z

boson masses. Three- and four-point Higgs boson self-interactions are included in the potential term,

which is given in unitary gauge by

V (H) =−µ
4

4λ
−µ2H 2 +λνH 3 + λ

4
H 4. (2.29)

The Higgs boson tree-level mass is appearing in the second term as

MH =
√
−2µ2 =

p
2λν, (2.30)

and is related to its quartic coupling.

The gauge interactions from L gauge in equation (2.11) result in three- and four-point interactions

of the gauge bosons after EWSB.

Quantum electrodynamics

The theory of QED is described by the Lagrangian density

L QED = ψ̄
(
iγµ∂µ−m

)
ψ−q Aµψ̄γ

µψ− 1

4
FµνFµν, (2.31)

for a fermion field ψ with mass m and electric charge q , and field strength tensor Fµν = ∂µAν−∂νAµ.

When comparing the fermion Lagrangian density L f after EWSB to L QED, the positron electric

charge can be identified as

e = g sinθW . (2.32)

It is fully determined by the SU (2)L and U (1)Y coupling constants.

Fermions

Fermion interactions with the Higgs field are obtained by inserting the expression (2.23) into equa-

tion (2.19). The resulting mass matrices M u
mn = Γu

mn
ν/

p
2 and Yukawa couplings to the Higgs field

12
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f

f̄

H

m f

ν

Figure 2.6: Higgs boson coupling to fermions, the coupling strength is proportional to the fermion
mass m f .

1/νM u
mn need to be diagonalized to obtain the fermion mass eigenstates. The Lagrangian density

describing fermion mass eigenstates ψ f , where f = um ,dm ,em (m = 1,2,3 is the fermion generation),

is

Lψ = ∑
f =u,d ,e

ψ̄ f

[
iγµ∂µ−m f

(
1+ H

ν

)]
ψ f , (2.33)

with ψ f =ψ f L +ψ f R . The kinetic term for the fermions originates from equation (2.14). Fermions

couple to the Higgs field with a coupling strength proportional to their masses, visualized in figure 2.6.

The Yukawa coupling strength of fermions is defined as

y f =
p

2
m f

ν
. (2.34)

The relation between the fermion mass eigenstates and weak eigenstates is given by the 3×3 unitary

Cabibbo–Kobayashi–Maskawa (CKM) matrix VCKM,
d 0

s0

b0

=VCKM


d

s

b

=


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vt s Vtb




d

s

b

 , (2.35)

with V ∗
CKMVCKM = I3, the 3× 3 identity matrix. The off-diagonal elements cause flavor changing

weak charged current interactions of quarks with transition probabilities proportional to the squared

magnitude of the matrix elements, |Vmn |2.

2.4 Success and limitations of the Standard Model

The SM has 19 free parameters:

• nine fermion Yukawa couplings for the three charged leptons and six quarks,

• three coupling constants for gauge interaction strengths: gS , g , g ′ (alternatively parameterized

via the strong coupling αs , the QED coupling α, and the Fermi coupling constant GF ),

• two parameters describing the Higgs potential: ν,mH ,

• four mixing angles of the CKM matrix,

• one strong CP phase θC P , usually taken as zero, leading to CP violation in strong interactions.

13
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Figure 2.7: Summary of ATLAS measurements of total cross-sections of various SM processes, com-
pared to predictions of the SM [25].

The SM can be extended with seven additional parameters to describe neutrino oscillations and mass

generation via couplings to the Higgs field (for Dirac neutrinos). The Pontecorvo–Maki–Nakagawa-

Sakata (PMNS) matrix relates the neutrino mass eigenstates to weak eigenstates, parameterized with

four parameters. On top of this, three new Yukawa couplings are needed, bringing the total amount of

free parameters in the SM to 26. Alternative mechanisms for neutrino mass generation exist, and the

experimental determination of the mechanism responsible for neutrino masses in nature is an active

area of research.

Using just these 19 degrees of freedom, the predictions of the SM are in agreement with decades

of experimental tests. It is a highly successful theory of nature. Figure 2.7 shows cross-section

measurements for a range of processes, measured with the ATLAS detector. They are compared to

SM predictions, obtained from calculations performed at least at NLO. The measurements are in

great agreement with these predictions, for processes with cross-sections varying over many orders of

magnitude.

2.4.1 Open questions

Despite all the success, the SM is not the final theory of particle physics. A number of outstanding

issues are listed in this section [8, 9].
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Dark matter

When assuming that the mass of galaxies is mostly comprised of luminous stars, the tangential velocity

v of stars with mass m, located at a radius r from the center of the galaxy, is given by

mv2

r
≈ Gm

r 2 M (r ) , (2.36)

with gravitational constant G . The mass contained within radius r is given by M (r ). For galaxies like

the Milky Way, most of the luminous mass is in the center. The observed distribution M (r ) decreases

slower with radius than expected, hence indicating that a significant amount of non-luminous dark

matter (DM) contributes gravitationally.

Gravitational lensing results from the bullet cluster [26], measuring the deflection of light due

to the mass in this galaxy cluster, provide additional support for the existence of DM. Furthermore,

when fitting the cosmological standard modelΛCDM to the cosmic microwave background power

spectrum, the density of baryonic matter makes up only roughly one sixth of the total matter density

in the universe [27]. Alternative explanations to these results, which propose modified versions of

gravity, are increasingly challenged by the precision of the experimental observations. A detailed

historical perspective is provided in reference [28].

Many theories of beyond the Standard Model (BSM) physics predict candidates for DM, and a

broad range of experiments is searching for them. Once DM particles are observed and confirmed,

the description of them will require an appropriately modified new SM.

Baryon asymmetry

The baryon asymmetry in the universe describes the observed excess of baryonic matter compared to

antimatter. Its origin is unclear, but the SM might require additional sources of CP violation to explain

the visible universe today.

Neutrinos

The discovery of neutrino oscillations between different flavors established their non-zero masses, and

current data can be described assuming neutrino mixing between all three flavors [10]. Several open

questions remain to be answered about the nature of neutrinos. Neutrinos may be Dirac or Majorana

fermions, the latter implying that they are equivalent to their antiparticles and can violate lepton

number conservation. A Majorana nature could be confirmed by the observation of neutrinoless

double β decays (nn → ppe−e−). The absolute scale of neutrino masses and the mechanism by which

they are generated are currently unknown. Neutrino masses may be acquired via Yukawa couplings to

the Higgs field, which introduces sterile right-chiral neutrinos that do not couple to the W ± and Z

bosons. A range of other proposed mechanisms exists.
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f V H X

Figure 2.8: Loop corrections to the Higgs boson mass via three-point couplings to fermions f , vector
bosons V , self-interactions and a new massive particle X . Contributions from quartic interactions are
not shown.

Vacuum stability and top quark Yukawa coupling

The evolution of the effective Higgs self-coupling λ is given by the renormalization group equation.

It predicts that large values of the top quark Yukawa coupling yt drive the self-coupling to negative

values at high energies. This results in the appearance of a new EW vacuum, with a lower potential

than the vacuum after EWSB, which is described in section 2.3.2. For very large values of yt , the

lifetime of the current vacuum is smaller than the lifetime of the universe. Data indicates that the

current EW vacuum in the SM is meta-stable, with a lifetime larger than the liftetime of the universe

[29]. A precise measurement of yt is an important check of the SM validity in the cosmological context,

and can answer the question whether any BSM phenomena are needed for consistency below the

Planck scale, which is the energy scale at which gravitational effects are expected to play a significant

role [30].

Theory considerations

The SM is unable to provide explanations for why it takes the form described in this chapter. There

are three generations of fermions, with the second and third generations playing seemingly no large

role in nature. It is unclear why the fermion masses, free parameters for which the SM makes no

prediction, vary over many orders of magnitude. The CP-violating strong phase θQC D is known to be

very small, with no explanation for why this is the case.

The hierarchy problem arises when embedding the SM into another, more complete, theory of

nature. Such a theory is characterized by an energy scaleΛ above the EW scale ν≈ 246 GeV. If the SM

is valid up to this scale, then the Higgs boson mass receives loop-level corrections to the tree-level

expression from equation (2.30). The contributions from three-point interactions are visualized in

figure 2.8. In the SM, they are dominated by the top quark in the fermion loop. These corrections to

the mass are proportional to Λ, the scale at which the integrals over the momenta of the particles

contributing to the loops are cut off. When taking this scale to be the Planck scale ≈ 1019 GeV, the

Higgs boson mass should receive corrections that make it many orders of magnitude larger than its

measured value. These corrections could be cancelled by additional couplings of the Higgs field to a

new field X . The coupling strength of such interactions needs to be fine-tuned to precisely cancel out

the contributions from SM couplings. An increasingly severe fine-tuning is needed for larger values

ofΛ. According to the naturalness paradigm, such large cancellations between free parameters of a

theory should not occur [31].
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Table 2.2: Branching ratios for the decay of t t̄ [10].

Final state Branching ratio

all-hadronic 45.7%
single-lepton 43.8%
dilepton 10.5%

2.5 Implications for physics at the Large Hadron Collider

This section describes the physics of top quarks, Higgs bosons, and their interplay, in collisions at the

LHC.

2.5.1 Top quark

With a mass of around 173 GeV, the top quark t is the heaviest elementary particle of the SM [10]. This

allows for decays into W bosons and b quarks, which happen before it can form hadrons. Decays into

other down-type quarks are in principle possible, but, due to the structure of the CKM matrix with

|Vtb | ≈ 1, extremely rare and negligible in practice. With its large mass, the top quark has a Yukawa

coupling value of approximately unity.

Top quarks are predominantly produced in pairs, as a t t̄ system, at hadron colliders. Table 2.2

shows the branching ratios of the t t̄ system into three different final states. The all-hadronic final

state contains decays of both W boson into a quark–antiquark pair each. This is the dominant decay

mode. A slightly smaller fraction of events decays into the single-lepton final state, where one of the

W bosons decays into a quark–antiquark pair, while the other one decays into a charged lepton and a

neutrino. The dilepton final state describes events where both W bosons decay leptonically. Table 2.2

includes tau leptons in the definition of leptons. In the context of physics analyses, leptonic decays

often instead refer to decays to light charged leptons only. Light charged leptons are electrons and

muons, including those from decays of tau leptons. Decays of tau leptons to hadronic final states are

treated differently experimentally, as described in section 4.3.3.

2.5.2 Higgs boson

The detailed investigation of the EWSB process is one of the major physics goals of the LHC. In 2012,

both the ATLAS and CMS collaborations published their independent discoveries of a new boson

[32, 33], consistent with a SM Higgs boson. Subsequent studies have confirmed the SM nature of the

observed particle, and are probing its properties in detail. With the central role played by the Higgs

boson in the SM, detailed studies are both an important check of the validity of the SM, and can at the

same time reveal possible hints of BSM physics phenomena.
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Figure 2.9: Exemplary Feynman diagrams for the gluon–gluon fusion (top left), vector boson fusion
(top right), V H (bottom left), and t t̄ H (bottom right) processes
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Figure 2.10: Dominant processes for Higgs boson production with associated cross-sections in proton–
proton collisions, shown as a function of COM energy. Bands indicate theoretical uncertainties in the
cross-section calculation [34].

Higgs boson production

There are four major Higgs boson production modes accessible in proton–proton collisions at the LHC

[34]. Figure 2.9 shows exemplary LO Feynman diagrams for these four modes, while the respective

cross-section as a function of the center-of-mass (COM) energy are presented in figure 2.10 for a Higgs

boson mass of 125 GeV.

The loop-induced gluon–gluon fusion is the dominant production mode. Due to its large Yukawa
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coupling, the largest contributions to the loop in the SM come from virtual top quarks. The contribu-

tions from lighter quarks q are suppressed proportional to the squares of their masses mq , by factors

m2
q/m2

t for top quark mass mt . While this production mode has a large cross-section, it lacks distinctive

objects produced in the final state along the Higgs bosons, which would help identify events produced

via this production mode experimentally.

The production mode with the second largest cross-section is vector boson fusion, sometimes also

more precisely called weak boson fusion. It is initiated by the scattering of two quarks or antiquarks

via exchange of a W ± or Z boson. The weak boson radiates off a Higgs boson. Experimentally, this

production mode is characterized by two high-momentum jets (see section 4.4), emitted at small

angles from the colliding protons.

Higgs boson production in association with a W ± or Z vector boson, V H , is the production mode

with the third highest cross-section. It is characterized by the Drell-Yan production of an off-shell weak

boson, which radiates off a Higgs boson. The weak boson in the final state can be used experimentally

to identify events originating from this process.

The associated production of Higgs bosons with a top quark pair, t t̄ H , is the focus of this disser-

tation. In this process, the Higgs boson is radiated off a top quark pair. This top quark pair can be

produced from either gluon–gluon or quark–antiquark interactions. The relevance of this process

is discussed in section 2.5.3. In order to concisely specify a topology where the Higgs boson is pro-

duced via t t̄ H and decays to a bottom quark pair, the term t t̄ H
(
bb̄

)
will be used in this dissertation.

Chapter 6 and chapter 9 describe analyses of this topology.

Additional Higgs boson production modes remain experimentally challenging. Higgs boson pro-

duction in association with a bottom quark pair, bb̄H , has a comparable cross-section to t t̄ H at a COM

energy of
p

s = 13 TeV. The bottom quark pair signature is not as easily identifiable experimentally as

the top quark pair signature of t t̄ H , thus making the isolation of bb̄H from background processes

difficult. Higgs boson production in association with a single top quark, t H , is sensitive to the sign of

the top quark Yukawa coupling and affected by destructive interference between dominant processes

contributing to its production. The cross-section for this process is an order of magnitude smaller

than t t̄ H , making the process more difficult to observe. Lastly, double Higgs boson production is

sensitive to the Higgs boson cubic self-coupling. Due to its very low cross-sections in the SM, the

observation of this production requires future runs of the LHC, in order to collect a large amount of

integrated luminosity.

Higgs boson decay

The Higgs boson decays into a wealth of experimentally accessible final states. Its branching ratios in

the SM for a mass of 125 GeV are shown in table 2.3.

The bb̄ final state is most common. Decays into gauge vector bosons are suppressed, since one of

the bosons must be produced off-shell. The decays into a di-photon final state γγ are loop-induced;

this loop is dominated by contributions from virtual top quarks in the SM. Higgs boson decays into

Z Z∗ and subsequently four charged leptons, as well as decays into γγ, are comparatively rare. Due to
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Table 2.3: Branching ratios for the decay of the Higgs boson. The other category contains experimen-
tally challenging final states [34].

Final state Branching ratio

bb̄ 58.2%
W W ∗ 21.4%
ττ 6.3%
Z Z∗ 2.6%
γγ 0.2%
other 11.3%

their clean experimental final state signature, these decay modes nevertheless made the dominant

contributions to the Higgs boson discovery.

The other category includes decays into pairs of gluons (with a branching ratio of 8.2%), charm

quarks, Zγ, muons, and other processes with very small cross-sections. These are challenging to

measure experimentally. While the branching ratio for the decay to a pair of muons is only 0.02%,

a search performed by the ATLAS collaboration with 79.8 fb−1 of data excludes values larger than

roughly twice this prediction at the 95% confidence level, assuming the SM production cross-section

[35]. An ATLAS search for the Zγ final state, which has a branching ratio of 0.15%, excludes values

larger than roughly seven times the SM prediction using 36.1 fb−1 of data [36].

2.5.3 Yukawa couplings and the special role of t t̄ H

The t t̄ H process assumes a special role in the SM, as it allows for the direct tree-level measurement

of the top quark Yukawa coupling yt . The relevance of this parameter is highlighted in section 2.4.1.

When assuming that the SM is correct, yt can be obtained in various ways. It is related to the top quark

mass via equation (2.34). Furthermore, it can be measured from the gluon–gluon fusion Higgs boson

production and the loop-induced Higgs boson decay to di-photon final states, since the top quark

contribution to the loop dominates. The measurement from these loop-induced processes relies on

the assumption that no BSM particles contribute to the loops. In a combined fit to Run-2 data of up to

79.8 fb−1 recorded by the ATLAS experiment, the uncertainty on yt is around 10%, with a central value

consistent with the SM prediction [37]. In this fit, the coupling strengths of the Higgs boson to weak

gauge bosons, third generation quarks, tau leptons, and muons are all measured simultaneously. This

fit assumes no BSM particles coupling to the Higgs bosons.

A direct measurement of yt via t t̄ H is an important confirmation of the Brout-Englert-Higgs

mechanism and of the SM validity. It tests a fundamental type of interaction in the SM, the Yukawa

interaction between Higgs boson and fermions. The ATLAS t t̄ H
(
bb̄

)
analysis presented in chapter 6

contributed to the observation of both the t t̄ H process [3] and the Higgs boson decay to bottom quark

pairs [38]. These processes were independently observed by the CMS collaboration [39, 40], and both

CMS and ATLAS observed the Higgs boson coupling to τ leptons in 2017 and 2018, respectively [41,

42]. These results establish the observation of Yukawa interactions. The observation was achieved by
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analyzing the interactions of Higgs bosons with third generation fermions. The measurement of the

interactions with the first and second generation fermions remains a challenge for the future [43].
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3. The Large Hadron Collider and the ATLAS

experiment

The LHC [44] is a hadron accelerator, delivering proton–proton collisions and also supporting colli-

sions of protons with heavy ions or just heavy ions. The decay products of the interactions taking place

are recorded by a range of experiments. The four major experiments include two general-purpose

experiments, ATLAS [45] and CMS [46]. LHCb [47] specializes in physics with b-hadrons, and ALICE

[48] in heavy ion collisions.

This chapter describes the experimental facilities relevant to the work presented in this disserta-

tion. The LHC is briefly introduced in section 3.1, and relevant details about the ATLAS experiment

are given in section 3.2.

3.1 The Large Hadron Collider

The LHC is located at the border between Switzerland and France, close to the city of Geneva [44]. It

forms a part of the CERN accelerator complex, and serves as the final stage in a chain of accelerators,

designed to provide collisions between proton beams at COM energies of
p

s = 14 TeV with instan-

taneous luminosities of L = 1034 cm−2s−1. The LHC is installed in a 26.7 km long tunnel, which lies

between 45 m and 170 m below the surface. Beams of charged particles are accelerated in opposite di-

rections within two rings in a vacuum system, using electromagnetic fields in radio frequency cavities

operating at 400 MHz. Superconducting magnets deflect the beams via the Lorentz force, keeping

them on track within the rings. The beams are focused and collided at four points, with the four

experiments ATLAS, CMS, LHCb and ALICE situated at these collision points. Besides proton–proton

collisions, the LHC also supports collisions of heavy ions, as well as heavy ions and protons. As those

operation modes are not relevant for this dissertation, they are not discussed further.

3.1.1 Accelerator chain

Before proton beams are circulated in the LHC, a range of other accelerators gradually accelerates the

beams to increasingly higher energies. The CERN accelerator complex is pictured in figure 3.1.

Hydrogen gas is used as a source of protons, with their electrons stripped off by an electric field.

The protons are initially accelerated in the linear accelerator Linac2 to energies of 50 MeV. Subse-

quently, the Proton Synchrotron Booster accelerates them to 1.4 GeV, followed by further acceleration

in the Proton Synchrotron to 25 GeV. The last step before entering the LHC is additional acceleration

in the Super Proton Synchrotron to energies of 450 GeV. It takes a minimum of approximately 16
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Figure 3.1: The CERN accelerator complex relevant for proton–proton collisions in the LHC. Gray
arrowheads indicate the proton path. BOOSTER refers to the Proton Synchrotron Booster, PS is the
Proton Synchrotron, and SPS is the Super Proton Synchrotron. The figure is adapted from refer-
ence [49].

minutes to fill the LHC with pre-accelerated proton bunches. Within around 20 minutes after the

filling, the LHC accelerates the beams to their target collision energies.

3.1.2 Luminosity and pile-up

The number of events produced by the LHC is a function of the instantaneous luminosity L delivered

by the machine over time t ,

Nevents =σevent

∫
Ldt =σeventL, (3.1)

and is proportional to the relevant cross-section σevent for producing such events. The time integral

over instantaneous luminosity is called the integrated luminosity L. The instantaneous luminosity is

given by [9]

L = f
n1n2

4πσxσy
F. (3.2)

With the nominal LHC spacing between proton bunches of 25 ns, the collision frequency is f = 40 MHz.

The amount of protons per bunch is n1 and n2 for the two beams, with up to 1011 protons per bunch.

Not all bunches are filled with protons in practice. The bunches have root mean square extensions σx

and σy in the two directions perpendicular to the beam propagation direction. Collisions at the LHC

are not exactly head-on, and the factor F contains a description of the geometric effects due to the

crossing angle between the beams at the interaction point.

Due to the large amount of protons per bunch at the LHC, each bunch crossing usually results

in more than one hard scattering interaction. Interactions besides the interaction of interest are
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Figure 3.2: Distribution of mean number of interactions per bunch crossing in data recorded by the
ATLAS experiment at

p
s = 13 TeV [51].

called in-time pile-up. Out-of-time pile-up is caused by proton–proton interactions taking place in

neighboring bunch crossings around the crossing of interest, which can affect the measurement,

since the readout times for detector systems can be longer than the time between two bunches. The

number of interactions per bunch crossing is Poisson-distributed, with a mean µ proportional to the

product of the total inelastic proton–proton cross-section σinel. and the instantaneous luminosity

[50],

µ= Lσinel.

f
. (3.3)

3.1.3 Dataset

The data-taking period with LHC collisions of protons at energies of
p

s = 7 TeV and
p

s = 8 TeV is

called Run-1. Subsequently, Run-2 lasted from 2015–2018, with collision energies of
p

s = 13 TeV. The

dataset collected in Run-2 is analyzed in this dissertation.

The mean number of interactions per bunch crossing is shown in figure 3.2 for the data recorded

by the ATLAS detector in Run-2 of the LHC. Different colors show the distribution per data-taking

year, with the 2015 contribution in yellow, 2016 in orange, 2017 in purple and 2018 in green. The blue

distribution corresponds to the total dataset integrated over all four data-taking years. The average

number of interactions per bunch crossing per year is shown in the legend as 〈µ〉. This quantity,

and hence the pile-up, increases over the course of Run-2. The increase is caused by the increased

instantaneous luminosity provided by the LHC, which reaches a plateau in 2017 and 2018.
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Figure 3.3: The ATLAS coordinate system, with ATLAS located at the origin. The x axis points towards
the center of the LHC ring (indicated as dotted line), and the y axis up towards the surface. Beams
propagate along the z axis. The azimuthal angle φ and polar angle θ are also shown for an arbitrary
point P .

3.2 The ATLAS detector

The ATLAS detector is a general purpose detector at the LHC [45]. A broad range of high energy

particle physics analyses are conducted with ATLAS, including measurements of SM properties and

searches for hints of BSM physics. In order to meet the requirements of these analyses, the ATLAS

detector is designed with fast electronics, high granularity, good object reconstruction efficiency and

resolution.

3.2.1 Coordinate system

The right-handed coordinate system used to describe ATLAS is visualized in figure 3.3. Its origin

is located at the nominal beam interaction point. The z-axis is aligned with the beam axis, while

the x–y plane is perpendicular to it. The x-axis points towards the center of the LHC ring, which

is indicated in the figure as a dotted line. The y-axis is directed up towards the surface. Transverse

quantities are defined in the x–y plane. The transverse momentum pT of an object is the momentum

component in the x–y plane, pT =
√

p2
x +p2

y . The azimuthal angle φ is measured around the beam

axis, while the polar angle θ is measured from the beam axis. A common alternative parametrization

of the polar angle is given by the pseudorapidity η=− ln[tanθ/2], which approaches infinity as the

polar angle decreases to zero. Differences in pseudorapidity, ∆η, are Lorentz invariant under boosts

along the beam axis. The rapidity y = 1
2 ln

[
E+pz

E−pz

]
, typically used for massive objects, is equivalent to

the pseudorapidity in the limit of negligible object mass, m ¿ E . A common measure of distances

between object is defined as ∆R =
√
∆η2 +∆φ2. This separation can also be defined using rapidity

instead of pseudorapidity, as ∆Ry =
√
∆y2 +∆φ2.
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Figure 3.4: The complete ATLAS detector in cutaway view [45].

3.2.2 Detector overview

A schematic of the ATLAS detector is shown in figure 3.4. The full detector is 44 m long and 25 m high,

roughly rotationally symmetric around the LHC beam pipe, and has a weight of around 7 000 metric

tons. It is centered around the interaction point of the colliding LHC beams, and symmetric under

reflection across the z = 0 plane. The central barrel region of the detector consists of multiple detector

subsystems arranged as concentric cylinders. A disk-shaped end-cap is located at each side of the

barrel.

The inner detector (ID) is located at the core of ATLAS, and embedded within a 2 T axial magnetic

field provided by a solenoid magnet. It provides tracking of charged particles within the central∣∣η∣∣ < 2.5 region. Electromagnetic and hadronic calorimeters surround the inner detector. The

outermost parts of ATLAS are formed by the muon spectrometer (MS), which is immersed in a

magnetic field provided by toroid magnets in barrel and end-caps.

3.2.3 Inner Detector

The ATLAS ID system is designed to provide precision tracking information for charged particles up to

|η| < 2.5. It is located within a 2 T magnetic field generated by a solenoid magnet with a 2.5 m diameter

and a length of 5.3 m in the z direction. This axial field is parallel to the z-axis, bending the tracks

of charged particles in the φ direction. The deflection allows for measurements of momentum and

charge of these particles. The precision information provided by the ID is also used to reconstruct the

primary vertex, the measured location at which the hard parton scattering of interest in a given event
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Figure 3.5: Cutaway view of the ATLAS ID. The IBL is missing in this visualization [45].

took place.

Figure 3.5 illustrates the ID layout. Closest to the beam pipe is the pixel detector, followed

by the semiconductor tracker (SCT) and the transition radiation tracker (TRT). Precision tracking

information within |η| < 2.5 is provided by the pixels and the SCT. They are arranged as concentric

cylinders centered around the beam pipe in the barrel, and disks in both end-caps.

Pixel detectors

The innermost subsystem of the ID are silicon pixel detectors. Charged particles passing through

them are detected via the electron–hole pairs they create in the semiconductors. There are four layers

in the pixel system. The innermost layer, called insertable B-layer (IBL), was installed between Run-1

and Run-2 of the LHC [52]. It has the highest granularity, with a pixel size of 50 µm in the φ direction,

and 250 µm in the z direction. This layer is located at a radius r = 33 mm from the beam pipe center,

and covers the |η| < 3.0 region. The pixels in the remaining three layers have sizes of 50 µm in the

φ direction, and 400 µm in the z direction. In total, the pixel detector system contains around 86

million pixels. The expected hit resolution in the IBL is 8 µm in the φ direction and 40 µm in the z

direction. The remaining three pixel layers have a decreased resolution of 10 µm in φ and 115 µm in

the z direction.
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Semiconductor tracker

The SCT consists of silicon strip detectors, with strips of size 80 µm×12 cm. It is made up of four

layers in the barrel, and two disks in each end-cap. In each barrel layer, one set of strips is parallel

to the z axis, and a second set of strips is rotated by a stereo angle of 40 mrad with respect to the

first set. The end-cap disks have one set of strips in the radial direction perpendicular to the z axis,

with another set again rotated by 40 mrad. The resolution in the SCT is 17 µm in the φ direction, and

580 µm in the z direction. The SCT contains around 6 million readout channels.

Transition radiation tracker

The outermost part of the ID is the TRT. It consists of around 300 000 straw tubes with a diameter

of 4 mm in the region |η| < 2.0. In the barrel region, the straws are 144 cm long and parallel to the

z axis. The straws in the end-caps are 37 cm long, and positioned radially, perpendicular to the z

axis. A wire runs through the center of the straws, and they are filled with gas. The wire is held at

a potential difference with the tube walls. Charged particles passing through the tubes ionize the

gas, and the resulting electrons drift to the anode wire. The resolution in the φ direction per straw is

130 µm. Besides the tracking capabilities provided by the TRT, it is also used for particle identification.

The straws are interleaved with polypropylene, and transition radiation is emitted at the material

boundaries. Electrons can be distinguished from charged pions due to the larger amount of transition

radiation they leave behind.

3.2.4 Calorimeters

The solenoid magnet containing the ATLAS ID is surrounded by a calorimeter system. Electromagnetic

and hadronic calorimeters provide energy measurements of particles passing through them, covering

the range up to |η| < 4.9. The system is designed to absorb the energy of most SM particles originating

from the collision, with the exception of muons and neutrinos. Figure 3.6 shows the ATLAS calorimeter

system.

Electromagnetic calorimeter

The electromagnetic calorimeter consists of a barrel and two end-cap components, located in separate

cryostats and covering the range |η| < 3.2. It is a sampling calorimeter, consisting of alternating layers

of lead absorbing plates and liquid argon as an active medium. Electromagnetic showers develop

mostly in the absorbing material, and are measured in the active medium. Lead plates and electrodes

are arranged in an accordion shape, with a potential difference applied between them to collect

charges from ionization left by particles passing through the calorimeter. The granularity varies across

the calorimeter, and it is highest for |η| < 2.5, to match the region where precision tracking information

from the ID is available. The highest granularity is 0.025×0.025 in η×φ. In total, the electromagnetic

calorimeter has around 170 000 readout channels.
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Figure 3.6: Cutaway view of the ATLAS calorimeter system surrounding the ID and solenoid magnet
[45]. The term LAr refers to liquid argon as active material.

The electromagnetic calorimeter provides energy measurements of electrons and photons. Elec-

trons at the LHC lose most of their energy via bremsstrahlung and subsequent electron–positron pair

production. For photons, electron–positron pair production is the dominant energy loss process. The

radiation length X0, which is a function of atomic number and mass number of the material through

which the particles are passing, characterizes the distance scale over which the energy losses take

place. One radiation length is the average distance over which bremsstrahlung reduces the electron

energy by a factor of 1/e, and corresponds to roughly 7/9 of the mean free path for photon-induced pair

production [9]. The electromagnetic calorimeter has a thickness of more than 22X0 in the barrel, and

more than 24X0 in the end-caps, to provide good containment of electromagnetic showers originating

from bremsstrahlung and pair production.

Hadronic calorimeters

The hadronic calorimeter system consists of three components, with a total of around 19 000 readout

channels. The tile calorimeter covers the central region |η| < 1.7, with a barrel in the region |η| < 1.0

and two extended barrels covering 0.8 < |η| < 1.7. It is a sampling calorimeter made up of steel as an

absorption material and scintillating plastic tiles as active material. The scintillating tiles are read

out via photomultiplier tubes. The tile calorimeter has three layers, with the highest granularity of

0.1×0.1 in η×φ in the first two layers.

The end-cap hadronic calorimeters are located directly outside the electromagnetic calorimeters.
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Figure 3.7: Cutaway view of the ATLAS MS [45].

Copper plates are used as an absorbing material, while the active medium is liquid argon. They cover

the range 1.5 < |η| < 3.2, with the highest granularity of 0.1×0.1 in η×φ in the region |η| < 2.5.

The forward calorimeter covers the range 3.2 < |η| < 4.9 and is made up of three layers. The

first layer uses copper as absorbing material, optimized for electromagnetic measurements. The

remaining layers use tungsten for hadronic measurements. Tubes, aligned parallel to the z direction,

are located within the absorbing material. They contain small gaps of less than 1 mm, filled with

liquid argon as active material, and a rod in the center.

Charged hadrons lose energy via ionization of the surrounding material, and both charged and

neutral hadrons also lose energy by undergoing strong interactions with nuclei in the surrounding

medium. The nuclear interaction length λI describes the mean distance between hadronic inter-

actions for relativistic hadrons. The hadronic calorimeter has a thickness of around 10λI, therefore

containing the majority of the energy in hadronic showers within the hadronic calorimeter. These

showers also contain electromagnetic components, for example from the decay of neutral pions into

two photons.

3.2.5 Muon spectrometer

The MS forms the outermost layer of ATLAS. Four different detector system make up the MS, with

more than one million readout channels in total. A cutaway view is shown in figure 3.7. The MS is

embedded in a magnetic field produced by a system of three superconducting toroidal magnets, one

in the barrel, and one in each end-cap. The magnets provide an average magnetic field of around

0.5 T across the MS, pointing in the φ direction and therefore generally perpendicular to the muon
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Figure 3.8: Schematic of one quarter of a cross-section through the ATLAS detector [53].

propagation direction. This field deflects muons passing through the MS in the η (or equivalently z)

direction, allowing for measurement of their momenta.

Figure 3.8 shows a schematic view of a cross-section of a quarter of the detector. The outermost

chambers in the barrel region are located at a radius of around 10 m from the beam pipe, and the

outermost end-cap disks at |z| ≈ 21.5 m. The muon system is not completely symmetric under

rotation in the φ direction due to gaps needed for detector services and support structure (feet).

Muon trigger chambers

Two detector systems allowing for fast readout are used to make initial trigger decisions (the trigger

system is described in section 3.2.6). Different experimental conditions in the barrel and end-cap

regions motivate the use of two detector technologies. A higher granularity is needed in the end-caps

to match the momentum resolution in the barrel, and the radiation levels in the end-caps are higher.

Three layers of resistive plate chambers (RPCs) are used in the barrel region |η| < 1.05. They consist

of parallel plates with high resistivity held at a potential difference, with a gas mixture in the gap

between them. Muons ionize the gas, and the resulting charges are collected on the plates. Besides

trigger information, the RPCs provide η and φ measurements, with a resolution of around 10 mm in

both the z direction and the plane tangential to the φ direction.

The end-caps use thin gap chambers (TGCs) in the region 1.05 < |η| < 2.4, which deal with the

increased rate requirements due to non-collision background processes. The chambers of these

detectors are formed by graphite-coated cathodes, filled with a gas mixture, and contain multiple

wires separated by 1.8 mm. The TGCs also provide a measurement of the φ coordinate, with a

resolution of around 5 mm.
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Precision muon tracking chambers

Two additional detector systems provide high position resolution and precision tracking information.

These systems are slower, and only read out after an initial trigger decision has been made.

A system of monitored drift tubes (MDTs) covers the range |η| < 2.7. It is made of aluminum drift

tubes with a diameter of 3 cm, filled with a gas mixture. The drift tubes contain a wire in the center,

which is held at a potential difference with the tube. Muons passing through the tubes ionize the gas,

and the resulting electrons are collected at the central wire. The electron drift time can reach up to

700 ns, and the length of the signal pulse indicates how far from the wire the muon passed through

the tube. The drift tubes are aligned tangentially to the φ direction to achieve high position accuracy

in the z direction. MDT chambers consist of three to eight layers of drift tubes, achieving an average

position resolution of 35 µm per chamber in the z direction. The measurement in the φ direction is

obtain from the remaining MS systems.

The forward region 2.0 < |η| < 2.7 contains cathod strip chambers (CSCs). The CSCs are multi-wire

proportional chambers like the TGCs. They are used for their high rate capability and time resolution

of 4 ns. The anode wires are arranged in the radial direction, with a spacing of 2.5 mm. On one end, the

cathodes form strips perpendicular to the wires, providing the precision measurement in the radial

direction. The cathodes on the other end are perpendicular to the wires, and provide a measurement

in the φ direction. The position resolution is 40 µm in the radial direction and 5 mm in φ.

3.2.6 Trigger and data acquisition

It is impossible to record all collision events in ATLAS at the 40 MHz collision rate provided by the

LHC. The ATLAS trigger and data acquisition system reduces this input down to a rate of around

1 kHz of events, which are recorded and kept for subsequent physics analyses [54, 55]. It consists of

two components, the hardware-based Level-1 (L1) trigger and a software-based high-level trigger

(HLT). Events accepted at the fast initial L1 step are passed on to the HLT, which runs more precise

algorithms and makes a final trigger decision. Pre-scale factors N can be applied to triggers, causing

only every 1 in N events passing the trigger to be accepted by the trigger. The use of such factors limits

the trigger rate, allowing to trigger on objects with less stringent requirements, which are produced

more often by the LHC. Triggers used for physics analyses are typically not pre-scaled. A wide range

of triggers, summarized in a trigger menu, is used during ATLAS data-taking. They include triggers

for events with one or multiple characteristic objects (such as charged leptons with high transverse

momenta), combinations of different object types, or triggers for particular event topologies.

Level-1

The L1 trigger step searches for events with high transverse momentum objects, including charged

leptons, photons, jets, and missing transverse momentum (see chapter 4). It uses data from the

calorimeters and MS, and defines coarse regions of interest (RoIs) in which the relevant objects are

located, for further processing at the subsequent steps. The L1 trigger reduces the event rate to around
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100 kHz, with a 2.5 µs maximum latency. The minimum duration between two consecutive events

accepted by the L1 trigger is limited, as is the number of events accepted over a given period of time.

Events passing this trigger step are buffered for further processing in the HLT.

High level trigger

After the incoming event rate has been reduced by the L1 trigger system, the software-based HLT

system can run more precise and computationally expensive reconstruction algorithms to refine the

trigger decision. These reconstruction algorithms generally are run in the RoIs defined at the L1 step.

Events passing the HLT criteria are transferred to local storage at the ATLAS site, and then sent to

CERN’s computing center for storage and subsequent processing. In 2015, the average HLT processing

time for events at the highest instantaneous luminosity reached was around 200 ms.

Muon trigger system

Given its relevance for the trigger efficiency analyses presented in chapter 10 of this dissertation,

the muon trigger system is briefly explained in more detail in this section. This system is designed

to identify events containing muons over a large spectrum of transverse momentum, with high

efficiencies and moderate trigger rates.

The L1 step uses only inputs from the fast muon trigger chambers, the RPCs and TGCs. The

system requires a hit coincidence in the trigger chambers, which points back to the beam interaction

region. A rough muon candidate track transverse momentum is obtained at this step by comparing

it to a track expected from a muon with infinite transverse momentum. The L1 defines RoIs of size

0.1×0.1 in η×φ, which are passed to the HLT for further processing. Limited mostly due to the effect

of detector geometry on the muon trigger chamber distribution, the L1 trigger covers around 80% of

the barrel region and 99% of the end-caps.

The trigger decision is refined at the HLT step by incorporating higher resolution and precision

tracking information from the MDT and CSC detector systems. A coincidence of generally 2–3 hits in

multiple detector layers is required. This step has an efficiency of close to 100% with respect to L1,

and reduces the trigger rate by a factor of roughly 100.

The HLT step consists of two stages: an initial fast reconstruction step is followed by precision

muon reconstruction. Fast track reconstruction is performed in the RoIs defined at L1, using only

information from the MS, with measurements from the MDTs and CSCs. A refined track fit is sub-

sequently performed by combining measurements from the ID and the MS. If candidates pass this

stage, they enter the precision HLT step.

High resolution muon reconstruction takes place in the precision step, with inputs from both the

ID and MS. Track candidates in the MS are extrapolated back and combined with ID information

(called outside-in). A second approach, which starts with ID information and then extrapolates and

combines it with the MS (inside-out), recovers inefficiencies at low muon transverse momentum.

Following this step, optional requirements can be applied. The use of muon isolation cuts helps

distinguish between prompt and non-prompt muons. Prompt muons originate from the initial
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hard scatter process taking place, while non-prompt muons can arise from the decay of charged

hadrons. The muon isolation requirement is performed by rejecting events where the scalar sum of

the transverse momentum of all tracks in a cone around the muon candidate is large. This sum is

expected to be small for prompt muons. Applying muon isolation requirements allows to lower the

muon trigger transverse momentum threshold, while maintaining a reasonable trigger rate.

Additional HLT algorithms exist besides the baseline strategy described. There are triggers using

only MS information, and do not require information from the ID. In order to circumvent the trigger

efficiency loss in the L1 step, the full-scan approach does not rely on L1 RoIs, but searches the entire

MS for additional muons. While this is very computationally expensive, it provides a high trigger

efficiency. It is suitable for finding additional muons for multi-muon triggers, when one muon has

already been found with the baseline approach.

3.2.7 Data quality requirements and available data for analyses

Collision events from the LHC happening within ATLAS can only be used in physics analyses if they

passed a trigger and were recorded. Additional requirements are made to ensure high quality data.

These requirements include that all detector subsystems were operational, and the beams provided

by the LHC were stable when the event was recorded. Each event must furthermore contain a vertex

(see section 4.2.2) with at least two associated tracks with transverse momenta pT > 400 MeV.

Figure 3.9 shows the total integrated luminosity during Run-2 as a function of time. The green

histogram corresponds to the total amount of data delivered by the LHC, amounting to 156 fb−1.

Around 94% of this was recorded by the ATLAS detector, a total of 147 fb−1, shown in yellow. Additional

requirements on the quality of the reconstructed data reduce the integrated luminosity available for

physics analyses further, and a total of 139.0 fb−1 remains to be analyzed in the full Run-2 ATLAS

dataset. This contribution is shown in blue.

3.2.8 Simulation of ATLAS

The simulation of the ATLAS detector is based on the GEANT4 software toolkit [56] and implemented

within the ATLAS simulation framework [57]. It models the interactions of stable particles with

the detector, and the resulting signals received by the detector. The analog detector signals are

digitized and combined with pile-up effects, simulating both in-time and out-of-time pile-up. Trigger

algorithms are simulated, and the events are further reconstructed with the same algorithms used

for data, described in section 4. An alternative faster simulation method, called AFII, is also used.

It uses a parameterized calorimeter response to electromagnetic and hadronic showers, instead of

simulating it in detail [58].
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4. Object reconstruction

This chapter provides an overview of the reconstruction of physics objects with the ATLAS described

in section 3.2, with a focus on the objects of relevance to this dissertation. Basic components used in

the identification of particles, tracks and vertices, are described in section 4.2. Section 4.3 outlines

the reconstruction of charged leptons, with a focus on muons and electrons. The approach used to

reconstruct jets is described in section 4.4. This section also includes a description of flavor tagging

algorithms, which are employed to identify jets containing b-hadrons. The definition of missing

transverse energy is given in section 4.5. The section ends with a description of the procedure used to

resolve the overlap between the various physics objects reconstructed. This is described in section 4.6.

4.1 Reconstruction overview

A schematic depiction of different fundamental particles interacting with the ATLAS detector is

shown in figure 4.1 [59]. Muons pass through the whole detector, and are reconstructed mainly

Figure 4.1: Schematic of fundamental particles interacting with the ATLAS detector, adapted from
reference [59]. It shows a section of the x–y plane.
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from their interactions with the ATLAS ID and MS system. Since they do not carry electric charge,

photons do not interact with the ID, and form a collimated shower in the electromagnetic calorimeter.

Electrons cause the same kind of electromagnetic shower, but interact with the ID on top of this. The

electrically charged protons also interact with the ID, and then deposit their energy in the hadronic

calorimeter, in a shower that is less confined than electromagnetic showers. Neutrons cause the

same hadronic shower, but do not interact with the ID due to their lack of electric charge. The ATLAS

detector is unable to detect neutrinos directly, however their presence may be inferred by considering

momentum conservation. Missing transverse energy, described in section 4.5, can be caused by

neutrinos in the SM.

4.2 Tracks, vertices and energy clusters

Charged particles passing through the ATLAS ID leave behind tracks. Primary vertices are located

at proton–proton interaction points. The energy deposited by particles in the ATLAS calorimeter

system is grouped into clusters. Tracks, vertices, and calorimeter energy clusters are inputs to the

reconstruction of other physics objects discussed in this chapter.

4.2.1 Tracks

The reconstructed trajectories of charged particles passing through the ATLAS detector are called

tracks. This section provides an overview of track reconstruction with ATLAS. More detailed descrip-

tions of the algorithms used and their performance are provided in references [60, 61].

Sensor measurements above a threshold in the pixel and SCT detectors are grouped into clusters.

The resulting three-dimensional measurements of the cluster positions are called space points. A

cluster is typically composed of multiple contributing pixels, and the intersection point of a charged

particle with the detector layer is obtained from combining the information of all pixels in the cluster.

Clusters can contain charge deposits from multiple particles, and they also may be used in the

reconstruction of multiple tracks.

The baseline inside-out tracking algorithm starts by defining sets of three space points, used

as seeds for tracks. These seeds are combined with additional space points compatible with the

preliminary track trajectory estimated from the three space points, then forming track candidates.

This is done using a Kalman filter, which iteratively updates the best track candidate estimate as more

space points are added. A score for each track candidate is calculated, with higher scores assigned to

candidates more likely representing the trajectories of charged particles. An ambiguity solver then

considers track candidates in order of decreasing score. It limits the amount of clusters shared by

different tracks, but not identified as being compatible with having originated from multiple tracks.

Further quality criteria are applied in this step, and track candidates failing to pass the ambiguity solver

are rejected. These criteria include that at least 7 clusters are assigned to a track, and that it contains

at most two holes. Holes are defined as the intersection of a track candidate with a detector element
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that does not contain a matching cluster, even though it would be expected from the trajectory of a

particle following along the track candidate. Tracks are then extended into the TRT.

An additional outside-in algorithm starts with track segments reconstructed in the TRT, and

extends them towards the inside of the detector, adding information from the silicon detectors.

4.2.2 Vertices

Vertices are locations of particle interactions, and identified via the tracks pointing away from them. Of

particular relevance for measurements of particle kinematics are vertices at the points where proton–

proton interactions took place. Their reconstruction in ATLAS is briefly described here. Additional

details are provided in reference [62].

Vertex reconstruction consists of two steps. In the first step, reconstructed tracks are associated to

candidate vertices, this is called vertex finding. During the subsequent vertex fitting step, the vertex

position is reconstructed.

The vertex finding starts with a seed position for a candidate vertex. The optimal vertex candidate

position is then updated by an iterative fitting procedure, using the tracks found previously. Each

track is assigned a weight, which describes its compatibility with the candidate vertex position. Both

track weights and vertex candidate position are updated throughout the iterative fit. All tracks that are

incompatible with the vertex after the last iteration are not assigned to the vertex, and instead used

in the determination of subsequent vertices. New iterations of the vertex finding algorithm are then

performed on the tracks not yet assigned to any vertex, this is repeated until no new vertex can be

found. The primary vertex of a collision event is defined as the vertex with the largest sum of squared

transverse momenta of tracks associated to it. While other definitions exist, this definition is used in

the results presented in this dissertation.

4.2.3 Energy clusters

Energy deposits in individual cells of the ATLAS calorimeter system are clustered together, forming

three-dimensional topological cell clusters, also called topo-clusters. The procedure employed by

ATLAS is described in detail in reference [63].

Topo-clusters are built starting from seeds. They are located at cells with high signal signifi-

cance, which is given by the ratio of the signal to the expected average noise in each specific cell.

Neighboring cells are iteratively added to the cluster if they have sufficient signal significance. This

process continues until no significant cells are left to be added to the clusters. Cells with insignificant

amounts of signal are not included in the clusters, thereby suppressing noise. A topo-cluster does not

necessarily contain all of the energy deposited by a particle, especially in hadronic showers, which are

less confined than electromagnetic showers. It may contain the full shower or only a fraction of it, or

even calorimeter responses to multiple particles.

The ATLAS calorimeters are non-compensating, meaning that the signal of a hadron with the same

energy as an electron or photon is smaller. Signals are measured using the electromagnetic energy

scale, which correctly measures energies deposited by electrons and photons. Topo-clusters can be
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calibrated to correct for the non-compensating nature of the calorimeters and additional effects,

such as energy losses in inactive material. They can be interpreted as massless pseudo-particles,

characterized by their energy and location in the η and φ coordinates.

4.3 Leptons

This section describes the reconstruction of charged leptons with the ATLAS detector. The focus lies

on electrons and muons, which are most relevant to the work presented in this dissertation. Tau

leptons are only briefly described, as the t t̄ H
(
bb̄

)
analyses in chapter 6 and chapter 9 contain a veto

for events with tau lepton with hadronic decay products, to ensure that the events analyzed in this

analysis do not overlap with other searches for t t̄ H . Due to the special treatment of tau leptons,

and the inability of the ATLAS detector to detect neutrinos directly, the term lepton is used for a

reconstructed object in this dissertation when describing a light charged lepton (electron or muon).

4.3.1 Muons

Muons are reconstructed mostly using information from the ATLAS ID and MS detector systems.

Details about the relevant algorithms and their performance are given in reference [64].

Reconstruction

The first step of muon reconstruction takes place independently in both the ID and the MS. Tracks in

the ID are reconstructed as described in section 4.2.1.

In the MS, segments of tracks are formed by combining nearby hits, which follow the trajectory

expected from a muon, and are consistent with having originated from the proton–proton interaction

point. Segments from different detector layers are combined, first using segments from the middle

of the MS as seeds, and then extending the seeds also to the inner and outer layers. At least two

segments are required to form a track candidate in general, and segments can be used in multiple

track candidates. A χ2-based fit to the hits associated to each track candidate is then performed to

determine whether a track candidate is accepted as a track.

Multiple different muon types exist, depending on the detector information used to reconstruct

them. Combined muons are built from a combined track fit in the ID and MS. Most muons are

found with an outside-in approach, which extrapolates the track from the MS to the ID. An inside-out

algorithm is also used. Extrapolated muons are muons based only on a track in the MS, which is

required to be consistent with having originated from the interaction point. These muons extend the

muon acceptance in the region 2.5 < |η| < 2.7, which is not covered by the ID. Segment-tagged muons

are built from tracks in the ID and extrapolated to match at least one track segment in the MS. This

recovers muons crossing only one MS layer. Calorimeter-tagged muons use energy deposits in the

calorimeter compatible with having been deposited by a minimum-ionizing particle. These must be

matched to an ID track. This muon type recovers inefficiencies in regions of gaps in the MS.
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Identification

During muon identification, further quality requirements are applied to muon candidates to suppress

non-muon backgrounds (mostly originating from decays of charged hadrons) and to ensure a good

muon momentum measurement. Non-prompt muons from decays of charged hadrons can lead to

incompatible momentum measurements in the ID and MS, and the comparison of individual and

combined fits helps reject such muons.

The muon identification criteria are collected in so-called operating points. For relevance to this

dissertation are the loose, medium, and high-pT operating points.

The medium operating point is optimized to minimize systematic uncertainties related to muon

reconstruction and calibration. It uses combined and extrapolated muon tracks. For combined

muons, at least three hits in at least two layers of the MDT are required. The requirement is relaxed

in the central |η| < 0.1 region due to a gap in the MS. Extrapolated muons need to have hits in at

least three MDT or CSC layers. A consistency check of the momentum measurement for combined

muons in the ID and MS is also applied to reject non-prompt muons. The reconstruction efficiency

for muons with transverse momentum above 20 GeV when using this operating point is 96%.

The loose operating point includes all muons passing the medium operating point requirements,

but extends the acceptance further. It is designed for analyses searching for Higgs boson decays to

four charged leptons, and increases the reconstruction efficiency to 98% for muons with transverse

momentum above 20 GeV. This operating point includes segment- and calorimeter-tagged muons in

the |η| < 0.1 region.

The high-pT operating point is optimized for momentum resolution of tracks with transverse

momenta above 100 GeV. It uses combined muons fulfilling the medium operating point requirements.

On top of this, tracks need to have at least three hits in at least three MS detector layers. This improves

the transverse momentum resolution of muons with very high momenta above 1.5 TeV by around

30%, while reducing reconstruction efficiency by roughly 20%.

Isolation

Prompt muons are typically produced spatially well separated from other particles. Muon isolation,

which refers to detector activity present around a muon candidate, can therefore be used to reject

non-prompt muons. The decay of objects at high momenta, resulting in collimated decay products

which can include muons, presents one possible exception. Two measures of isolation are used, one

track-based and one based on calorimeter information. The track-based isolation is calculated as

the scalar sum of transverse momenta of all tracks with pT > 1 GeV within a cone around the muon,

excluding the momentum of the muon track itself. The cone size depends on the muon momentum pµ

T

and decreases in size for higher momentum muons: ∆R = min
(

10 GeV/pµ

T,0.3
)
. The calorimeter-based

isolation is obtained by summing the transverse energies of topo-clusters in a cone of size ∆R = 0.2

around the muon, again excluding the energy deposit from the muon itself, and also correcting for

effects from pile-up. Isolation criteria are defined via the ratio of track-based or calorimeter-based

isolation to the muon transverse momentum.
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The isolation operating points used in this dissertation are loose, gradient, FCTight and FCTTO.

The loose, gradient, and FCTight (which stands for "fixed cut tight") operating points use both track-

and calorimeter-based isolation; the FCTTO (which stands for "fixed cut tight track-only") operating

point only uses track-based isolation. The loose operating point provides a constant 99% efficiency for

muons across η and pT, while the gradient operating point is at least 90% efficient at muon transverse

momenta of 25 GeV and 99% efficient at 60 GeV. The FCTight and FCTTO operating points are

designed to be robust to pile-up effects.

Corrections

In order to match data more accurately, corrections to muon momentum scale and resolution are

applied to simulated muons. An additional correction is applied to resolve differences in muon

selection efficiencies between data and simulation. These selection efficiencies originate from the

association of tracks to vertices, muon identification, and muon isolation. They also include trigger

efficiencies when muon triggers are used. All of these corrections are derived from studies making use

of the clean decays of Z bosons and J/ψ mesons to muon pairs. The trigger efficiency corrections are

described in more detail in chapter 10, where they are derived for additional event topologies.

4.3.2 Electrons

Electrons are reconstructed using the tracks they leave in the ID, and their energy deposited in the

electromagnetic calorimeter. A detailed overview of reconstruction algorithms and their performance

can be found in reference [65].

Reconstruction

Electrons lose their energy predominantly due to bremsstrahlung and subsequent electron–positron

pair production from emitted photons. The energy from an electron is typically deposited within a

single cluster in the electromagnetic calorimeter. Interactions of electrons with detector material

can already happen before they enter the calorimeter, resulting in radiated photons converting into

electron–positron pairs (photon conversions). This can result in multiple tracks being reconstructed

in the ID, all originating from the same electron, and all pointing to the same cluster in the calorimeter.

Electrons are reconstructed in the |η| < 2.47 region of ATLAS, not including the overlap region between

the barrel and end-caps.

Electron reconstruction starts by finding energy clusters in the electromagnetic calorimeter with

transverse energies above 2.5 GeV. This procedure is more than 99% efficient for electrons with

transverse momenta above 15 GeV. The track reconstruction in the ID, described in section 4.2.1, is

more than 98% efficient for electron transverse momenta above 10 GeV. Tracks are electron candidates

if they geometrically match an energy cluster, have at least four hits in silicon layers of the ID, and are

not associated to a vertex that has been identified as originating from a photon conversion [66]. An

algorithm selects the track most likely originating from the primary electron in case multiple tracks
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match the criteria. The energy cluster size is then extended and calibrated to accurately represent the

original electron energy. The electron position in the η and φ coordinates is obtained from the track

matching the cluster.

Identification

Likelihood-based identification algorithms are applied to electron candidates in order to ensure

high quality electrons for analysis and suppress non-prompt electron backgrounds, which include

photon conversions, jets, and non-prompt electrons from heavy-flavor quark decays. The likelihood

is calculated from a range of measurements, including the shower shape in the electromagnetic

calorimeter, energy deposited in the hadronic calorimeter, details about the track matched to the

electron and the matching itself, as well as the transition radiation in the TRT to discriminate against

pions. The probability distribution functions of the inputs to the algorithm are derived from simu-

lation, and corrected to accurately model data. Electron identification proceeds by requiring that a

likelihood-based discriminant, which increases in value for more electron-like candidates, has at least

a specific minimum value, which depends on the operating point used.

The electron identification operating points relevant to the work presented in this dissertation are

tight, medium, and LooseAndBLayer. The tight operating point is 80% efficient at identifying prompt

electrons with transverse energies of 40 GeV, while the medium operating point is 88% efficient. The

LooseAndBLayer operating point is a variation of the 93% efficient loose operating point. It includes a

requirement of a hit in the innermost pixel layer, which the tight operating point does as well. Further

tracking requirements are applied for all operating points. These include at least two hits across all

pixel layers and at least seven hits in pixel and SCT layers combined.

Isolations

Like muons, prompt electrons are generally expected to be spatially separated from other particles,

and correspondingly detector activity associated to them is expected to be isolated.

Electron isolation is calculated similarly to muon isolation, with track-based and calorimeter-

based isolation variables. Track-based isolation is calculated from the scalar sum of transverse

momenta of tracks with pT > 1 GeV around the electron. The track matched to the electron is not

included, and neither are nearby tracks likely having originated from photon conversions. The

cone has a variable size depending on the electron momentum pe
T, ∆R = min

(
10 GeV/pe

T,0.2
)
. The

calorimeter-based isolation is given from the sum over transverse energies of topo-clusters in a

cone of size ∆R = 0.2 around the electron, with the electron energy deposit at the core removed and

additional corrections for pile-up applied. Isolation criteria are defined via the ratio of track-based or

calorimeter-based isolation to the electron transverse momentum.

The isolation operating points used in this dissertation are loose and gradient. These operating

points use both track- and calorimeter-based isolation. The loose operating point is 98% efficient,

while the gradient operating point is 90% and 99% efficient for electrons with transverse momenta of

25 GeV and 60 GeV, respectively.

42



4. Object reconstruction

Corrections

A calibration of the electron energy scale and resolution is applied to electrons in data and simulation

[67]. It is derived from samples with Z boson decays to electron pairs, and the corrections are validated

in samples with J/ψ meson decays to electron pairs, as well as Z boson decays to electron pairs with

an additional photon. Electron selection efficiency corrections are derived using the clean decays of

Z bosons and J/ψ mesons to electron pairs. The selection efficiency in simulation is corrected for

effects due to electron reconstruction, identification, and isolation. When electron triggers are used,

the acceptance efficiency due to these triggers is also corrected.

4.3.3 Tau leptons

Tau leptons decaying into final states with electrons or muons are reconstructed as these lighter

leptons. Separate techniques are used for tau leptons decaying into hadronic final states, also called

hadronic tau leptons [68]. Their reconstruction starts from jets, which are described in section 4.4.1.

Additional criteria on the associated tracks help distinguish lepton candidates from jets. The tau

lepton energy is calibrated depending on their transverse momentum. Boosted decision trees (BDTs)

are used to identify taus decaying into hadronic final states. Different operating points exist for the tau

lepton identification, including the medium operating point used for the t t̄ H
(
bb̄

)
analyses presented

in chapter 6 and chapter 9.

4.4 Jets and flavor tagging

Jets consist of showers of hadrons originating from partons produced in proton–proton collisions.

The showers develop from color-charged particles produced in the hard scattering interaction in

collisions at the LHC. Clustering algorithms group together the energy deposits from the shower in

the ATLAS calorimeter system into jets. Flavor tagging algorithms are used to distinguish between

jets containing hadrons with quarks of different flavors. This section describes jets at ATLAS and the

flavor tagging algorithm used for the results in this dissertation to identify jets containing b-hadrons.

4.4.1 Jets

The jet definition relevant for the analyses in this dissertation employs energy deposits in the ATLAS

calorimeter system, clustered together to form jets. This section provides an overview of jets in these

analyses. Details about reconstruction and calibration of jets are given in reference [69].

Formation from energy clusters

Jet reconstruction starts with three-dimensional topological cell clusters described in section 4.2.3,

which are clustered together into jets. The clustering is performed with the anti-kt algorithm [70],

implemented in the FASTJET package [71]. In the anti-kt algorithm, the distance measure between
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two objects i , j (characterized by their transverse momenta, rapidities y , and azimuthal angles) is

defined as

di j = min
(
p−2

T,i , p−2
T, j

) (
yi − y j

)2 + (
φi −φ j

)2

R2 . (4.1)

The parameter R is variable, and set to R = 0.4 for the results presented in this dissertation. After

calculating the distances between all objects, they are combined together in order of increasing

distance. If di j > p−2
T,i for any object j , the object i is called a jet and not used anymore in the

clustering of the remaining objects.

The distance between two objects with low momentum is large compared to the distance between

objects with low and high momentum. High momentum objects therefore cluster together with low

momentum objects in their vicinity, forming a conical jet with radius R, as long as no other high

momentum objects are nearby. Low momentum objects do not modify the shape of the jet, making

the algorithm infrared safe; it is furthermore also collinear safe (and therefore unaffected by collinear

gluon emissions).

Calibration and selection

The topological clusters from which a jet is built are calibrated to the electromagnetic scale, and

correctly measure the energy deposits from electromagnetically interacting particles. In the first

calibration step, the jet four-momentum is scaled such that the jet points to the primary vertex, while

keeping the same energy. After this, contributions to the jet energy from pile-up are removed. The jet

energy and direction are then calibrated to match the behavior derived from simulation. It corrects

both the jet energy scale and resolves reconstruction biases as a function of η, which occur due to

changes in calorimeter granularity. Further corrections are derived by including also tracking and

ATLAS MS information, which increase the jet energy resolution. The final step consists of residual

corrections to jets in data, accounting for differences between data and simulation. It is derived using

well-measured reference objects, such as photons or Z bosons.

After these calibration steps, quality criteria on jets are applied [72]. Events with jets failing to meet

these criteria are not considered for further analysis. The effect of pile-up is mitigated by employing

an algorithm called jet vertex tagger [73]. It rejects jets where a significant fraction of the transverse

momentum of tracks assigned to the jet is not associated to the primary vertex.

4.4.2 Flavor tagging

The identification of jets containing hadrons of a specific flavor is called flavor tagging. It is used

to distinguish between the kind of parton a given jet originated from. This section focuses on the

description of a so-called b-tagging algorithm, which is designed to identify jets containing b-hadrons.

Such jets are called b-jets, and originate from bottom quarks produced in the initial proton–proton

scattering. Their identification is crucial for the identification of processes like t t̄ H
(
bb̄

)
, where many

bottom quarks are expected to be produced, and subsequently many b-tagged jets are expected in a
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reconstructed event. In contrast to b-jets, the so-called light jets originate from the first generation

and s quarks, while c-jets originate from charm quarks.

This section provides an overview of the b-tagging algorithm used for the work presented in this

dissertation. More details are provided in reference [74]. The performance of the algorithm version

relevant for the t t̄ H
(
bb̄

)
analysis in chapter 6 is summarized in reference [75]. The t t̄ H

(
bb̄

)
analysis

in chapter 9 and the muon trigger efficiency measurement in chapter 10 use an updated algorithm

version, which is described in reference [76].

Algorithm overview

The most important ingredients to the b-tagging algorithm are jets, tracks reconstructed in the ID

and the primary vertex. Tracks are associated to jets based on their separation ∆R, within a cone of

varying size depending on the jet transverse momentum.

The identification of b-hadrons in jets makes use of their long lifetime and high mass. With a

lifetime around 1.5 ps, a b-hadron with a transverse momentum of 50 GeV travels around 4.5 mm in

the transverse direction before it decays. Tracks associated to the hadron can be identified by their

large impact parameters. The transverse impact parameter d0 is the closest distance between primary

vertex and track in the transverse direction. The longitudinal impact parameter z0 measures this

closest distance in the z direction. Tracks significantly displaced from the primary vertex can be used

to reconstruct a secondary vertex where the b-hadron decay takes place. A dedicated algorithm aims

at reconstructing the b-hadron decay chain [77].

The BDT based MV2 algorithm combines the information from various other algorithms, using

impact parameter information, the reconstruction of a secondary vertex and the b-hadron decay

chain. It is designed to correctly identify b-jets. The MV2c10 algorithm used for the results in this

dissertation is trained with b-jets as signal, and a mixture of 93% light jets and 7% c-jets as background.

The jets used for the training are taken from a sample of simulated t t̄ events.

Operating points

The MV2c10 algorithm is used with a range of operating points, achieving different efficiencies and

rejection rates for b-jets and other jets, respectively. The b-tagging efficiency is the rate at which true

b-jets are correctly identified as such. For a given efficiency, the algorithm performance is quantified

by the rejection of other jets, such as c-jets and light jets. A rejection factor r means that one in r jets

will mistakenly be tagged as a b-jet. Larger b-jet efficiencies result in lower rejection of other jets.

Four different operating points are defined for the MV2c10 algorithm, corresponding to b-jet

efficiencies of 60%, 70%, 77% and 85%. These operating points are referred to as very tight, tight,

medium and loose, respectively. By applying the algorithm to every jet in an event, each jet can be

classified into one of five classes. When a jet satisfies any of the four operating points, it is called a

b-jet. If it fails to satisfy the loose operating point, it is instead classified as untagged. The tightest

operating point satisfied by a jet is used to refer to it, since it also satisfies all operating points with

higher efficiency by design.
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Table 4.1: Operating points of the MV2c10 algorithm, with corresponding b-jet identification efficien-
cies and rejection factors for c-jets and light jets [75].

operating point b-jet efficiency c-jet rejection factor light jet rejection factor

very tight 60% 34 1538
tight 70% 12 381
medium 77% 6 134
loose 85% 3 33

An overview of the operating points and their performance is shown in table 4.1, taken from [75].

The performance is evaluated using a sample of simulated t t̄ events.

Calibration

The performance of the MV2c10 algorithm is evaluated using various event topologies enriched in

b-, c- and light jets. Using these measurements, scale factors for the b-jet tagging efficiency and c-

and light jet mis-tag rates are derived. These scale factors are applied to simulation to match the

performance measured in data, and depend on the true jet flavor.

4.5 Missing transverse energy

Conservation of four-momentum implies that the vector sum of all objects produced in a collision

at the LHC is equal to the sum over colliding partons. As the LHC collides protons head-on, the

transverse momentum of the system containing all objects produced in a collision should vanish. Not

all of the objects in this system are always detected by ATLAS; neutrinos leave the detector unseen.

The resulting momentum imbalance is restored by adding the so-called missing transverse energy to

the system. It can be quantified by an energy, denoted by E miss
T , and an associated azimuthal angle.

Adding this contribution to the system of all visible particles will balance the total vector sum to have

vanishing transverse momentum.

The missing transverse energy in an event is calculated as the negative of the vector sum of the

transverse momenta of all reconstructed, calibrated objects [78]. For the results in this dissertation,

this sum includes electrons, muons and jets. An additional term is added to the sum to account for

energy deposits not associated to any of these reconstructed objects. This term is built from charged

particle tracks in the ID, which are assigned to the primary vertex, but not to any reconstructed objects.

Overlap between the different physics objects is removed in the calculation of E miss
T , in order to avoid

double counting of contributions.

4.6 Overlap removal

After the reconstruction of the various objects described in this chapter, an overlap removal procedure

is used to avoid double counting detector responses in the reconstruction of multiple objects. Such
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double counting can happen for example when an electron showers and deposits energy in the

electromagnetic calorimeter, and this deposit is also reconstructed as a jet.

The overlap removal employed for the results in this dissertation is briefly described here. If

there is a jet candidate within ∆Ry = 0.2 of an electron candidate, the closest jet to this electron is

removed. In case there is another jet left within ∆Ry = 0.4 of the electron candidate after this step, the

electron candidate is removed as well. Muon candidates are required to not be within ∆Ry = 0.4 of a

jet candidate, or removed from the event otherwise. An exception to this treatment is used if the jet

candidate has two or less tracks associated to it, in which case the jet candidate is removed and the

muon candidate is kept instead. This accounts for muons losing a significant amount of energy in

the calorimeter. Candidates for tau leptons decaying into hadronic final states are rejected if they are

within ∆Ry = 0.2 of an electron or muon.
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This chapter describes several statistical techniques used to interpret measurements at the LHC

within a frequentist approach. The notion of probability in this approach refers to the relative

frequency of an outcome of a repeatable experiment. In contrast, Bayesian statistics includes prior

subjective knowledge to express probability density functions for parameters. The chapter starts

with a description of the basic ingredients needed for statistical inference in section 5.1, followed by

details regarding inference techniques in section 5.2. A brief introduction to two multivariate analysis

techniques, BDTs and neural networks, is included in section 5.3. The first two sections in this chapter

follow the overview of statistical techniques relevant to high energy physics provided in reference [10].

A summary of the procedures used for the Higgs boson discovery can be found in reference [79]. More

information about a broad range of multivariate analysis techniques can be found in references [80,

81].

5.1 Statistical modeling

This section introduces the basic ingredients necessary for statistical inference.

5.1.1 Random variables

A random variable is the outcome of a repeatable experiment. This outcome of an experiment is

denoted as an observation x. Depending on the experiment, observations take on either discrete or

continuous values. The continuous case is assumed in the following. Using the probability density

function f (x;α), the probability for an observation to lie in the range between x and dx is given

by f (x;α)dx. The probability density function may depend on one or more additional parameters,

denoted by α. It is normalized to unity, such that the probability for an observation to take on any

allowed value x is exactly one. The probability for an observation to take on a value x ≤ b is given by

the cumulative distribution function

F (b) =
∫ b

−∞
f (x;α)dx. (5.1)

For any function u (x) of a random variable x, its expected value is given by

E [u (x)] =
∫ ∞

−∞
u (x) f (x;α)dx. (5.2)

The mean of a probability density function is given by µ= E [x], and the variance by σ2 = E
[
x2

]−µ2.

The square root of the variance is the standard deviation σ.
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Table 5.1: Probabilities P for Gaussian distributed observable x to fall within n standard deviations
of the mean µ in one experiment, and average amount of experiment repetitions needed for one
observation to fall outside of this range.

n P 1
1−P

1 0.683 3.15
2 0.954 22.0
3 0.997 370
4 1−6 ·10−5 15800
5 1−6 ·10−7 1 740 000

If x and y are two random variables, then f
(
x, y ;α

)
is called the joint probability distribution

function. The marginal probability density function of x is then given by

f1 (x;α) =
∫ ∞

−∞
f
(
x, y ;α

)
dy, (5.3)

obtained via marginalization over y . The covariance of x and y is defined as

cov
[
x, y

]= E
[(

x −µx
)(

y −µy
)]= E

[(
x y

)]−µxµy , (5.4)

with µx and µy being the means of x and y , respectively. For x = y , cov[x, x] =σ2
x , with σx being the

standard deviation for x. The correlation between two variables x and y is given by cov
[
x,y

]
/σxσy .

5.1.2 Common distributions

A few commonly used probability density functions are described in this section.

Poisson distribution

The Poisson distribution

Poisson(n;ν) = νne(−ν)

n!
(5.5)

gives the probability to observe n events occurring independently in an interval, where the expected

rate of events ν is ν> 0 per interval. For this distribution, σ2 = ν.

Gaussian distribution

The Gaussian or normal distribution N is given by

N
(
x;µ,σ

)= 1p
2πσ

e
−(

x−µ)2

2σ2 , (5.6)

with mean µ and variance σ2. The probabilities P
(
x ∈ [

µ−nσ,µ+nσ
])

for observation x to be within

the range
[
µ−nσ,µ+nσ

]
in one experiment are given in table 5.1. The third column describes how

many times on average an experiment would have to be repeated for an observable to fall outside of

the range
[
µ−nσ,µ+nσ

]
.
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χ2 distribution

For n independent Gaussian random variables x1, x2, ...xn , the variable z = ∑n
i=1

(
xi−µi

)2
/σ2

i is dis-

tributed like a χ2 probability distribution function with n degrees of freedom. It is written as χ2 (n)

and given for z ≥ 0 as

fχ2 (z;n) = z
n
2 −1e−

z
2

2
n
2 Γ

(n
2

) . (5.7)

The gamma function is Γ (n) = (n −1)! for integer n > 0. For n = 1 degrees of freedom, fχ2 (z;1) =
e− z

2/
p

2πz.

5.1.3 Likelihood function

The expression L (α) = P (x|α) defines the likelihood function for a hypothesis α, given an observation

x. It specifies the probability to obtain an observation x under a specific hypothesis. This hypothesis

α is usually specified by a parameter of interest µ, as well as nuisance parameters θ, α = (
µ,θ

)
. A

typical choice for the parameter of interest is a signal strength µ = σobs/σSM, given by the ratio of a

measured cross-section to the prediction from the SM. Nuisance parameters θ encode additional

degrees of freedom in the likelihood, representing systematic uncertainties.

For an experiment measuring event counts across N different bins i , with the expected counts

under hypothesis α given by νi (α), the likelihood of an observation x characterized by event counts

xi per bin is given by a product of Poisson terms,

L (α) = P (x|α) =
N∏

i=1
Poisson(xi ;νi (α)) . (5.8)

Systematic uncertainties

There are typically many different sources of systematic uncertainty which affect the expected counts

in a bin νi
(
µ,θ

)
. The parameters θ describe these effects and can increase the uncertainties on

the parameter of interest µ. To reduce the impact of these uncertainties, statistically independent

subsidiary measurements with data y can be used to build a joint model expressing the total likelihood

for observations x and y , given all parameters µ,θ. This joint model is

L
(
µ,θ

)= P
(
x|µ,θ

)
P

(
y |θ)

. (5.9)

The subsidiary measurements usually do not depend on the parameter of interest µ.

In many practical applications, the subsidiary measurement is approximated by a model. Gaussian

distributions N are a common choice for this. Consider a subsidiary observation yi , used to constrain

a nuisance parameter θi . Given an estimator for this nuisance parameter θ̂i (which can be obtained

by finding the parameter value maximizing the likelihood, described in section 5.2.1), and its standard

deviation σ̂θi , the subsidiary measurement can be approximated as

P
(
yi |θi

)→N
(
θ̂i ;θi , σ̂θi

)
. (5.10)

Nuisance parameters are often re-defined for convenience, such that θ̂ ≡ θ0 = 0 and σ̂θ ≡∆θ = 1.
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5.2 Statistical inference

Depending on the scientific question examined, a range of different inference methods exist to gain

insights from measured data. This section provides an overview of techniques relevant to the work in

this dissertation.

5.2.1 Parameter estimation

An estimate of any parameter αi can be obtained via the method of maximum likelihood, by solving

∂P (x|α)

∂αi
= 0. (5.11)

The estimators solving this set of equations are given by α̂ and are called maximum likelihood

estimators. They are unbiased: their expected value agrees with the true parameter value E [α̂i ] =αi .

An estimate for the covariance matrix Vi j = cov
[
α̂i , α̂ j

]
is obtained from

(
V̂ −1)

i j = −∂
2P (x|α)

∂αi∂α j

∣∣∣∣
α̂

. (5.12)

The estimate for the variance of a parameter αi is given at V̂i i .

So-called conditional maximum likelihood estimators are obtained when maximizing the likeli-

hood for a given value of one of the parameters. The parameter values ˆ̂θµ maximize the likelihood

L (α) with α= (
µ,θ

)
for a given setting of µ.

Solutions to equation (5.11) and equation (5.12) are typically calculated numerically; the MINUIT

software [82, 83] is used for the applications in this dissertation.

5.2.2 Hypothesis testing

In a hypothesis test, two different hypotheses H0, H1 are compared with each other to determine

whether the null hypothesis H0 can be rejected in favor of the alternative H1. In a typical use case,

the hypotheses are distinguished by a signal strength µ= µobs/µSM, which is the ratio of a measured

cross-section to the prediction from the SM. The null hypothesis specifies a signal strengthµ= 0, while

the alternative hypothesis predicts a signal strength consistent with the SM, µ= 1. The rejection of H0

is required to claim discovery of the signal process affected by µ. As stated by the Neyman-Pearson

lemma [84], the likelihood ratio

λNP (x) = f (x|H1)

f (x|H0)
(5.13)

maximizes the statistical power to reject H0 in favor of H1. A scalar function of the data, such as

the likelihood ratio described in equation (5.13), is called a test statistic t (x). While λNP (x) is an

optimal test statistic, it can only be used if the probability density functions f (x|Hi ) can be evaluated.

When this is not possible, common alternatives include the use of BDTs and neural networks (see

section 5.3), and the matrix element method described in detail in chapter 7.
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Figure 5.1: Relation between significance Z and p-value.

Given the probability density function f (t |H0), and assuming that larger values of t indicate

increased discrepancy with H0, the p-value

p =
∫ ∞

tobs

f (t |H0)dt (5.14)

quantifies the level of discrepancy between the observed test statistic tobs, calculated from measured

data, and the expectation when assuming that H0 is true. When H0 is true, the p-value will be

uniformly distributed in the interval [0,1]. The p-value can be converted into the significance Z via

Z =Φ−1 (
1−p

)
, (5.15)

whereΦ(x) = ∫ x
−∞N

(
y ;0,1

)
dy is the Gaussian cumulative distribution function andΦ−1 is its inverse.

The result of a hypothesis test comparing a hypothesis including a new particle and a null hypothesis

without this particle present is called evidence in high energy physics if Z ≥ 3, and observation of

this particle for Z ≥ 5. A threshold of p = 0.05 is usually applied when performing a test to reject a

hypothesis containing a new signal process in favor of a background-only hypothesis. The relation

between significance and p-value is visualized in 5.1. In the presence of nuisance parameters, the

p-value generally depends on those.

The CLS method

Instead of working with the p-value directly, a common alternative for the derivation of limits is

defined by the CLS method [85]. Let pµ be the p-value derived under a hypothesis specifying a signal

with strength µ that is being tested. It represents the probability to obtain an observed result equally

or less compatible with the signal hypothesis than the observed one. Let p0 be the p-value describing

the probability to obtain a result equally or less compatible with a background-only (no signal, µ= 0)

hypothesis. The CLS method modifies pµ to determine whether the signal hypothesis may be rejected:

CLS
(
µ
)= pµ

1−p0
. (5.16)
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tNP = 2ln[f(x|H1) / f(x|H0)]

f(t
N

P)

tobs

p1

p0

f(tNP|H1)
f(tNP|H0)

Figure 5.2: Distribution of the test statistic tNP under hypotheses H1 and H0, including p-values
calculated from an observation tobs indicated in the shaded areas.

In experiments with little sensitivity, the distributions of test statistics under signal and background-

only hypotheses may overlap significantly. If the observed data fluctuates downwards compared to

the expectation from the background-only hypothesis, the upper limit derived on µ may be very low.

For large p0, the resulting value for CLS
(
µ
)

penalizes pµ to mitigate this effect. Models to which the

test is not sensitive are therefore not excluded.

Figure 5.2 shows an example with a test statistic defined as tNP = −2ln[ f (x|H1)/f (x|H0)]. The test

statistic distribution under hypothesis H0, shown as f (tNP|H0), is concentrated along higher values

of tNP than the distribution under hypothesis H1. The p-value p1 calculated to reject hypothesis H1

in this example is around 2%. When calculating CLS, it gets penalized by the large value of p0 and

increases by roughly a factor of 3. It is not possible to reject H1 at the 95% confidence level in this case,

as the sensitivity of the measurement is insufficient.

Profile likelihood

The profile likelihood ratio is a test statistic defined as

λµ =
L

(
µ, ˆ̂θµ

)
L

(
µ̂, θ̂

) (5.17)

in order to dissolve the dependence on nuisance parameters θ. The parameters µ̂, θ̂ are maximum

likelihood estimators, while ˆ̂θµ is the conditional maximum likelihood estimator for a given µ. For

convenience, the test statistic

tµ =−2ln
[
λµ

]
, (5.18)

defined as a function of the profile likelihood ratio, is commonly used. Increasing values of tµ

correspond to larger discrepancies of the observed data with the hypothesis parameter settingµ. Wilk’s

theorem [86] states that in the limit of sufficiently large data samples, and observations generated

with a signal strength parameter µ′, tµ is distributed like a χ2 distribution with as many degrees of
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t
f (t

|H
)

t , obs

p-value

Figure 5.3: Distribution of the test statistic tµ, the p-value can be obtained via the integral prescription
in equation (5.14).

freedom as dimensions in µ for µ′ =µ. An example with one degree of freedom is shown in 5.3. When

testing for other settings µ′ 6=µ, the test statistic tµ follows a non-central χ2 distribution.

Discovery test statistic

The test statistic

q0 =
t0 =−2ln[λ0] µ̂≥ 0,

0 µ̂< 0
(5.19)

is used to test for the discovery of a new signal by rejecting the µ= 0 hypothesis. This is assuming

µ ≥ 0, and a data fluctuation resulting in µ̂ < 0 is not interpreted as evidence for a signal. Instead,

only increasing values of µ̂ > 0 result in increasingly large values of q0 and thereby an increased

incompatibility with the null hypothesis µ= 0. The discovery significance Z0 is given by [87]

Z0 =p
q0. (5.20)

Test statistic for upper limits

For testing the upper limit on a signal strength parameter, the test statistic

q̃µ =
t̃µ =−2ln

[
λ̃µ

]
µ̂≤µ,

0 µ̂>µ
(5.21)

is defined. The test statistic λ̃µ is equivalent to λµ for µ̂≥ 0. For µ̂< 0, it is given by λ̃µ = L
(
µ, ˆ̂θµ

)
/L

(
0, ˆ̂θ0

)
.

Fluctuations in a measurement resulting in µ̂>µ are not regarded as making the observed data less

compatible with the hypothesis signal.

5.2.3 Median significances and the Asimov dataset

It can be very expensive computationally to build the probability density functions f
(
tµ|Hµ

)
for

test statistics. This procedure relies on repeatedly generating datasets x distributed according to
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each hypothesis Hµ that needs to be tested, and evaluating the test statistic for each of them. When

evaluating the performance of an experiment, the median discovery significance for a given signal

process can be evaluated by constructing the distribution f
(
q0|µ= 0

)
, and evaluating the median test

statistic q̄0 across many different simulated datasets distributed under the signal hypothesis. The

median significance with which a background-only hypothesis is expected to be excluded is obtained

by calculating the p-value of this median q̄0 via equation (5.14) and converting it to a significance.

Similarly, expected median upper limits can be evaluated after constructing f
(
q̃µ|µ= 0

)
, by finding

the value of µ for which the median p-value is 0.05. The value obtained is the median upper limit for

µ at the 95% confidence level.

Asimov dataset

Analytic approximations for the distribution of the test statistics mentioned above exist in the large

sample limit [87]. The method to obtain them uses the Asimov dataset, which is defined in such a

way that the estimators for all parameters α= (
µ,θ

)
obtained on this dataset correspond to their true

values. Let µ′ be the signal strength parameter used in the generation of the Asimov dataset, and θ the

nuisance parameters. The profile likelihood ratio evaluated on this dataset is given by

λµ,A =
L A

(
µ, ˆ̂θ

)
L A

(
µ′,θ

) , (5.22)

where L A is the likelihood of the Asimov dataset. With a test statistic defined as qµ,A =−2ln
[
λµ,A

]
,

the variance of µ̂ can be calculated:

σ2
A =

(
µ−µ′)2

qµ,A
. (5.23)

In a test for discovery, µ= 0 to exclude a background-only hypothesis. When calculating the median

exclusion significance for hypothesis µ under the assumption that no signal exists, µ′ = 0.

The Asimov dataset generated with signal strength parameter µ′ can furthermore be used to

estimate median significances. Assuming a signal strength µ′, the discovery significance is given by

med
(
Z0|µ′)=p

q0,A . The median exclusion significance for a signal strength µ, assuming true signal

strength µ′ = 0, is med
(
Zµ|µ′ = 0

)=√
q̃µ,A .

5.3 Multivariate techniques

This section provides a brief introduction into two multivariate techniques relevant to this dissertation,

BDTs and neural networks. The description is based on references [80, 81].

5.3.1 Boosted decision trees

BDTs are a common multivariate technique in high energy physics. They are used in many places, for

example in the identification of objects from collision remnants in the detector, and as discriminants

to distinguish between events originating from various processes in physics analyses.
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Decision trees

Let ~X = (~x1,~x2, . . . ,~xN ) be a set of data, where each data point i is described by a set of features

~xi =
(
x1

i , x2
i , . . . , xM

i

)
, as well as a label (or set of labels) zi . The feature set~xi corresponds to observable

information, such as kinematics of collision remnants reconstructed in a detector. The label zi is

not observable, but here it is assumed that it is possible to generate a simulated set of events (~xi , zi ).

Discrete labels are used to separate events into different classes. In the context of high energy physics,

each event may be assigned for example a label of zi = 0 if no Higgs boson is produced in the final

state of the event, and a label zi = 1 otherwise. Continuous labels can also be used.

Decision trees provide an approximate model ẑi = f̂ (~xi ) to assign a label to a set of features for

each data point i = 1..N . They partition the feature space into hyperrectangles, with a label ẑi assigned

to each hyperrectangle. Only binary partitioning, which is most commonly used, is considered in

the following; decision trees can then be visualized as binary trees. At the root of the tree, the full

feature space has not been partitioned yet. The space is then recursively split into hyperrectangles, by

applying cuts along hyperplanes, until a stopping criterion has been reached. Each split decision is

indicated by a node, the terminal nodes are also called leaves. Typical stopping criteria are a maximum

tree depth and a minimum amount of simulated events remaining in a node during construction of

the tree.

Constructing decision trees

The construction of decision trees is done by recursively determining and applying the best possible

next cut, according to some metric. Each cut splits a hyperrectangle into two. For classification

problems with discrete labels k = 1,2, . . . ,K , the Gini index is given by

G =
K∑

k=1
pk

(
1−pk

)
, (5.24)

where pk is the fraction of events in class k at a given node. The index is bounded by maxG = 1− 1
k ,

reached if an equal fraction of events from all classes is present at the node, and minG = 0, reached if

only events from one class are present. Cut decisions are taken such that the sum of Gini indices of

the child nodes, weighted by the relative amount of events contained in them, is minimized.

Boosting

Boosting is a powerful method to extend the performance of decision trees for classification problems.

It relies on constructing a weak classifier, which performs just slightly better than pure guessing,

and iterative applications of this classifier on modified versions of the data. After each step, events

that were misclassified by the latest classifier receive larger weights, while correctly classified events

receive smaller weights. The final model is then obtained via a weighted average of the individual

classifiers.
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Input layer Hidden layers Output layer

Figure 5.4: Exemplary architecture of a fully connected feedforward neural network with three inputs
(drawn as blue circles), two hidden layers (with associated nodes drawn in green), and one output
(drawn in purple). Information flows along the lines connecting nodes.

5.3.2 Neural networks

The term neural network is used for a wide range of machine learning methods. The focus in this

section is on fully connected feedforward artificial neural networks; this architecture is used in

chapter 11. Such a network has the goal of approximating a function f (~x). The term neural network

originates from its use as a model for the human brain, describing neurons connected via synapses.

A neural network consists of layers of nodes. Figure 5.4 visualizes an example. The nodes of the

input layer, drawn as blue circles, correspond to features~x provided to the neural network, with one

feature per node. Nodes in all the remaining layers calculate a derived feature from the combination

of all nodes in the respective previous layer. The inputs to each node are visualized via lines in the

figure. Each node performs a linear combination of its inputs, weighted by a vector ~α, and also allows

for the addition of a bias term α0. This bias term can be thought of as an additional node in the

previous layer with a constant value. The output of a node y j is given by

y j =σ
(
~α j ·~r +α j

0

)
, (5.25)

where σ (v) is called an activation function. The values for ~α j and α j
0 are learned during the training

of the neural network. The vector~r contains the output of all nodes in the previous layer. When

calculating the output of a node in the first hidden layer, it is equivalent to the network inputs,~r =~x.

The term feedforward to describe this architecture refers to the flow of information from the input

nodes forward towards the output of the network. It is fully connected, as each node receives inputs

from all nodes in the previous layer.

The hidden layers receive their name since their associate node values are not observed, and

only act as intermediate steps in the calculation of the network output. The output of the network is

given in the final layer, the output layer. It may have more than one node, for example for a network
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designed for a classification problem. When using the network in a regression problem, one output

node is typically used.

Loss function and training

The weights θ in the network are learned during a training procedure, which minimizes a loss function

Lθ. These weights contain ~α j ,α j
0, and can also contain additional parameters affecting Lθ. The loss

function measures the performance of the network. The regression task studied in section 11.3 uses

the mean absolute error between network output and true function value as loss function, defined as

Lθ =
1

N

N∑
i=1

∣∣ f (~xi )− gθ (~xi )
∣∣ . (5.26)

The network output is given by gθ (~xi ), it depends on the set of weights θ. This loss function is

evaluated by considering a set of N events, calculating the absolute error in the network output for

each event, and averaging the results. The minimization of the loss function Lθ can be performed

with gradient descent methods. During this iterative process, updates to the network weights θ are

calculated via the chain rule of calculus, minimizing the value of Lθ evaluated with a set of training

events.

Activation functions

For σ (v) = v , the neural network is a linear model of its inputs. The use of other activation functions

introduces non-linearity to the neural network, and thus allows the network to describe non-linear

functions of its inputs. Two types of activation functions are used in this dissertation, they are called

rectified linear unit (ReLU) and softplus. The ReLU function is defined by

σ (v) =
0 v < 0,

v v ≥ 0.
(5.27)

Its output is zero for negative inputs, and equal to its input otherwise. The softplus function is

σ (v) = log
(
ev +1

)
, (5.28)

with positive output. It approaches the ReLU function for both very small and very large input values.

Architecture and hyperparameters

The performance of a neural network not only depends on learning the weights θ, but also on

parameters of the model that are not learned. This includes the architecture of the model, specified

by the amount of hidden layers and nodes per layer, and the activation functions used. The set of

inputs to the network can be tuned, as can the choice of algorithm performing the loss function

minimization, and the hyperparameters associated to this algorithm.
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6. Search for Higgs boson production in

association with a top quark pair and decaying

into a bottom quark pair

This chapter summarizes a search for t t̄ H production with Higgs boson decays to bottom quark pairs

with the ATLAS detector, performed with 36.1 fb−1 of data collected in 2015 and 2016 at
p

s = 13 TeV

during Run-2 of the LHC. The result of the search was published in 2018, measuring a signal strength

of µt t̄ H = 0.84+0.64
−0.61 [1]. This signal strength is defined as the ratio of the measured cross-section to the

cross-section predicted by the SM, as µt t̄ H = σobs
t t̄ H/σSM

t t̄ H
.

A measurement of the Higgs boson production process in association with top quark pairs, t t̄ H ,

provides a direct probe of the Yukawa sector of the SM. This production process is sensitive to the top

quark Yukawa coupling yt , a parameter with implications exceeding particle physics, as discussed in

section 2.4.1. Section 2.5.3 describes the role of the t t̄ H process in determining this coupling in more

detail. The determination of yt via loop-induced couplings of gluons or photons to the Higgs boson

relies on assumptions about BSM particles contributing to these loops in the Higgs boson production

and decay. In contrast to this, the tree-level measurement of yt via the more rare t t̄ H process does

not rely on such assumptions.

The cross-section of t t̄ H is proportional to the square of the top quark Yukawa coupling. A

measurement of the t t̄ H cross-section can therefore be interpreted in terms of yt .

A range of t t̄ H analyses were conducted prior to the search described in this chapter. During

Run-1 of the LHC, both the ATLAS and CMS collaborations performed dedicated searches for t t̄ H

with three different Higgs boson decay topologies. Decays to bottom quark pairs, photon pairs, and

final states with multiple charged electrons or muons (via Higgs boson decays to weak gauge bosons

and tau leptons) were analyzed. An ATLAS analysis of the t t̄ H
(
bb̄

)
topology using 20.3 fb−1 of Run-1

data measured a signal strength of µt t̄ H = 1.5±1.1 [88]. The combination of various t t̄ H final states

analyzed with Run-1 data from ATLAS and CMS resulted in a t t̄ H signal strength measurement of

µt t̄ H = 2.3+0.7
−0.6 [89].

This chapter is organized as follows. Section 6.1 provides a brief overview of the analysis approach

and challenges. The definitions of the objects used in the analysis and the basic event selection

are described in section 6.2. The expected kinematic distributions of events produced via the t t̄ H

process and background processes are obtained from simulation and a data-driven technique; details

about this are provided in section 6.3. Section 6.4 describes the categorization of events into different

regions. The multivariate analysis techniques employed to distinguish between the t t̄ H signal and

background processes are presented in section 6.5. Systematic uncertainties affecting the t t̄ H
(
bb̄

)
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Figure 6.1: Exemplary Feynman diagram for the t t̄ H
(
bb̄

)
topology, with one or two light charged

leptons (l ) in the final state. The different columns listed for the decay products of the W bosons
correspond to the alternative topologies considered in the analysis.

search are listed in section 6.6. Lastly, section 6.7 presents the results of the statistical analysis.

6.1 Analysis overview

The analysis presented in this chapter targets the t t̄ H
(
bb̄

)
topology, with one or two light charged

leptons (electrons or muons) originating from the W bosons produced in the top quark pair decay.

Figure 6.1 shows one of the Feynman diagrams for this topology. Two channels are considered in

the analysis, with events assigned to them depending on the amount of reconstructed light charged

leptons. Events with one reconstructed light charged lepton are analyzed in the single-lepton channel,

while those with two light charged leptons are contained in the dilepton channel. Within both of these

channels, several regions are defined depending on the number of reconstructed jets and b-tagging

information. The single-lepton channel also contains a dedicated region targeting the decay of top

quarks with high transverse momentum. Given that W bosons decay hadronically with a branching

ratio of roughly 2/3 [10], the single-lepton channel contains more events than the dilepton channel.

The signal extraction is performed via a combined profile likelihood fit to 19 non-overlapping

regions across both channels. In 10 of these regions, a small fraction of signal events (less than 1.5% of

the total amount of events) is expected, and they mostly serve to constrain systematic uncertainties

associated to background modeling. The remaining 9 regions have larger contributions of the t t̄ H
(
bb̄

)
signal, and a variety of multivariate techniques are employed there to discriminate between t t̄ H

(
bb̄

)
and other processes.

While the analysis is designed for H → bb̄ decays, all SM Higgs boson decay modes are considered

as signal. The contributions from other decay modes are small, they make up around 1–4% of the

total signal in the most sensitive signal regions.
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Figure 6.2: Exemplary Feynman diagram for the t t̄ +bb̄ background process.

The presence of at least one light charged lepton in the final state allows for an efficient way to

select events for the analyses, using electron and muon triggers. Requiring at least one light charged

lepton to be present also suppresses background contributions from QCD multi-jet production. A

dedicated analysis for t t̄ H
(
bb̄

)
with a fully hadronic final state was performed by ATLAS in Run-1

of the LHC [90]. The ATLAS analysis of Run-2 data in this final state is ongoing; the analysis design

differs significantly from the analysis presented in this chapter in order to deal with the multi-jet

background.

Main background: t t̄ +bb̄

The largest experimental challenge in the analysis arises from the modeling of top quark pair pro-

duction with additional b-jets, called t t̄+≥ 1b. A subset of t t̄+≥ 1b, the t t̄ +bb̄ background, arises

from top quark pair production with an additional emitted gluon splitting to a bottom quark pair.

An exemplary Feynman diagram for this signature is shown in figure 6.2. The correct description of

this process is difficult, and the large uncertainties associated to the predicted distribution of t t̄ +bb̄

events in the analysis limit the overall sensitivity.

Signal–background discrimination

Further challenges arise from the similarity of the t t̄ H
(
bb̄

)
signal to other background processes. In

particular, the final states of t t̄ +bb̄ and t t̄ H
(
bb̄

)
contain the same partons. A successful discrimina-

tion between these two processes relies on small differences in kinematic distributions.

The invariant mass distribution of the bb̄ system from the decay of the Higgs boson is sharply

peaked around the Higgs boson mass, while the invariant mass of the system produced from an

emitted gluon follows a more broad distribution. Reconstruction of the Higgs boson invariant mass

suffers from combinatorial ambiguity, since additional b-jets from the top quark decays are present in

every event. The jets originating from the Higgs boson decay may also not have been b-tagged, or

not have been reconstructed. Additional jets may have been b-tagged mistakenly. Due to the large

amount of objects expected in the final state, the efficiency to reconstruct and identify all correctly is

low. Even for the cases where all objects were correctly identified, the finite ATLAS detector resolution
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bb̄
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considerably widens the invariant mass peak expected from the b-jet system from the Higgs boson

decay.

Additional small differences between t t̄ +bb̄ and t t̄ H
(
bb̄

)
are expected, and diluted by detector

effects. They are also affected by combinatorial ambiguity; in order to take advantage of some of these

effects, jets need to be matched to partons. The angular distribution of the bb̄ system originating from

a Higgs boson decay in the Higgs boson frame differs from the corresponding distribution of a gluon.

This difference is due to the spin-0 nature of the SM Higgs boson, compared to the spin-1 gluon.

The analysis uses a range of multivariate techniques to perform system reconstruction and

discrimination of t t̄ H from the background processes present. These are described in section 6.5.

6.2 Event selection

This section summarizes the requirements on events to be considered in the analysis. The analyzed

dataset is briefly described in section 6.2.1. Section 6.2.2 lists additional details about the object

definitions used. If no further details are given, the object definitions follow the description in

chapter 4. Lastly, section 6.2.3 specifies how the single-lepton and dilepton channels are defined, and

which events they contain.

6.2.1 Dataset

Events considered in this analysis are taken from proton–proton collisions at
p

s = 13 TeV, delivered

in 2015 and 2016 by the LHC, and recorded by the ATLAS detector. All events are required to fulfill

the quality criteria listed in section 3.2.7. The dataset corresponds to an integrated luminosity of 36.1

± 0.8 fb−1; the uncertainty is derived with a method similar to reference [50]. The mean number of

interactions per bunch crossing in this dataset is 24, with a distribution ranging from around 8 to 45

interactions. Figure 3.2 shows these distributions, but also includes data recorded by ATLAS that does

not fulfill the quality criteria for physics analyses.

6.2.2 Object definitions

Electrons are required to have pT > 10 GeV and be reconstructed within |η| < 2.47. They are removed

if they fall into the transition region between the calorimeter barrel and end-cap, located at 1.37 <
|η| < 1.52. Electrons need to satisfy the LooseAndBLayer identification operating point, and the loose

isolation operating point.

Muons have the same transverse momentum requirement of pT > 10 GeV, and need to be located

within |η| < 2.5. They have to satisfy the loose identification operating point, as well as the loose

isolation operating point.

Jets are required to have pT > 25 GeV and be located within |η| < 2.5 after their calibration. The

boosted region within the single-lepton channel uses an additional jet definition, so-called large-R

jets. It targets the decay of objects with high momenta, where the decay products are collimated and
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not resolved as individual jets. The selected standard jets are re-clustered [91] into large-R jets using

the anti-kt algorithm with R = 1.0. Only large-R jets with pT > 50 GeV are considered.

The overlap removal procedure described in section 4.6 is applied on these objects, using the

standard R = 0.4 jets, not the large-R jets. After the overlap removal, the lepton requirements are

tightened further. Electrons need to pass the tight identification operating point, while muons need

to fulfill the medium identification operating point. Both also need to pass the respective gradient

isolation operating point requirements.

6.2.3 Definition of the single-lepton and dilepton channels

All events for this analysis were recorded with single light lepton (electron and muon) triggers. These

triggers are highly efficient above their thresholds, and events are required to pass either a trigger with

a lower transverse momentum threshold and a lepton isolation requirement, or a trigger with higher

threshold and no isolation requirement. For muons, the transverse momentum thresholds of the

triggers used are 20 GeV and 26 GeV for data recorded in 2015 and 2016, respectively, with additional

isolation requirements applied. Without the isolation requirements, the threshold is 50 GeV. The

lowest electron trigger thresholds are 24 GeV and 26 GeV with isolation requirements. Additional

electron triggers with thresholds of 60 GeV and 120 GeV (for data recorded in 2015) and 140 GeV

(for 2016), using increasingly relaxed identification criteria, are also used. Events considered in this

analysis are required to pass any of these triggers. They also need to contain a reconstructed lepton

with pT > 27 GeV, which matches the lepton reconstructed by the trigger, defined by proximity in ∆R.

Single-lepton channel

The single-lepton channel selects events with at least five jets and exactly one reconstructed light

lepton, no other light leptons with pT > 10 GeV must be present. Events with more than one hadronic

tau lepton are removed. This requirement avoids the selection of events used in other searches for

t t̄ H with different Higgs boson final states.

The boosted region within the single-lepton channel targets events with at least one top quark

produced at high transverse momentum. Higgs boson candidates are defined as large-R jets with

pT > 200 GeV, which contain at least two jets. At least two of the contained jets need to be b-tagged

at the loose operating point. Top quark candidates are formed by large-R jets with pT > 250 GeV,

containing at least two jets, out of which exactly one passes the loose b-tagging operating point. Events

in the boosted region contain at least one Higgs boson candidate, at least one top quark candidate, as

well as an additional jet b-tagged at the loose operating point. The b-tagging requirements are less

stringent than in the resolved regions to retain a sufficient t t̄ H selection efficiency.

Events which do not fall into the boosted region are instead considered for the remaining regions

of the single-lepton channel, called the resolved regions. Among the five required jets, they need to

have at least two jets passing the very tight b-tagging operating point, or at least three passing the

medium operating point.
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Dilepton channel

The dilepton channel requires events to have two reconstructed light leptons with opposite electric

charge. For events with two electrons, the lepton with lower transverse momentum needs to satisfy

pT > 15 GeV, while the threshold is pT > 10 GeV for events with at least one muon. If both leptons

have the same flavor, their invariant mass is required to be higher than 15 GeV and not within the

83–99 GeV range. The latter requirement suppresses events originating from Z boson decays. At least

three jets are required in the dilepton channel, and at least two of them need to be b-tagged at the

medium operating point. Events with at least one hadronic tau lepton are removed.

6.3 Modeling

The expected contributions to the analysis from various processes are modeled mostly with Monte

Carlo (MC) simulation; the contribution of fake and non-prompt leptons in the single-lepton channel

is estimated from data. The GEANT4-based full simulation of the ATLAS detector is used for the major-

ity of MC samples. Some samples used to build templates for estimating systematic uncertainties

are instead simulated with the AFII method. The simulation of ATLAS is described in reference [57].

Pile-up interactions are simulated with PYTHIA 8.186 [92], and simulated events are reweighted to

correspond to the pile-up profile in data. EVTGEN 1.2.0 [93] is used to decay b- and c-hadrons for

all samples except those produced with SHERPA [94]. The top quark mass in all simulations is set to

172.5 GeV.

6.3.1 t t̄ H signal

Samples for the expected t t̄ H signal distributions are produced with the MADGRAPH5_AMC@NLO

[95] generator in version 2.3.2, performing the matrix element calculation at NLO in QCD. The term

MG5_AMC@NLO will be used in the following to refer to this event generator. The parton distribu-

tion functions are provided by the NNPDF3.0NLO [96] set. Both renormalization and factorization

scales are set to µR =µF = 0.5 HT, with the HT variable defined as the sum of the transverse masses√
p2

T +m2 of all final state particles per event. Parton showering and hadronization are performed

by PYTHIA 8.210 [97], with free model parameters set to the A14 tune [98]. The Higgs boson mass in

the simulation is set to 125 GeV, and its branching ratios are calculated with HDECAY [34, 99]. The

production cross-section for t t̄ H is 507+35
−50 fb [34], calculated at NLO accuracy in QCD and including

NLO EW corrections.

6.3.2 t t̄ + jets background

Top quark pair production, the t t̄ process, is the dominant background in this analysis. It is modeled

with the POWHEG-BOX v2 event generator [100–103] at NLO using the NNPDF3.0NLO PDF set in

the five-flavor (5F) scheme. This event generator will be referred to as POWHEG. The setup is tuned

to describe data in a more inclusive phase space than the analysis in this chapter is using [104].
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Table 6.1: Definition of the t t̄ + jets components used in the analysis. Additional particle jets are those
not originating from a top quark or W boson decay.

t t̄ + jets component definition

t t̄+≥ 1b ≥ 1 additional particle jets matched to ≥ 1 b-hadrons

t t̄ +b one additional particle jet matched to one b-hadron

t t̄ +bb̄ two additional particle jets matched to one b-hadron each

t t̄ +B one additional particle jet matched to two or more b-hadrons

t t̄+≥ 3b remaining t t̄+≥ 1b events, excluding t t̄ +b (MPI/FSR)

t t̄ +b (MPI/FSR) additional particle jet from MPI and FSR

t t̄+≥ 1c not t t̄+≥ 1b, and ≥ 1 additional particle jets matched to ≥ 1 c-hadrons

t t̄ + light neither t t̄+≥ 1b nor t t̄+≥ 1c

Renormalization and factorization scales are set to the transverse mass
√

p2
T +m2 of the top quark,

evaluated in the reference frame where the t t̄ center of mass is at rest. PYTHIA 8.210 with the same

A14 tune is used for parton showering and hadronization. The production cross-section for t t̄ is

832+46
−51 pb. It is evaluated with Top++2.0 [105] at NNLO in QCD, including next-to-next-to-leading

logarithmic (NNLL) corrections [106–109].

t t̄ + jets classification into components

The t t̄ +jets background is split into multiple components. In order to perform the split, so-called

particle jets are built with the anti-kt algorithm with R = 0.4, using stable particles (with mean

lifetimes τ> 3 ·10−11 s) from the MC simulation as input. The number of b- and c-hadrons within

∆R < 0.4 is then counted for each particle jet. An event is classified as t t̄+≥ 1b if it has at least one

particle jet containing at least one b-hadron, and this jet does not originate from a top quark or W

boson decay. All of the remaining events are classified as t t̄+≥ 1c if they have at least one particle jet

containing at least one c-hadron, and this jet does not originate from a W boson decay. The rest of the

events are labeled t t̄ + light; the name refers to the smaller masses of the u, d and s quarks compared

to the c and b quarks.

The t t̄+≥ 1b component is split further into sub-components. For the following definitions, again

only particle jets not originating from a top quark or W boson decay are considered. Events containing

a single particle jet with exactly one b-hadron matched to it are labeled as t t̄ +b. If they contain

exactly two particle jets with exactly one b-hadron matched to each, they are labeled as t t̄ +bb̄. Events

with a single particle jet containing two or more b-hadrons are called t t̄ +B . The remaining events

are categorized as t t̄+≥ 3b. A special category exists for events containing b-jets originating from

multi-parton interaction (MPI) and final state radiation (FSR), which is gluon radiation from top quark

decay products. This affects 10% of the events, and such events are categorized as t t̄ +b (MPI/FSR)

instead. Table 6.1 summarizes the different t t̄ +jets components used in the analysis.
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Figure 6.3: Relative fraction of t t̄+≥ 1b sub-components predicted by the POWHEG+PYTHIA 8 and
SHERPA4F samples. The uncertainty for both predictions are also shown, including the sources
discussed in section 6.6.3 [1].

Reweighting

A MC sample for t t̄ +bb̄ is produced with SHERPA+OPENLOOPS [94, 110, 111], describing the pro-

duction of the two additional b-jets at NLO precision. SHERPA is used in version 2.1.1, with the CT10

PDF set [16, 112] in the four-flavor (4F) scheme. This sample will be referred to as SHERPA4F. As it

describes the two additional b-jets at NLO and takes into account the b quark mass, it is the most

precise theoretical prediction for the t t̄+ ≥ 1b process available for the analysis. In the nominal

POWHEG+PYTHIA 8 t t̄ sample, additional b-jets come from the parton shower (PS).

The relative contributions from the various t t̄+≥ 1b sub-components in the POWHEG+PYTHIA 8

sample are reweighted to match the distribution of the SHERPA4F sample. The t t̄ +b (MPI/FSR)

component, which is not included in the SHERPA4F prediction, is unaffected by this reweighting.

Figure 6.3 shows the fraction of events in the relevant t t̄+≥ 1b sub-components for both samples.

The uncertainty for the POWHEG+PYTHIA 8 prediction is obtained from the modeling uncertainties

discussed in section 6.6.3, but not including SHERPA4F related uncertainties. The uncertainty for the

SHERPA4F prediction originates from the sources affecting this prediction directly, as discussed in

section 6.6.3.

6.3.3 Other backgrounds

The remaining background processes have a smaller impact on the analysis. All of the processes

described in the following, with the exception of t t̄V , are collectively referred to as non-t t̄ . This group

66



6. Search for t t̄ H
(
bb̄

)
of non-t t̄ processes contributes 4–15% across the regions considered.

Additional simulated backgrounds

The simulation of weak vector boson production with additional jets, V +jets, is performed with

SHERPA 2.2.1 and the NNPDF3.0NNLO PDF set. It allows for the generation of up to two additional

partons at NLO, and four at LO [113–115]. Z +jets events containing b- or c-jets are weighted by a

factor 1.3 to match the distribution of data within a control region around the Z boson mass window.

SHERPA 2.2.1 is also used to simulate diboson (two weak vector boson) production [116].

The production of top quark pairs with additional weak vector bosons, t t̄W and t t̄ Z , is modeled

at NLO with MG5_AMC@NLO and the NNPDF3.0NLO PDF set. For these t t̄V samples, PYTHIA 8.210

with the A14 tune is used for parton showering and hadronization. This setup corresponds to the

treatment for t t̄ H .

Five different samples are generated for single top quark production. They describe s- and t-

channel single top quark production, as well as Wt , t Z and tWZ topologies. Three of these processes

are modeled at NLO with POWHEG-BOX v1 and the CT10 PDF set: s- and t-channel production, as

well as Wt . PYTHIA 6.428 [117] with parameters set to the Perugia 2012 tune [118] is used for all three

samples. The t-channel sample is produced in the 4F scheme. The diagram removal scheme [119]

is used to treat the overlap of t t̄ and Wt topologies. The t Z process is instead generated at LO with

MG5_AMC@NLO and PYTHIA 6. The tWZ process is also generated with MG5_AMC@NLO, but at

NLO and using PYTHIA 8.

Two additional rare process involving multiple top quarks are the production of t t̄ t t̄ and t t̄W W .

Both processes are generated with MG5_AMC@NLO at LO and use PYTHIA 8 for parton showering

and hadronization.

Additional backgrounds originate from Higgs boson production mechanisms other than t t̄ H . The

gluon–gluon fusion, vector boson fusion and V H production mechanisms result in topologies very

different from t t̄ H , and are all negligible in the analysis. The rare Higgs boson production with a

single top quark is modeled with two samples. MG5_AMC@NLO with CTEQ6L1 [120] PDF set and

HERWIG++ [121] for parton showering and hadronization is used for the production with an additional

W boson in the final state, tW H . A 4F scheme simulation is used for the t H qb final state, where q

stands for any quark lighter than the bottom quark. The sample for this process is obtained at LO

using MG5_AMC@NLO with the CT10 PDF set and PYTHIA 8.

Fake and non-prompt leptons

Photons or jets which are misidentified as light leptons are called fake leptons. Both fake and non-

prompt leptons will be referred to as fake leptons in the following. In the dilepton channel of the

analysis, this background is estimated from simulation in a control region where two leptons with the

same electric charge are required. The dominant contribution to the fake lepton background in this

channel arises from single-lepton t t̄ events, where one of the two reconstructed leptons is fake and

can therefore have the same charge as the real lepton. The fake lepton estimate is normalized to data.

67



6. Search for t t̄ H
(
bb̄

)

5 6 7 8 9≥
number of jets

0.5
0.75

1

1.25

 

D
at

a 
/ P

re
d. 0

100

200

300

400

500
310×

E
ve

nt
s 

/ b
in

ATLAS work in progress
-1 = 13 TeV, 36.1 fbs

Single Lepton
inclusive
Pre-Fit

Data Htt
 + lighttt 1c≥ + tt

1b≥ + tt  + Vtt
tNon-t Total unc.

H (norm)tt

Figure 6.4: Expected distribution of the number of jets per event in the single-lepton channel, com-
pared to data. The uncertainties shown include all sources of systematic uncertainty described in
section 6.6, with the exception of the free-floating normalization factors for the t t̄+≥ 1b and t t̄+≥ 1c
processes. The t t̄ H distribution normalized to the total background is overlaid as a dashed red line.

The single-lepton channel makes use of the matrix method [122] to estimate the fake lepton

background with a data-driven technique. This method defines a control region with relaxed lepton

requirements, composed of events with real and fake leptons. The fraction of events in this control

region which also satisfy the nominal analysis requirements is estimated for both real and fake leptons.

Events taken from data in the control region are then assigned weights, depending on the lepton

kinematics and the measured fractions. These weighted events provide the estimate of fake leptons

in the nominal analysis regions. The estimate is statistically consistent with zero events in the three

most sensitive single-lepton signal regions (SR≥6j
1 , SR≥6j

2 , SR5j
1 , see section 6.4), and the contribution

from fake leptons is neglected there.

6.3.4 Inclusive modeling of data

The model described in this section can be compared to data in an inclusive region, containing

all events entering the single-lepton channel. Figure 6.4 shows the distribution of the number of

jets per event, where the model is in good agreement with data. With this inclusive selection, the

background is dominated by t t̄ + light processes. The uncertainty shown in the figure includes

statistical uncertainties and all sources from section 6.6. Uncertainties related to the free-floating

normalization factors for the t t̄+≥ 1b and t t̄+≥ 1c processes are not included.

The number of b-tagged jets at the four operating points very tight, tight, medium, loose are shown

in figure 6.5. The model is in agreement with data for all operating points, and the t t̄+≥ 1b process

dominates the events with many b-tagged jets.
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Figure 6.5: Expected distribution of the number of b-tagged jets per event at the four operating points
(very tight, tight, medium, loose) in the single-lepton channel, compared to data. The uncertainties
shown include all sources of systematic uncertainty described in section 6.6, with the exception of the
free-floating normalization factors for the t t̄+≥ 1b and t t̄+≥ 1c processes. The t t̄ H signal is shown
both in the stacked histogram, contributing in red, as well as a dashed red line drawn on top of the
stacked histogram.
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6.4 Event categorization

Events in both the single-lepton and dilepton channel are divided into multiple exclusive regions.

These regions are defined via the amount of jets present per event, as well as the amount of b-tagged

jets at the four operating points. The expected composition of events varies across the regions defined.

Regions with large contributions from the t t̄ H process are called signal regions. The remaining regions

are called control regions, and they serve to constrain backgrounds and systematic uncertainties in

the analysis. Both signal and control regions enter the fit to measure the t t̄ H signal strength. The

simultaneous use of four calibrated b-tagging operating points is an improvement compared to the

previous Run-1 t t̄ H
(
bb̄

)
ATLAS analysis [88].

6.4.1 Region definitions

The boosted region in the single-lepton channel is defined as described in section 6.2.3. It will also be

referred to as SRboosted. All remaining events in the single-lepton channel are split depending on their

jet multiplicity; separate regions are constructed for events with exactly five, and six or more jets. For

every event, jets are then considered in decreasing order of tightness of the b-tagging operating points

they satisfy. The operating points are assigned numerical values 1–5, with 1 representing a jet that

is not b-tagged, and 5 for a jet tagged at the very tight operating point, as described in section 4.4.2.

An event with at least four jets can thus be represented by (b1,b2,b3,b4), with bi ∈ {1,2,3,4,5} and

bi ≥ bi+i .

Exactly four b quarks are expected from the t t̄ H
(
bb̄

)
signal, motivating the creation of signal

regions requiring four b-tagged jets. The best signal purity is achieved when using the very tight

operating point. In the single-lepton channel, the SR5j
1 and SR≥6j

1 signal regions are therefore defined

by requiring the first four jets to be b-tagged at the very tight operating point, and the event to contain

exactly five, or at least six jets, respectively. These events can be represented by (5,5,5,5).

All remaining regions in the single-lepton channel are defined by grouping together events with

similar b-tagging configurations. The SR5j
2 , SR≥6j

2 and SR≥6j
3 signal regions are obtained by merging

together configurations enriched in t t̄+≥ 2b processes. Control regions enriched in t t̄ +b, t t̄+≥ 1c

and t t̄ + light collect the rest of the events. Three of these control regions are built with events

containing exactly five jets: CR5j
t t̄+b

, CR5j
t t̄+≥1c

, and CR5j
t t̄+light

. The corresponding control regions for

events with at least six jets are CR≥6j
t t̄+b

, CR≥6j
t t̄+≥1c

, and CR≥6j
t t̄+light

.

The exact definitions of the eleven resolved regions in the single-lepton channel are summarized

in figure 6.6 and figure 6.7 for the regions with exactly five, and at least six jets, respectively. These

figures show the b-tagging requirement placed on the first two jets on the vertical axis, and the

requirement on third and fourth jet on the horizontal axis. Signal regions have the most stringent

b-tagging requirements. Control regions enriched in t t̄+light have the loosest b-tagging requirements.

Regions enriched in t t̄+≥ 1c are located between regions enriched in t t̄ + light and signal regions;

this is due to the larger mis-tag rate of c-jets compared to light jets.

The treatment for the dilepton channel is similar, resulting in three signal regions and four control
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Figure 6.6: Definition of resolved analysis regions with exactly five jets in the single-lepton channel.
The vertical axis shows the b-tagging requirements for the first two jets in each event, while the
horizontal axis shows the requirement for the third and fourth jet. Jets are ordered by decreasing
tightness of the operating point they satisfy [1].
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Figure 6.7: Definition of resolved analysis regions with six or more jets in the single-lepton channel.
The vertical axis shows the b-tagging requirements for the first two jets in each event, while the
horizontal axis shows the requirement for the third and fourth jet. Jets are ordered by decreasing
tightness of the operating point they satisfy [1].
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Figure 6.8: Composition of background processes in the single-lepton regions. Each pie chart shows
the relative contributions per process and region, with the processes defined in section 6.3 [1].

regions: SR≥4j
1 , SR≥4j

2 , SR≥4j
3 , and CR3j

t t̄+≥1b
, CR3j

t t̄+light
, CR≥4j

t t̄+≥1c
, CR≥4j

t t̄+light
. The corresponding figures

are shown in appendix section A.1.

6.4.2 Region composition and signal contributions

The background composition of all single-lepton regions is visualized in figure 6.8. Signal regions are

dominated by t t̄+≥ 1b production. The remaining regions vary in their composition, from regions

dominated by t t̄ + light to regions with substantial t t̄+≥ 1c or t t̄+≥ 1b contribution. No region is

completely dominated by the t t̄+≥ 1c background. The relative contribution to the total background

from non-t t̄ and t t̄V processes is small compared to the t t̄ background.

Figure 6.9 visualizes the contribution of the signal t t̄ H process to the single-lepton regions. The

solid black line, corresponding to the left vertical axis, shows the fraction of expected signal events
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corresponding to the left vertical axis, shows S/B. The dashed red line, corresponding to the right
vertical axis, shows S/

p
B [1].

(S) to the total background (B). This fraction is below 1.5% in the control regions, and surpasses 5%

only in SR≥6j
1 . The dashed red line, corresponding to the right vertical axis, shows S/

p
B, which is also

highest in SR≥6j
1 .

The corresponding figures for the dilepton channel are shown in appendix section A.1.

6.5 Multivariate analysis techniques

Multivariate analysis techniques are employed in all signal regions to help isolate the t t̄ H signal

process from the backgrounds. The approach for the t t̄ H
(
bb̄

)
analysis has two stages. In the first stage,

various methods of system reconstruction are performed. A reconstruction BDT (see also section 5.3.1)

matches jets to partons to obtain candidates for top quarks and the Higgs boson in each event. The

likelihood discriminant (LHD) considers the kinematics across possible jet–parton assignments,

and calculates a discriminant for each event. The MEM provides another discriminant, built from

first principles. All three methods approach the system reconstruction slightly differently, and their

combination results in a stronger overall discriminant. The output from these methods is combined

with additional information in the second stage, the classification BDT. Both the reconstruction and

classification BDT are trained with the Toolkit for Multivariate Data Analysis with ROOT (TMVA)

package [123].
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6.5.1 Reconstruction BDT

The reconstruction BDT is trained to match jets to the partons from the t t̄ and t t̄ H system. It is used

in the dilepton and resolved single-lepton regions. Candidates for top quarks, W bosons and Higgs

bosons are built by combining jets and leptons, and multiple permutations (jet–parton assignments)

are possible per event. The use of b-tagging information reduces the total amount of permutations

considered. For each permutation, invariant masses of object candidates and combinations of them,

as well as angular distances, are calculated. They serve as inputs to the reconstruction BDT. The BDT

is trained with simulated t t̄ H events to identify correct permutations. Besides the BDT output itself,

reconstructed quantities in the permutation with the highest BDT output are also used as input to

the classification BDT. Two different versions of the reconstruction BDT are used; for one version

all observables related to the Higgs boson are removed. This reduces the reconstruction efficiency,

but improves the discriminating power for variables related to the Higgs boson, such as the invariant

mass of the Higgs boson candidate. In SR≥6j
1 , the Higgs boson is correctly reconstructed for 48% and

32% of the simulated t t̄ H events when using or not using information related to the Higgs boson in

the reconstruction BDT, respectively.

The large-R jets in the boosted region simplify the combinatorial problem, and no reconstruction

BDT is used in that region. The Higgs boson candidate in this region contains the two jets from the

Higgs boson decay for 47% of the t t̄ H events.

6.5.2 Likelihood discriminant

The LHD is calculated from various one-dimensional probability density functions, which describe

signal and background distribution of kinematic variables such as invariant masses and angles. It is

used in the resolved single-lepton regions. The probabilities for an event to be consistent with the

signal or background hypotheses, psig and pbkg, are calculated as a product of the one-dimensional

probability density functions, and averaged over jet–parton permutations. The permutations are

weighted with b-tagging information. Two background processes are considered, t t̄ +b and t t̄+≥ 2b,

their likelihoods are added in the calculation of pbkg, and weighted by their expected relative contri-

bution in the simulated t t̄ sample. Different distributions are used in regions with exactly five, or six

and more jets. An additional hypothesis is included for events where not all of the jets corresponding

to the hadronic decay products of the W boson were reconstructed. The output of the LHD for use

in the classification BDT is defined as psig/psig+pbkg. In contrast to the reconstruction BDT, the LHD

incorporates information from multiple jet–parton permutations in its output. The LHD however does

not account for correlations between the kinematic variables used to build the probability density

function templates, while both the reconstruction BDT and the MEM take correlations into account.

More information about the LHD method is provided in reference [124].
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6.5.3 Matrix element method

The MEM provides a strong discriminant between t t̄ H and the t t̄ +bb̄ background and is described

in detail in chapter 7. In contrast to the LHD, the discriminant is calculated from first principles. Due

to its large computational cost, the MEM is only used in the most sensitive signal region SR≥6j
1 of the

analysis. This choice is made to maximize the separation of t t̄ H from the backgrounds in the region

where it is most important for the analysis.

6.5.4 Classification BDT

The classification BDT is trained to separate t t̄ H from the t t̄ background. It combines a range of

inputs to achieve good discrimination. For every input variable, the expected distribution from

simulation is compared to data, and only well modeled variables are used. Different combinations

of input variables are used across the nine signal regions, they are listed in reference [1]. The basic

inputs are kinematic variables, such as angles between reconstructed objects and invariant masses

of combined objects. Information regarding the b-tagging operating points passed by various jets is

also included. An additional ingredient are the three intermediate system reconstruction approaches.

Information from the reconstruction BDT is used in the dilepton and the resolved single-lepton

regions, such as the output of the reconstruction BDT itself, but also the Higgs boson candidate

mass. The LHD is used in the resolved single-lepton regions, and the MEM discriminant enters the

classification BDT only in SR≥6j
1 . The LHD and MEM discriminant are the most powerful inputs to the

classification BDT, followed by the reconstruction BDT output.

6.6 Systematic uncertainties

The t t̄ H
(
bb̄

)
analysis is affected by many sources of systematic uncertainty. All sources can generally

affect both the normalization and shape of the distributions on which they act. Exceptions to this are

the luminosity uncertainty, as well as cross-section and normalization uncertainties on the various

processes considered in the analysis. These sources of uncertainty only affect the normalization

of the samples they act on. In the case of normalization uncertainties affecting only a specific

process, a variation of the related nuisance parameter can however still result in a shape variation of a

distribution containing a sum of processes. A nuisance parameter is introduced for each source of

uncertainty.

General notes regarding the treatment of systematic uncertainties in the profile likelihood fit are

given in section 6.6.1. This is followed by descriptions of the experimental and modeling uncertainties

in section 6.6.2 and section 6.6.3. A summary of all nuisance parameters considered is provided in

section 6.6.4.
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6.6.1 Nuisance parameter details

The nuisance parameters are implemented with a Gaussian constraint as explained in section 5.1.3.

The interpolation between the two templates defining the ±1σ effect of the systematic variation

specified by a nuisance parameter is done with polynomial functions. The extrapolation method

beyond this range differs for the normalization and shape components. A linear extrapolation is

used for the shape component, while the use of an exponential extrapolation for the normalization

component prevents the total yield from samples to become negative. The normalization component

thus effectively behaves as if the extrapolation was linear, with a log-normal constraint.

Some nuisance parameters are defined by a variation of the nominal configuration in only a

single direction. An important example in this analysis is the comparison between the nominal t t̄

simulation, and a variation where the MC generator is replaced by an alternative setup. In these cases,

the variation is defined as the +1σ effect, and the effect of the variation is symmetrized to obtain

the corresponding template for the −1σ effect of the nuisance parameter. When both variations

of a nuisance parameter are defined, the templates corresponding to the ±1σ effects are usually

symmetrized. An exception to this are cross-section and normalization uncertainties.

Besides the symmetrization, a smoothing procedure is applied to the templates defining the ±1σ

effects of nuisance parameters, with the exception of most of the cross-section and normalization

uncertainties. This procedure removes the effect of statistical fluctuations in the templates, which

lead to artificially enlarged constraints in the profile likelihood fit.

Lastly, the effect of a nuisance parameter acting on a specific sample in a given region is removed

from the likelihood function if this effect is negligible. This speeds up the profile likelihood fit, without

changing the results. A normalization effect in a given region acting on a sample is removed from

the fit model if it is below 1%. The same threshold is used to drop shape effects; a shape size of 1%

corresponds to the template in any bin changing the normalization of the nominal sample by more

than 1% compared to the average effect.

Statistical uncertainties on the model

Statistical uncertainties related to the distributions predicted by the nominal model originate from

the finite amount of simulated events in the MC samples, and the finite amount of events in the

data-driven fake lepton estimate for the single-lepton channel. These uncertainties reach 12% in

two bins considered in the analysis, while the uncertainties in the majority of the remaining bins is

significantly below 10%. The nominal model estimate is treated as a subsidiary measurement, with

an uncertainty corresponding to the statistical uncertainty in each bin. One nuisance parameter per

bin in the analysis is used to describe these statistical uncertainties. A Gaussian constraint controls

these statistical variations in each bin, which is a good approximation for Poisson uncertainties for

the relatively small statistical uncertainties in this analysis.
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6.6.2 Experimental uncertainties

The relative uncertainty regarding the integrated luminosity of the dataset used in the analysis is 2.1%,

derived with a similar method as in reference [50]. A variation of the pile-up modeling is also included

to cover related uncertainties.

Leptons

Lepton related systematic uncertainties have a very small impact on the analysis. For electrons,

these cover effects related to the trigger, reconstruction, identification, and isolation efficiencies.

Two additional nuisance parameter cover the calibration of the electron energy scale and resolution,

for a total of six nuisance parameters related to electrons. The treatment of muons is similar. The

associated nuisance parameters describe uncertainties related to the muon trigger, the association of

tracks to vertices, the muon identification, identification of low-momentum muons, and the muon

isolation. These nuisance parameters for muon systematic uncertainties related to efficiency are

split into systematic and statistical components of the effects they describe. Muon scale calibration

uncertainties are covered by five nuisance parameters, related to the muon momentum scale and

resolution, and additional calibrations used. In total, 15 nuisance parameters related to muons in

ATLAS are used. Three more nuisance parameters related to tau leptons are considered and found to

be negligible.

Jets

A total of 23 nuisance parameters are used to describe sources of systematic uncertainty related to

jets. The basic jet energy scale calibration is covered by a set of eight nuisance parameters. Additional

nuisance parameters are used to describe uncertainties related to the calibration dependence on jet

flavor, the jet position in η, pile-up, jets not contained within the calorimeter system and jets with

high momentum. This results in 20 nuisance parameters related to the jet energy scale. Two nuisance

parameters describe uncertainties related to the jet energy resolution. One more nuisance parameter

covers uncertainties related to the jet vertex tagger. Since the events considered in the analysis have

many jets, the related uncertainties have a significant impact on the analysis.

Flavor tagging

The efficiency to correctly tag b-jets, and mis-tag rates for c- and light jets are measured for all

operating points used in the analysis, and combined into a global calibration. The related uncertainties

take into account correlations between different operating points, and depend on the jet transverse

momentum. In the case of the light jet mis-tag rate, the calibration is also dependent on the jet

pseudorapidity. Uncertainties regarding the b-tagging efficiency are split into 30 sources. There are 15

sources describing mis-tag rates for c-jets, and 80 nuisance parameters are used for light jet mis-tag

rate uncertainties. An additional nuisance parameter is used for jets from hadronic decays of tau
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leptons. The b-tagging uncertainty ranges between 2% and 10%, and the c- and light jet mis-tag rates

have uncertainties in the ranges 5–20%, and 10–50%, respectively.

Missing transverse energy

Uncertainties regarding the energy of objects used to calculate the missing transverse energy are

propagated to the measured E miss
T . An additional three nuisance parameters describe uncertainties

related to energy deposits that enter the E miss
T calculation, but are not associated to any reconstructed

objects.

6.6.3 Signal and background modeling

This section summarizes systematic uncertainties related to the nominal model introduced in sec-

tion 6.3.

t t̄ H signal

The t t̄ H cross-section uncertainty is split into two components. The first component contains the

QCD scale uncertainties
(+5.8%
−9.2%

)
, and the second component the uncertainties related to the PDF and

strong coupling (±3.6%) [34]. Three nuisance parameters cover the uncertainties related to the Higgs

boson branching ratios into bb̄, W W ∗, and the remaining final states. The absolute uncertainty of the

branching ratio for the dominant bb̄ is +1.2%
−1.3%. All five of these components do not have a significant

effect on the t t̄ H shape, so only their normalization effect is considered. An uncertainty regarding the

choice of the PS and hadronization model is implemented by comparing the nominal setup, which

uses PYTHIA 8, to a sample using HERWIG++.

t t̄ + jets background

A large amount of systematic uncertainties is associated to the modeling of the t t̄ + jets background.

The cross-section uncertainty is 6% [105], implemented as one nuisance parameter and correlated

for all t t̄ components. All remaining uncertainties related to t t̄ are implemented separately for

the different t t̄ components. Two nuisance parameters control the normalization of the t t̄+ ≥ 1b

and t t̄+≥ 1c components, with no constraint applied. The normalization of these components is

free-floating in the fit, and referred to as k
(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
. All samples used to define

additional systematic uncertainties are reweighted such that the fractions of t t̄+≥ 1b, t t̄+≥ 1c and

t t̄ + light processes they contain corresponds to the nominal t t̄ sample, and such that the t t̄+≥ 1b

sub-components match the SHERPA4F predictions. Dedicated uncertainties describe the t t̄+≥ 1b

sub-component fractions, and the samples used to derive these uncertainties are not reweighted to

match the SHERPA4F prediction.

Multiple alternative simulations for the t t̄ background are generated. A t t̄ sample, which will be

referred to in the following as SHERPA5F, is generated at NLO with SHERPA 2.2.1 and OPENLOOPS,

using the NNPDF3.0NNLO PDF set. This sample is accurate to NLO for up to one additional parton
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beyond the t t̄ system, and to LO for up to four more partons. The difference between the nominal

POWHEG+PYTHIA 8 and the SHERPA5F samples is used as a systematic uncertainty related to the

choice of NLO event generator, and it also varies the PS and hadronization model. Another sample is

generated with a configuration similar to the nominal POWHEG+PYTHIA 8 sample, but using HERWIG 7

[125], version 7.0.1, instead for parton showering and hadronization. The difference between the

POWHEG+PYTHIA 8 and POWHEG+HERWIG 7 samples is used as nuisance parameters related to the

choice of PS and hadronization model. Two alternative POWHEG+PYTHIA 8 samples are compared to

the nominal POWHEG+PYTHIA 8 sample to evaluate the uncertainty related to initial state radiation

(ISR) and FSR. In these alternative samples, renormalization and factorization scales, a parameter in

POWHEG controlling extra radiation, as well as parameters in the A14 tune for the PYTHIA 8 shower

are set to different values than in the nominal POWHEG+PYTHIA 8 sample. These three uncertainty

sources are implemented with nine nuisance parameters, split between t t̄ components.

Two additional modeling uncertainties for t t̄+≥ 1b and t t̄+≥ 1c are constructed from additional

MC samples. The residual difference between the POWHEG+PYTHIA 8 and SHERPA4F samples is used

as an uncertainty for the t t̄+≥ 1b sub-components, with the exception of t t̄ +b (MPI/FSR), which is

not included in the SHERPA4F calculation. This uncertainty covers differences between the 5F and

NLO 4F scheme calculations of t t̄+≥ 1b and t t̄ +bb̄. A dedicated t t̄ +cc̄ sample is produced in the

three-flavor (3F) scheme with MG5_AMC@NLO at NLO, including the effect of massive c quarks.

Parton showering and hadronization are performed with HERWIG++ [126]. The difference between this

sample and the POWHEG+PYTHIA 8 prediction is used as an additional uncertainty for the t t̄+≥ 1c

process.

The uncertainties related to the fractions of t t̄+≥ 1b sub-components predicted by SHERPA4F

are evaluated by varying parameters within this simulation. Three of the uncertainties are related to

the settings of scales within SHERPA. One more nuisance parameter is used to compare two models

for the PS. Two nuisance parameters describe the effect of exchanging the nominal CT10 PDF set by

the MSTW2008NLO [127] and NNPDF2.3NLO PDF sets. One nuisance parameter varies the settings

of the underlying event (UE) modeling. The UE refers to everything not related to the primary hard

scattering process of interest in proton–proton collisions. These seven nuisance parameters are used

to build the uncertainty band for the SHERPA4F prediction shown in figure 6.3. An additional 50%

normalization uncertainty is added for the t t̄+ ≥ 3b sub-component, which covers the difference

between the POWHEG+PYTHIA 8 and SHERPA4F predictions. Lastly, a 50% normalization uncertainty

is added for the t t̄ +b (MPI/FSR) sub-component, which is not described by the SHERPA4F prediction.

A summary of the nuisance parameters for t t̄ modeling is shown in table 6.2. The modeling of

t t̄ + light processes is described by three nuisance parameters, which compare POWHEG+PYTHIA 8 to

SHERPA5F and POWHEG+HERWIG 7, and also include ISR and FSR variations. One additional nuisance

parameter is used for t t̄+≥ 1c, originating from the comparison to the MG5_AMC@NLO+HERWIG++

sample, for a total of four nuisance parameters affecting t t̄+≥ 1c modeling. The t t̄+≥ 1b component

is covered by 13 nuisance parameters in total, including the three sources also affecting t t̄ + light,

the comparison to SHERPA4F, seven variations affecting the SHERPA4F prediction, and finally two
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Table 6.2: Systematic uncertainty sources affecting the modeling of t t̄ + jets. The left column shows
the individual sources. Additional details regarding the sources are given in the central column.
The column on the right lists on which t t̄ components the sources act on, and whether the effect is
correlated between the components. Additional details are provided in section 6.6.3 [1].

Systematic sources Description t t̄ categories

t t̄ cross-section Up or down by 6% All, correlated

k(t t̄+≥ 1b) Free-floating t t̄+≥ 1b normalization t t̄+≥ 1b

k(t t̄+≥ 1c) Free-floating t t̄+≥ 1c normalization t t̄+≥ 1c

SHERPA5F vs. nominal NLO event generator choice All, uncorrelated

PS & hadronization POWHEG+HERWIG 7

vs. POWHEG+PYTHIA 8

All, uncorrelated

ISR and FSR Variations of µR, µF, and additional

POWHEG and PYTHIA 8 parameters

All, uncorrelated

t t̄+≥ 1b SHERPA4F vs. nominal Comparison of t t̄ +bb̄ NLO (4F)

vs. POWHEG+PYTHIA 8 (5F)

t t̄+≥ 1b

t t̄+≥ 1c 3F vs. 5F scheme MG5_AMC@NLO+HERWIG++

vs. POWHEG+PYTHIA 8

t t̄+≥ 1c

t t̄+≥ 1b scale variations Three components t t̄+≥ 1b

t t̄+≥ 1b shower recoil scheme Alternative model scheme t t̄+≥ 1b

t t̄+≥ 1b PDF (MSTW) Compare MSTW vs. CT10 t t̄+≥ 1b

t t̄+≥ 1b PDF (NNPDF) Compare NNPDF vs. CT10 t t̄+≥ 1b

t t̄+≥ 1b UE Alternative set of tuned parameters

for the underlying event

t t̄+≥ 1b

t t̄+≥ 3b normalization Up or down by 50% t t̄+≥ 1b

t t̄+≥ 1b MPI Up or down by 50% t t̄+≥ 1b

normalization uncertainties for t t̄+≥ 3b and t t̄ +b (MPI/FSR).

Small backgrounds

A 40% normalization uncertainty for W +jets production is used, derived from parameter variations

within the SHERPA simulation. The dominant contribution to this uncertainty comes from variations

of the renormalization scale. An additional 30% uncertainty is assigned to events containing b- or

c-jets, split into two components. One nuisance parameter is used for events with exactly two such

jets, another one for events with three or more. This uncertainty covers differences observed when

comparing the SHERPA prediction to a sample generated with MG5_AMC@NLO and PYTHIA 8. An

uncertainty of 35% is assigned to the normalization of Z +jets events. It is split into three components;

events are treated separately if they have exactly three jets, at least four jets and are in the dilepton

channel, or fall into the single-lepton channel. A normalization uncertainty of 50% is used for diboson
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events [116].

The treatment of the t t̄V cross-section uncertainties is equivalent to the treatment of t t̄ H . They

are split into components for the PDF and scale uncertainties, and not correlated between t t̄W and

t t̄ Z . For both t t̄W and t t̄ Z , the combined impact of the two components is around ±15% [128]. The

comparison between the nominal t t̄V samples and samples produced with SHERPA is used as an

additional modeling uncertainty, not correlated between t t̄W and t t̄ Z .

One normalization uncertainty each is assigned to the cross-section for the s- and t-channel single

top quark production, as well as the production of Wt , and for tWZ . The cross-section uncertainty

for t Z is split into two components, equivalent to the treatment employed for t t̄ H and t t̄V . For

the Wt and t-channel production processes, additional uncertainties related to the choice of PS

and hadronization model are derived by comparing the nominal POWHEG+PYTHIA 6 samples to

alternative samples generated with POWHEG and HERWIG++. Two more uncertainties are derived

from POWHEG+PYTHIA 6 samples, where renormalization and factorization scale, as well as settings

in the Perugia shower tune, are all varied; this describes variations in ISR and FSR. An additional

uncertainty affecting the Wt sample is derived by comparing the nominal diagram removal scheme

to the alternative diagram subtraction scheme [119]. In total, the single top quark processes are

described by six cross-section uncertainties and five nuisance parameters related to modeling of the

processes.

Seven more nuisance parameters describe cross-section uncertainties for the remaining back-

ground processes with minor contributions. A 50% normalization uncertainty is used for t t̄ t t̄ . The

uncertainties for t t̄W W , tW H and t H qb are split into two components each. These components

separately describe QCD scale uncertainties and uncertainties related to the PDFs.

Fake and non-prompt leptons

A 50% uncertainty is used for the normalization of the data-driven fake lepton estimate in the single-

lepton channel. It is split into six components for this channel, treating events with electrons and

muons separately. Three types of regions are assigned separate nuisance parameters: the boosted

region, resolved regions with exactly five jets, and resolved regions with six or more jets. The fake

lepton estimate for the dilepton channel is derived from simulation, and a single 25% normalization

uncertainty is assigned to it. This results in a total of seven nuisance parameters related to the fake

lepton estimate.

6.6.4 Summary of systematic uncertainty sources

Table 6.3 lists all systematic uncertainties affecting the analysis, grouped by their sources. The type of

each source indicate whether the nuisance parameter affects only normalization (type N ) or both

shape and normalization (type S +N ) of the samples on which it acts. Many of the uncertainties are

broken down into multiple components, the amount of these components per source is listed in the

last column. The cross-sections for the small backgrounds listed at the end of the table affect t t̄ t t̄ , t Z ,

tW Z , t t̄W W , t H j b and W t H .
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Table 6.3: List of the systematic uncertainties affecting the analysis. The type N indicates uncertainties
changing normalization of the affected process, uncertainties with type S +N can change both shape
and normalization. The amount of different components per source is listed in the third column [1].

Systematic uncertainty Type Components

Experimental uncertainties
Luminosity N 1
Pile-up modeling S +N 1

Physics objects
Electron S +N 6
Muon S +N 15
Taus S +N 3
Jet energy scale S +N 20
Jet energy resolution S +N 2
Jet vertex tagger S +N 1
E miss

T S +N 3

b-tagging
Efficiency S +N 30
Mis-tag rate (c) S +N 15
Mis-tag rate (light) S +N 80
Mis-tag rate (extrapolation c → τ) S +N 1

Modeling uncertainties
Signal

t t̄ H cross-section N 2
H branching fractions N 3
t t̄ H modeling S +N 1

t t̄ background
t t̄ cross-section N 1
t t̄+≥ 1c normalization free-floating N 1
t t̄+≥ 1b normalization free-floating N 1
t t̄ + light modeling S +N 3
t t̄+≥ 1c modeling S +N 4
t t̄+≥ 1b modeling S +N 13

Other backgrounds
W +jets normalization N 3
Z +jets normalization N 3
Diboson normalization N 1
t t̄W cross-section N 2
t t̄ Z cross-section N 2
t t̄W modeling S +N 1
t t̄ Z modeling S +N 1
Single top cross-section N 6
Single top modeling S +N 5
Small background cross-sections N 7
Fake and non-prompt lepton normalization N 7
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6.7 Statistical analysis and results

This section presents the results of the statistical analysis for the t t̄ H
(
bb̄

)
search. In the statistical

analysis, the profile likelihood ratio introduced in section 5.2.2 is maximized, corresponding to a

minimization of tµ. The HISTFACTORY [129] software is used to build the likelihood functions for the

model described in section 6.3, including the uncertainties described in section 6.6. HISTFACTORY

is based on ROOFIT [130] and used together with ROOSTATS [131] tools. It operates on histograms

specifying all relevant distributions needed to build the likelihood functions. The creation of these

histograms is performed with the TREXFITTER software. This software is developed for internal use

in the ATLAS collaboration. It acts as a steering tool for the statistical analysis, and includes a large

range of tools used to study the fit model and fit results in detail. The minimization of tµ is performed

with MINUIT [82], implemented in C++ within the ROOT framework [83]. The uncertainties for

unconstrained parameters are determined with the MINOS algorithm, which supports asymmetric

uncertainties. It varies a parameter in both directions until tµ changes by one unit, thereby obtaining

the parameter uncertainties.

The profile likelihood test statistic tµ is constructed as described in section 5.2.2. Systematic

uncertainties are implemented according to the prescription from section 5.1.3, with additional

details provided in section 6.6.1. All nuisance parameters θ encoding prior knowledge are scaled

such that θ̂ ≡ θ0 = 0 and σ̂θ ≡∆θ = 1. Upper limits are calculated with the CLS technique described in

section 5.2.2.

6.7.1 Fit model details and expected performance

A total of 19 regions enter the simultaneous fit. The four dilepton control regions, as well as CR5j
t t̄+b

,

CR5j
t t̄+light

, CR≥6j
t t̄+b

, and CR≥6j
t t̄+light

, enter as a single bin each. The distribution of the H had
T variable,

which is the scalar sum of jet transverse momenta, is used for the CR5j
t t̄+≥1c

and CR≥6j
t t̄+≥1c

regions

instead. These distributions, with six and eight bins for CR5j
t t̄+≥1c

and CR≥6j
t t̄+≥1c

, respectively, allow for

additional control over the t t̄+≥ 1c background. Distributions of the classification BDT are used in

all nine signal regions to help isolate the t t̄ H signal. The binning of all distributions is optimized for

sensitivity, while keeping the statistical uncertainties related to the model below 20%. This avoids

possible bias due to statistical fluctuations in the model. Most distributions entering the fit are shown

in section 6.7.2, while several regions of the dilepton channel are included in appendix section A.2.

The expected performance of the analysis can be studied by fitting the model to an Asimov dataset

as described in section 5.2.3. This results in an expected signal strength measurement of µt t̄ H =
1.00+0.61

−0.58, while the free-floating normalization factors for the t t̄+ ≥ 1b and t t̄+ ≥ 1c backgrounds

are expected to be measured as k
(
t t̄+≥ 1b

) = 1.00+0.09
−0.08 and k

(
t t̄+≥ 1c

) = 1.00+0.20
−0.20. The analysis

sensitivity is expected to be dominated by the regions in the single-lepton channel, and strongly

affected by SR≥6j
1 . When only including the single-lepton channel, the signal strength measurement

is expected to be µt t̄ H = 1.00+0.68
−0.65. When performing the same fit, but with SR≥6j

1 excluded, the

uncertainties increase, resulting in µt t̄ H = 1.00+0.85
−0.84. In contrast to this, a removal of SR≥6j

2 results
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Table 6.4: Expected signal strength measurement in fits to an Asimov dataset. The SR≥6j

1 plays an
important role in the overall sensitivity of the analysis.

regions included in fit µt t̄ H

single-lepton and dilepton regions 1.00+0.61
−0.58

single-lepton regions 1.00+0.68
−0.65

single-lepton regions, without SR≥6j
2 1.00+0.71

−0.68

single-lepton regions, without SR5j
1 1.00+0.73

−0.70

single-lepton regions, without SR≥6j
1 1.00+0.85

−0.84

in µt t̄ H = 1.00+0.71
−0.68, while removing SR5j

1 results in µt t̄ H = 1.00+0.73
−0.70. Table 6.4 summarizes these

configurations.

6.7.2 Fit to data

The analysis is optimized for sensitivity using the expected signal and background distributions

from Asimov datasets. Data is used during the optimization stage only in signal-depleted regions to

guide the definition of the background model and its associated uncertainties. This avoids biases

in the analysis design due to the knowledge of the distribution of data in regions where significant

signal contributions are expected for a SM t t̄ H signal. Fits to data that are sensitive to the signal are

performed only after finalizing all decisions regarding the analysis design.

When fitting the model to data, the t t̄ H signal strength is measured as

µt t̄ H = 0.84±0.29 (stat.)+0.57
−0.54 (syst.) = 0.84+0.64

−0.61. (6.1)

It is compatible with the SM prediction. The statistical uncertainty is evaluated in a second fit. For

this fit, all nuisance parameters are set to the values minimizing tµ, the post-fit values θ̂. A fit of

only the three free-floating parameters µt t̄ H , k
(
t t̄+≥ 1b

)
, k

(
t t̄+≥ 1c

)
to data is performed, and the

resulting uncertainty ∆µt t̄ H is interpreted as the statistical uncertainty for the signal strength. The

systematic uncertainty component reported in equation (6.1) is obtained by subtracting the statistical

component in quadrature from the total uncertainty.

The fit results for the free-floating normalization factors k
(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
are

k
(
t t̄+≥ 1b

)= 1.24±0.10,

k
(
t t̄+≥ 1c

)= 1.63±0.23.
(6.2)

Another fit is performed where two signal strength parameters are used, one scaling t t̄ H in the

dilepton channel, and another one scaling the single-lepton channel. The results of this so-called

two-µ fit, as well as the nominal fit result with only a single signal strength parameter, are summarized

in figure 6.10. The fit is used to validate the compatibility of the measurement in both channels.

The compatibility between the two signal strengths in the two-µ fit is evaluated with a χ2 test with

one degree of freedom (corresponding to the additional signal strength parameter in the two-µ fit,
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Figure 6.10: Measurement of the signal strength µt t̄ H when fitting the model to data. The two-µ fit
is performed by fitting both dilepton and single-lepton channels, with two separate signal strength
parameters affecting them. The nominal fit result, listed in the last row, is obtained by using a single
signal strength parameter [1].

compared to the nominal fit). It compares the negative logarithm of the likelihood for the nominal

and two-µ fits at the respective best-fit points. The probability to obtain a difference between the

two signal strength parameters as large or larger than the one observed is 19%; the results are not

incompatible with each other.

Separate fits to the single-lepton and dilepton channels are also performed. When fitting only

data in the single-lepton channel, the signal strength is measured as µt t̄ H = 0.67+0.71
−0.69. The fit to the

dilepton channel results in µt t̄ H = 0.11+1.36
−1.41. Both of these individual measurements are smaller than

the signal strength extracted from the combined fit, but compatible with it. This effect is caused by

large correlations between systematic uncertainties affecting both channels.

Distributions before and after the fit

A summary of all single-lepton regions considered in the fit is shown in figure 6.11. Every region is

shown as a single bin in this distribution, even though some regions are considered in the fit with

multiple bins. The figure includes both the nominal distribution of the model (called pre-fit), as well

as the distribution of the model with all parameters set to their best-fit values (called post-fit). For

the pre-fit figure, the normalization factors k
(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
are both set to unity, and no

uncertainty related to them is used to build the total uncertainty band shown in the figure. The post-fit

figure contains the effect of their uncertainties, as determined by the fit. It also takes into account the

correlations between all nuisance parameters, and the constraints of nuisance parameters. These

constraints arise when the nuisance parameter uncertainty determined in the fit is smaller than

the uncertainty originating from the associated constraint. In the figure, the t t̄ H signal is shown
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contributing in red to the stacked histogram, and separately drawn as a dashed red line on top of the

stacked histogram. The signal is normalized to the SM prediction pre-fit, and to the best-fit signal

strength post-fit.

In some regions, the predicted yield from the model is smaller than the observed amount of events

in data. This deficit is corrected well in the fit, as visible in the post-fit distribution. The total model

uncertainties are also decreased in the post-fit distribution compared to the pre-fit distribution. This

is due to correlations between nuisance parameters and their constraints.

Figure 6.12 shows the equivalent distribution of all regions pre- and post-fit for the dilepton

channel. The pre-fit deficit visible in some regions is well adjusted by the fit.

The distributions of the control regions in the single-lepton channel that enter the fit with more

than one bin are shown in figure 6.13. Figure 6.14 shows the resolved signal regions with exactly five

jets, as well as the boosted region. The resolved signal regions with six or more jets are visualized in

figure 6.15. The corresponding distributions for the dilepton regions are found in appendix section A.2.

In figure 6.14 and figure 6.15, the t t̄ H distribution normalized to the total background is drawn as a

dashed red line.

All distributions of the model are in agreement with data within the associated uncertainties both

pre- and post-fit. The post-fit uncertainties are reduced due to the correlations between nuisance

parameters, and their constraints. The agreement of the model with data is improved post-fit.

The post-fit modeling of data is also studied with distributions that are not directly used in the

fit; data is described well by the post-fit model for the wide range of distributions investigated. The

post-fit distribution of the MEM discriminant is shown in section 7.4.1. Distributions not directly

used in the fit are generally still well described post-fit.

6.7.3 Dominant nuisance parameters and sources of uncertainty

The influence of a given nuisance parameter on the fit result can be evaluated by studying the fit with

this nuisance parameter fixed to specific values. The impact ∆µ of a nuisance parameter on the signal

strength is defined as the shift in the signal strength µt t̄ H between the nominal fit and a fit with the

nuisance parameter held fixed at θ̂±x. The pre-fit impact is obtained by considering x =∆θ = 1. Since

nuisance parameters may get constrained during the fit, the post-fit impact of a nuisance parameter,

evaluated with x =∆θ̂ ≤ 1, can be smaller than its pre-fit impact.

The 20 dominant nuisance parameters in the fit, ranked according to their impact ∆µ on the

signal strength, are shown in figure 6.16. The pre-fit impact, where the nuisance parameter is fixed

to θ̂±∆θ, is shown as empty blue and cyan rectangles. The blue rectangle corresponds to fixing the

parameter to θ̂+∆θ, for the cyan rectangle it is fixed to θ̂−∆θ. Similarly, the filled blue and cyan

rectangles show the post-fit impact, obtained from fits with the nuisance parameter fixed to θ̂±∆θ̂.

The upper axis on the figure shows the scale of the impact ∆µ. The pull of a nuisance parameter is

defined by comparing its best-fit point θ̂ to its nominal pre-fit value θ0, and dividing the difference

by its pre-fit uncertainty. This pull, given by θ̂−θ0
∆θ , is shown by the black points for the nuisance

parameters. The lower axis in the figure shows the corresponding scale; all best-fit points θ̂ are within
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Figure 6.11: Overview of the yields in all single-lepton regions pre-fit (top) and post-fit (bottom).
The uncertainty bands include all sources of systematic uncertainty described in section 6.6. No
uncertainty related to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal is shown both

in the stacked histogram, contributing in red, as well as a dashed red line drawn on top of the stacked
histogram. It is normalized to the SM prediction pre-fit, and the best-fit signal strength value reported
in equation (6.1) post-fit [1].
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Figure 6.12: Overview of the yields in all dilepton regions pre-fit (top) and post-fit (bottom). The
uncertainty bands include all sources of systematic uncertainty described in section 6.6. No uncer-
tainty related to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal is shown both in

the stacked histogram, contributing in red, as well as a dashed red line drawn on top of the stacked
histogram. It is normalized to the SM prediction pre-fit, and the best-fit signal strength value reported
in equation (6.1) post-fit [1].
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Figure 6.13: Comparison between data and the model for the control regions CR5j
t t̄+≥1c

(top) and

CR≥6j
t t̄+≥1c

(bottom), with pre-fit on the left and post-fit on the right. The uncertainty bands include all
sources of systematic uncertainty described in section 6.6. No uncertainty related to k

(
t t̄+≥ 1b

)
and

k
(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal shown in red in the stacked histogram is normalized

to the SM prediction pre-fit, and the best-fit signal strength value reported in equation (6.1) post-fit.
Events with H had

T < 200 GeV or H had
T > 650 GeV are included in the leftmost and rightmost bins of the

CR5j
t t̄+≥1c

distributions, respectively. Similarly, events with H had
T < 200 GeV or H had

T > 1000 GeV are

also included in the outermost bins of the CR≥6j
t t̄+≥1c

distributions [1].
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Figure 6.14: Comparison between data and the model for the signal regions SR5j
1 (top), SR5j

2 (middle)
and SRboosted (bottom), with pre-fit on the left and post-fit on the right. The uncertainty bands include
all sources of systematic uncertainty described in section 6.6. No uncertainty related to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal shown in red in the stacked histogram is nor-

malized to the SM prediction pre-fit, and the best-fit signal strength value reported in equation (6.1)
post-fit. The t t̄ H distribution normalized to the total background is overlaid as a dashed red line [1].
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Figure 6.15: Comparison between data and the model for the signal regions SR≥6j
1 (top), SR≥6j

2 (middle)

and SR≥6j
3 (bottom), with pre-fit on the left and post-fit on the right. The uncertainty bands include all

sources of systematic uncertainty described in section 6.6. No uncertainty related to k
(
t t̄+≥ 1b

)
and

k
(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal shown in red in the stacked histogram is normalized to

the SM prediction pre-fit, and the best-fit signal strength value reported in equation (6.1) post-fit. The
t t̄ H distribution normalized to the total background is overlaid as a dashed red line [1].
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Figure 6.16: The 20 dominant nuisance parameters in the fit, ranked according to their impact on the
signal strength. The empty rectangles correspond to the pre-fit impact, while the filled rectangles

show the post-fit impact per nuisance parameter. The upper axis shows the impact ∆µ. The pull θ̂−θ0
∆θ

of the nuisance parameter is shown as black points, with the vertical black lines visualizing the post-fit
nuisance parameter uncertainty ∆θ̂ [1].

the pre-fit uncertainties ∆θ. The vertical black lines show the post-fit nuisance parameter uncertainty

∆θ̂. Neither pre-fit uncertainty∆θ nor nominal value θ0 are defined for the free-floating normalization

factor k
(
t t̄+≥ 1b

)
, so they are set to∆θ = θ0 = 1 in this figure. The pre-fit impact of k

(
t t̄+≥ 1b

)
is not

drawn, since it is not well-defined. Nuisance parameters corresponding to statistical uncertainties in

the samples, described in section 6.6.1, are excluded from this figure.

The dominant uncertainty source is related to the modeling of t t̄+≥ 1b, and described by the

comparison of the nominal POWHEG+PYTHIA 8 t t̄ sample to the SHERPA5F prediction. Additional un-

certainties related to t t̄+≥ 1b modeling, also derived by comparing the nominal POWHEG+PYTHIA 8

t t̄ to alternative samples, follow in the ranking. Multiple systematic uncertainties related to the

modeling of t t̄ H show up, and the modeling of t t̄+≥ 1c and t t̄ + light also plays a role, albeit much

decreased compared to t t̄+≥ 1b. When considering experimental sources, the dominant contribu-
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tions are related to b-tagging and jet energy resolution. The impact of all uncertainties not included in

figure 6.16 is small; when removing them from the fit, the total signal strength uncertainty decreases

by 5%. The correlations between the most highly ranked nuisance parameters are shown in appendix

section A.3.

Uncertainties grouped by source

Table 6.5 shows contributions to the measured total signal strength uncertainty ∆µ, grouped by

sources of uncertainty. The contributions are obtained by fixing all nuisance parameters within one

group to their best-fit values and repeating the fit, resulting in a reduced uncertainty ∆µ′ <∆µ. The

impact of a group is defined by subtracting this uncertainty in quadrature from the total uncertainty

in the nominal fit,
√(
∆µ

)2 − (
∆µ′)2. Due to correlations between the nuisance parameters in different

groups, the quadrature sum of all sources differs from the total uncertainty. The total statistical

uncertainty is evaluated by fixing all nuisance parameters except the free-floating normalization

factors k
(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
, thus including their contribution as well as the contribution

from data statistics. In contrast, the intrinsic statistical uncertainty is obtained from a fit where these

normalization factors are also fixed to their post-fit values. The statistical uncertainty in background

modeling includes both the effects from statistical uncertainties in the nominal MC samples, as well

as the data-driven estimation of the fake lepton background in the single-lepton channel.

The modeling of t t̄+ ≥ 1b is the dominant source of uncertainty in the analysis and limits its

sensitivity. Another large source of uncertainty is the background model statistical uncertainty due to

the finite amount of MC events generated. The experimental sources of uncertainty with the largest

impact are related to b-tagging and jet calibration. The modeling of the t t̄ H signal and t t̄+≥ 1c play

a smaller role, followed by the remaining sources listed.

6.7.4 Validation studies

In order to test the fit model, a dataset of simulated events is built where the t t̄ sample is replaced by

a prediction generated with POWHEG+PYTHIA 6. When fitting the nominal model to this dataset, no

significant bias in the signal strength measurement is observed.

Dedicated studies are performed to understand the pulls and constraints observed in the fit.

The origin of pulls is investigated by splitting them into multiple components, such that different

components act on different regions or samples. Their effect on the signal extraction is also studied by

excluding bins enriched in t t̄ H signal. In general, the pulls serve to correct predictions of t t̄ , without

biasing the signal strength measurement.

The constraints observed when fitting data are compatible with the constraints expected from

fitting the Asimov dataset, and from fitting the dataset built with the POWHEG+PYTHIA 6 prediction

for t t̄ .

The modeling of t t̄ has a dominant impact on the analysis. Alternative ways to defined the t t̄

model and associated systematic uncertainties have been studied, and they lead to compatible results

[132].
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Table 6.5: Contributions to the signal strength uncertainty, grouped by sources. The total statistical
uncertainty includes effects from the k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
normalization factors, while the

intrinsic statistical uncertainty does not. The background model statistical uncertainty includes
effects from statistical uncertainties in nominal MC samples and the data-driven fake lepton estimate
in the single-lepton channel [1].

Uncertainty source ∆µ

Systematic uncertainties
t t̄ H modeling +0.22 −0.05
t t̄+≥ 1b modeling +0.46 −0.46
t t̄+≥ 1c modeling +0.09 −0.11
t t̄ + light modeling +0.06 −0.03
Other background modeling +0.08 −0.08
Background model statistical uncertainty +0.29 −0.31
b-tagging efficiency and mis-tag rates +0.16 −0.16
Jet energy scale and resolution +0.14 −0.14
Jet vertex tagger, pile-up modeling +0.03 −0.05
Light lepton (e,µ) identification, isolation, trigger +0.03 −0.04
Luminosity +0.03 −0.02

Total systematic uncertainty +0.57 −0.54

Statistical uncertainties
t t̄+≥ 1b normalization +0.09 −0.10
t t̄+≥ 1c normalization +0.02 −0.03
Intrinsic statistical uncertainty +0.21 −0.20

Total statistical uncertainty +0.29 −0.29

Total uncertainty +0.64 −0.61

6.7.5 Observed significance and upper limits

The observed signal strength represents an excess over the SM background of 1.4 standard deviations.

The expected sensitivity, evaluated from a dataset of simulated events, is 1.6 standard deviations.

The dataset used for this calculation corresponds to the post-fit model, with all nuisance parameters

adjusted to their best-fit values.

A signal strength µt t̄ H > 2.0 is excluded at the 95% confidence level. Figure 6.17 summarizes 95%

confidence level upper limits on the signal strength µt t̄ H . The dashed black line shows the expected

median limit, corresponding to the median of the distribution of pseudo-experiments generated

under a background-only hypothesis with µt t̄ H = 0. Green and yellow bands correspond to the ranges

containing 68% and 95% of these limits. The expected limit under a hypothesis including the SM t t̄ H

signal is drawn as a dashed red line. All expected limits are calculated using the dataset of simulated

events corresponding to the post-fit model. The observed limits are shown as solid black lines. The

limits for the two-µ fits are derived by simultaneously fitting the single-lepton and dilepton channels,

but using two independent signal strength parameters for them.
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Figure 6.17: 95% confidence level (CL) upper limits on the signal strength µt t̄ H , derived in a combined
fit to single-lepton and dilepton channels with two independent signal strength parameters (two-µ
fit), as well as a fit with a single signal strength (combined fit) [1].

6.7.6 Summary distribution of events

Figure 6.18 shows the post-fit distribution of t t̄ H signal (S) and total background (B) events as a

function of log10 (S/B), as well as the distribution of data. It is built by evaluating log10 (S/B) of every

bin in the analysis, and combining the bins with similar log10 (S/B) to form this distribution. The

evaluation is performed with the SM prediction for the signal strength, µt t̄ H . The upper panel shows

the total background, as well as the contribution from t t̄ H signal with signal strength corresponding to

its best-fit value in red, and corresponding to the signal strength excluded at the 95% confidence level

in orange. The lower panel of the figure shows the difference between data and post-fit background

model taken from the nominal fit, divided by its uncertainty (shown with hashed lines). The result

of a background-only fit with a fixed signal strength µt t̄ H = 0 is shown as a dashed black line. It

underestimates the yields observed in data in bins of high log10 (S/B). The red line corresponds to the

nominal fit, including the signal strength at its best-fit value. The orange dashed line represents the

signal strength scaled to its value excluded at the 95% confidence level. Events with log10 (S/B) <−2.7

are included in the first bin.
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Figure 6.18: Post-fit yields of signal (S), total background (B), and observed data, shown as a function
of log10 (S/B). Contributions of the signal, when scaled to its best-fit signal strength value, are drawn
in red, while contributions with the signal strength set to its value excluded at the 95% confidence
level are drawn in orange. The lower panel shows the difference of observed data and various fit
models to the total background taken from the nominal fit [1].
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As discussed in section 5.2.2, the optimal test statistic to distinguish between two hypotheses is given

by a likelihood ratio. In the t t̄ H
(
bb̄

)
search, the two hypotheses are distinguished by the signal

strength µt t̄ H . The signal hypothesis predicts that both t t̄ H and background processes take place

and result in a set of reconstructed objects in the ATLAS detector for every event. The background

hypothesis with µt t̄ H = 0 specifies that no observed events are due to the t t̄ H process. Events

generated under both of these hypotheses can be generated with MC methods, but the individual

likelihoods cannot be evaluated directly. These likelihoods involve the integration over millions of

random variables in the description of parton showering, hadronization, and interactions with the

detector. When factorizing the contributions to the likelihood into parton level kinematics and all

remaining effects, the likelihood ratio can be estimated directly with machine learning methods [133].

The MEM provides an approximation for the individual likelihoods. They are calculated from

first principles, with sufficient simplifications to make the calculation computationally feasible. This

method was first used for a top quark measurement by the D0 Collaboration [134], following an

original proposal in reference [135]. It has been used in many analyses since, including the t t̄ H
(
bb̄

)
search performed by the ATLAS collaboration in Run-1 of the LHC [88]. An overview of the MEM from

an experimental viewpoint is provided in reference [136], and multiple software implementations

exist [137, 138].

This chapter describes an implementation of the MEM for the single-lepton channel of the

t t̄ H
(
bb̄

)
search with 36.1 fb−1 of Run-2 data from the LHC. Details about this search are provided

in chapter 6. The implementation defines a discriminant between t t̄ H and the dominant t t̄ +bb̄

background, and is used as an input to the classification BDT in the SR≥6j
1 region. As the MEM

calculation involves an integral over a function that is computationally expensive, the implementation

focuses on providing a good discriminant at a reasonable computational cost.

The chapter starts with a general description of the MEM in section 7.1, followed by more specific

details regarding the implementation for t t̄ H
(
bb̄

)
in section 7.2. Technical aspects for the MEM

calculation are discussed in section 7.3. The performance and modeling of data is summarized in

section 7.4, and section 7.5 describes additional studies where the method is used to reconstruct the

t t̄ H and t t̄ +bb̄ system.

7.1 The matrix element method

The MEM approximates the probability density f
(
~X |α)

for an observed set of reconstructed objects
~X in an event and hypothesis α. Two hypotheses are considered here. In the signal hypothesis, all
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events are produced via the signal process S. The background hypothesis specifies that events are only

produced via background processes B . The corresponding likelihoods are LS and LB , respectively.

If the signal process exist, events generally should be produced both via signal and background

processes. The aim of the method described in this chapter is however not the test of µt t̄ H > 0 versus

µt t̄ H = 0, where both hypotheses include contributions from background processes. Instead, the

likelihood ratio LS/LB is used as a discriminant to distinguish whether any observed event is more

compatible with having been produced by a t t̄ H process, than with having been produced by a

background process.

The full expression for f
(
~X |α)

involves the description of parton production, their showering

and hadronization, and the subsequent detector interactions and the reconstruction into observed

objects. The MEM factorizes the contributions into a parton level process, and groups together all

remaining contributions. These two components will be described in the following, resulting in an

approximate expression for the likelihoods LS and LB .

7.1.1 Parton level

The probability density is proportional to the differential cross-section dσ, which can be written as [8]

dσα
(
pa , pb ,~Y

)= 1

F
(2π)4δ4

(
pa +pb −

N∑
i=1

pi

)∣∣Mα

(
pa , pb ,~Y

)∣∣2
d~Φ~Y (7.1)

at the parton level for hypothesis α. The squared matrix element, |Mα|2, describes the transition

probability from the interacting initial states pa and pb to the N final state partons pi , all characterized

by their four-momenta. The flux factor F in the laboratory frame is given by F = 4
√(

pa ·pb
)2 −m2

am2
b .

The Dirac delta distribution δ4 enforces conservation of four-momentum. In the following, pnet =
pa +pb −

∑
i pi will be used. The final state configuration at parton level is called ~Y , and described by

d~Φ~Y =
N∏

i=1

d3~pi

(2π)3 2Ei
, (7.2)

with three degrees of freedom per on-shell final state parton, and a total of N final state partons.

The initial states pa and pb carry unknown momentum fractions x1 and x2 in proton–proton

collisions. As described in section 2.2.3, the differential cross-section can be factorized into the

hard scatter differential cross-section dσα
(
pa , pb ,~Y

)
, and contributions from PDFs. The resulting

differential cross-section,

dσα
(
~Y

)=∑
j ,k

∫
x1,x2

f j (x1) fk (x2)dσα
(
pa , pb ,~Y

)
dx1dx2, (7.3)

is marginalized over the colliding partons by summing all flavors i , j and integrating over all allowed

momentum fractions x1, x2. The total cross-section is obtained when also performing the integral

over all final state configurations,

σα =
∫
~Y

dσα
(
~Y

)
. (7.4)

The parton-level probability density is given by

f
(
~Y |α)= 1

σα
dσα

(
~Y

)
. (7.5)
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7.1.2 Reconstructed objects

The correspondence between parton level and reconstructed objects ~X is described by a transfer func-

tion and a sum over all possible permutations of objects,
∑

perm. T
(
~X |~Y )

. The permutations describe

assignments between partons and reconstructed objects. The joint probability density f
(
~X ,~Y |α)

for

an observed set of reconstructed objects ~X , parton-level configuration ~Y , and hypothesis α is written

as

f
(
~X ,~Y |α)= [ ∑

perm.
T

(
~X |~Y )]

f
(
~Y |α)

, (7.6)

factorizing into a term describing the parton level, and another term describing all other effects. The

corresponding likelihood for the observation ~X to be consistent with hypothesis α is obtained when

performing the marginalization over the space of parton level configurations,

Lα = P
(
~X |α)= 1

σα

∑
perm.

∫
~Y

T
(
~X |~Y )

dσα
(
~Y

)
. (7.7)

The expression for the likelihood in equation (7.7) can be used to build the likelihood ratio LS/LB , which

in turn provides a discriminant between signal and background events.

7.2 General approach for t t̄ H
(
bb̄

)
The MEM relies on the calculation of likelihoods of the form given in equation (7.7). They are

calculated for both the signal t t̄ H
(
bb̄

)
process and the dominant background in the SR≥6j

1 region,

which is t t̄ +bb̄. Both processes have N = 8 final state partons at LO, described by the likelihood

Lα = 1

σα

∑
perm.

∑
j ,k

∫
1

F
T

(
~X |~Y )

f j (x1) fk (x2) (2π)4δ4 (
pnet

) |Mα|2 dx1dx2

8∏
i=1

d3~pi

(2π)3 2Ei
. (7.8)

This likelihood requires a sum over the type of initial partons colliding, and an integration over their

two momentum fractions. It also includes an integration over 24 kinematic degrees of freedom of the

final state partons, and four constraints for four-momentum conservation. After resolving the delta

distribution, an integration over a 22-dimensional phase space remains. The computation of this

integral is not feasible when having to consider many different assignments of reconstructed objects

to partons, while having to perform this calculation for millions of events. Several approximations

simplify the calculation significantly.

7.2.1 Permutations

The likelihood calculation relies on the description of the relation between partons and reconstructed

objects by the transfer function. A unique identification of the parton from which a given recon-

structed object originated is generally not possible, and contributions from all possible assignments

need to be considered. They are described by the sum
∑

perm. in equation (7.8).

Both the number of partons and the number of reconstructed objects can in general vary across

events. Only LO processes are considered here, which guarantees exactly eight final state partons in
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every event. All events in the SR≥6j

1 region have at least six reconstructed jets and exactly one recon-

structed light charged lepton. There is no ambiguity in the assignment of the single reconstructed

lepton to the parton level lepton. It is possible to uniquely assign one jet to each quark in every

permutation, but there may be events where no jet corresponding to a given quark is reconstructed.

Such cases can be addressed by integrating over the degrees of freedom describing the jet. This is

computationally expensive and not done here. An example is briefly discussed in section 7.5.1.

Events can have more than six reconstructed jets due to higher order corrections to the LO matrix

element calculation, pile-up interactions, or imperfect object reconstruction in the detector. For

such events, it is in principle possible to sum over contributions from each possible subset of six

jets. In each subset, multiple permutations need to be considered. The combinatorial complexity

quickly increases for events with more than six jets, and it becomes computationally prohibitive to

consider all possible permutations. The computational cost of the likelihood in equation (7.8) scales

linearly with the amount of permutations considered. Only a limited amount of permutations is thus

considered in practice.

Jet selection strategy

Four jets need to be assigned to b quarks in every permutation, and a unique set of four jets is chosen

for every event. Jets are ordered by decreasing tightness of the b-tagging operating point they satisfy. In

the SR≥6j
1 region, at least four jets are guaranteed to pass the very tight operating point. The ambiguity

in the ordering between jets satisfying the same operating point is resolved by additionally ordering

such jets in decreasing order of their transverse momentum. The top four jets in this ranking are the

selected b-jets, which are assigned to b quarks in the permutations considered.

Two more jets need to be selected and assigned to the quarks originating from the decay of the W

boson. The invariant mass m j j of every pair of two jets, excluding jets that were already selected as

b-jets, is calculated. For every pair, the distance
∣∣mW −m j j

∣∣, with mW = 80.4 GeV, is calculated. The

pair that minimizes this distance is selected and assigned to the two quarks from the W boson decay.

These two jets are called the selected light jets.

Jet permutations

There is no ambiguity in the assignment of the selected light jets to the quarks originating from the

W boson decay. The four selected b-jets need to be assigned to the four b quarks. Two are assigned

to the decay products of the Higgs boson, and one each is assigned to the b quarks originating from

the decay of both top quarks. There are four possible quarks to assign each selected b-jet to. The

likelihood is unchanged when exchanging the jets assigned to the Higgs boson decay products. This

results in 4!/2 = 12 possible permutations that need to be considered for every event.

When not relying on b-tagging information in the jet selection strategy, a selection of six jets

could be made, and these jets could be assigned to all six quarks. The likelihood is unchanged when

exchanging jets assigned to the Higgs boson decay products, and when exchanging those assigned to

the W boson final states. There are thus 6!/2·2 = 180 permutations for every event in this case. This
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would slow down the likelihood calculation by more than an order of magnitude; the use of b-tagging

information is essential to control the computational cost.

Permutations could also be considered only if they satisfy kinematic constraints. When calculating

the t t̄ H signal likelihood, permutations could be rejected if the invariant mass of the two b-jets

assigned to the decay of the Higgs boson is very different from the Higgs boson mass. No such

kinematic constraints are used in this implementation.

7.2.2 Transfer function

The transfer function is assumed to factorize into components, with one component per reconstructed

and selected object,

∑
perm.

T
(
~X |~Y )=W lep

(
p l , reco|p l

)
W ν

(
pν, reco|pν

)[ ∑
perm.

6∏
i=1

W jet
i

(
p jet

i |pq
i

)]
. (7.9)

It describes multiple assignments of reconstructed objects to partons, with one-to-one correspon-

dences between objects in each permutations. When calculating the likelihood for a given event,

specified by a set of reconstructed objects ~X , contributions from regions of the parton level phase

space are generally suppressed by the transfer function if the parton level kinematics ~Y are very

different from the measurement ~X . The quantities p l , pν, and pq refer to the lepton, neutrino, and

quark four-vectors on parton level, while p l , reco, pν, reco, and p jet are the corresponding quantities for

the associated reconstructed objects.

In the case of charged leptons, the measurement of the ATLAS detector p l , reco agrees well with

the parton level lepton kinematics p l . The corresponding component of the transfer function is

approximated by a delta distribution, W lep
(
p l , reco|p l

) = δ3
(
~p l , reco −~p l

)
. Leptons on both parton

level and the reconstructed objects are treated as massless.

There is no direct measurement of the neutrino four-momentum pν, reco. Its kinematics can be

constrained by requiring four-momentum conservation. It can also be related to the E miss
T measure-

ment of the ATLAS detector, which is not done in the implementation described here. The transfer

function component W ν
(
pν, reco|pν

)
is treated as a uniform distribution.

The detector resolution for jet measurements is worse than for leptons. The measured jet direction

is approximated to exactly correspond to the parton direction, and described by a delta distribution.

The relation between measured jet energy and parton energy is described by a transfer function

component. Details about this treatment are provided in section 7.3.4.

7.2.3 Remaining degrees of freedom

With these chosen approximations for the transfer function, the dimensionality of the integral in

equation (7.8) can be reduced by resolving all delta distributions. The integral is performed over a

22-dimensional phase space. The lepton kinematics between reconstructed lepton and parton level

lepton are assumed to match exactly, reducing the dimensionality by three. The directions for all six

jets are also assumed to match exactly between parton and jet, resulting in an additional reduction by
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two degrees of freedom for each of the six jets. After inserting and resolving these delta distributions

into equation (7.8), an integral over a seven-dimensional phase space remains. This integral has to be

evaluated for each of the 12 permutations considered in every event.

Further possible simplifications

The integral may be simplified further when considering details of the kinematics in t t̄ H and t t̄ +bb̄

processes. The total width of the Higgs boson is predicted to be ΓH = 4 MeV by the SM [10], signifi-

cantly below the resolution of the ATLAS detector. The t t̄ H matrix element significantly suppresses

contributions from phase space regions where mbb −mH À ΓH . In this expression, mbb is the invari-

ant mass of the two b quarks originating from the Higgs boson decay. Contributions to the likelihood

from such regions are negligible. An additional constraint δ (mbb −mH ) can be introduced to reduce

the degrees of freedom by one when calculating the t t̄ H signal likelihood.

The decay width of W bosons and top quarks are three orders of magnitude larger compared

to the Higgs bosons, but similar arguments can be applied to reduce the degrees of freedom in

the integration further. Particularly interesting is the decay of the W bosons into leptons. The

charged lepton is assumed to be well measured, and the transverse components of the neutrino can

be constrained by requiring four-momentum conservation in each event. One degree of freedom

remains for the neutrino when treating it as massless and on-shell. When forcing the W boson to

decay exactly on-shell, the resulting quadratic function can be solved for the neutrino momentum in

the z direction.

The two approaches were tested, and both found to not improve the performance of the method.

Consequently, neither of these additional simplifications are adopted for the t t̄ H
(
bb̄

)
analysis. The

special treatment for the Higgs boson decay is only possible when calculating the t t̄ H likelihood, and

thus leads to a different approach than in the calculation of the t t̄ +bb̄ likelihood. It results in a slight

loss in discrimination power of the likelihood ratio. Requiring an on-shell decay of the W boson to

leptons reduces the degrees of freedom in the integral required for the likelihood calculation, but also

introduces two solutions that both need to be considered separately. This slows down the calculation,

and slightly decreases discrimination power when implemented for both t t̄ H and t t̄ +bb̄ likelihoods.

When only using this approximation in one of the likelihoods, but not the other, the discrimination

power reduces more significantly.

7.2.4 Likelihoods and discriminant

For every event, the signal and background likelihood is calculated according to equation (7.8). The

signal likelihood LS is calculated using a t t̄ H matrix element, while the background likelihood LB is

calculated for the t t̄ +bb̄ process. In the calculation, several of the constant factors in the expression

for the likelihood are not included, and additional constant factors are applied to prevent numerical

underflow. The logarithm of the likelihoods log10 (LS) and log10 (LB ), visualized in section 7.4, is

proportional to the logarithm of the likelihood in equation (7.8) up to a constant shift. The resulting

102



7. The matrix element method for t t̄ H
(
bb̄

)
calculated variables can thus not be interpreted as a probability density P

(
~X |α)

without suitable

normalization. This has no impact on the performance of the method.

The MEM discriminant is defined as the logarithm of the likelihood ratio,

MEMD1 = log10 (LS)− log10 (LB ) . (7.10)

It is designed to discriminate between events originating from the t t̄ H process, which are character-

ized by large values of MEMD1, and events from the t t̄+bb̄ process. The t t̄+bb̄ process dominates the

SR≥6j
1 region, where the discriminant is used, and contributions from other processes are small. While

the MEMD1 discriminant is not designed to discriminate against other processes besides t t̄ +bb̄, it

still helps discriminate against them.

7.2.5 Systematic uncertainties

No systematic uncertainty inherent to the calculation of MEMD1 is used in the t t̄ H
(
bb̄

)
analysis. The

discriminant is a function of event properties, like any other multivariate analysis technique. It is

calculated in the same way for both data and simulated events. An incorrect implementation of the

likelihood calculation does not invalidate the method, but decreases its performance. Uncertainties

covering the difference between the approximate event likelihood calculated via the MEM and the

true likelihood are therefore not needed. The method relies on the correct modeling of kinematic

features present in data. All systematic uncertainties described in section 6.6 are therefore propagated

through the MEM calculation, and also through all other multivariate techniques used in the analysis.

7.3 Technical implementation

The likelihood calculation is steered by a framework based on reference [139]. It allows for the imple-

mentation of the integrand in equation (7.8) in both CUDA [140] and OPENCL [141]. The calculation

can be performed both with central processing units (CPUs) and graphics processing units (GPUs). In

both architectures, the integral evaluation is parallelized across many cores. Initial studies for the

method were mostly performed with GPUs and CUDA, while the final implementation was using

OPENCL on CPUs. The choice was motivated by the availability of resources. This implementation

calculates both likelihoods on a Intel Xeon E5-2650 v2 CPU in 1.8 s. Around one million events per

day can be processed on a cluster with 368 cores, which was used for the majority of the calculations.

This section lists additional details regarding the implementation of the integration, PDFs, the

matrix elements, and transfer function.

7.3.1 Integration

The phase space integral in equation (7.8) is performed with MC methods, using the VEGAS algorithm

[142]. An integral over a volume V can be approximated by sampling the integrand f (~x) with N points
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drawn from a probability density g (~x).∫

V
f (~x)d~x = lim

N→∞
1

N

N∑
i=1

f (~xi )

g (~xi )
(7.11)

The standard deviation of the approximation decreases as 1/
p

N , independent of the dimensionality of

the integral. The VEGAS algorithm is adaptive and focuses on sampling regions where the integrand

is large. It starts out using a uniform probability density g (~x), and the integration volume V is divided

into a uniform grid of hypercubes. The size of the hypercubes is then adjusted, resulting in small

hypercubes where the integrand is large, and large hypercubes where it is small. The number of

integration points per hypercube remains the same, and the hypercube density is equivalent to the

probability density g (~x). The algorithm thus focuses the sampling on the regions that contribute

most to the total integral.

Phase space details

As discussed in section 7.2.3, seven degrees of freedom remain to be integrated over in the likelihood

evaluation. They are chosen to be the energies of the six quarks, as well as the momentum of the

neutrino in the z direction. The momentum of the neutrino in the transverse directions is chosen

such that the total transverse momentum of the LO parton system vanishes. The directions of the

quarks are fixed to the directions of the jets they are assigned to in each permutation. The jet four-

momenta are built from their measured energies, as well as their position in the η and φ coordinates.

Their transverse momenta are adjusted such that the invariant mass of selected b-jets is 4.7 GeV,

corresponding to the b quark mass in the matrix element calculation, and the invariant mass of

selected light jets vanishes. The same treatment is employed for the reconstructed lepton, which

receives a vanishing invariant mass.

The integration is performed over the six quark energies E q , with the integration volume restricted

by a requirement depending on the energy of the jet assigned to the quark, E q ∈ It
(
E jet

)
. The interval It

is centered around the measured jet energy, and depends on the jet type t , with a different definition

for b- and light jets. The definition of It is determined from the transfer function described in

section 7.3.4. A distinction is made between b- and light jets, as a different parametrization is used for

the respective transfer function components. The interval is defined as

It =
[
E jet · (1− r ) ,E jet · (1+ r )

]
, (7.12)

with parameter r defined separately for and b- and light jets as rb and rl , respectively. These parame-

ters are

rb = a ·
(

3.73

E jet
+0.0736

)
,

rl = a ·
(

3.19

E jet
+0.0856

)
.

(7.13)

The setting a = 5 is used, which limits the integration volume for faster evaluation of the integral,

while not restricting the volume too much to avoid compromising the performance of the MEMD1
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discriminant. The integration volume is furthermore restricted to regions with positive parton energy.

Contributions from outside the integration volume considered are suppressed by the transfer function,

and thus only have a small contribution to the likelihoods.

For light jets, the intervals contain more than 99% of the quark energy probability density distribu-

tion, W
(
E q |E jet

)
, for any given jet energy. They contain around 80% for b-jets with E jet = 25 GeV, 90%

for 50 GeV and around 95% for b-jets with 100 GeV < E jet < 500 GeV.

The integration range for the neutrino momentum in the z direction is restricted to be in the

interval pν
z ∈ [−1 TeV,1 TeV] in the laboratory frame.

Alternative parameterizations

The choice of the six quark energies as integration variables aligns the peak structure of the integrand,

which is induced by the transfer function, with these integration variables. This is desirable for faster

convergence of the integration. Additional peaks of the integrand due to the decay of intermediate

particles into the final state objects are not aligned with the integration variables. It is possible

to perform a change of integration variables to instead align the integration variable with these

intermediate resonances. The integral over the energy of both b quarks originating from the Higgs

boson decay can be replaced by an integral over the energy of one decay product and the invariant

mass of the Higgs boson. No significant improvement in computation speed or power of the MEMD1

discriminant is observed in this case. A similar transformation can be done for the two quarks from

the decay of the W boson, again with no improvement in performance observed. Neither of these

alternative integration variable choices are adopted in the final implementation of the method.

Integration process

The integral over the seven degrees of freedom of equation (7.8) is performed with VEGAS, and

optimized to provide a good discriminant within a reasonable amount of time. This requirement

corresponds to being able to process around a million events per day.

The integration for the signal and background likelihoods are performed separately, and each of

the 12 permutations per likelihood are also integrated separately. The integration procedure consists

of multiple phases. Each phase can contain several rounds of integration. In one round of integration,

up to 1024 phase space points are evaluated. The VEGAS grid of hypercubes is updated after every

round to provide an improved sampling of the integrand in subsequent rounds.

The first phase consists of a single round of integration. The result for the integral obtained

from this round of integration is not used any further, but this phase provides a first update to the

hypercube grid. Subsequent integration rounds therefore yield better results.

The main integration phase follows, where three rounds of integration are performed. An estimate

for the integral is obtained by combining the results from the three rounds. If the estimated uncertainty

for the integral is below 1%, the integration process stops. This is the case only for a small fraction of

events.
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After the main integration phase, the contributions to the signal and background likelihoods from

each permutation are compared. The likelihoods are Lα for the two hypotheses, and consist of a sum

of contributions Li
α per permutation i , which are all evaluated in separate integrals. If the likelihood

of an individual permutation i is less than 1% of the largest likelihood for any permutation for this

hypothesis, no further integration is performed for this permutation i . The contribution from such a

permutation to Lα is small, and precision for this permutation is thus less important. Generally the

individual contributions to the likelihood range over multiple orders of magnitude, and the removal

of small contributions speeds up the last integration phase, while not compromising the accuracy for

the full likelihood.

The final integration phase consists of up to three more rounds of integration for all permutations

that are not pruned in the previous phase. The integration process is stopped early if the estimated

uncertainty for the integral is below 1% after any of these rounds.

The total likelihood is then obtained by summing the individual contributions from all 12 permu-

tations for both the signal and background hypotheses.

7.3.2 Matrix elements

The matrix elements for the t t̄ H and t t̄ +bb̄ processes are provided by MADGRAPH5_AMC@NLO

[95]. Only LO Feynman diagrams are considered; the extension to NLO is challenging and comes at a

significant computational cost [143]. The intermediate top quark pair in every diagram is required to

decay to W bosons and bottom quarks. Only single-lepton final states are considered, and the W +

boson in all diagrams is forced to decay to leptons, while the W − boson decays to quarks. The same

matrix elements are used regardless of the charge and flavor of the lepton, which is equivalent to the

assumption of lepton universality and invariance under charge conjugation.

Two topologies of diagrams can be distinguished, those initiated by interactions of gluons, and

diagrams with a quark–antiquark pair in the initial state. The total cross-section for both processes is

dominated by contributions from gluon–gluon diagrams. Figure 7.1 visualizes examples of the t t̄ H

topologies. The three diagrams on the left are initiated by gluon–gluon interactions, while the diagram

on the right is initiated by a quark–antiquark interaction.

In the MEM calculation, diagrams initiated by quark–antiquark interactions are not included,

and only gluon–gluon interactions are considered. This is done for both the t t̄ H and t t̄ +bb̄ matrix

elements. The calculation time is reduced by around 30% with this removal of diagrams, without

significantly impacting the discrimination power of the likelihood ratio.

The matrix element code provided by MADGRAPH5_AMC@NLO is optimized for performance.

Non-physical helicity settings for the particles involved in the interaction are removed from the

calculation. They do not contribute to the matrix element, and their removal results in a significant

decrease in calculation time.

The renormalization scale is set to

µR =
√√√√(

8∑
i=1

Ei

)2

−
(

8∑
i=1

pz,i

)2

, (7.14)
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Figure 7.1: Topologies for t t̄ H production. The three diagrams on the left are initiated by gluons and
are considered in the MEM calculation, while the quark–antiquark topology in the diagram on the
right is neglected.

where the sum runs over the eight final state partons produced. This choice has a negligible impact.

The top quark mass in the calculation is set to 173 GeV, the Higgs boson mass is 125 GeV, the W

boson mass is 80.42 GeV, and the bottom quark mass is 4.7 GeV.

Signal hypothesis

The matrix element for the t t̄ H signal contains diagrams with an intermediate top quark pair and

Higgs boson. The Higgs boson is forced to decay to a pair of bottom quarks. Diagrams initiated by

quark–antiquark interactions are manually removed from the calculation.

Background hypothesis

The matrix element for t t̄ +bb̄ describes the production of a pairs of top quarks and bottom quarks.

Only diagrams initiated by gluon–gluon interactions are considered.

7.3.3 Parton distribution functions

PDFs are obtained from the CT10 PDF set [16], via an interface provided by LHAPDF [17]. The PDF

distributions are saved to a grid, parameterized via momentum fraction x carried by the parton and

momentum transfer Q2. The integrand in the likelihood calculation uses this PDF grid with a linear

interpolation, instead of evaluating the PDF via LHAPDF for every phase space point. This speeds

up the calculation at a negligible loss of accuracy. The factorization scale choice is equivalent to the

renormalization scale choice, listed in equation (7.14). No significant difference is observed when

instead using a factorization scale setting of µF = 173 GeV.

7.3.4 Transfer function

The implementation for the transfer function used in the likelihood calculation provides the relation

between the energies of reconstructed jets observed in the ATLAS detector, and the energies of the

quarks they are associated to, in the form W
(
E jet|E q

)
. It suppresses contributions to the likelihood
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from parton level configurations that are very different from the kinematics of the associated recon-

structed jets. The transfer function component W
(
E jet|E q

)
is derived separately for b- and light jets,

denoted as Wb
(
E jet|E q

)
and Wlight

(
E jet|E q

)
, respectively.

These distributions are derived with a sample of t t̄ events generated with POWHEG+PYTHIA 6

[100–103, 117]. Events considered in the derivation need to have at least four jets, out of which at

least two are b-tagged at the loose operating point. The distributions are subsequently validated

with the nominal POWHEG+PYTHIA 8 sample used in the t t̄ H
(
bb̄

)
analysis, which is described in

section 6.3.2. They describe the POWHEG+PYTHIA 8 sample well. Jets are matched to quarks produced

in the decay of the top quark pair system, by requiring their distance to be∆R < 0.3. If multiple quarks

are within this distance of the jet, the jet is matched to the quark that is closest in∆R . The components

Wb
(
E jet|E q

)
and Wlight

(
E jet|E q

)
are derived in a fit of the E q −E jet distribution, using b quarks or the

lighter first and second generation quarks, respectively. Two different functional forms are used to

describe b- and light jets.

Light jets

Double Gaussian distributions describe the transfer function component for light jets, parameterized

as

Wlight
(
E jet,E q)= 1p

2π (σ1 + Aσ2)

[
exp

(
−(

E q −E jet −µ1
)2

2σ2
1

)
+ A ·exp

(
−(

E q −E jet −µ2
)2

2σ2
2

)]
, (7.15)

with the parameters µ1,µ2,σ1,σ2, A determined by the fit.

The resulting transfer function component Wlight
(
E jet,E q

)
is visualized in figure 7.2 with solid

lines, shown as a function of quark energy for various light jet energies. The distribution Wlight

suppresses the integrand in the MEM likelihood calculation in phase space regions where the quark

energy is very different from the measured energy of the jet it is associated to. The width of the

distribution increases with jet energy.

b-jets

The description for b-jets makes use of a crystal ball function [144, 145], which provides better

fit results for such jets than the double Gaussian function. The core of the crystal ball function

distribution is Gaussian, and it includes a tail region described by a power law. The transfer function

component is described by

Wb
(
E jet,E q)= 1

σ (A+B)


exp

(
−

(
E q−E jet−µ)2

2σ2

)
, E q−E jet−µ

σ <α,

C
(
D + E q−E jet−µ

σ

)−n
, E q−E jet−µ

σ ≥α,
(7.16)
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Figure 7.2: Transfer function components for b- and light jets, shown as a function of the energy E q

of the quark a jet is associated to. The distributions for light jets, described by a double Gaussian as
Wlight, are shown as solid lines for different jet energies. The corresponding distributions Wb for b-jets
are shown as dashed lines, and are described by crystal ball functions.

with A,B ,C ,D defined as

A = n

|α| (n −1)
exp

(
− (|α|)2

2

)
,

B =
√
π

2

(
1+erf

( |α|p
2

))
,

C =
(

n

|α|
)n

exp

(
− (|α|)2

2

)
,

D = n

|α| − |α| ,

(7.17)

The error function is defined as erf(x) = 2p
π

∫ x
0 e−t 2

d t . The parameters µ, σ, α, n are determined by

the fit.

The fit result for Wb
(
E jet,E q

)
is shown in figure 7.2 with dashed lines for various b-jet energies.

Compared to the double Gaussian used to describe light jets, the power law behavior is visible in

the tail for high jet energies. This tail describes jets with a measured energy that underestimates the

energy of the associated quark. It is larger for b-jets than for light jets due to the production of muons

and neutrinos in the decay of b-hadrons.
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7.4 Results

This section summarizes the results obtained with the MEM implementation described in this chapter.

The separation of a classifier, such as the MEMD1 likelihood ratio, is defined by [123]

〈S2〉 = 1

2

N∑
i=1

(Si −Bi )2

Si +Bi
, (7.18)

evaluated using a distribution with N bins. The normalized signal and background yield per bin

is denoted as Si and Bi , with normalization condition
∑

i Si =∑
i Bi = 1. For identical distributions

of signal and background, the separation is 〈S2〉 = 0. Distributions that do not overlap in any bin

have 〈S2〉 = 1, which is the maximum possible separation. The separation depends on the choice of

binning, and the values listed in this section are calculated using distributions with eight bins.

The MEMD1 discriminant as defined in equation (7.10) is used in the SR≥6j
1 region of the t t̄ H

(
bb̄

)
analysis as an input to the classification BDT described in section 6.5.4. A sigmoid function is used for

most distributions shown in this section to map the discriminant into the interval [0,1]. The function

is
(
1+exp(−MEMD1 −4)

)−1, indicated on the relevant figures.

The expected distributions of signal and background processes for all figures in this section are

obtained with the model described in section 6.3, unless specified otherwise.

7.4.1 Results for the SR≥6j
1 signal region

Figure 7.3 shows the logarithm of the signal and background likelihoods described in section 7.2.4

for the SR≥6j
1 region. The normalized distributions of the t t̄ H

(
bb̄

)
signal and t t̄ +bb̄ background

are drawn with dashed red and solid blue lines, respectively. The contributions from the signal

have on average a larger signal likelihood LS than the t t̄ +bb̄ background. The distributions for

the background likelihoods LB are very similar. The MEMD1 discriminant for the two processes is

visualized in figure 7.4. The left side shows the discriminant directly, while the right side shows the

transformed version used in the following. The likelihood ratio LS/LB is on average larger for the t t̄ H

signal than the background, hence the contribution from the signal peaks towards the right of the

distribution, while the t t̄ +bb̄ background peaks at a lower value of the discriminant. The separation

between t t̄ H
(
bb̄

)
and t t̄ +bb̄ is 〈S2〉 = 13% and 〈S2〉 = 14%, respectively. For a signal efficiency of

50%, the t t̄ + bb̄ efficiency is 24%. This corresponds to a rejection factor of four when correctly

identifying every second t t̄ H event. When including all background processes, and t t̄ H decays into

the remaining final states besides H → bb̄, the separation between t t̄ H and the total background

reduces to 12% for both distributions. The separation achieved by the classification BDT, shown in

figure 6.15, reaches 〈S2〉 = 20%.

A comparison between data and the model is provided in figure 7.5. It shows the logarithms of the

signal and background likelihoods, as well as the transformed MEMD1 discriminant. The pre-fit model

is shown on the left, and the post-fit model, obtained from the combined fit described in section 6.7.2,

is on the right. The model is in good agreement with data within its associated uncertainties, both

pre- and post-fit.
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Figure 7.3: Distribution of the t t̄ H
(
bb̄

)
signal and t t̄ +bb̄ background processes in the SR≥6j

1 region as
a function of the logarithms of the signal and background likelihoods, LS and LB . Both processes are
normalized to have unit integral. The left- and rightmost bins of the distributions include all events
with likelihoods smaller or larger than the edge of these bins, respectively.
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Figure 7.4: Distribution of the t t̄ H
(
bb̄

)
signal and t t̄ +bb̄ background processes in the SR≥6j

1 region,
both normalized to have unit integral. The left figure shows the distributions as a function of the
MEMD1 likelihood ratio, while the right figure shows the transformed version of this variable.
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Figure 7.5: Comparison between data and the model for the logarithm of signal likelihood (top),
logarithm of background likelihood (middle) and the transformed MEMD1 discriminant (bottom).
The figures on the left show the pre-fit model. The post-fit model on the right is obtained from the
fit described in section 6.7.2. The uncertainty bands include all sources of systematic uncertainty
described in section 6.6. No uncertainty related to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included pre-

fit. The t t̄ H signal shown in red in the stacked histogram is normalized to the SM prediction pre-
fit, and the best-fit signal strength value reported in equation (6.1) post-fit. The t t̄ H distribution
normalized to the total background is overlaid as a dashed red line. The left- and rightmost bins of the
likelihood distributions include all events with likelihoods smaller or larger than the edge of these
bins, respectively.
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7.4.2 Modeling in validation regions

The MEM likelihoods are calculated in additional regions to validate the modeling of data. These

regions are SR≥6j
2 , SR≥6j

3 and CR≥6j
t t̄+≥1c

, corresponding to the remaining regions with at least six jets in

the t t̄ H
(
bb̄

)
analysis that are considered in the combined fit with more than one bin each. The b-jet

selection strategy is slightly modified from the description in section 7.2.1. The set of jets satisfying

the loose b-tagging operating point is ordered by decreasing transverse momentum, and the top four

jets are used as selected b-jets.

The amount of MC events in these regions is significantly larger than the amount of events in the

SR≥6j
1 region, resulting in increased computation time needed to process all systematic variations for

all events in these regions. For this reason, only the dominant systematic uncertainties are evaluated.

They include all modeling uncertainties related to the t t̄ H signal and the t t̄ background. An exception

is the t t̄+≥ 1b sub-component uncertainty derived from the comparison of POWHEG+PYTHIA 8 and

SHERPA4F, which is not evaluated. Modeling uncertainties related to small backgrounds, as well as

experimental uncertainties, are not considered.

Figure 7.6 shows the logarithms of the signal and background likelihoods, as well as the trans-

formed MEMD1 discriminant, in the two signal regions SR≥6j
2 and SR≥6j

3 . All distributions are shown

pre-fit, as the post-fit model cannot be evaluated without processing all variations defining systematic

uncertainties. The model generally describes data well, but underestimates data in the SR≥6j
3 region.

The shape of data and the model agrees for all distributions, validating the MEM implementation.

Figure 7.7 shows the same distributions for the CR≥6j
t t̄+≥1c

region. No issues in the modeling of the

MEM distributions are observed. The separation between t t̄ H and the total background is 〈S2〉 = 8%

in SR≥6j
2 , 6% in SR≥6j

3 , and 5% in CR≥6j
t t̄+≥1c

.

7.4.3 Comparison to other methods

The MEM implementation provides a strong discriminant between t t̄ H and t t̄ +bb̄ in the SR≥6j
1 signal

region. In the t t̄ H
(
bb̄

)
analysis, it is combined with additional multivariate techniques described in

section 6.5. The three methods, reconstruction BDT, LHD and the MEM, are complimentary.

Compared to the LHD and reconstruction BDT approaches, the MEM does not rely on having

sufficiently many simulated events available to derive the LHD template distributions and for BDT

training. The transfer function in this implementation is derived from a MC sample. It can instead be

approximated by considering the detector resolution, which can be approximated without the need

for dedicated MC samples for the processes considered in a specific analysis.

The results of the MEM as implemented here depend on MC samples only through the transfer

function. The LHD templates and BDT training can bias these methods towards features specific to

the samples used to build the templates and for training. When using these methods, it is therefore

important to validate that all relevant features are also present in data.

Both the reconstruction BDT and the MEM use correlations between objects, which the LHD does

not. The LHD and MEM both combine information from multiple permutations (assignments of jets
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Figure 7.6: Comparison between data and the model for the logarithm of signal likelihood (top),
logarithm of background likelihood (middle) and the transformed MEMD1 discriminant (bottom) in

the SR≥6j
2 region (left) and the SR≥6j

3 region (right). The uncertainty bands only include sources related
to t t̄ H and t t̄ modeling, with the exception of the t t̄+ ≥ 1b sub-component uncertainty derived
from SHERPA4F. No uncertainty related to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included. The t t̄ H signal

shown in red in the stacked histogram is normalized to the SM prediction. The t t̄ H distribution
normalized to the total background is overlaid as a dashed red line. The left- and rightmost bins of the
likelihood distributions include all events with likelihoods smaller or larger than the edge of these
bins, respectively.
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Figure 7.7: Comparison between data and the model for the logarithm of signal likelihood (top left),
logarithm of background likelihood (top right) and the transformed MEMD1 discriminant (bottom) in

the CR≥6j
t t̄+≥1c

region. The uncertainty bands only include sources related to t t̄ H and t t̄ modeling, with
the exception of the t t̄+≥ 1b sub-component uncertainty derived from SHERPA4F. No uncertainty
related to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included. The t t̄ H signal shown in red in the stacked his-

togram is normalized to the SM prediction. The t t̄ H distribution normalized to the total background
is overlaid as a dashed red line. The left- and rightmost bins of the likelihood distributions include all
events with likelihoods smaller or larger than the edge of these bins, respectively.
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to partons) into the resulting discriminants. Additional permutations are considered in the case of the

LHD, which also includes hypotheses beyond what is considered in this MEM implementation. The

addition of additional hypotheses in the MEM is conceptually straightforward, but computationally

expensive. Increasing the dimensionality of the integral in the likelihoods to account for objects that

were not reconstructed results in significantly increased integration times.

7.5 System reconstruction with the matrix element method

The MEM likelihoods are evaluated per jet permutation before being summed together. The assign-

ment of jets to quarks in the permutation with the highest likelihood can be considered to study

properties of the reconstructed t t̄ H and t t̄ +bb̄ system. The results summarized in this section are

obtained in a region defined by requiring at least six jets, out of which at least four are b-tagged at

the tight operating point. Events for the t t̄ H process are simulated with MADGRAPH5_AMC@NLO

[95] and HERWIG++ [121]. The t t̄ background is simulated with POWHEG+PYTHIA 6 [100–103, 117], the

sample used is enriched with contributions from t t̄+≥ 1b.

7.5.1 Assignment efficiency

The true origin of a jet is defined by matching it to quarks. A jet is matched to any of the six quarks

expected from the LO t t̄ H system in the single-lepton channel if the jet is within∆R < 0.3 of the quark.

This matching is called truth-matching. Each jet may be truth-matched to multiple quarks.

If a jet in the highest likelihood permutation is assigned to a quark that it also truth-matched to,

then the assignment by the MEM is declared to be correct. This is done no matter whether the jet is

also truth-matched to additional quarks or not. The MEM assignment efficiency can be calculated

with these definitions.

The confusion matrix in figure 7.8 summarizes the MEM performance for object assignments.

It is evaluated on a sample of t t̄ H events, and using the t t̄ H likelihood. The rows correspond to

the six different quarks needed for the LO t t̄ H topology. The columns list the true origin of each jet,

determined by truth-matching. The last column contains jets that are not truth-matched to any quark

in the LO t t̄ H system. Quarks from the decay of the Higgs boson and those from the decay of the W

boson are distinguished according to their transverse momenta. The following nomenclature is used:

• b1 from H : b quark from Higgs boson decay with highest transverse momentum,

• b2 from H : second b quark from Higgs boson decay,

• b from tlep: b quark from top quark decay tlep → W b → lνb, with the W boson decaying to

leptons,

• b from thad: b quark from top quark decay thad →W b → qq̄b, with the W boson decaying to

quarks,

• q1 from W : quark from W boson decay with highest transverse momentum,

• q2 from W : second quark from W boson decay.
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Figure 7.8: Assignment efficiency of jets to quarks in the permutation with the largest t t̄ H likelihood,
evaluated with a sample of t t̄ H events. The rows correspond to the quark each jet is matched to, while
the columns describe the true jet origin. Jets may be truth-matched to multiple quarks.

The correct assignments for the selected b-jets to the four b quarks in the t t̄ H system are found

with an efficiency of slightly over 40%. The chance to assign a selected b-jet to the wrong b quark is

around 10–20% per quark. The b-jet selection is very efficient, as the four selected b-jets are truth-

matched to the four b quarks for around 85–90% of all events. This selection efficiency is evaluated

with figure 7.8. It is obtained by summing the assignment efficiency of jets truth-matched to b quarks

from the t t̄ H system, and assigned to b quarks in the permutation with the highest t t̄ H likelihood.

Only a small fraction of events contain jets that are truth-matched to b quarks but assigned to W

boson decay products. The assignment efficiency for the quark q2 is significantly smaller than the

remaining assignment efficiencies. The majority of jets assigned to q2 are not truth-matched to any of

the quarks from the t t̄ H system. The jet originating from q2 is frequently not reconstructed, as it fails

to satisfy the pT > 25 GeV threshold. Both of the jets truth-matched to the decay products q1 and q2 of

the W boson are present in only around 50% of the events. The sum of assignment efficiencies across

each row is slightly larger than 100%; this is due to jets that are truth-matched to multiple quarks.

Reconstruction efficiencies for the b quarks from top quark decays and the quarks from W boson

decays are similar when considering the assignment efficiency for t t̄ events and using the t t̄ +bb̄

likelihood.

Discriminant dependence on assignment efficiency

The MEMD1 discrimination power is largest when all reconstructed objects associated to the LO

t t̄ H and t t̄ +bb̄ systems are present in an event and selected for the jet permutations in the MEM
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calculation. The separation 〈S2〉 increases by 20% when evaluating the discriminant only for events

with exactly six jets, instead of events with six or more jets. This is due to the simplified jet selection,

which results in increased assignment efficiencies. When considering events with exactly six jets, and

also requiring that at least one jet in every event is truth-matched to the quark from the W boson

decay with lower transverse momentum, the separation increases by 30%.

The low assignment efficiency for the hadronic decay products of the W boson adversely affects

the performance of the MEMD1 discriminant. An additional topology can be considered, where

instead of integrating over the energies of the two quarks resulting from the decay of the W boson,

the integral is performed over the W boson directly. This increases the dimensionality of the integral

by one, and the assignment of jets to the W boson is no longer needed. The separation obtained in

a test where the integration is performed over the three momentum components px , py , pz of the

W boson is only 〈S2〉 = 1%. The integration for this configuration is significantly slower than for the

nominal configuration, and this hypothesis is not used in the final implementation of the MEM for

the t t̄ H
(
bb̄

)
analysis.

7.5.2 Object reconstruction

The two jets assigned to the b quarks from the Higgs boson decay in the permutation with the highest

t t̄ H likelihood can be combined and interpreted as a reconstructed Higgs boson. Similarly, the

two jets assigned to the two b quarks produced in association with the top quark pair in the t t̄ +bb̄

process can be combined in the permutation with the highest t t̄ +bb̄ likelihood. The invariant mass

distributions of the resulting reconstructed objects are visualized in figure 7.9. The Higgs boson mass

is shown on the left, and the mass of the bb̄ system in the t t̄ +bb̄ case is on the right. The figures show

distributions for both the t t̄ H signal as a dashed red line, and the t t̄ background as a solid blue line,

both normalized to unit integral.

The t t̄ H process shows a peak in the reconstructed Higgs boson invariant mass, located around the

125 GeV Higgs boson mass used in the simulation. The peak for the t t̄ background is less pronounced.

This peak appears also for the t t̄ background since the likelihood of a permutation where the invariant

mass of the two jets is very different from the Higgs boson mass is suppressed. The suppression can

take place via the transfer function in phase space regions where the invariant mass of the quarks

from the Higgs boson decay is close to the Higgs boson mass. In regions where their invariant mass is

very different from the Higgs boson mass, the transfer function may be larger, but the matrix element

is smaller. The permutation chosen to calculate the reconstructed Higgs boson mass is the one with

the largest likelihood, which is therefore biased towards selecting a configuration where the invariant

mass of the jets assigned to the Higgs boson is close to the Higgs boson mass.

The t t̄ +bb̄ likelihood is not biased by the Higgs boson propagator. The distribution of the recon-

structed mass of the bb̄ system in the permutation with the highest t t̄ +bb̄ likelihood is qualitatively

different for the t t̄ H and t t̄ distributions. The t t̄ distribution is smoothly falling after a threshold effect

due to the jet transverse momentum requirement of pT > 25 GeV in the analysis. The distribution of

the t t̄ H signal peaks at higher values. If the assignment of jets to b quarks originating from top quark
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Figure 7.9: Reconstructed invariant mass of the bb̄ system produced in association with the top quark
pair. The figure on the left shows the invariant mass of the two jets assigned to the b quarks from the
Higgs boson decay in the permutation with the highest t t̄ H likelihood, this quantity is interpreted
as the reconstructed Higgs boson mass. The figure on the right shows the bb̄ system assigned to b
quarks that do not originate from top quark decays in the t t̄ +bb̄ topology, using the permutation
with the highest t t̄ +bb̄ likelihood. Distributions of the t t̄ H signal are shown as dashed red lines, the
t t̄ background is drawn as a solid blue line. All distributions are normalized to unit integral. Only
statistical uncertainties are visualized in the figure.

decays is performed correctly, the remaining jets assigned to b quarks will on average have a larger

invariant mass for t t̄ H events than for t t̄ events, since they originate from Higgs boson decays (if

correctly selected).

The reconstructed Higgs boson and bb̄ masses provide discrimination between t t̄ H and back-

ground processes. Information from such reconstructed variables can be combined with the MEMD1

discriminant to further help distinguish t t̄ H from other processes. The assignment efficiencies from

the reconstruction BDT in the t t̄ H
(
bb̄

)
analysis are slightly higher than those of the MEM, as the

BDT is specifically optimized for system reconstruction. The classification BDT thus includes inputs

from the reconstruction BDT which describe the kinematics of reconstructed objects. No information

about reconstructed objects from the MEM is used in the analysis.
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8. Observation of Yukawa interactions with third

generation quarks

The t t̄ H
(
bb̄

)
analysis described in chapter 6 is statistically combined with a range of other analyses,

resulting in the observation of Yukawa interactions with third generation quarks by the ATLAS collab-

oration. This chapter summarizes the evidence [2] and subsequent observation [3] of the t t̄ H process

in section 8.1 and section 8.2. The observation of H → bb̄ [38] is briefly summarized in section 8.3.

These results establish the Yukawa interactions of top and bottom quarks predicted by the SM. The

CMS collaboration also independently observed these interactions [39, 40], and both the CMS and

ATLAS collaborations observed Yukawa interactions of tau leptons [41, 42].

The measurements reported in this chapter include the t t̄ H signal strength µt t̄ H , defined like in

chapter 6 as the ratio of the measured cross-section to the SM prediction: µt t̄ H = σobs
t t̄ H/σSM

t t̄ H
.

8.1 Evidence for t t̄ H

Evidence for the t t̄ H process is obtained by statistically combining searches with the ATLAS detector

for t t̄ H with four different final states, which all use 36.1 fb−1 of Run-2 LHC data with
p

s = 13 TeV [2].

This includes the t t̄ H
(
bb̄

)
search [1], described in detail in chapter 6. Higgs boson decays to Z bosons

and subsequently four light leptons (electrons and muons) [146] are analysed in a targeted search.

The remaining final states with multiple leptons are considered separately [2]; these multi-lepton

final states originate from Higgs boson decays to Z and W bosons, as well as decays to tau leptons.

Lastly, Higgs boson decays to two photons are included [147].

8.1.1 Analyses entering the combination

The t t̄ H analysis for the H → Z Z∗ → 4l topology selects events with four leptons, which form two

pairs of leptons with the same flavor and opposite charge each. The invariant mass of the four lepton

system is required to be in a window around the Higgs boson mass, and additional jet and b-tagging

requirements are used to select events corresponding to the t t̄ H topology. A total of 0.5 events are

expected, out of which 0.4 events are expected to originate from t t̄ H production. No events are

observed.

The multi-lepton search analyzes t t̄ H final states with seven different topologies, defined via

different combinations of light leptons and tau leptons decaying to hadrons. Events selected for

the analysis need to have various combinations of leptons for the different topologies, while jet

and b-tagging requirements are included to select the t t̄ H phase space. Dedicated multivariate
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Table 8.1: Summary of the signal strength µt t̄ H and the observed and expected significance measured
in the individual analyses used to establish evidence for the t t̄ H process, as well as the combination
of all analyses. No events are observed in the analysis targeting H → Z Z∗ → 4l , hence the 68%
confidence level upper limit is reported for the signal strength [2].

µt t̄ H
Significance

Observed Expected

H → bb̄ 0.8+0.6
−0.6 1.4σ 1.6σ

H → Z Z∗ → 4l < 1.9 - 0.6σ

Multi-lepton 1.6+0.5
−0.4 4.1σ 2.8σ

H → γγ 0.6+0.7
−0.6 0.9σ 1.7σ

Combination 1.2+0.3
−0.3 4.2σ 3.8σ

analysis methods are used in most regions enriched in t t̄ H signal. Additional regions are included in

a combined fit to control background contributions.

The t t̄ H analysis with loop-induced Higgs boson decays to a system of photons, H → γγ, extracts

the t t̄ H signal from a fit of the di-photon invariant mass spectrum. The signal contribution results

in a peak over a smooth background distribution, this peak is located around the Higgs boson mass.

Besides requiring two photons in the event selection, the analysis contains channels for final states of

the t t̄ system with zero leptons or at least one lepton. Additional jet and b-tag requirements complete

the event selection. Different categories are defined via a BDT, which is trained to identify t t̄ H signal

events. A combined fit to the di-photon invariant mass spectra in all categories is used to measure the

t t̄ H signal.

8.1.2 Results

Table 8.1 summarizes the t t̄ H signal strength, µt t̄ H , measured in the four individual analyses, and in

the statistical combination of all analyses. It also includes the observed and expected significance of

the measurements, compared to the background-only hypothesis where the t t̄ H signal is absent. Due

to the lack of observed events in the H → Z Z∗ → 4l analysis, the 68% confidence level upper limit on

the signal strength is calculated with the CLS method described in section 5.2.2.

The statistical combination of the four analyses results in a signal strength measurement of

µt t̄ H = 1.17±0.19 (stat.) +0.27
−0.23 (syst.), (8.1)

dominated by systematic uncertainty. Leading systematic uncertainties in the measurement are the

modeling of t t̄ in the t t̄ H
(
bb̄

)
analysis, the cross-section uncertainty for t t̄ H , and the non-prompt

and fake lepton estimate in the multi-lepton analysis.

The background-only hypothesis, where µt t̄ H = 0, is excluded at 4.2σ, with an expected sensitivity

of 3.8σ when using the SM prediction for the t t̄ H signal. This result establishes evidence for the

121



8. Observation of Yukawa interactions with third generation quarks

t t̄ H process. The sensitivity is dominated by the multi-lepton channel, followed by contributions of

similar size from H → γγ and H → bb̄ final states.

The corresponding cross-section for the best-fit signal strength is measured as σt t̄ H = 590+160
−150 fb,

in agreement with the SM prediction of σt t̄ H = 507+35
−50 fb.

8.2 Observation of t t̄ H

The observation of the t t̄ H process by the ATLAS collaboration is achieved by combining the searches

for multi-lepton and H → bb̄ final states, which were also used to establish evidence for t t̄ H , with

searches using a larger dataset recorded at
p

s = 13 TeV for the H → γγ and H → Z Z∗ → 4l topologies

[3]. A combination with t t̄ H searches performed with Run-1 LHC data recorded at
p

s = 7 TeV andp
s = 8 TeV is also performed. The top quark Yukawa coupling is extracted in a combined fit of t t̄ H

searches and additional Higgs boson analyses performed at
p

s = 13 TeV.

8.2.1 Analyses entering the combination

The H → bb̄ topology is discussed in detail in chapter 6, and the multi-lepton search is briefly

described in section 8.1. Both of these searches use a dataset of 36.1 fb−1 and enter the statistical

combination.

The t t̄ H analysis targeting the H → Z Z∗ → 4l topology is updated to use 79.8 fb−1 of data [3]. The

approach to this search is similar to the approach for the prior search with 36.1 fb−1, described in

section 8.1.1. A BDT is used in one of the regions enriched in signal to further improve the sensitivity.

No events are observed, while 1.1 events are expected. The t t̄ H process is expected to contribute 0.6

of these expected events.

The analysis for t t̄ H with loop-induced Higgs boson decays to di-photon final states is also

updated to use 79.8 fb−1 of data [3]. A similar approach is used as for the search with the 36.1 fb−1

dataset described in section 8.1.1. The inclusion of four-momentum information for the reconstructed

objects results in an improved BDT performance for this search.

Additional searches for t t̄ H enter the combination when also considering data from Run-1 of the

LHC. These target the H → bb̄ final state [88, 90], multi-lepton final states [148] and di-photon final

states [149] of the Higgs boson.

8.2.2 Results

Figure 8.1 shows the t t̄ H cross-section measurement, divided by the SM prediction, which is obtained

in a combination of analyses using only
p

s = 13 TeV data from Run-2 of the LHC. The results per

analysis topology are obtained from a combined fit with four individual parameters for the t t̄ H

cross-section, which independently scale the t t̄ H contributions in each topology. The result of

the combined fit with only one cross-section parameter is also shown. The 68% confidence level

upper limit is reported for the H → Z Z∗ → 4l analysis, where no events are observed. Statistical

and systematic uncertainties affecting the measurements are drawn as yellow and blue rectangles,
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Figure 8.1: Results of the t t̄ H cross-section measurement, divided by the SM prediction, in the
statistical combination. The results per analysis topology are obtained from a fit with four independent
cross-section parameters. Statistical and systematic uncertainties are shown in yellow and blue,
respectively. The SM prediction is shown in red, with the associated uncertainty indicated as a gray
band. No events are observed in the H → Z Z∗ → 4l analysis, and the 68% confidence level upper
limit is reported [3].

respectively. The total uncertainty is shown as a black bar. The SM prediction is shown in red, with

a gray bar indicating uncertainties related to the t t̄ H cross-section prediction. These uncertainties

related to the t t̄ H cross-section are not included in the systematic uncertainty reported for the

measurement; this is in contrast to signal strength measurements, where they are included.

The statistical combination of the four searches for t t̄ H results in the observation of the t t̄ H

process. The background-only hypothesis is excluded at 5.8σ, with an expected sensitivity of 4.9σ,

when using only Run-2 data with
p

s = 13 TeV. When also including t t̄ H searches performed with the

ATLAS detector at
p

s = 7 TeV and
p

s = 8 TeV during Run-1 of the LHC, the exclusion is at 6.3σ, with

an expected sensitivity of 5.1σ.

The larger dataset and analysis improvements in the search for di-photon final states are the

dominant contribution to the increase in sensitivity compared to the t t̄ H combination described

in section 8.1. The observed significance when only considering this search targeting the H → γγ

topology is 4.1σ, with an expected sensitivity of 3.7σ. Contributions to the combination from H →
Z Z∗ → 4l are small, with an expected sensitivity of 1.2σ, but no observed events. The t t̄ H

(
bb̄

)
analysis has a smaller impact in this combination than in the t t̄ H combination establishing evidence

for the process.

Statistical and systematic effects have a similar impact on the combined measurement. Contribu-
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tions to the systematic uncertainty are dominated by t t̄ modeling in the t t̄ H
(
bb̄

)
analysis, the t t̄ H

cross-section uncertainty, and the non-prompt and fake lepton estimate in the multi-lepton search.

The t t̄ H cross-section is measured at
p

s = 13 TeV as σt t̄ H = 670±90+110
−100 fb. It agrees with the SM

prediction of σt t̄ H = 507+35
−50 fb.

8.2.3 Top quark Yukawa coupling

An interpretation of ATLAS Higgs boson measurements in terms of Yukawa couplings can be per-

formed by allowing these couplings to vary. The effective coupling κt scales the top quark Yukawa

coupling as a multiplicative factor. When combining the t t̄ H analyses performed at
p

s = 13 TeV with

other analyses using up to 79.8 fb−1 of Run-2 data from the LHC, the effective coupling is measured as

κt = 1.02+0.11
−0.10 [37]. The value is consistent with the SM, which predicts κt = 1. In this measurement, the

effective couplings to weak gauge bosons, bottom quarks, tau leptons, and muons are also extracted

simultaneously with κt, and are all compatible with their SM predictions. It assumes no BSM particles

coupling to the Higgs boson. The ratio of effective couplings to top quarks and gluons is measured to

be κt/κg = 1.10+0.15
−0.14, also compatible with the SM prediction.

8.3 Observation of H → bb̄

The statistical combination of ATLAS searches for multiple Higgs boson production modes, with Higgs

boson decays to bb̄, results in the observation of H → bb̄ [38]. The dominant contribution to this

combination comes from the search of V H production of Higgs bosons, with decays H → bb̄. Both

the search with Run-1 data [150] and Run-2 data [38] are included. The t t̄ H
(
bb̄

)
search [1] described

in chapter 6 enters the combination, as does the corresponding Run-1 search [88]. Two searches for

vector boson fusion Higgs production with H → bb̄ are included as well, using Run-1 data [151] and

Run-2 data [152] of the LHC.

The observed significance for H → bb̄ decays from this combination is 5.4σ, with an expected

sensitivity of 5.5σ. Table 8.2 summarizes the observed and expected significance per production

mode, and for the combination. The result per production mode includes two searches each, using

both Run-1 and Run-2 data. The overall sensitivity is dominated by the V H channel. The t t̄ H channel

has a small contribution; the leading contribution to the t t̄ H significance comes from the Run-2

t t̄ H
(
bb̄

)
analysis.

With the cross-sections for Higgs boson production processes fixed to the SM prediction, the

H → bb̄ signal strengthµH→bb̄ measures the ratio of the observed branching ratio to the SM prediction.

In the combination of all channels, the signal strength is measured as

µH→bb̄ = 1.01±0.20 = 1.01±0.12 (stat.) +0.16
−0.15 (syst.), (8.2)

dominated by systematic uncertainty and consistent with the SM prediction.
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Table 8.2: Observed and expected significance for H → bb̄ decays. The results are reported separately
per production mode, and for the statistical combination of all channels [38].

Significance
Process Observed Expected

Vector boson fusion 0.9σ 1.5σ

t t̄ H 1.9σ 1.9σ

V H 5.1σ 4.9σ

Combination 5.5σ 5.4σ

The effective coupling strength scaling the bottom Yukawa coupling is extracted in a combination

of analyses, as described in section 8.2.3, as κb = 1.06+0.19
−0.18 [37]. It is compatible with the SM prediction

of κb = 1.
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9. Search for t t̄ H
(
bb̄

)
with 139 fb−1 of data

With the Run-2 of the LHC completed, and 139.0 fb−1 of data recorded by the ATLAS experiment

available for physics analyses, this chapter provides an outlook on the sensitivity of a t t̄ H
(
bb̄

)
analysis

with this data. Many of the details of this study follow the description of the analysis published with

36.1 fb−1 [1], which is documented in chapter 6. This chapter highlights important aspects and

differences to the treatment described previously.

The analysis presented here is designed to provide a robust baseline configuration for the next iter-

ation of the t t̄ H
(
bb̄

)
analysis. Region definitions and multivariate analysis techniques are simplified,

and only the single-lepton channel is considered. MC samples for physics analyses with the ATLAS

experiment are centrally produced for use by the whole collaboration. The modeling and treatment of

systematic uncertainties in the study documented in this chapter differs in several regards from the

36.1 fb−1 analysis, mostly caused by the availability of MC samples.

The design of the ATLAS search for t t̄ H
(
bb̄

)
with the full Run-2 dataset is not finalized at the time

of writing this chapter. In order to not bias decisions taken regarding the analysis design, data is not

shown in bins of any distributions where the t t̄ H signal is expected to contribute more than 5% to

the bin yield. Bins affected by this blinding are indicated with a gray hashed area. In addition to this,

this chapter does not include any fits to data, and only shows the expected sensitivity obtained from

fitting an Asimov dataset.

9.1 Event selection

The event selection for the analysis is very similar to the selection described in section 6.2. Relevant

changes in object definitions and the definition of the single-lepton channel are listed in this section.

9.1.1 Dataset

The analysis uses proton–proton collision events provided by the LHC between 2015 and 2018 atp
s = 13 TeV. They are recorded by the ATLAS detector and required to fulfill the quality criteria from

section 3.2.7. The integrated luminosity of this dataset is 139.0 ± 2.4 fb−1. Figure 3.2 shows the mean

amount of interactions in each bunch crossing per year, including data recorded by ATLAS but not

used for physics analyses. Its mean value of 34 interactions for this dataset is increased compared to

the analysis performed with 36.1 fb−1.

126



9. Search for t t̄ H
(
bb̄

)
with 139 fb−1 of data

9.1.2 Object definitions

The basic object definitions correspond to those listed in section 6.2.2, with minor changes. Electrons

need to satisfy the medium identification operating point, while muons need to satisfy the loose

identification operating point. No isolation requirements are applied for either of these light leptons.

Jet definitions are unchanged. After applying the overlap removal, electron and muon identification

operating points are tightened to tight and medium, respectively. Electrons also need to satisfy the

gradient isolation operating point, while muons need to fulfill the FCTTO isolation operating point.

9.1.3 Definition of the single-lepton channel

Events are recorded with single electron and muon triggers, with thresholds as described in sec-

tion 6.2.3. The thresholds from 2016 stay the same for 2017 and 2018. An additional muon trigger is

added in the barrel region for 2017–2018, with a transverse momentum threshold of 60 GeV.

Events are required to have at least five jets, exactly one reconstructed light lepton, and not more

than one hadronic tau lepton. The boosted region definition is unchanged. All remaining events

are considered for the resolved regions, provided they contain at least three jets satisfying the tight

b-tagging operating point.

9.2 Modeling

The modeling of all processes relevant to this analysis is very similar to the setup described in

section 6.3. This section focuses on differences compared to the previous setup. All processes

are modeled with MC simulation. Contributions from fake and non-prompt leptons are negligible

and therefore not included. The nominal samples used to describe t t̄ production are simulated with

the AFII method, described in reference [58]. Additional events are simulated in regions of phase

space the analysis is targeting. This decreases the sizeable uncertainty related to background model

statistical uncertainties that was observed in the t t̄ H
(
bb̄

)
analysis with 36.1 fb−1, as listed in table 6.5.

9.2.1 t t̄ H signal

The t t̄ H signal is modeled with POWHEG-BOX v2 [100–102, 153], referred to in the following as

POWHEG, at NLO in QCD and using the NNPDF3.0NLO PDF set [96]. Parton showering and hadroniza-

tion are simulated with PYTHIA 8.230 [97], using the A14 set of free parameters [98].

9.2.2 t t̄ + jets background

The dominant background process in this analysis is top quark pair production. It is modeled with

the POWHEG generator [103] and an updated version of PYTHIA, using 8.230 with the A14 tune. The

split of t t̄ into components is performed as described in section 6.3.2. No reweighting to a prediction

from a 4F scheme sample is performed.
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9.2.3 Other backgrounds

The modeling of V +jets and t t̄V processes is unchanged. Diboson samples use a combination of

SHERPA 2.2.1 and 2.2.2 [94, 113–115]. Single top quark production in the s- and t-channel, as well as

Wt , is simulated at NLO with POWHEG and the NNPDF3.0NLO PDF set. The t-channel is simulated

in the 4F scheme. The t Z and tWZ processes are simulated with MADGRAPH5_AMC@NLO [95], in

the following abbreviated as MG5_AMC@NLO. Parton showering and hadronization are performed

with PYTHIA 8 for all five of these single top quark processes. The production of four top quarks,

t t̄ t t̄ , is simulated at NLO with MG5_AMC@NLO and PYTHIA 8; the t t̄W W process is not considered

separately. No additional Higgs production mechanisms are considered, including the associated

production with a single top quark.

9.2.4 Inclusive modeling of data

Figure 9.1 compares the model described to data, showing the distribution of the number of jets

per event. It includes all events satisfying the event selection for the single-lepton channel. The

uncertainty band drawn as a hashed blue area combines statistical and systematic uncertainties,

described in section 9.5, with the exception of uncertainties from the free-floating normalization

factors for the t t̄+≥ 1b and t t̄+≥ 1c processes. Due to the tightened b-tagging requirements, the

contribution from t t̄ + light processes is smaller than in figure 6.4, which shows the corresponding

distribution for the 36.1 fb−1 analysis.

The agreement with data is worse in figure 9.1 than in the corresponding figure 6.4 for the 36.1 fb−1

analysis. While many small differences contribute to this, a large contribution comes from an im-

proved jet calibration. Differences between the predicted distribution and data are covered by system-

atic uncertainties, and the normalization difference can be corrected with free-floating k
(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
normalization factors. The background model describes data well in fits to data

performed with signal-depleted regions.

Figure 9.2 shows the number of b-tagged jets at the operating points very tight, tight, medium,

and loose. The model underestimates data, particularly for events with many b-tagged jets. No events

with only two b-tagged jets at the loose operating point are considered in the analysis, since either

three b-tagged jets are required at the tight operating point for the resolved selection, or four b-tagged

jets at the loose operating point for the boosted selection.

The modeling improves considerably when applying the best-fit normalization factors for t t̄+≥ 1b

and t t̄+≥ 1c obtained in the previous analysis, which are given in equation (6.2). With this scaling

applied, model and data agree well within the uncertainties related to the model, for the distributions

of the number of jets and b-tagged jets.

9.3 Event categorization

Events in the single-lepton channel are divided into five signal regions and two control regions. The

region design is simplified compared to the previous configuration described in section 6.4.
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Figure 9.1: Expected distribution of the number of jets per event, compared to data. The uncertainties
shown include all sources of systematic uncertainty described in section 9.5, with the exception of
the free-floating normalization factors for the t t̄+≥ 1b and t t̄+≥ 1c processes. The t t̄ H distribution
normalized to the total background is overlaid as a dashed red line.

9.3.1 Region definitions

The SRboosted signal region remains as defined in section 6.4.1. The resolved regions are divided

according to jet multiplicity and b-tagging requirements. Separate regions are formed for events with

exactly five jets, and for events with six or more jets. The SR5j
1 and SR≥6j

1 signal regions are unchanged,

requiring at least four jets that are b-tagged at the very tight operating point. Two control regions

are defined by requiring exactly three jets b-tagged at the tight operating point, these regions are

CR5j and CR≥6j, for events with exactly five or six and more jets, respectively. All remaining events

enter two intermediate signal regions. They require at least four jets that are b-tagged at the tight

operating point, but less than four jets b-tagged at the very tight operating point. The two resulting

signal regions are called SR5j
2 and SR≥6j

2 .

9.3.2 Region composition and signal contributions

The composition of background processes in the seven regions is summarized in figure 9.3. The

t t̄+≥ 1b process dominates in contribution to signal regions. Control regions have a larger amount of

t t̄ + light, while t t̄+≥ 1c is not dominant in any region. Contributions from t t̄V and non-t t̄ processes

are small, but not negligible.

Signal contributions to the seven regions are summarized in figure 9.4. For each region, the

fraction of expected signal events (S) to the total background (B) is listed. The histograms furthermore

visualize S/
p

B; blue bars are used to indicate control regions, while red bars are used in signal regions.

The relative contribution of signal is increased in the SR≥6j
1 and SR5j

1 signal regions compared to the

36.1 fb−1 t t̄ H
(
bb̄

)
analysis, which uses these regions as well. This is caused by the improved b-tagging
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Figure 9.2: Expected distribution of the number of b-tagged jets per event at the four operating points
(very tight, tight, medium, loose), compared to data. The uncertainties shown include all sources of
systematic uncertainty described in section 9.5, with the exception of the free-floating normalization
factors for the t t̄+≥ 1b and t t̄+≥ 1c processes. The t t̄ H signal is shown both in the stacked histogram,
contributing in red, as well as a dashed red line drawn on top of the stacked histogram. Data is not
shown in bins where the t t̄ H signal is expected to contribute more than 5% to the yield, indicated by
a gray hashed area.
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Figure 9.3: Composition of background processes per region. Each pie chart shows the relative
contributions per process, with the processes defined in section 9.2.

algorithm. There are also substantial increases in S/
p

B due to the large increase in the size of the

dataset used.

9.4 Multivariate analysis techniques

The multivariate analysis approach employed in the signal regions to discriminate between the t t̄ H

signal and background processes is very similar to the approach for the previous analysis, described

in section 6.5. It consists of two stages, with a reconstruction BDT and LHD employed in the first stage.

The second stage consists of the classification BDT. Information from the reconstruction BDT and

LHD is included in all resolved signal regions. Variables related to kinematic quantities and b-tagging

are also used.

9.5 Systematic uncertainties

The implementation of systematic uncertainties follows the treatment described in section 6.6.1. This

section summarizes changes with respect to the previous analysis.
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Figure 9.4: Signal contributions per region, calculated with the expected amount of t t̄ H events (S)
and background events (B) per region. The histograms show S/

p
B, with blue bars for control regions

and red bars indicating signal regions. S/B is also listed for each region.

9.5.1 Experimental uncertainties

A relative uncertainty of 1.7% is assigned to the total size of the dataset used, derived with a method

similar to reference [50]. The majority of experimental uncertainties closely corresponds to the

description in section 6.6.2.

Leptons

Systematic uncertainties related to the electron energy scale calibration are split into two components,

while the remaining nuisance parameters associated to leptons are unchanged. This results in a

total of seven nuisance parameters related to electrons. The 15 nuisance parameters associated to

muons are unchanged. No uncertainties related to tau leptons are considered; they are expected to be

negligible given their effect in the 36.1 fb−1 analysis.

Jets

Uncertainties related to the jet energy scale calibration are described by a set of 31 nuisance parame-

ters, split into more components than in the previous analysis. The treatment of nuisance parameters
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related to jet energy resolution is also updated, resulting in eight associated nuisance parameters.

One more nuisance parameter is related to the jet vertex tagger, resulting in a total of 40 nuisance

parameters associated to jets.

Flavor tagging

The b-tagging calibration used in this analysis describes uncertainties related to b-tagging efficiency,

split into 45 sources. Mis-tag rates for c- and light jets are split into 20 sources each, for a total of 85

nuisance parameters related to b-tagging.

Missing transverse energy

The treatment of uncertainties related to the E miss
T calculation is unchanged, with three associated

nuisance parameters.

9.5.2 Signal and background modeling

The treatment of systematic uncertainties related to the modeling of processes follows section 6.6.3,

with differences mostly due to the availability of MC samples.

t t̄ H signal

Uncertainties related to the t t̄ H cross-section and Higgs boson branching ratios are unchanged. A

comparison of the nominal POWHEG+PYTHIA 8 sample to a sample produced with MG5_AMC@NLO

and PYTHIA 8 is implemented as a nuisance parameter capturing effects due to the event generator

choice. The choice of PS and hadronization model is described by a comparison of the nominal

sample to one generated with POWHEG and HERWIG 7 [125]. Uncertainties related to ISR and FSR

are described by two nuisance parameters. The ISR nuisance parameter compares the nominal

configuration to a variation of renormalization and factorization scale, as well as the tune used in the

PS. The nuisance parameter related to FSR varies the renormalization scale.

t t̄ + jets background

The t t̄ cross-section uncertainty treatment remains the same, as do the free-floating normalization

factors k
(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
. All other t t̄ modeling nuisance parameters are split across the

three t t̄ components. Samples used to estimate modeling uncertainties are reweighted to match the

t t̄+≥ 1b, t t̄+≥ 1c and t t̄ + light fractions predicted by the nominal POWHEG+PYTHIA 8 sample.

A t t̄ sample generated with MG5_AMC@NLO and PYTHIA 8 is compared to the nominal sample

to estimate the uncertainty related to the choice of NLO event generator. The choice of PS and

hadronization model is described with an uncertainty derived from the comparison to a sample

produced with POWHEG+HERWIG 7. Uncertainties related to ISR and FSR modeling are derived with

the same method as used for t t̄ H , and described with two nuisance parameters per t t̄ component.
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Table 9.1: Systematic uncertainty sources affecting the modeling of t t̄ + jets. The left column shows
the individual sources, while the central column describes how the effect is evaluated. The column
on the right lists on which t t̄ components the sources act on, and whether the effect is correlated
between the components.

Systematic sources Description t t̄ categories

t t̄ cross-section Up or down by 6% All, correlated

k(t t̄+≥ 1b) Free-floating t t̄+≥ 1b normalization t t̄+≥ 1b

k(t t̄+≥ 1c) Free-floating t t̄+≥ 1c normalization t t̄+≥ 1c

Event generator MG5_AMC@NLO+PYTHIA 8 vs. POWHEG+PYTHIA 8 All, uncorrelated

PS & hadronization POWHEG+HERWIG 7 vs. POWHEG+PYTHIA 8 All, uncorrelated

ISR Variations of µR, µF, and PYTHIA 8 tune All, uncorrelated

FSR Variation of µR All, uncorrelated

A summary of the nuisance parameters for t t̄ is shown in table 9.1. Four sources of uncertainty

affect each of the t t̄ components separately.

Small backgrounds

The normalization uncertainties assigned to all small background processes remain the same, with

the exception of the normalization of Z +jets events. These events are assigned a single nuisance

parameter describing a 35% uncertainty.

For the Wt , s- and t-channel, additional samples are generated with POWHEG+HERWIG 7. The

comparison of those samples to the nominal POWHEG+PYTHIA 8 samples is used to describe un-

certainties related to the choice of PS and hadronization model, with one nuisance parameter for

each sample. A comparison between the nominal Wt sample, and another one generated with

MG5_AMC@NLO and PYTHIA 8, is implemented as a nuisance parameter describing the event gen-

erator choice. An additional uncertainty for the Wt sample is derived from the comparison of the

nominal diagram removal scheme to the diagram subtraction scheme [119]. This results in a total of

five nuisance parameters related to modeling of single top quark processes.

9.5.3 Summary of systematic uncertainty sources

An overview of systematic uncertainties in the analysis is provided in table 9.2. Nuisance parameters

affecting only normalization are indicated by type N , those affecting both shape and normalization

are type S +N . The amount of components per source is listed in the last column.

9.6 Statistical analysis and results

This section summarizes the expected sensitivity of the analysis to the t t̄ H signal. The statistical

treatment corresponds to the description from section 6.7. Seven regions enter the simultaneous fit.
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Table 9.2: List of the systematic uncertainties affecting the analysis. The type N indicates uncertainties
changing normalization of the affected process, uncertainties with type S +N can change both shape
and normalization. The amount of different components per source is listed in the third column.

Systematic uncertainty Type Components

Experimental uncertainties
Luminosity N 1
Pile-up modeling S +N 1

Physics objects
Electron S +N 7
Muon S +N 15
Jet energy scale S +N 31
Jet energy resolution S +N 8
Jet vertex tagger S +N 1
E miss

T S +N 3

b-tagging
Efficiency S +N 45
Mis-tag rate (c) S +N 20
Mis-tag rate (light) S +N 20

Modeling uncertainties
Signal

t t̄ H cross-section N 2
H branching fractions N 3
t t̄ H modeling S +N 4

t t̄ background
t t̄ cross-section N 1
t t̄+≥ 1c normalization free-floating N 1
t t̄+≥ 1b normalization free-floating N 1
t t̄ + light modeling S +N 4
t t̄+≥ 1c modeling S +N 4
t t̄+≥ 1b modeling S +N 4

Other backgrounds
W +jets normalization N 3
Z +jets normalization N 1
Diboson normalization N 1
t t̄W cross-section N 2
t t̄ Z cross-section N 2
Single top cross-section N 6
Single top modeling S +N 5
t t̄ t t̄ normalization N 1
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In the two control regions, CR5j and CR≥6j, the distribution of the H had
T variable is used. The remaining

five signal regions use distributions of the classification BDT. Statistical uncertainties related to the

model are below 5% across all bins.

9.6.1 Expected sensitivity

The expected analysis sensitivity is evaluated in a fit of the model to an Asimov dataset. The resulting

signal strength and free-floating normalization factors are

µt t̄ H = 1.00±0.18 (stat.)+0.29
−0.24 (syst.) = 1.00+0.34

−0.31,

k
(
t t̄+≥ 1b

)= 1.00+0.24
−0.19,

k
(
t t̄+≥ 1c

)= 1.00+0.45
−0.35.

(9.1)

The sensitivity increases substantially compared to the 36.1 fb−1 analysis, where the signal strength

expected when fitting the single-lepton channel model to an Asimov dataset was µt t̄ H = 1.00+0.68
−0.65.

The increase can only partially be attributed to the larger dataset, given that the 36.1 fb−1 analysis

sensitivity was already limited by systematic uncertainties. Despite the larger dataset, the level of

expected constraints on nuisance parameters is overall similar, as the selection requirements in the

139.0 fb−1 analysis are tightened. Less events enter the fit compared to the 39.1 fb−1 analysis. The

uncertainty source with the second largest impact in the 36.1 fb−1 analysis, given by the comparison of

the SHERPA4F prediction for t t̄+≥ 1b to the nominal configuration, does not have an equivalent in this

analysis. Additional uncertainties related to t t̄+≥ 1b modeling derived from the SHERPA4F sample

are also not considered, leading to an increase in sensitivity. The improved b-tagging calibration

results in more powerful signal regions, which improve the performance further.

The expected significance over the SM background prediction is 3.3σ, thereby surpassing the

threshold for evidence for the t t̄ H
(
bb̄

)
process. This sensitivity is likely to decrease when considering

a comparison between a 4F scheme and 5F scheme prediction for t t̄ as an additional uncertainty.

The analysis presented in this chapter is however not optimized for sensitivity, and a dedicated

optimization of the region definitions and multivariate analysis techniques can increase the sensitivity

further. The inclusion of the dilepton channel, which is not considered in this chapter, will also result

in a sensitivity increase.

Distributions before and after the fit

Figure 9.5 shows a summary of the yield in all regions considered in the fit. The pre-fit model is

shown at the top, with the post-fit model below, obtained from the fit to the Asimov dataset. The

comparison between the post-fit model and data is not meaningful, hence data is not included in the

corresponding figure. No uncertainty related to k
(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included pre-fit. The

expected t t̄ H signal is shown in red contributing to the stacked histogram, and also drawn overlaid as

a dashed red line. The expected uncertainties decrease post-fit due to correlations between nuisance

parameters and their constraints.
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Figure 9.5: Overview of the yields in all regions pre-fit (top) and post-fit (bottom). The uncertainty
bands include all sources of systematic uncertainty described in section 9.5. No uncertainty related
to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal is shown both in the stacked

histogram, contributing in red, as well as a dashed red line drawn on top of the stacked histogram. It
is normalized to the SM prediction. Data is only compared to the pre-fit model, and not shown in
bins where the t t̄ H signal is expected to contribute more than 5% to the yield, indicated by a gray
hashed area.
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Figure 9.6: Comparison between data and the model for the control regions CR5j (top) and CR≥6j (bot-
tom), with pre-fit on the left and post-fit on the right. The uncertainty bands include all sources of sys-
tematic uncertainty described in section 9.5. No uncertainty related to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal shown in red in the stacked histogram is normalized to the SM
prediction. Events with H had

T < 200 GeV or H had
T > 800 GeV are included in the leftmost and rightmost

bins of the CR5j distributions, respectively. Similarly, events with H had
T < 250 GeV or H had

T > 1150 GeV
are also included in the outermost bins of the CR≥6j distributions. Data is only compared to the pre-fit
model.

The H had
T distributions in the two control regions which enter the fit, CR5j and CR≥6j, are shown in

figure 9.6. Figure 9.7 shows the classification BDT distributions in the SR5j
1 , SR5j

2 , and SRboosted regions,

while figure 9.8 shows the corresponding distributions in the SR≥6j
1 and SR≥6j

2 regions. All distributions

are shown with the binning used in the fit. The t t̄ H distribution, normalized to the total background

prediction, is overlaid as a dashed red line in the signal region distributions. Data is only included in

pre-fit distributions.
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Figure 9.7: Comparison between data and the model for the signal regions SR5j
1 (top), SR5j

2 (middle) and
SRboosted (bottom), with pre-fit on the left and post-fit on the right. The uncertainty bands include all
sources of systematic uncertainty described in section 9.5. No uncertainty related to k

(
t t̄+≥ 1b

)
and

k
(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal shown in red in the stacked histogram is normalized to

the SM prediction. The t t̄ H distribution normalized to the total background is overlaid as a dashed
red line. Data is only compared to the pre-fit model, and not shown in bins where the t t̄ H signal is
expected to contribute more than 5% to the yield, indicated by a gray hashed area.
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Figure 9.8: Comparison between data and the model for the signal regions SR≥6j
1 (top) and SR≥6j

2 (bot-
tom), with pre-fit on the left and post-fit on the right. The uncertainty bands include all sources of sys-
tematic uncertainty described in section 9.5. No uncertainty related to k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal shown in red in the stacked histogram is normalized to the SM
prediction. The t t̄ H distribution normalized to the total background is overlaid as a dashed red line.
Data is only compared to the pre-fit model, and not shown in bins where the t t̄ H signal is expected to
contribute more than 5% to the yield, indicated by a gray hashed area.
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9. Search for t t̄ H
(
bb̄

)
with 139 fb−1 of data
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Figure 9.9: The 20 dominant nuisance parameters in the fit, ranked according to their impact on the
signal strength. The empty rectangles correspond to the pre-fit impact, while the filled rectangles show

the post-fit impact per nuisance parameter. The upper axis shows the impact ∆µ. The pull θ̂−θ0
∆θ of the

nuisance parameter is shown as black points, with the vertical black lines visualizing the post-fit nui-
sance parameter uncertainty ∆θ̂. MG5 refers to samples generated with MG5_AMC@NLO+PYTHIA 8.

9.6.2 Dominant nuisance parameters and sources of uncertainty

All nuisance parameters are ranked according to their impact, as defined in section 6.7.3. The 20

dominant contributions are summarized in figure 9.9. Pre- and post-fit impact are drawn with empty

and filled rectangles, respectively. The upper axis shows the impact ∆µ of each nuisance parameter,

while the pull is indicated on the lower axis, and drawn with black points. No pulls are present in this

fit to the Asimov dataset by design. Constraints are indicated by the vertical black lines. The central

value and pre-fit uncertainty for k
(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
are not defined, and set to ∆θ = θ0 = 1

in the figure. MG5 refers to samples generated with MG5_AMC@NLO+PYTHIA 8.

Systematic uncertainties in the analysis are dominated by the modeling of t t̄+≥ 1b. The largest

individual uncertainty in the analysis is related to the choice of the event generator for t t̄+ ≥
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1b, defined by comparing the nominal POWHEG+PYTHIA 8 setup to the sample produced with

MG5_AMC@NLO+PYTHIA 8. It predicts large shape variations for t t̄+ ≥ 1b in the most sensitive

signal regions, which have an effect specifically in the bins most enriched in t t̄ H signal. This nuisance

parameter also predicts shape variations for t t̄+≥ 1b in the control regions and is constrained by

the fit. The corresponding nuisance parameter is the most dominant in the 36.1 fb−1 analysis as

well. The k
(
t t̄+≥ 1b

)
normalization factor has the second highest impact, followed by t t̄+≥ 1b FSR.

Both k
(
t t̄+≥ 1b

)
and the t t̄+≥ 1b FSR nuisance parameter affect the t t̄+≥ 1b normalization; the

t t̄+≥ 1b FSR nuisance parameter defines a variation of the t t̄+≥ 1b normalization of around 15%

per region, with only a small effect on the shape of the t t̄+ ≥ 1b distributions. The fit determines

that it is strongly anti-correlated with k
(
t t̄+≥ 1b

)
, with a correlation of around 75%. A correlation

matrix for this fit is provided in appendix section B.1. The nuisance parameter assigned to t t̄+≥ 1b

PS and hadronization model similarly affects the t t̄+ ≥ 1b normalization, and predicts variations

around 10–25% per region, with slightly larger predicted shape variations. The variations decrease the

t t̄+≥ 1b yield, and this nuisance parameter is strongly correlated with k
(
t t̄+≥ 1b

)
as well.

Uncertainties related to the modeling of t t̄ H follow in the ranking, related to the t t̄ H cross-section

and the choice of event generator. Several additional nuisance parameters related to t t̄ H also are

included within the 20 most dominant contributions. The impact of t t̄+≥ 1c and t t̄ + light modeling

is smaller than the impact of t t̄+≥ 1b modeling. The dominant experimental uncertainties are related

to b-tagging and jet calibration.

Uncertainties grouped by source

Table 9.3 shows contributions to the total predicted uncertainty ∆µ for the t t̄ H signal strength,

grouped by sources of uncertainty. The method to obtain these results is equivalent to the description

in section 6.7.3. The dominant source of uncertainty is the modeling of t t̄+ ≥ 1b, with smaller

contributions from the other components t t̄+≥ 1c and t t̄ + light. The modeling of t t̄ H is also a large

source of uncertainty. The statistical uncertainties related to the background model are significantly

reduced in impact compared to the 36.1 fb−1 analysis due to the use of additional samples to populate

the phase space selected by the analysis with more MC events.
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Table 9.3: Contributions to the signal strength uncertainty, grouped by sources. The total statistical
uncertainty includes effects from the k

(
t t̄+≥ 1b

)
and k

(
t t̄+≥ 1c

)
normalization factors, while the

intrinsic statistical uncertainty does not.

Uncertainty source ∆µ

Systematic uncertainties
t t̄ H modeling +0.18 −0.08
t t̄+≥ 1b modeling +0.19 −0.19
t t̄+≥ 1c modeling +0.07 −0.07
t t̄ + light modeling +0.08 −0.07
Other background modeling +0.07 −0.07
Experimental uncertainties +0.15 −0.14
Background model statistical uncertainties +0.04 −0.05

Total systematic uncertainty +0.29 −0.24

Statistical uncertainties
t t̄+≥ 1b normalization +0.13 −0.12
t t̄+≥ 1c normalization +0.05 −0.05
Intrinsic statistical uncertainty +0.12 −0.11

Total statistical uncertainty +0.18 −0.18

Total uncertainty +0.34 −0.31
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10. Muon trigger efficiency measurement

The ATLAS muon trigger system identifies events containing one or more muons at various thresholds

of transverse momentum. It is described in section 3.2.6. Muons are produced by a wide range of

processes, and muon triggers are consequently used in many different physics analyses in the ATLAS

collaboration. They are an essential ingredient to the t t̄ H
(
bb̄

)
analyses presented in chapter 6 and

chapter 9.

This chapter describes a measurement of the ATLAS muon trigger efficiency for muons with

pT > 100 GeV. The measurement is performed in two channels, dominated by contributions from t t̄

and W +jets processes. It is complimentary to measurements performed with decays of Z bosons to

muon pairs (which use a method similar to reference [53]), where the muons typically have smaller

transverse momenta. The efficiency is computed with data recorded in 2016–2018, and compared

to the expected efficiency from the simulation of the ATLAS detector. The simulation can then be

corrected to match the efficiency measured in data. This correction uses the ratio of efficiencies

measured in data to the efficiency measured in simulation; the ratio is called scale factor (SF).

Section 10.1 outlines the method used for the trigger efficiency measurement in this chapter. The

event selection and definitions of the two channels are provided in section 10.2. Section 10.3 describes

the samples of simulated events used in this measurement. Systematic uncertainties affecting the

measurement are listed in section 10.4, followed by a presentation of the results in section 10.5.

10.1 Analysis method

The efficiency of a trigger is evaluated from a set of events containing objects that the trigger should

identify, and then measuring the fraction of events in which a positive trigger decision is made. In

order to not bias the measurement, the event selection should not be correlated to the performance of

the trigger under investigation. The tag-and-probe method is used to achieve this. Events are selected

by a tag trigger, and are required to also contain the object that the probe trigger is designed to identify.

The probe trigger efficiency is the fraction of these events in which the probe trigger sends a positive

trigger decision.

For the muon trigger efficiency measurements in this chapter, the tag trigger identifies events

based on their missing transverse energy, E miss
T . The muons used to study the trigger performance

mostly originate from W boson decays, and are produced together with neutrinos. Events with high

momentum muons are therefore also generally expected to have a significant amount of E miss
T . The

event selection requires events to pass the E miss
T tag trigger, and to contain exactly one muon.

The probe trigger is a logical or between two muon triggers. They identify events with pT > 26 GeV
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10. Muon trigger efficiency measurement

muons and an isolation requirement, or muons with pT > 50 GeV and no isolation requirement,

respectively. These two triggers perform very similarly for the muon transverse momentum range

pT > 100 GeV targeted by this measurement, and are therefore combined.

The trigger efficiency is measured separately for each year of data-taking. It varies due to small

changes to the trigger algorithms and the trigger chambers in the ATLAS MS system implemented

throughout Run-2 of the LHC. No muon trigger SFs are applied in the derivation of the trigger

efficiencies.

The trigger efficiency can also be measured in t t̄ decays resulting in one muon and one electron.

In this case, an electron tag trigger can be used. The trigger efficiencies obtained with this topology

are consistent with those shown in section 10.5.

10.2 Event selection and categorization

This section summarizes the selection of events entering the trigger efficiency measurement. Two

different channels, one enriched in t t̄ events and another enriched in W +jets events, are used inde-

pendently to measure the muon trigger efficiency.

10.2.1 Dataset

The measurement uses events from proton–proton collisions at
p

s = 13 TeV, delivered by the LHC

in 2016–2018, and recorded by the ATLAS detector. The events need to fulfill all quality criteria

specified in section 3.2.7. The resulting dataset corresponds to an integrated luminosity of 135.7 fb−1.

Figure 3.2 shows the distribution of the mean number of interactions per bunch crossing for data

recorded during the three years considered in this measurement. It also includes additional data

recorded by ATLAS that is not used for physics analyses. Data recorded in 2015 is not considered

due to the small size of this dataset, which has an integrated luminosity of only 3.2 fb−1. Trigger

efficiency measurements for the 2015 dataset are performed with Z boson decays to muon pairs. The

statistical uncertainties for trigger efficiencies measured with the t t̄ and W +jets topologies are very

large, making the measurement with these topologies less useful for this small dataset.

10.2.2 Object definitions

Muons considered in this analysis must have pT > 25 GeV, and need to be within |η| < 2.5. They are

required to satisfy the medium identification operating point, and no requirement is applied regarding

their isolation.

Electrons need to have pT > 25 GeV and be reconstructed within |η| < 2.47, but are removed if

they fall into the 1.37 < |η| < 1.52 transition region between calorimeter barrel and end-cap. They

need to satisfy the tight identification operating point and the gradient isolation operating point.

Jets are required to have pT > 25 GeV and be located within |η| < 2.5. The overlap removal

procedure described in section 4.6 is applied.
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10. Muon trigger efficiency measurement

10.2.3 Definition of the t t̄ and W +jets channels

Events in this measurement are recorded with E miss
T triggers. They require a threshold of E miss

T >
50–60 GeV at L1, and E miss

T > 100–110 GeV at the HLT stage across the three years 2016–2018. All

selected events are then required to satisfy E miss
T > 200 GeV. This puts them far above the E miss

T trigger

thresholds, and outside the range where the E miss
T trigger simulation does not model the behavior in

data well.

All events need to contain exactly one muon with transverse momentum above 27 GeV, and no

electrons with transverse momentum above 25 GeV.

t t̄ channel

Events in the t t̄ channel need to contain at least four jets. At least one jet has to be b-tagged at the

medium operating point. The resulting selection of events is dominated by those originating from t t̄

production.

W +jets channel

The W +jets channel selects mostly events from W +jets production. It requires events to have at most

four jets, and no jet that is b-tagged at the medium operating point. This selection guarantees that

there is no overlap between both channels.

10.3 Modeling

The muon trigger efficiency obtained in the simulation of ATLAS is evaluated using samples very

similar to those described in section 9.2. The event topology targeted in this trigger efficiency mea-

surement is different from the t t̄ H
(
bb̄

)
analysis, with relaxed b-tagging and a large amount of E miss

T

required. Consequently, the samples considered and their treatment are slightly different. The t t̄

process is modeled with POWHEG+PYTHIA 8 [97, 100–103], but is not split into multiple components.

Both W +jets and Z +jets processes are simulated with SHERPA 2.2.1 [94, 113–115]. Events from the

Z +jets process containing b- or c-jets are not scaled by the factor 1.3 used in the t t̄ H
(
bb̄

)
analysis

due to the different phase space region used in this trigger efficiency measurement. The remaining

processes have small contributions, and are produced as described in section 9.2.3. These include

the production of single top quark, t t̄V , diboson, and t t̄ t t̄ final states. No Higgs boson production

processes are considered in this measurement, as their contributions to the t t̄ and W +jets channels

are negligible.

10.3.1 Comparison with data

The modeling of the muon transverse momentum and pseudorapidity, compared to data, is shown in

figure 10.1 for the t t̄ channel. The corresponding distributions for the W +jets channel are shown in

figure 10.2. These figures only show statistical uncertainties for the prediction. The E miss
T distributions
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Figure 10.1: Expected distribution of the muon transverse momentum (left) and E miss
T (right) in the t t̄

channel, compared to data. An overall normalization factor is applied to simulation to match data,
with an effect smaller than 1%. Only statistical uncertainties are shown for the expected distribution,
drawn with dashed lines. The E miss

T > 200 GeV requirement is not applied in the figures showing the
E miss

T distributions.

are obtained by removing the E miss
T > 200 GeV requirement. The simulation slightly underestimates

data, and an overall normalization factor is applied to the simulation to correct for this effect. In the t t̄

channel, this correction is smaller than 1%. The correction for the W +jets channel is around 10%. Both

of these corrections are within the systematic uncertainties affecting the modeling of the simulation

in both channels. An overall correction does not influence the trigger efficiency measurement, as the

normalization factor cancels out in the ratio of events used to calculate an efficiency.

In the t t̄ channel, the prediction slightly underestimates data for low muon transverse momenta,

and overestimates it at high pT. In the W +jets channel, the prediction underestimates data by a

constant factor, independent of the muon pT. The E miss
T distribution in the t t̄ channel shows a slight

discrepancy between data and prediction, and a constant offset in the W +jets channel above the

E miss
T > 200 GeV threshold. The bulk of events in data are modeled well by the prediction. Systematic

uncertainties are introduced to cover effects from mis-modeling that may affect the measurement,

they are described in section 10.4.

10.4 Systematic uncertainties

This section summarizes the sources of systematic uncertainty considered in the measurement.

Trigger efficiencies and scale factors are measured independently for the nominal configuration and

the systematic variations. The size of each systematic uncertainty is given by the absolute difference

between the measurement obtained with the nominal configuration and with the variation, specific to
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Figure 10.2: Expected distribution of the muon transverse momentum (left) and E miss
T (right) in the

W +jets channel, compared to data. An overall normalization factor is applied to simulation to match
data, with an effect around 10%. Only statistical uncertainties are shown for the expected distribution,
drawn with dashed lines. The E miss

T > 200 GeV requirement is not applied in the figures showing the
E miss

T distributions.

each systematic source. All uncertainties arising from the systematic sources considered are assumed

to not be correlated, and added in quadrature to obtain the total systematic uncertainty.

The distinction between the t t̄ and W +jets channels relies on b-tagging. A variation of the b-

tagging operating point affects the composition of processes contained in both channels, and is

considered as a systematic uncertainty. For the t t̄ channel, the nominal medium b-tagging operating

point is replaced by the tight b-tagging operating point to define the systematic variation. In the

W +jets channel, the variation from the nominal medium operating point to the loose operating point

is used. The variations for both channels tighten the requirements for events to be considered in the

analysis.

The E miss
T > 200 GeV requirement in the measurement is considered as an additional source

of uncertainty. Raising the E miss
T threshold to define a systematic uncertainty is not feasible, as

any substantial increase in this threshold limits the amount of events remaining for the efficiency

measurement. The systematic uncertainty derived from that would be dominated by statistical

fluctuations. Instead, a variation of E miss
T > 150 GeV is considered as a source of uncertainty. By

bringing this threshold closer to the trigger threshold, the variation covers possible mis-modeling of

the E miss
T trigger.

The effect of pile-up on the measurement is considered by raising the jet transverse momentum

threshold to pT > 30 GeV, compared to the nominal requirement of pT > 25 GeV. This tightened

requirement rejects more pile-up events.

The isolation of the reconstructed muon may affect the trigger efficiency, particularly for triggers
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10. Muon trigger efficiency measurement

that themselves include isolation requirements. In the nominal event selection for the efficiency

measurements, no isolation requirements for the reconstructed muons are included. The effect of

isolation is evaluated via a systematic uncertainty, calculated by comparing the nominal configuration

to two other variations. In one variation, the FCTight isolation operating point is applied to the

reconstructed muon, while the other variation uses the FCTTO operating point. The systematic

uncertainty is defined as the larger of the two variations, compared to the nominal configuration.

Lastly, the effect of muon identification requirements is considered. The associated systematic

uncertainty is defined as the difference between the nominal measurement, obtained with the medium

identification operating point, and a measurement using the high-pT operating point.

Additional systematic uncertainties related to muon calibration, similar to those described in

section 6.6.2, are negligible.

10.5 Results

This section lists the results of the trigger efficiency measurement and the SFs derived. All results are

reported separately for each of the years of data-taking considered, split between the MS barrel and

end-cap regions, and for both the t t̄ and W +jets channels. Trigger efficiencies and SFs are listed in

section 10.5.1, only including statistical uncertainties. Section 10.5.2 describes the SF results including

systematic uncertainties.

10.5.1 Trigger efficiencies

Figure 10.3 shows the trigger efficiencies for muons in the barrel region of the MS, derived for the

logical or between the two triggers described in section 10.1. The corresponding results for the

end-cap regions are presented in figure 10.4. The figures show the t t̄ channel on the left, and the

W +jets results on the right. Each row corresponds to one year of data-taking, with 2016 on top, 2017

in the middle, and 2018 on the bottom. The upper part of each figure shows the trigger efficiency as a

function of the reconstructed muon transverse momentum. The measurement in data is reported with

black points, along with the statistical uncertainty. The predicted trigger efficiency from simulation is

shown as a green hashed area, with the size of the area indicating the statistical uncertainty. In the

lower part of the figure, the trigger SF is shown. It is calculated as the ratio of the trigger efficiency

measured in data to the measurement in simulation, with a statistical uncertainty given by the sum

in quadrature of the statistical uncertainties of the efficiencies entering the calculation. All figures

also report the measured efficiencies in data and simulation, as well as the measured SF. These are

obtained by fitting a constant term to the binned efficiency and SF distributions, only considering

the bins with muon pT > 100 GeV. The efficiencies and SFs show no large dependence on the muon

transverse momentum. When including a term proportional to the muon pT in the fit, no significant

slopes are found. The uncertainty shown in the figure for the trigger efficiency and SF results is the

absolute statistical uncertainty, and does not include sources of systematic uncertainty.
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Figure 10.3: Muon trigger efficiencies and SFs in the barrel region, measured in the t t̄ (left) and
W +jets (right) channels, for data recorded in 2016 (top), 2017 (middle), and 2018 (bottom). The upper
part of the figures show the trigger efficiencies for data in black, and simulation as a hashed green
area. The lower part shows the SF, given by the ratio of efficiency measured in data to simulation.
The efficiencies are shown as a function of the reconstructed muon transverse momentum, and the
resulting efficiencies and SFs from a fit to muons with pT > 100 GeV are also listed in the figure. Only
statistical uncertainties are included.
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Figure 10.4: Muon trigger efficiencies and SFs in the end-cap regions, measured in the t t̄ (left) and
W +jets (right) channels, for data recorded in 2016 (top), 2017 (middle), and 2018 (bottom). The upper
part of the figures show the trigger efficiencies for data in black, and simulation as a hashed green
area. The lower part shows the SF, given by the ratio of efficiency measured in data to simulation.
The efficiencies are shown as a function of the reconstructed muon transverse momentum, and the
resulting efficiencies and SFs from a fit to muons with pT > 100 GeV are also listed in the figure. Only
statistical uncertainties are included.
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10. Muon trigger efficiency measurement

Table 10.1: Summary of trigger efficiencies for data taken between 2016 and 2018, and for simulation.
The results are reported separately for the barrel and end-cap regions, and split by channel. Only
absolute statistical uncertainties are included.

Year Region Channel Data efficiency Simulation efficiency

2016
Barrel

t t̄ 68.7% ± 0.7% 76.0% ± 0.2%
W +jets 68.5% ± 0.4% 75.5% ± 0.4%

End-caps
t t̄ 84.8% ± 0.8% 87.8% ± 0.3%
W +jets 85.5% ± 0.4% 87.1% ± 0.3%

2017
Barrel

t t̄ 66.8% ± 0.6% 76.9% ± 0.3%
W +jets 66.4% ± 0.4% 76.6% ± 0.3%

End-caps
t t̄ 85.3% ± 0.7% 88.4% ± 0.3%
W +jets 84.4% ± 0.3% 87.4% ± 0.3%

2018
Barrel

t t̄ 67.9% ± 0.5% 76.9% ± 0.2%
W +jets 66.8% ± 0.3% 76.9% ± 0.3%

End-caps
t t̄ 84.1% ± 0.6% 87.9% ± 0.3%
W +jets 83.2% ± 0.3% 87.1% ± 0.2%

The measured trigger efficiencies generally agree between the t t̄ and W +jets channels within their

statistical uncertainties. They vary across the three years considered due to changes in the ATLAS MS,

as well as changes to the trigger algorithms. The trigger efficiencies measured in the barrel region are

significantly below the efficiencies in the end-caps. This is mostly caused by the limited coverage

of the L1 trigger system in the barrel region, where detector support structure and elevator paths to

access the inner parts of ATLAS necessitate gaps in the RPC coverage. The L1 system covers 99% of

the end-caps, and around 80% of the barrel.

The simulation overestimates the trigger efficiency in the RPCs, and consequently the trigger

efficiency measured in data is significantly below the efficiency obtained from simulation in the barrel

region. In the end-caps, the agreement between data and simulation is better, with SFs closer to unity.

A summary of the efficiencies measured for muons with pT > 100 GeV for the years 2016–2018

and both channels is provided in table 10.1. Only the absolute statistical uncertainties are included in

the table.

The statistical uncertainties for the trigger efficiency measured in data are smaller for the W +jets

channel than for the t t̄ channel, both in the barrel and end-cap regions. The efficiencies in simulation

have comparable statistical uncertainties between the channels.

10.5.2 Scale factors and impact of systematic uncertainties

The measured muon trigger SFs for muons with pT > 100 GeV recorded in the years 2016–2018, split

between barrel and end-cap regions, and split by channel, are summarized in table 10.2. The results

show the total absolute uncertainty for the SFs, as well as their split into statistical and systematic

components. The total uncertainty is calculated as the sum in quadrature of these two components.
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10. Muon trigger efficiency measurement

Table 10.2: Summary of SFs for the years 2016–2018. The results are reported separately for the barrel
and end-cap regions, and split by channel. The total absolute uncertainties for the SFs are shown, and
their split into statistical and systematic components is also included.

Year Region Channel SF (stat.) (syst.)

2016
Barrel

t t̄ 90.5% ± 1.2% (0.9%) (0.8%)
W +jets 90.7% ± 1.1% (0.8%) (0.8%)

End-caps
t t̄ 96.7% ± 2.6% (0.9%) (2.5%)
W +jets 98.2% ± 0.9% (0.5%) (0.7%)

2017
Barrel

t t̄ 86.9% ± 1.0% (0.8%) (0.6%)
W +jets 86.8% ± 0.7% (0.6%) (0.4%)

End-caps
t t̄ 96.7% ± 1.1% (0.8%) (0.7%)
W +jets 96.6% ± 1.1% (0.5%) (1.0%)

2018
Barrel

t t̄ 88.3% ± 1.7% (0.7%) (1.6%)
W +jets 86.9% ± 1.2% (0.5%) (1.1%)

End-caps
t t̄ 95.8% ± 1.7% (0.7%) (1.5%)
W +jets 95.5% ± 0.8% (0.4%) (0.7%)

All systematic components are added in quadrature to obtain the total systematic uncertainty.

The SFs vary significantly between the three years, caused by differences in the active trigger

chambers in the MS. The mis-modeling of the RPC efficiency in simulation needs to be corrected

with SFs that deviate more significantly from unity in the barrel region compared to the end-caps.

The measurements in the t t̄ and W +jets channels per year and detector region are compatible with

each other within their uncertainties. Relative statistical uncertainties in the measurement reach

up to 1%, while the systematic uncertainties are generally slightly larger. The measured SFs are in

good agreement with those derived from decays of Z bosons to muon pairs, when considering their

associated uncertainties.

A detailed look at the systematic uncertainties, split into the components described in section 10.4,

is provided in table 10.3. It lists the arithmetic mean of the relative systematic uncertainty on the SF

per source, averaged over the three years 2016–2018 of data-taking.

The smallest uncertainty source is the variation of the muon isolation requirement, followed by

the variation of the b-tagging operating point used to define the channels. The variation of the E miss
T

requirement and the jet pT threshold have a comparable impact, and the largest source of uncertainty

is the variation of the muon identification operating point. The impact per source of systematic

uncertainty is generally larger in the t t̄ channel than in the W +jets channel. A contribution to this

effect arises from the larger statistical uncertainties in the data efficiency measurement in the t t̄

channel compared to the W +jets channel; a statistical fluctuation in the determination of the SF

measured with the systematic variation can increase the impact from a systematic source.
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Table 10.3: Average size of relative systematic uncertainty on the SF per source, calculated as the
arithmetic mean over the three years 2016–2018 of data-taking. The uncertainties are reported
separately per detector region and channel in the measurement.

Channel
Uncertainty source Region t t̄ W +jets

E miss
T threshold

Barrel 0.5% 0.3%
End-caps 0.9% 0.3%

b-tagging operating point
Barrel 0.2% 0.1%
End-caps 0.3% 0.2%

Jet pT threshold
Barrel 0.7% 0.3%
End-caps 0.5% 0.1%

Muon isolation
Barrel 0.1% 0.1%
End-caps 0.1% 0.1%

Muon identification
Barrel 0.5% 0.6%
End-caps 1.0% 0.7%
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11. Differential cross-section approximation

The MEM presented in chapter 7 is a powerful analysis technique with large computational demand.

The calculation of MEM likelihoods relies on two ingredients: the transfer function and the fully

differential cross-section. Equation (7.7) shows the general form of the likelihoods and is repeated

here:

Lα = 1

σα

∑
perm.

∫
~Y

T
(
~X |~Y )

dσα
(
~Y

)
. (11.1)

In this expression, T
(
~X |~Y )

is the transfer function, ~X ,~Y are the kinematics of reconstructed objects

and partons, respectively, and α denotes the process of interest. The transfer function is generally

fast to evaluate. The evaluation of the differential cross-section dσα/σα is much slower for processes

involving the interaction of many particles.

The calculation of the MEM discriminant for the t t̄ H
(
bb̄

)
analysis described in chapter 6 requires

around 1012 evaluations of dσα. This includes the calculation for all systematic variations needed for

the statistical analysis in the SR≥6j
1 region. When the event selection and kinematics of the selected

event in the analysis change, which happens while optimizing it for sensitivity, the calculation has to

be repeated. Consequently, the MEM implementation needs to make sufficient approximations to

limit the calculation time to a reasonable level.

This chapter investigates the feasibility of approximating dσα with machine learning methods.

A sufficiently precise approximation dσ̂α can replace the exact expression dσα in the likelihood

evaluation without significant adverse effect. If such an approximation is possible, it can be optimized

for speed and may be used to significantly reduce the computation time needed for MEM calculations.

Section 11.1 provides a general introduction to the method and discusses its challenges. An

example for a scattering process with two particles in the final state is provided in section 11.2.

Section 11.3 demonstrates the feasibility of the method for a complex scattering process where six

particles are produced. An alternative approach for faster MEM calculations with machine learning

techniques is discussed in section 11.4 and compared to the approach studied in this chapter.

11.1 Overview

The expression for a fully differential cross-section of a scattering process at the LHC has the form

dσα∝ δ4 (
pnet

)
dx1dx2

N∏
i=1

d3~pi

(2π)3 2Ei
, (11.2)

with momentum fractions x1 and x2 carried by the colliding partons, N final state particles, and

a four-vector pnet corresponding to the difference in four-momentum between all incoming and
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11. Differential cross-section approximation

outgoing particles. While dσα is an expression with 3N +2 degrees of freedom, it is non-zero only

when four-momentum is conserved. The phase space where four-momentum is conserved has 3N −2

degrees of freedom, with three degrees of freedom per final state particle, two degrees of freedom

related to the colliding partons, and the four constraints applied. As it is computationally inexpensive

to check whether four-momentum is conserved in any calculation of interest, the approximation of

dσα is implemented in a phase space where four-momentum conservation is enforced.

11.1.1 Fully differential cross-sections

After partial integration over four degrees of freedom, the fully differential cross-section for the

scattering of two partons into two final states pi =
(
Ei ,~pi

)
is given by

dσ2→2 = 1

64(2π)2 E 4
B

∑
j ,k

1

x1x2E1E2
f j (x1) fk (x2) |M2→2|2 pT

∣∣~p1
∣∣ ∣∣~p2

∣∣dpTdφ1dη1dη2, (11.3)

with additional details provided in appendix section C.1. The energy of the colliding protons is EB ,

and pT is the transverse momentum of the final state particles, which is equal for both in this case.

The extension to final states involving additional particles is straightforward; a phase space factor

d3~pi/(2π)32Ei per final state particle extends the expression. The production of six final state particles

can be parameterized as

dσ2→6 = 1

1024(2π)14 E 4
B

∑
j ,k

1

x1x2
f j (x1) fk (x2) |M2→6|2

[
5∏

i=1

1

Ei
pTi

∣∣~pi
∣∣dpTi dφi dηi

]
1

E6
dpz6 (11.4)

11.1.2 Challenges

Obtaining a good approximation for a differential cross-section becomes increasingly challenging for

final states with many particles. The differential cross-section can generally not be factorized into

components that separately describe the dependence on each kinematic variable; an approximation

needs to correctly model correlations between kinematic variables. The expression can vary over

many orders of magnitude across phase space, and the matrix element can be highly non-uniform

when describing the effect of resonances in the scattering process. A suitable parametrization of the

differential cross-section helps mitigate this problem, motivating the use of an expression differential

in the invariant masses of internal resonances. An analytical change of variables to achieve this is not

always possible [137].

The differential cross-section across the phase space with 3N −2 degrees of freedom vanishes

in many regions. These regions describe events where the colliding partons have more energy than

what is provided by the beam of protons, EB . The PDFs vanish in these regions, and the differential

cross-section approaches zero in their vicinity as limx→1 f (x) = 0. The distribution of such regions

with vanishing cross-section depends on the parametrization chosen.

A suitable parameterization choice for the differential cross-section simplifies the approxima-

tion task. No matter the parameterization, the expression generally remains a function with many

distinct features in its distribution across the phase space, which all need to be captured by a good

approximation.
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g

g

t̄

t

Figure 11.1: Exemplary Feynman diagram for gluon-initiated t t̄ production.

11.2 Final state with two particles

This section demonstrates the approximation of the differential cross-section for the production of a

two-particle system as a proof of concept. A possible parameterization for such a process is given

in equation (11.3). The production of two particles in head-on collisions is invariant under a global

rotation in the φ direction, motivating the parametrization as a function of dφ1 to take advantage of

this symmetry.

The process studied in this section is the production of a top quark pair, without its subsequent

decays. Only gluon-initiated collisions are considered; no significant impact is expected when in-

cluding t t̄ production via quark–antiquark annihilation. An exemplary Feynman diagram is shown in

figure 11.1.

11.2.1 Approximation method

The approximation of dσt t̄ is performed with the Foam algorithm [154]. This algorithm is designed

for MC event generation and integration.

The Foam algorithm is defined for an integrand ρ, defined across a hypercube. The algorithm

samples the integrand across this hypercube, and then divides the hypercube into two cells. These

cells are hyperrectangles, obtained by a split along a hyperplane. In subsequent steps, the distribution

of the integrand across each cell is sampled, and further binary splits of cells are performed until a

maximum amount of cells is reached. The resulting grid of cells is called a foam. The foam defines

an approximation ρ′ for the integrand ρ; this approximation is constant across each cell. An event

weight w = ρ′/ρ is defined for each event generated when sampling cells. The implementation used in

this study optimizes the binary splits of cells such that the variance of weights w is minimized.

When identifying ρ = dσt t̄ , a foam can be built to obtain an approximation ρ′ = dσ̂t t̄ . This foam

spans a four-dimensional hypercube, with edges along dpT, dφ1, dη1, and dη2. As the differential

cross-section is constant across dφ1, no cell splits are made in this direction. The foam defines a

lookup table for the differential cross-section dσt t̄ with a constant approximation dσ̂t t̄ across each cell.

Cells are large where dσt t̄ is approximately constant, and small where it varies quickly as a function of

the edges of the hypercube. Due to the binary tree structure of the foam, dσ̂t t̄ is fast to evaluate. The

quality of the approximation dσ̂t t̄ is limited by the amount of cells used in the foam.
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11. Differential cross-section approximation

11.2.2 Implementation

A foam with 50 000 cells is constructed to describe dσt t̄ . The implementation of the function uses the

form specified in equation (11.3). The LO matrix element is provided by MADGRAPH5_AMC@NLO

[95], denoted as MG5_AMC@NLO in the following. The CTEQ6L1 [120] PDF set is used, evaluated

with the LHAPDF [17] interface. Renormalization and factorization scale are set to the top quark mass

in the simulation, which is 172.5 GeV for this study. The beam energy is set to EB = 6.5 TeV. A sample

of one million simulated events is produced with MG5_AMC@NLO with equivalent settings. This

sample provides the reference for the differential cross-section distributions considered to evaluate

the foam performance.

The distribution of the foam in one dimension u is obtained by marginalizing over the three

remaining dimensions. This is done by considering all cells that overlap with the interval [u1,u2].

The prediction dσ̂t t̄ in all these cells is summed, weighted by the overlap between each cell and the

interval. This process can be repeated for many intervals to obtain an expression for the normalized

differential cross-section in one variable, 1/σt t̄
dσt t̄/du.

11.2.3 Results

Figure 11.2 shows the foam approximation of the normalized differential cross-section as a function

of each of the four variables describing the full phase space for this process. The distribution of the

foam is shown as a dashed blue line, overlaid on top of a reference distribution obtained with the

events generated with MG5_AMC@NLO. The reference distribution is shown in green, with statistical

uncertainties indicated as hashed gray lines. No statistical uncertainty related to the approximation

by the foam is included.

The foam describes all four variables very well. The transverse momentum distribution is accu-

rately approximated across four orders of magnitude. The distribution of the azimuthal angle φ is

completely uniform due to the design of the foam, and therefore accurately describes the rotational

symmetry. Both pseudorapidity distributions for the top quarks are also accurately described.

This method works well for final states with limited degrees of freedom. Its performance depends

on the parameterization chosen for the foam, and the dimensionality of the foam corresponds to the

amount of degrees of freedom in the process. The performance significantly reduces for processes

involving the production of many particles. Since the construction of foams with hundreds of millions

of cells becomes computationally prohibitive, the average amount of cell splits per dimension of

the process decreases when adding more final state particles. The following section provides an

alternative method for such cases.

11.3 Final state with six particles

The approximation of differential cross-sections with neural networks (see section 5.3.2) offers several

benefits. A neural network can handle any amount of input parameters, so it is possible to provide

inputs beyond the 3N −2 parameters required to fully describe final states with N particles. This
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Figure 11.2: Prediction for the differential cross-section of t t̄ production by a foam with 50 000 cells,
drawn as dashed blue lines. The distributions are shown as a function of the four variables used to
parameterize the fully differential cross-section, and compared to a reference set of events generated
with MG5_AMC@NLO. The reference distribution is shown in green, statistical uncertainties are
indicated with hashed gray lines.

allows to use all physically motivated variables, which strongly affect the differential cross-section,

such as the momentum fractions x1, x2 and the invariant masses of internal resonances. A foam built

in d > 3N −2 dimensions approximates a function that is non-zero only in specific regions defined by

a delta distribution, and thus is not useful in practice. A neural network with d > 3N −2 input nodes

does not suffer from this issue; it can make use of all input variables for the function approximation

task, and does not need to learn the relation between input variables. An implementation with

neural networks can also take advantage of highly optimized libraries to increase the computational

performance.

This section describes the approximation of the fully differential cross-section for t t̄ production,

with subsequent decays of the top quarks into W bosons and bottom quarks, and also including the

decays of the W bosons. Figure 11.3 visualizes this process.

There are six final state particles, for a total of 16 degrees of freedom. Top quark pair production

is a common background process for many analyses at the LHC. It represents an important step

towards the t t̄ +bb̄ process, for which the MEM likelihoods are calculated for the t t̄ H
(
bb̄

)
analysis
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Figure 11.3: Exemplary Feynman diagram for gluon-initiated t t̄ production, with subsequent decays
into a final state with six particles.

as described in chapter 7. This process also includes four resonances, in form of the two top quarks

and two W bosons. It provides a good benchmark for the performance of neural networks when

approximating its differential cross-section dσt t̄ .

11.3.1 General considerations

The differential cross-section for the production of six particles is given in equation (11.4). When

dividing this expression by the total cross-section,

f
(
~Y

)= 1

σt t̄
dσt t̄ , (11.5)

the resulting distribution describes the probability density for generating a final state with a configu-

ration ~Y . A set of samples can be generated in the phase space ~Y , and each sample labeled with its

associated probability density. The configuration ~Y is characterized by a set of kinematic variables,

which can be used as input features to a neural network. The network is then trained to approximate

f
(
~Y

)
, or equivalently dσt t̄ .

The probability density f
(
~Y

)
varies across many orders of magnitude. For practical applications,

it is particularly important to accurately approximate regions of the phase space where the probability

density is large. Such regions contribute most to the calculation of a MEM likelihood. The performance

of a neural network approximation depends on the distribution of training events across the space ~Y ,

and on the loss function chosen for the training. The training events for this study are distributed like

f
(
~Y

)
. Most events are concentrated in regions where the probability density is high. Contributions to

the loss function are dominated by such regions, hence the performance of the network will generally

be best in regions where the probability density is large.

As described in section 11.1.2, large regions of phase space have a vanishing probability density.

It is possible to also generate events in these regions, and to add them to the set of events used for

network training. No performance improvements are obtained when including such events in this

study, so the network training only uses events with non-zero associated probability densities. The
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network will therefore generally predict a non-zero differential cross-section even in regions where

the differential cross-section vanishes due to PDFs. These regions are characterized by x1 ≥ 1 or

x2 ≥ 2; the condition is computationally inexpensive to check. The neural network prediction in such

a region can be replaced by a vanishing differential cross-section if required.

11.3.2 Implementation

This section describes details about the generation of events used to train the neural network and

tests its performance. It also includes details about the network architecture.

Event generation

The t t̄ process is simulated at LO with MG5_AMC@NLO, using the CTEQ6L1 PDF set. Only gluon-

initiated interactions are considered, and only the decay topology visualized in figure 11.3 is used. The

positively charged W + boson is forced to decay into leptons, while the negatively charged W − decays

into quarks. Final states other than bottom quarks are treated as massless. The top quark mass is set to

173 GeV, the W boson mass to 80.42 GeV, and the bottom quark mass to 4.7 GeV. Both renormalization

and factorization scale are set to the Z boson mass. The beam energy is set to EB = 6.5 TeV. Neither of

these choices are expected to have significant qualitative impact of the neural network approximation

quality. The total cross-section for this process is σt t̄ = 77.2 pb = 198 ·10−9 GeV−2. A set of 50 million

events is generated for network training. Tests of the network performance use a separate dataset,

generated with the same configuration. The events in all datasets used for training and testing of the

neural network are distributed according to the probability density f
(
~Y

)
given in equation (11.5).

Differential cross-section calculation

The calculation of the differential cross-section is implemented according to equation (11.4). The LO

matrix element is provided by MG5_AMC@NLO, the CTEQ6L1 PDF set is used with the LHAPDF

interface. All settings correspond to those used in the event generation. The normalized differential

cross-section is calculated for every generated event for use in network training and testing.

Neural network design

The neural network is implemented with Keras [155], using the TensorFlow [156] backend.

A set of 34 input variables is used. These include the 16 variables parameterizing the differential

cross-section. Those variables are pT, η and φ for each of the four final state quarks and the final

state charged lepton, as well as the neutrino momentum in the z direction. An additional set of

18 variables is calculated for every event and included in the inputs to the neural network. These

variables include the invariant mass, as well as pT, η and φ for each of the four resonances in the

scattering process, the two top quarks and the two W bosons. The momentum fractions x1 and x2

form the last two input variables. The use of this set of 34 input variables significantly improves the

quality of the neural network approximation compared to using just 16 variables that fully specify
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the differential cross-section. A scaling is applied to the inputs for the neural network to speed up

the training procedure. The normalized differential cross-section, which the network is designed to

approximate, is also scaled for the training procedure, such that its distribution over the training set

has a standard deviation of unity.

The neural network used to predict the differential cross-section as a function of the inputs is a

fully connected feedforward neural network. It has nine hidden layers, with 512, 384, 320, 320, 256,

256, 192, 128, 64 nodes. ReLU activation functions are used throughout, with the exception of the

last layer. The last layer uses a softplus activation function, and the network thus cannot predict a

negative differential cross-section. The network uses the mean absolute error as the loss function

for training. This quantity is given by the mean absolute difference between the network prediction

for the scaled differential cross-section, and the reference value for it. The minimization of the loss

function is performed with the ADADELTA [157] algorithm.

The network training is performed with 80% of the training set. The remaining 20% are used to

validate the neural network performance during training. Training over 500 epochs takes around 24

hours on a NVIDIA Tesla K40 GPU when using the set of 50 million training events.

11.3.3 Results

Figure 11.4 shows the distribution of one million events from a test dataset as a function of their

differential cross-section and the corresponding network prediction. The horizontal axis specifies

the logarithm of the normalized differential cross-section, log10

(
1/σt t̄ dσt t̄

)
. The network prediction

is provided along the vertical axis, as log10

(
1/σt t̄ dσ̂t t̄

)
. The fraction of events in each bin across this

two-dimensional plane is indicated by the bin color, and a logarithmic scale is used. All events are

located along the diagonal gray line for a network where dσ̂t t̄ = dσt t̄ .

Most events are located in bins along the diagonal, over several orders of magnitude of their

differential cross-sections. The network provides an accurate estimate for the differential cross-

sections of these events. The approximation dσ̂t t̄ is less accurate for events where log10

(
1/σt t̄ dσt t̄

)<
−20. This affects a small fraction of events. Only few events in the training sample are located in this

region. The absolute error for these events is small, since their associated differential cross-sections

are small. Both of these effects combined mean that the penalty in the neural network loss function

when not accurately modeling this region is small.

A one-dimensional visualization is provided in figure 11.5. It shows the distribution of one million

events as a function of log10

(
1/σt t̄ dσt t̄

)
in green, and the distribution as a function of the network

prediction log10

(
1/σt t̄ dσ̂t t̄

)
as a dashed blue line. The neural network predicts very small values of the

differential cross-section for a small fraction of events, while their actual differential cross-section can

be several orders of magnitude larger.

Relative error

The relative error of the network prediction for any event is given by (dσt t̄−dσ̂t t̄ )/dσt t̄ . Figure 11.6

visualizes the distribution of this quantity for one million test events. The distribution is normalized
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Figure 11.4: Distribution of one million test events as a function of the logarithm of their normal-
ized differential cross-section, log10

(
1/σt t̄ dσt t̄

)
, and the corresponding neural network prediction

log10

(
1/σt t̄ dσ̂t t̄

)
. The fraction of events per bin is indicated by the color of each bin, drawn with a loga-

rithmic scale. The diagonal gray line indicates where all events would be located for dσ̂t t̄ = dσt t̄ . The
test events are distributed like the differential cross-section; fewer events exist in phase space regions
with small differential cross-sections. The neural network prediction for a very small fraction of events
with small differential cross-sections significantly underestimates their differential cross-sections.
The error is largest for such events due to the training set distribution and loss function choice for the
neural network.

to unit integral.

The largest fraction of events is located in the bin corresponding to dσt t̄−dσ̂t t̄ = 0. The distribution

is not symmetric around zero due to its definition; the bin at (dσt t̄−dσ̂t t̄ )/dσt t̄ = 1 contains all events where

the network significantly underestimates the differential cross-section. On average, the predicted

differential cross-section is 0.5% below the true value. The fraction of events with (dσt t̄−dσ̂t t̄ )/dσt t̄ <−1 is

12%. For these events, the network predicts a differential cross-section at least twice as large as the

true value.

The mean relative error is calculated by averaging the absolute value of the relative error across

all events. It is 50.5% for the full set of events. The mean relative error depends on the differential

cross-section distribution of the events considered; it decreases for events with larger differential

cross-sections dσt t̄ . Table 11.1 summarizes this dependence.

The mean relative error reaches 6.7% for events with log10

(
1/σt t̄ dσt t̄

)>−13.8, which corresponds

to 10% of the full dataset. The mean relative error can be compared to the typical ratio between

signal and background likelihoods in a MEM calculation. The left part of figure 7.4 shows that
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Figure 11.5: Distribution of one million test events. The green histogram shows the distribution of
events as a function of the logarithm of their normalized differential cross-section, log10

(
1/σt t̄ dσt t̄

)
.

The dashed blue line shows the distribution as a function of the corresponding network prediction,
log10

(
1/σt t̄ dσ̂t t̄

)
. The network prediction significantly underestimates the differential cross-section for

a small fraction of events with small differential cross-sections. This is due to the choice of training
set distribution and loss function of the neural network.
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Figure 11.6: Distribution of the relative error (dσt t̄−dσ̂t t̄ )/dσt t̄ for one million test events. The mean
relative error is the average absolute value of the relative error across all events.
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Table 11.1: Mean relative error obtained when only considering events above a threshold of their
normalized differential cross-section. The requirement is listed in the left column, while the central
column specifies the fraction of the full test dataset satisfying this requirement. The mean relative
error obtained in the dataset with the requirement applied is listed in the right column.

Requirement Dataset fraction Mean relative error

- 100% 50.5%
log10

(
1/σt t̄ dσt t̄

)>−16.6 75.0% 26.0%
log10

(
1/σt t̄ dσt t̄

)>−15.5 50.0% 16.3%
log10

(
1/σt t̄ dσt t̄

)>−14.6 25.0% 8.1%
log10

(
1/σt t̄ dσt t̄

)>−13.8 10.0% 6.7%

these likelihoods frequently differ by more than an order of magnitude. An error of around 50% in

the likelihood calculation may thus still be small enough to obtain good performance of a MEM

discriminant.

11.4 Discussion

This chapter demonstrates the feasibility of approximating differential cross-sections with machine

learning techniques. Section 11.2 shows the use of a foam to describe a four-dimensional probability

density. This approach works well for distributions with limited degrees of freedom, but performs

significantly worse when describing processes where many final state particles are produced. The

neural network shown in section 11.3 approximates the 16-dimensional probability density for the

production of t t̄ with subsequent decays to a six-particle final state with a mean relative error of

around 50%. The performance is significantly better in phase space regions of high probability density,

which contribute most to the evaluation of a likelihood in a MEM implementation. A more accurate

modeling in other regions can be obtained when using a different loss function, or a training set with

a different distribution.

Another approach is possible to reduce the computation time for MEM calculations. While the

implementation in this chapter approximates the differential cross-section, MEM likelihoods can

also be approximated directly for every event. A MEM likelihood is a function of a reconstructed set

of objects, marginalized over all possible parton level configurations, and weighted by the transfer

function. This marginalization smoothens out the effect of resonances in the scattering process, and

the resulting distribution can be easier to approximate than the differential cross-section itself. If the

likelihoods are approximated directly, no subsequent integration is required anymore, resulting in a

fast method to approximate MEM likelihoods.

There are several drawbacks to directly approximating MEM likelihoods. The generation of a train-

ing set is computationally expensive. Convergence of the integral over all parton level configurations

needs to be guaranteed for every event in the training set to avoid adversely affecting the training of

the neural network. The MEM likelihood depends on the transfer function choice, and any change in

transfer function requires the generation of a new training set, and a repeated network training.
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The training set for the direct approximation of the differential cross-section is significantly faster

to generate, and the network is independent of the transfer function. Once trained, it is thus widely

useable.
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The Higgs boson discovery in 2012 was a milestone for the field of particle physics. It marked

the beginning of an experimental program measuring the predictions of the Brout-Englert-Higgs

mechanism in detail. The coupling of the Higgs boson to fermions, realized in the SM via Yukawa

interactions, is one of these predictions. In 2017 and 2018, the ATLAS and CMS collaborations

independently achieved the observation of Yukawa interactions involving top quarks, bottom quarks,

and tau leptons. These results represent a significant validation of the SM. Measurements of the

Yukawa interactions involving first and second generation fermions remain a challenge for the future

of particle physics.

This dissertation presented an experimental study of the Higgs boson interaction with top quark

pairs, a process directly sensitive to the top quark Yukawa coupling. A search targeted at Higgs boson

decays to bottom quarks was performed with 36.1 fb−1 of data at
p

s = 13 TeV, delivered by the LHC and

recorded by the ATLAS experiment in 2015 and 2016. The MEM is used in this search alongside other

multivariate techniques to help distinguish between the t t̄ H
(
bb̄

)
signal and background processes.

The measured signal strength for the t t̄ H process is µ= 0.84+0.64
−0.61, consistent with the prediction by

the SM. This measurement improved the sensitivity compared to the corresponding Run-1 result

by the ATLAS collaboration [88]. Limiting factors to the sensitivity were the modeling of the t t̄+≥
1b background, and statistical uncertainties due to the finite amount of simulated events. New

techniques and progress in the understanding of t t̄+ ≥ 1b modeling are required to significantly

reduce the associated systematic uncertainties. The statistical uncertainties are straightforward,

though computationally expensive, to overcome.

The CMS collaboration measured a signal strength of µ= 1.15+0.32
−0.29 for t t̄ H in the H → bb̄ channel

when combining data collected in 2016 and 2017, corresponding to a total of 77.4 fb−1 [158]. This

result constitutes evidence for the t t̄ H
(
bb̄

)
process. Based on studies of the single-lepton channel in

the ATLAS t t̄ H
(
bb̄

)
analysis with the full 139.0 fb−1 dataset of proton–proton collisions from Run-2 of

the LHC, the ATLAS experiment is also expected to provide evidence for this process. The expected

sensitivity in the single-lepton channel is 3.3σ.

While the Higgs boson branching ratio for the decay to bottom quarks is the largest, rare final

states play an increasingly important role in the sensitivity to t t̄ H production. The observation of

t t̄ H with the ATLAS detector was obtained by combining the t t̄ H
(
bb̄

)
search with analyses targeting

additional Higgs boson final states. It resulted in an observed significance of 5.4σ, with an expected

sensitivity of 5.5σ. The result establishes Yukawa couplings in the SM. The t t̄ H cross-section in the

combination of t t̄ H channels is measured to be σt t̄ H = 670±90+110
−100 fb, in agreement with the SM

prediction of σt t̄ H = 507+35
−50 fb. The sensitivity is dominated by loop-induced Higgs boson decays to
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di-photon final states. This topology is still statistically limited with a dataset of 139.0 fb−1 [159], and

will benefit from a larger dataset.

Following the LHC, the High Luminosity Large Hadron Collider (HL-LHC) [160] will begin opera-

tion in 2026 and is expected to deliver a proton–proton collision dataset of 3 000 fb−1 at
p

s = 14 TeV.

An extrapolation to this dataset shows an expected relative uncertainty of a t t̄ H
(
bb̄

)
cross-section

measurement of 14%, and a 5% cross-section uncertainty in the combination of t t̄ H channels [161].

The top quark Yukawa coupling is expected to be measured with an uncertainty of 3% [161]. Besides

the increased precision in inclusive measurements at the HL-LHC, the large dataset will allow differ-

ential measurements of t t̄ H with high precision. Such measurements provide a detailed investigation

of the SM, and constrain possible contributions from BSM phenomena.

A feasibility study was performed to investigate the performance of machine learning techniques

in the approximation of differential cross-sections. The fully differential cross-section for t t̄ produc-

tion, with subsequent decay into a six-particle final state, can be described by a neural network with a

mean relative error of 50%. The error significantly decreases in the most populated regions of phase

space, where precision is especially needed. Machine learning techniques are likely going to be used

in the future to enhance MEM techniques and help overcome its large computational requirements.
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Appendices

A Additional material related to the t t̄ H
(
bb̄

)
analysis with 36.1 fb−1

This appendix section contains additional figures related to the t t̄ H
(
bb̄

)
analysis presented in chap-

ter 6.

A.1 Categorization for the dilepton channel

The definition of the regions in the dilepton channel follows the method used in the single-lepton

channel described in section 6.4. Figure A.1 shows the categorization employed for events containing

exactly three jets, while figure A.2 shows the case for events with four or more jets. The background

composition of the dilepton regions is shown in figure A.3. Figure A.4 shows the contribution of the

t t̄ H process to the dilepton regions.

A.2 Signal region modeling for the dilepton channel

Figure A.5 shows all regions in the dilepton channel that enter the profile likelihood fit with more than

one bin. They are shown both with the pre- and post-fit model. Section 6.7.2 describes further details

about how these distributions are obtained.

Dilepton, 3 j

CRtt̄+≥1b

CRtt̄+light

3rd jet

bbb-tagging
discriminant

5 4 3 2 1

(1st, 2nd) jet
bbb-tagging

discriminant

(5, 5)

(5, 4)

(4, 4)

(5, 3)

(4, 3)

(3, 3)

Figure A.1: Definition of analysis regions with exactly three jets in the dilepton channel. The vertical
axis shows the b-tagging requirements for the first two jets in each event, while the horizontal axis
shows the requirement for the third jet. Jets are ordered by decreasing tightness of the operating point
they satisfy [1].
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Dilepton, ≥ 4 j

SR1

SR2

SR3

CRtt̄+≥1c

CRtt̄+light

(3rd, 4th) jet

bbb-tagging
discriminant

(5, 5) (5, 4) (5, 3) (5, 2) (4, 4) (4, 3) (4, 2) (3, 3) (3, 2) (2, 2) (5, 1) (4, 1) (3, 1) (2, 1) (1, 1)

(1st, 2nd) jet
bbb-tagging

discriminant

(5, 5)

(5, 4)

(4, 4)

(5, 3)

(4, 3)

(3, 3)

Figure A.2: Definition of analysis regions with four or more jets in the dilepton channel. The vertical
axis shows the b-tagging requirements for the first two jets in each event, while the horizontal axis
shows the requirement for the third and fourth jet. Jets are ordered by decreasing tightness of the
operating point they satisfy [1].

ATLAS
 = 13 TeVs

Dilepton

 + lighttt 1c≥ + tt 1b≥ + tt

 + Vtt tNon-t

+lighttt
3jCR 1b≥+tt

3jCR

+lighttt
4j≥CR 1c≥+tt

4j≥CR

3
4j≥SR 2

4j≥SR 1
4j≥SR

Figure A.3: Composition of background processes in the dilepton regions. Each pie chart shows the
relative contributions per process and region, with the processes defined in section 6.3 [1].
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tt+light

3jCR
1b≥tt+

3jCR
tt+light

4j≥CR
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4j≥CR
3
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2ATLAS
-1 = 13 TeV, 36.1 fbs

Dilepton

Figure A.4: Signal contributions per analysis region in the single-lepton channel. The solid black line,
corresponding to the left vertical axis, shows S/B. The dashed red line, corresponding to the right
vertical axis, shows S/

p
B. S is the number of t t̄ H events per region, and B the number of expected

background events [1].

A.3 Correlation between nuisance parameters

Figure A.6 shows the correlations between the most highly ranked nuisance parameters, as well as the

signal strength, as determined by the nominal fit to data (described in section 6.7.2). All values are

given in %.
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Figure A.5: Comparison between data and the model for the signal regions SR≥4j
1 (top), SR≥4j

2 (middle)

and SR≥4j
3 (bottom), with pre-fit on the left and post-fit on the right. The uncertainty bands include all

sources of systematic uncertainty described in section 6.6. No uncertainty related to k
(
t t̄+≥ 1b

)
and

k
(
t t̄+≥ 1c

)
is included pre-fit. The t t̄ H signal shown in red in the stacked histogram is normalized to

the SM prediction pre-fit, and the best-fit signal strength value reported in equation (6.1) post-fit. The
t t̄ H distribution normalized to the total background is overlaid as a dashed red line [1].
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Figure A.6: Correlations between the most highly ranked nuisance parameters and the signal strength,
determined by the nominal fit to data described in section 6.7.2. All values are in % [1].
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Appendices

B Additional material related to the t t̄ H
(
bb̄

)
analysis with 139.0 fb−1

This appendix section contains additional material related to the t t̄ H
(
bb̄

)
analysis presented in

chapter 9.

B.1 Correlation between nuisance parameters

The correlations between fit parameters are visualized in figure B.1. All values are given in %, and only

parameters that have a correlation of at least 25% with at least one other parameter are included. The

correlations are determined in a fit to an Asimov dataset, as described in section 9.6.1.
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Figure B.1: Correlations between nuisance parameters and signal strength, determined by a fit to an
Asimov dataset. Parameters are only included if they have a correlation of at least 25% with at least
one other parameter. All values are in %.
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C Additional material related to differential cross-section

approximation

This appendix section contains additional material related to chapter 11.

C.1 Differential cross-section for a 2 → 2 process

This section demonstrates the partial integration to obtain an expression for the differential cross-

section with the four-momentum conservation applied. The head-on scattering of two massless

particles with four-vectors pa , pb into two final states with four-vectors p1, p2 is considered. They are

parameterized as

pa = EB


x1

0

0

x1

 , pb = EB


x2

0

0

−x2

 , p1 =


E1

px1

py1

pz1

 , p2 =


E2

px2

py2

pz2

 , (1)

with a beam energy EB and momentum fractions x1 and x2 carried by the colliding particles. The total

cross-section can be written as [8]

σ2→2 =
∑
j ,k

∫
1

F
f j (x1) fk (x2) (2π)4δ4 (

pa +pb −p1 −p2
) |M2→2|2 dx1dx2

d3~p1

(2π)3 2E1

d3~p2

(2π)3 2E2
, (2)

with PDF contributions f j (x1) fk (x2), and a squared matrix element |M2→2|2 that depends on the

process of interest. The flux factor in this case is

F = 4
√(

pa ·pb
)2 −m2

am2
b = 8x1x2E 2

B . (3)

Let

u ≡ (x1 +x2)EB , v ≡ (x1 −x2)EB , (4)

implying that

x1 = u + v

2EB
, x2 = u − v

2EB
. (5)

The Jacobian for a change of integration variables x1, x2 → u, v is

J = ∂ (x1, x2)

∂ (u, v)
=

∣∣∣∣∣ 1
2EB

1
2EB

1
2EB

− 1
2EB

∣∣∣∣∣= 1

2E 2
B

. (6)

The new variables allow for a partial integration over four dimensions to resolve the four-momentum

conservation constraint set by the delta distribution. The integration of equation (2) over the variables

u, v, px2 , py2 results in

σ2→2 = J

(2π)2

∑
j ,k

∫
1

F
f j (x1) fk (x2) |M2→2|2 d3~p1

2E1

dpz2

2E2
. (7)
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An additional change of variables can be performed using dpx1 dpy1 = pTdpTdφ1, where the

transverse momentum pT is the same for both final state particles in this case. The integration over

the remaining momentum components in z direction can be substituted using ηi = arcsinh(pzi/pT),

such that dpzi =
∣∣~pi

∣∣dηi . The fully differential cross-section with these new variables is given by

dσ2→2 = 1

64(2π)2 E 4
B

∑
j ,k

1

x1x2E1E2
f j (x1) fk (x2) |M2→2|2 pT

∣∣~p1
∣∣ ∣∣~p2

∣∣dpTdφ1dη1dη2. (8)
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