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Abstract

Lie groups and Lie algebras are important mathematical constructs
first developed by Sophus Lie in the late nineteenth century to unify
and extend known methods used to solve differential equations. The
problem considered in this thesis emphasizes one way Lie groups
and Lie algebras can be used in control theory.

Suppose an apparatus has mechanisms for moving in a limited num-
ber of ways with other movements generated by compositions of al-
lowed motions. The question is then how to get a targeted motion
using a minimal number of the allowed motions. Motions can often
be represented by Lie groups which have associated Lie algebras as
their building blocks. This research shows explicitly how one can
obtain elements of Lie groups as compositions of products of other
elements based on the structure of the associated Lie algebras. Here,
the structure of a Lie algebra refers to its commutators which are the
results that one gets by applying an operation known as the ”com-
mutator” to each pair of elements of a Lie algebra.

Two concrete examples of this problem, in control theory, are: (1)
the restricted parallel parking problem where the commutator of
the Lie algebra element representing translations in y and that rep-
resenting rotations in the xy-plane yields translations in x. Here the
control problem involves a vehicle that can only perform a series
involving translations in y and rotations with the aim of efficiently
obtaining a pure translation in x; (2) involves an apparatus that can
only perform rotations about two axes and the aim is to perform
a pure rotation about a third axis. Both examples involve three-
dimensional Lie algebras.

In this thesis, the composition problem is solved for the nine three-
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and four-dimensional Lie algebras with non-trivial solutions. Three
different solution methods are presented. Two of these methods
depend on operator and matrix representations of a Lie algebra.
The other method is a differential equation method that depends
solely on the commutator properties of a Lie algebra. Remarkably,
for these distinguished Lie algebras the solutions involve arbitrary
functions and can be expressed in terms of elementary functions.
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Lay Summary

Lie groups can represent motion and have building blocks known as
Lie algebras. The objective is to explicitly show how one can com-
bine certain ”allowed” motions (Lie group elements) to obtain a dif-
ferent and desired type of motion (another Lie group element) in a
minimal number of steps. An example is parallel parking where one
aims to perform a pure translation in x using a minimal combina-
tion of translations in y and rotations. This problem was solved for
the nine relevant three- and four-dimensional Lie algebras.
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Preface

The problem considered in this research is related to a problem that
arose in the 1967 thesis by George Bluman [4]. It consists of explic-
itly showing how one can combine ”certain” allowed motions (Lie
group elements) to obtain a different and desired type of motion
(another Lie group element) in a minimal number of steps. Bluman
developed three methods to approach the problem which are the op-
erator method, matrix method, and differential equation method. Using
the differential equation method, Bluman worked with Deshin Fin-
lay to solve the problem for all three-dimensional Lie algebras other
than the Euler angles Lie algebra so(3,R). Additionally, they laid
out some of the basic work needed to solve the problem using the
DE method for the four-dimensional Lie algebra S4,7 . My work con-
sists of solving the composition problem for all relevant three- and
four-dimensional Lie algebras using the DE method as well as two
other methods which depend on the representation of Lie algebras
using operators or matrices. I also did research that enabled us to
find all matrix representations and some operator representations.

Once my research was completed, George Bluman, Deshin Finlay,
and I wrote a paper to publish the results: Composition of Lie group
elements from basis Lie algebra elements. JNMP.25, 528-557 (2018)
[2]. During the revision process we were made aware of reference
[12] which provided operator representations for low-dimensional
Lie algebras. This was particularly useful as we were unaware of
any operator representations for certain Lie algebras and hence one
of the referees helped us make our research more complete. Chap-
ters 3-6 of this thesis are significantly based on the paper.
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Chapter 1

Introduction

Lie groups and their representations play an important role in vari-
ous applications. Lie groups of transformations describe rigid body
motions (rotations and translations), scalings, as well as other trans-
formations. This thesis is concerned with showing explicitly how
one can obtain further elements of a low-dimensional Lie group as
compositions of other elements of a chosen basis. Problems of this
kind can arise naturally in control theory [5,10,11]. Here an appara-
tus has mechanisms for moving in a limited number of ways and the
aim is to generate efficiently other movements from compositions of
possible motions. Two concrete examples are:

(1) The restricted parallel parking problem where the commutator
of translations in y and rotations in the xy-plane yields translations
in x. Here the control problem involves a vehicle that only performs
translation in y and rotations in the xy-plane with the aim of effi-
ciently obtaining a pure translation in x;

(2) An apparatus that only performs rotations about two axes with
the aim of efficiently generating rotations about a third axis. Here
the commutator of rotations about two axes yields rotations about
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the third axis.

Both examples involve three-dimensional Lie algebras with the prop-
erty that the commutator of two of its elements generates a third el-
ement. In terms of the notation used in [13], examples (1) and (2)
respectively include the Lie algebras S3,3 with its parameter set to
zero and so(3,R).

Three distinct methods are presented to solve the composition prob-
lem. The first method (operator method) depends on realizing a Lie
group as a Lie group of transformations. Such realizations can be
found in [8] for some and in [12] for all three- and four-dimensional
Lie algebras.

The second method (matrix representation method) involves matrix
representations of finite-dimensional Lie algebras which are known
to exist from Ado’s theorem [1]. This theorem states that there exists
a faithful square matrix representation for every finite-dimensional
Lie algebra. There are many existing algorithms that generate such
matrices including one developed by Willem de Graaf [9]. While
the minimal dimension of a matrix representation is not known in
general, it is known for all three- and four-dimensional Lie algebras
(See [6] and [7]). This method is applied to a control theory problem
in [10].

The third method (DE method) was initially presented in [4] for
other purposes. This method only uses the commutator properties
of a Lie algebra. In particular, it does not require the use of a rep-
resentation of a Lie algebra. The DE method involves setting up
and solving an initial value problem for a nonlinear system of first
order ordinary differential equations. The DE method yields a nec-
essary condition for solutions—it turns out that for all three- and
four-dimensional cases, the DE method yields all solutions.

Remarkably, for all relevant n-dimensional Lie algebras, n = 3 or
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4, the considered composition has n + 1 Lie group elements and
the solution involves one arbitrary function and can be expressed in
terms of elementary functions.

In Chapter 2, the necessary background is presented. We start by
giving historical motivations for the study of Lie groups and Lie al-
gebras. First, we define one-parameter Lie groups of transforma-
tions and present Lie’s fundamental theorems needed for solving the
research problem with illustrative examples. Then we define mul-
tiparameter Lie groups of transformations and associated Lie alge-
bras. Here we present relevant fundamental theorems and illustrate
them through examples.

In Chapter 3, we give a precise mathematical statement of the re-
search problem. Then we describe fully the three different methods
used to solve it. As an illustrative example, we focus on the Lie al-
gebra sl(2,R). In Chapter 4, in two tables we summarize our results
for all relevant three- and four-dimensional Lie algebras. Follow-
ing this, we show the essential details that yield these solutions for
three- and four-dimensional Lie algebras in Chapters 5 and 6 re-
spectively. In Chapter 7 we consider the case where the composition
problems are stated with the order of the Lie group elements re-
versed. Finally in Chapter 8, we make further remarks and discuss
the advantages and disadvantages of the three presented methods.
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Chapter 2

Background

The problem considered in this thesis consists of explicitly deter-
mining how one can obtain further elements of Lie groups as com-
positions of other Lie group elements for all relevant three- and
four-dimensional Lie algebras. However, before introducing the
specifics of the research problem and the methods used to solve it,
we begin by providing the reader with the necessary background on
Lie groups and Lie algebras. We provide definitions and examples of
Lie groups and Lie algebras (taken from [3]) as well as fundamental
theorems.

In the late 19th century, Sophus Lie initially developed the concept
of Lie groups to unify the known techniques for solving ordinary
differential equations. Lie’s work resulted in a systematic approach
to solving ordinary differential equations and, in particular, unified
the topics of integrating factors, separable equation, homogeneous
equation, variation of parameter, reduction of order, Fourier and
Laplace transforms. Because of its systematic nature, Lie’s work and
its advancements led to the development of symbolic manipulation
software that can be used to solve differential equations [3].

The key element in Lie’s framework for solving differential equa-
tions is the use of symmetries, i.e. transformations that map solutions
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of a differential equation into other solutions. These symmetries are
expressed in terms of continuous groups of transformations known
as Lie groups of transformations which are defined in the next sub-
section. It is worth noting that an essential part of Lie’s work is an
algorithm to find all Lie groups of transformations admitted by a
differential equation.

2.1 Lie Groups of Transformations

Here we introduce Lie groups of transformations acting on R
n after

defining groups and groups of transformations.

2.1.1 Group

Definition.

A group G is a set of elements with a law of composition φ between
elements satisfying the following properties.

(i) Closure property. For any elements a and b in G, φ(a,b) is an ele-
ment of G.

(ii) Associative property. For any elements a,b and c inG,φ(a,φ(b,c)) =
φ(φ(a,b), c).

(iii) Identity element. There exist an identity element e in G such
that for every element a in G, φ(a,e) = φ(e,a) = a.

(iv) Inverse element. For every element a in G there is an inverse
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element a−1 such that φ(a,a−1) = (a−1, a) = e.

Definition.

A subset H of a group G that is a group under the same law of com-
position φ is a subgroup of G.

Examples of groups

(1) The set of all positive real numbers R+, with the law of composi-
tion φ given by multiplication φ(a,b) = ab and the identity element
e = 1. Here the inverse of each element a is a−1 = 1/a.

(2) The set of all complex numbers C, with the law of composition
φ given by addition, φ(a,b) = a + b. Here the identity element is
e = 0 and the inverse of each element a is a−1 = −a.[The set of all real
numbers R is a subgroup of C whereas the set of all integers Z is a
subgroup of both R and C.]

(3) The set of all invertible n × n matrices, where the law of com-
position φ is given by matrix multiplication, the identity element is
the identity matrix In, and the inverse of each element is the inverse
of a matrix under multiplication.

6



2.1.2 One-parameter Lie group of transformations

Definition.

Let x = (x1,x2, ...,xn) lie in a region D ⊂ R
n and let a parameter ε ∈

S ⊂R. The set of transformations

x∗ = X(x;ε) (2.1.1)

defined for each x ∈D and ε ∈ S with law of composition φ(ε,δ) de-
fined for all ε and δ in S, is a one-parameter group of transformations
iff the following properties hold.

(i) For each ε in S the transformations are one-to-one onto D.

(ii) S with the law of composition φ is a group.

(iii) For the identity element e = ε0 and each x ∈D: x∗ = x, i.e.

x∗ = X(x;ε0) = x

(iv) If x∗ = X(x, ε) and x∗∗ = X(x∗,δ), then

x∗∗ = X(x;φ(ε,δ)).

Definition.

A group of transformations is a one-parameter Lie group of transfor-
mations if in addition to properties (i) to (iv) it also satisfies:

(v) ε is a continuous parameter, i.e. S is an interval in R.
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(vi) X is infinitely differentiable with respect to x in D and an an-
alytic function of ε in S.

(vii) φ(ε,δ) is an analytic function of ε and δ, for all ε and δ in S.

Note that one can think of ε as a time parameter and x as a spatial
variable. Here x∗ = X(x, ε) represents the evolution over time of a
point in the region D.

Examples of one-parameter Lie groups of transformations include:

(1) Group of x-translations in the plane

Here D = R
2, S = R, and φ(ε,δ) = ε + δ and for any x = (x,y) ∈ D

and ε ∈ S,

x∗ = X(x;ε) = (x+ ε,y).

This group corresponds to translations parallel to the x-axis.

(2) A group of scalings in the plane

In this example D = R
2, S = (0,∞), φ(ε,δ) = εδ, the identity ele-

ment is 1, and for any x = (x,y) ∈D and α ∈ S,

x∗ = X̃(x,α) = (αx,α2y).

In order to set the identity element to 0, one can reparameterize this
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group by setting ε = α − 1. Hence S becomes (−1,∞) and the trans-
formation becomes

x∗ = X(x;ε) = X̃(x;1 + ε) =
(
(1 + ε)x, (1 + ε)2y

)
with law of composition φ(ε,δ) = ε+ δ+ εδ.

First Fundamental Theorem of Lie; infinitesimal generators

Definition. Consider a one-parameter Lie group of transformations

x∗ = X(x;ε) (2.1.2)

with the identity ε = 0 and law of composition φ. From the Taylor
expansion of (2.1.2) about ε = 0, one gets

x∗ = x+ ε
(
∂X(x;ε)
∂ε

)∣∣∣∣∣
ε=0

+O(ε2) (2.1.3)

Let

ξ(x) =
∂X(x;ε)
∂ε

∣∣∣
ε=0
. (2.1.4)

The transformation x+εξ(x) is the infinitesimal transformation of the
Lie group of transformations (2.1.2). The components of ξ(x) are the
infinitesimals of (2.1.2).

Theorem 2.1. First Fundamental Theorem of Lie. There exists a
parameterization τ(ε) such that the Lie group of transformations (2.1.2)
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is equivalent to the solution of an initial value problem for a system of
first-order ODEs given by

dx∗

dτ
= ξ(x∗) (2.1.5)

with

x∗ = x when τ = 0. (2.1.6)

In particular,

τ(ε) =
∫ ε

0
Γ (ε′)dε′, (2.1.7)

where

Γ (ε) =
∂φ(a,b)
∂b

∣∣∣
(ε−1,ε)

(2.1.8)

and
Γ (0) = 1. (2.1.9)

Proof.

See Ref [3].

The First Fundamental Theorem of Lie shows that a one-parameter
Lie group of transformations can be determined from its infinitesi-
mals. Next, we look at some examples.

(1) Group of x-translations in the plane

Here D = R
2, S = R, φ(ε,δ) = ε + δ and for any x = (x,y) ∈ D and

ε ∈ S,

x∗ = X(x;ε) = (x+ ε,y). (2.1.10)
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Clearly, the infinitesimals are

ξ(x) = (1,0).

Using equation (2.1.8), one can easily check that

Γ (ε) = 1.

Hence equation (2.1.7) leads to

τ(ε) = ε.

Thus the system of equations (2.1.5), (2.1.6) becomes(
dx∗

dε
,
dy∗

dε

)
= (1,0); (2.1.11)

and when ε = 0
(x∗, y∗) = (x,y). (2.1.12)

One can easily check that the solution to the initial value problem
(2.1.11), (2.1.12) generates the group of transformations (2.1.10).

(2) A group of scalings in the plane

In this example D = R
2, S = (−1,∞), φ(ε,δ) = ε + δ + εδ, and for
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any x = (x,y) ∈D and ε ∈ S the transformation is given by

x∗ = X(x;ε) =
(
(1 + ε)x, (1 + ε)2y

)
. (2.1.13)

It is easy to check that for each ε ∈ S, its inverse is given by

ε−1 =
1

1 + ε
. (2.1.14)

Clearly, the infinitesimals of this Lie group of transformations are

ξ(x) = (x,y).

Using equations (2.1.8) and (2.1.14), one can show that

Γ (ε) =
1

1 + ε
.

Hence equation (2.1.7) leads to

τ(ε) = ln(1 + ε). (2.1.15)

Thus the system of equations (2.1.5), (2.1.6) becomes(
dx∗

dτ
,
dy∗

dτ

)
= (x∗,2y∗) (2.1.16)

and when ε = 0,
(x∗, y∗) = (x,y). (2.1.17)
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One can easily check, using equation (2.1.15), that the solution
to the IVP (2.1.16), (2.1.17) generates the group of transformations
(2.1.13).

2.1.3 Infinitesimal generator

As another consequence of the First Fundamental Theorem of Lie,
one sees that it is always possible to reparameterize a one-parameter
Lie group of transformations so that, without loss of generality, one
can assume that its law of composition is given by φ(a,b) = a + b
with identity element 0, and the inverse for each ε ∈ S is given by
ε−1 = −ε. Hence the group of transformations in (2.1.2) becomes
(τ = ε)

dx∗

dε
= ξ(x∗) (2.1.18)

with

x∗ = x when ε = 0. (2.1.19)

The infinitesimal generator of a one-parameter Lie group of transfor-
mations is the operator given by

X = X(x) = ξ(x).∇ =
n∑
i=1

ξi(x)
∂
∂xi

, (2.1.20)

where ∇ is the gradient operator
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∇ =
(
∂
∂x1

,
∂
∂x2

, ...,
∂
∂xn

)
. (2.1.21)

For any differentiable function F(x) = F(x1,x2, ...,xn) one has

XF(x) = ξ(x).∇F(x) =
n∑
i=1

ξi(x)
∂F(x)
∂xi

.

Note that Xxi = ξi(x) for i = 1, ...,n. It follows that the infinitesi-
mal generator determines the infinitesimal transformation of a Lie
group and, from the First Fundamental Theorem of Lie, the infinites-
imal generator can be used to determine the Lie group of transfor-
mations. Next, we show another important and explicit method for
determining a one-parameter Lie group of transformations from its
infinitesimal generator.

Theorem 2.1.1. The one-parameter Lie group of transformations (2.1.2)
is equivalent to

x∗ = eεXx = x+ εXx+
1
2
ε2X2x+ ... =

∞∑
0

εk

k!
Xkx, (2.1.22)

where the operator X = X(x) is defined by (2.1.20) and XkF(x) is the
function obtained by applying the operator X k times with k = 1,2, ....
Moreover, X0F(x) ≡ F(x).
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Proof

. See Ref [3].

This theorem presents a computationally useful alternative to the
First Fundamental Theorem of Lie that can be used to generate a
one-parameter Lie group of transformations from its infinitesimal
transformation. The series shown in equation (2.1.22) is the Lie se-
ries of a one-parameter Lie group of transformations.

Theorem (2.1.1) leads to the following important corollary.

Corollary 2.1.1.1. If F(x) is infinitely differentiable, then for a one-
parameter Lie group of transformations (2.1.2) with infinitesimal gener-
ator (2.1.20), one has

F(x∗) = F(eεXx) = eεXF(x) (2.1.23)

Proof.

See Ref [3].

As an example consider the rotation group

x∗ = cosεx+ sinεy, (2.1.24)
y∗ = −sinεx+ cosεy. (2.1.25)

The infinitesimal for this group of transformations is

ξ(x) =
(
ξ1(x),ξ2(x)

)
= (y,−x)

15



Hence the infinitesimal generator is given by

X = X(x) = ξ(x).∇ = y
∂
∂x
− x ∂

∂y
(2.1.26)

One can use equation (2.1.26) to obtain the Lie series of this group
of transformations as follows: Xx = y, X2x = −x. Thus

Xkx =

 (−1)
k−1

2 x if k is odd
(−1)

k
2y if k is even

Hence

x∗ = eεXx = x
( ∞∑
k=0

(−1)kε2k

(2k)!

)
+ y

( ∞∑
k=0

(−1)kε2k+1

(2k + 1)!

)
= cosεx+ sinεy.

Similarly, one can show that

y∗ = −sinεx+ cosεy.

2.2 Multiparameter Lie group of transformations

In this section we present some key definitions and results related to
multiparameter Lie groups of transformations. We only consider Lie
groups of transformations with a finite number of parameters. Each
parameter of an r-parameter Lie group of transformations leads to
an infinitesimal generator which in turn leads to an r-dimensional
vector space that has an additional ”commutator” operation. The
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vector space generated by the infinitesimals is a Lie algebra (r-dimensional
Lie algebra).

One can obtain a multiparameter Lie group of transformations
through the exponentiation of its associated Lie algebra elements,
as in the case of one-parameter Lie groups of transformations.

2.2.1 r-parameter Lie group of transformations

An r-parameter Lie group of transformation is defined in a way that is
analogous to the definition of a one-parameter Lie group of trans-
formations.

Definition

Let x = (x1,x2, ...,xn) ∈D ⊂R
n and ε = (ε1, ε2, ..., εr), δ = (δ1,δ2, ...,δr) ∈

S ⊆R
r . The transformation

x∗ = X(x;ε) (2.2.1)

with law composition φ(ε,δ) is an r-parameter Lie group of transfor-
mation if it is a one-to-one transformation onto D such that

(i) S with law of composition φ(ε,δ) is a group with identity ele-
ment ε = 0 which corresponds to ε1 = ε2 = ... = εr = 0.

(ii) φ(ε,δ) is analytic in ε and δ.

(iii) For each x ∈D,
x∗ = X(x;0) = x.
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(iv) If x∗ = X(x;ε) and x∗∗ = X(x∗;δ), then

x∗∗ = X(x;φ(ε,δ)).

Next, we present the First Fundamental Theorem of Lie for r-parameter
Lie groups of transformations after defining the infinitesimal matrix
of the r-parameter Lie group of transformations (2.2.1).

Definition.

The infinitesimal matrix is the r ×n matrix Ξ(x) with entries

ξij(x) =
∂x∗j
∂εi

∣∣∣∣∣
ε=0

=
∂Xj(x, ε)

∂εi

∣∣∣∣∣
ε=0
, i = 1,2, ..., r, j = 1,2, ...,n. (2.2.2)

Theorem 2.3. The First Fundamental Theorem of Lie. Let Θ(ε) be
the r × r matrix with elements

Θkl(ε) =
∂φl
∂δk

∣∣∣∣∣
δ=0
, k, l = 1,2, ...r. (2.2.3)

Let its inverse matrix be given by

Ψ (ε) =Θ−1(ε). (2.2.4)

In some neighborhood of ε = 0, the Lie group of transformations (2.2.1)
is equivalent to the solution of the initial value problem for the system of
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nr first-order PDEs given by
∂x∗1
∂ε1

∂x∗2
∂ε1

. . . ∂x∗n
∂ε1

∂x∗1
∂ε2

∂x∗2
∂ε2

. . . ∂x∗n
∂ε2...

... . . .
...

∂x∗1
∂εr

∂x∗2
∂εr

. . . ∂x∗n
∂εr


= Ψ (ε)Ξ(x∗), (2.2.5)

with

x∗ = x at ε = 0. (2.2.6)

Proof.

See Ref [3].

Definition.

The infinitesimal generator Xα corresponding to the parameter εα of
the r-parameter Lie group of transformations (2.2.1), is given by

Xα =
n∑
j=1

ξαj
∂
∂xj

, α = 1, ..., r. (2.2.7)

One can show that the Lie group of transformations (2.2.1) is equiv-
alent to

x∗ =
r∏

α=1

eµαXαx = eµ1X1eµ2X2 . . . eµrXrx, (2.2.8)
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where, µ1,µ2, . . . ,µr are arbitrary real constants [3]. Note that the or-
der of the operations in (2.2.8) can be rearranged by renumbering
the infinitesimal generators. This corresponds to a different param-
eterization, i.e., Ψ (ε) changes.

As an example, consider the two-parameter Lie group of transfor-
mations

x∗ = eε1x+ ε2,

y∗ = e2ε1y.
(2.2.9)

Here D = S = R
2 and the law of composition is

φ(ε,δ) = φ
(
(ε1, ε2), (δ1,δ2)

)
=

(
ε1 + ε2, ε2e

δ1 + δ2

)
; ε,δ ∈ S. (2.2.10)

It is easy to check that the infinitesimal matrix is

Ξ(x,y) =
(
x y
1 0

)
.

Additionally,

Θ(ε1, ε2) =
(
1 ε2

0 1

)
,

with its inverse given by

Ψ (ε1, ε2) =
(
1 −ε2

0 1

)
.

Thus the system of PDEs (2.2.5) with initial conditions (2.2.6) be-
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comes ∂x∗∂ε1

∂y∗

∂ε1
∂x∗

∂ε2

∂y∗

∂ε2

 = Ψ (ε1, ε2)Ξ(x∗, y∗) =
(
x∗ − ε2 2y∗

1 0

)
, (2.2.11)

with

(x∗, y∗) = (x,y) when (ε1, ε2) = (0,0). (2.2.12)

One can easily check that the solution to the system (2.2.11), (2.2.12)
is given by (2.2.9). Next, we check that (2.2.9) can also be generated
using equation (2.2.8).

The infinitesimal generators for the two-parameter Lie group of trans-
formations (2.2.9) are given by

X1 = x
∂
∂x

+ 2y
∂
∂y
,

X2 =
∂
∂x
.

It is useful to note that by analogy with equation (2.1.23), one has
for every differentiable function F(x,y)

eεX1F(x,y) = F
(
eεX1x,eεX1y

)
= F

(
eεx,e2εy

)
,

eεX2F(x,y) = F
(
eεX2x,eεX2y

)
= F

(
x+ ε,y

)
.

Hence equation (2.2.8) becomes
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eµ1X1eµ2X2(x,y) = eµ1X1(x+µ2, y) = (eµ1x+µ2, e
2µ1y) = (x∗, y∗). (2.2.13)

2.3 Lie Algebras

Definition.

Consider an r-parameter Lie group of transformations (2.2.1) with
infinitesimal generators Xα, α = 1, ..., r defined by (2.2.7). The com-
mutator (Lie bracket) of Xα and Xβ is a first-order operator given by

[Xα,Xβ] = XαXβ −XβXα

=
n∑

i,j=1

(ξαi(x)
∂
∂xi

)(
ξβj(x)

∂
∂xj

)
−
(
ξβi(x)

∂
∂xi

)(
ξαj(x)

∂
∂xj

)
=

n∑
j=1

ηj(x)
∂
∂xj

,

(2.3.1)
where

ηj =
n∑
i=1

(
ξαi(x)

∂ξβj
∂xi
− ξβi(x)

∂ξαj
∂xi

)
. (2.3.2)

From equation (2.3.2), it is clear that the commutator operation is
anti-symmetric, i.e,

[Xα,Xβ] = −[Xβ,Xα]. (2.3.3)
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By direct computation, one can show that for any three infinitesimal
generators Xα, Xβ, Xγ , one has the Jacobi identity

[Xα[Xβ,Xγ]] + [Xβ[Xγ ,Xα]] + [Xγ[Xα,Xβ]] = 0. (2.3.4)

Theorem 2.4. The Second Fundamental Theorem of Lie. The com-
mutator of any two infinitesimal generators of an r-parameter Lie group
of transformations is also an infinitesimal generator. In particular,

[Xα,Xβ] =
r∑

γ=1

C
γ
αβXγ , (2.3.5)

where the coefficients Cγαβ are real constants called the structure con-
stants, α, β, γ = 1, ..., r.

Proof.

See ref [3].

Equations (2.3.5) are the commutation relations of the r-parameter
Lie group of transformations (2.2.1).

Theorem 2.5. The anti-symmetric property (2.3.3) of the infinitesimal
generators in (2.2.7) and Jacobi’s identity (2.3.4) lead to the following
relations satisfied by the structure constants.

C
γ
αβ = Cγβα, (2.3.6)
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r∑
ρ=1

[
C
ρ
αβC

δ
ργ +CρβγC

δ
ρα +CργαCδρβ

]
= 0. (2.3.7)

Definition.

A Lie algebra L is a vector space with a bilinear bracket operation
(the commutator) satisfying the properties (2.3.3), (2.3.4) and (2.3.5).
In particular, the set of infinitesimal generators {Xα}, α = 1,2, . . . , r,
of an r-parameter Lie group of transformations (2.2.1) forms an r-
dimensional Lie algebra over R.

It is important to note that in this thesis, we are interested in a
more abstract definition of a Lie algebra. In particular, we define
a Lie algebra solely based on its properties (2.3.3)-(2.3.5). Starting
from this abstract definition, we then seek natural representations of
a Lie algebra, e.g. an operator and matrix representations, in order
to solve the research problem. Most importantly, one can also obtain
a necessary condition to solving the research problem, without any
representation i.e., just using the algebraic properties (2.3.3)-(2.3.5)
(differential equation method).
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Chapter 3

Research problem

Consider a three-dimensional Lie algebra L with basis elements B1,
B2, and B3 such that the commutator of B1 and B2 is a linear combi-
nation of the basis elements of L, i.e.,

[B1,B2] = B1B2 −B2B1 =
3∑
k=1

Ck12Bk, (3.0.1)

in terms of real structure constants C1
12, C

2
12, and C3

12, with C3
12 , 0.

In other words, the Lie algebra element B3 is generated by the other
two elements. All six three-dimensional Lie algebras presented in
[13] have at least one commutator that satisfies this non-zero prop-
erty. In particular, for the problem under consideration, it does not
matter what the other commutators of L are. The question of interest
is whether the Lie group element generated by B3 can be obtained
from the Lie group elements generated by B1 and B2 as illustrated
by the two examples mentioned in the Introduction. Motivated by
the commutator property (3.0.1) with C3

12 , 0, the aim is to find con-
tinuous functions a (ε) ,b (ε) , c (ε), and d (ε) so that the equation

ea(ε)B1eb(ε)B2ec(ε)B1ed(ε)B2 = eεB3
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with
a(0) = b(0) = c(0) = d(0) = 0 (3.0.2)

holds for an arbitrary value of ε. Next, to clarify how the research
problem given by (3.0.2) follows from (3.0.1) with C3

12 , 0, a con-
crete example is presented.

The parallel parking problem has commutators given by [R,Y ] =
X, [R,X] = −Y , [X,Y ] = 0, where

X = − ∂
∂x
, Y =

∂
∂y
, R = y

∂
∂x
− x ∂

∂y
.

The first commutator indicates thatX can be generated from R and
Y . This leads one to consider either equation

ea(ε)Reb(ε)Y ec(ε)Red(ε)Y = eεX ; (3.0.3)

or
ea(ε)Y eb(ε)Rec(ε)Y ed(ε)R = eεX . (3.0.4)

In equation (3.0.3) R,Y , and X correspond to B1,B2, and B3, respec-
tively. The solution to equation (3.3) will be presented in Chapter
4. Note that when the commutator of a Lie algebra used in equation
(3.0.2) does not satisfy the assumptions stated above, one would ex-
pect only trivial solutions. For example, since in the parking prob-
lem the commutators of X and Y do not generate R, the equation

ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y = eεR

only has the trivial solution.
When the DE method is used, an additional assumption about

these functions is needed. In particular, here a (ε) ,b (ε) , c (ε), and
d (ε) are differentiable everywhere except at ε = 0. This assumption
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is needed since the DE method relies on finding a system of differ-
ential equations that the four functions must satisfy.

In general, it turns out that the problem as stated always has a de-
gree of freedom in its solution. Moreover, a minimum number of
four terms are needed on the left hand side of equation (3.0.2). This
follows from the origin of the commutator equation (3.0.1). In par-
ticular, from the form of equation (3.0.2), one would expect, as will
be seen later in this thesis, that there are solutions for which a (ε) ,
b (ε) , c (ε), and d (ε) are of order

√
ε as ε→ 0 to generate a commuta-

tor element of order ε on the right-hand side of equation (3.0.2).
Now consider a four-dimensional Lie algebra L with basis elements
B1, B2, B3, and B4 such that the elements B1, B2, and B3 do not form
a subalgebra. For the research problem we require that the commu-
tator of B1 and B2 satisfies

[B1,B2] = B1B2 −B2B1 =
4∑
k=1

Ck12Bk, (3.0.5)

with real structure constants C1
12, ...,C

4
12 where C3

12 , 0 and C4
12 = 0.

Here the Lie algebra element B3 can be generated from the ele-
ments B1 and B2. The problem of interest is whether the Lie group
element generated by B3 can be obtained from the Lie group ele-
ments generated by B1 and B2. In particular, in view of the com-
mutator property (3.0.5), we are interested in finding continuous
functions a (ε) ,b (ε) , c (ε) ,d (ε) , f (ε), and g(ε) so that the equation

ea(ε)B1eb(ε)B2ec(ε)B1ed(ε)B2ef (ε)B1eg(ε)B2 = eεB3, (3.0.6)

with a(0) = b(0) = c(0) = d(0) = f (0)) = g(0) = 0 holds for an arbitrary
value of ε.

It is important to note that it is essential that the left hand side
of (3.0.6) is composed of the product of six Lie group elements: in
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all considered cases there exist solutions where one of a (ε) or g(ε) is
zero, but this is not obvious a priori.

One should also note that one can also state the problems in (3.0.2)
and (3.0.6) with the roles of B1 and B2 interchanged when the num-
ber of terms to the left of these equations is even. This does not
change the nature of the problem and, in fact, it leads to isomorphic
solutions as will be shown in Chapter 7.

In this thesis, for all relevant three- and four-dimensional Lie alge-
bras, we present three different methods that can yield the general
solution for their respective equations (3.0.2) and (3.0.6). In what
follows, we will describe the different methods used to solve (3.0.2)
and (3.0.6). As a simple example, in this Chapter we solve the com-
position problem for the three-dimensional Lie algebra sl(2,R) to il-
lustrate how these different methods work. The solution of the com-
position problem for the other relevant three- and four-dimensional
Lie algebras will be presented in Chapter 4.

We first note that sl (2,R) has the commutators

[X,Y ] = Z, [Z,X] = 2X, [Y ,Z] = 2Y . (3.0.7)

3.1 Operator method

The operator method requires a representation of a Lie algebra in
terms of differential operators. The operator representation is not
necessarily unique. This lack of uniqueness is illustrated by the ex-
ample of sl (2,R) .

3.1.1 Description of the operator method

Let {∆1, . . . ,∆r} be a differential operator representation of a Lie al-
gebra L which respectively has basis elements {B1, . . . ,Br}, where
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∆i = γ ij (x) ∂
∂xj
, i = 1, . . . , r, and x = (x1, . . . ,xm) .

Then equations (3.0.2) and (3.0.6) become respectively the equa-
tions

ea(ε)∆1eb(ε)∆2ec(ε)∆1ed(ε)∆2x = eε∆3x, (3.1.1)

and
ea(ε)∆1eb(ε)∆2ec(ε)∆1ed(ε)∆2ef (ε)∆1eg(ε)∆2x = eε∆3x, (3.1.2)

where eε∆ix =
∞∑
n=0

εn

n!∆
n
i x = (xi)∗ for i = 1, . . . , r; This corresponds to

generating the Lie algebra elements using Theorem 2.1.2.
(xi)

∗
=

(
(x1

i)
∗
, . . . , (xm

i)
∗)

is the image of x with respect to the ith
basis element of the Lie group of transformations connected with
the differential operator ∆i, with i = 1, . . . , r.

From the First Fundamental Theorem of Lie 2.1, one can also ob-
tain (xi)

∗
by solving the system of differential equations

d(xj
i)
∗

dε = γj i (x), j = 1, . . . ,m, with initial condition (xj i)
∗ (0) = xj .

3.1.2 Example sl (2,R)

Operator representations for sl (2,R) include

∆1 = X = −x2 ∂
∂x
, ∆2 = Y =

∂
∂x
, ∆3 = Z = 2x

∂
∂x
, in R; (3.1.3)

∆1 = X = −y ∂
∂x
, ∆2 = Y = −x ∂

∂y
, ∆3 = Z = y

∂
∂y
−x ∂
∂x
, in R

2. (3.1.4)

For the operator representation (3.1.3) for sl (2,R) , one obtains

eεX (x) =
x

1 + εx
, eεY (x) = x+ ε, eεZ(x) = e2εx. (3.1.5)
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There are two well-known methods to obtain (3.1.5).

Method I. From the First Fundamental Theorem of Lie (Theorem
2.1), the operator representation (3.1.3) leads to solving separately
the three IVPs

dx∗

dε
= −x∗2,x∗ (0) = x; (3.1.6)

dx∗

dε
= 1, x∗ (0) = x; (3.1.7)

dx∗

dε
= 2x∗,x∗ (0) = x. (3.1.8)

It is easy to show that the three one-parameter Lie groups of trans-
formations (3.1.5) respectively solve the IVPs (3.1.6)-(3.1.8).

Method II. Using induction, it is easy to show that

Xnx = (−1)nn!xn+1, n ≥ 0.

Hence eεXx =
∞∑
n=0

εn

n!X
nx =

∞∑
n=0
εn(−1)nxn+1 = x

1+εx . Since Y x = 1,Y nx =

0, n ≥ 2, it follows that eεYx = x + ε. It is easy to show that Znx =
2nx, n ≥ 0. Hence eεZx = e2εx.

To proceed, it is convenient to rewrite expression (3.1.1) in the
form

eb(ε)Y ec(ε)Xed(ε)Yx = e−a(ε)XeεZx. (3.1.9)

Then from (3.1.5), one obtains

eb(ε)Y ec(ε)Xed(ε)Yx = eb(ε)Y ec(ε)X (x+ d) = eb(ε)Y
(
d +

x
1 + cx

)
=
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d +
x+ b

1 + c(x+ b)
, e−a(ε)XeεZ (x) = e−a(ε)X

(
e2εx

)
= e2ε x

1− ax
.

Then expression (3.1.9) becomes d+ x+b
1+c(x+b) = e2ε x

1−ax . Hence for all
x, one has

−
(
a (dc+ 1) + ce2ε

)
x2 +

(
−a (d + b+ bdc) + dc+ 1− e2ε (1 + bc)

)
x+ b+ d

+bdc = 0.

This yields the set of equations

b+ d + bdc = 0, dc+ 1 = e2ε(1 + bc), −a (dc+ 1) = ce2ε. (3.1.10)

The solution to the system of equations (3.1.10) is given by

a (ε) =
eε − e2ε

d(ε)
, b (ε) = −e−εd(ε), c (ε) =

eε − 1
d (ε)

, (3.1.11)

where d (ε) is any continuous function chosen so that a(ε) and c(ε)
are continuous functions, and satisfying d (ε) , 0 for any ε , 0 with
a(0) = b(0) = c(0) = d(0) = 0.

3.2 Matrix representation method

The matrix representation method involves a matrix representation of
a Lie algebra L. In particular, in this thesis we seek an appropri-
ate matrix for each basis element of L using the Lie algebra pack-
age of the computer software GAP (Group, Algorithms, Program-
ming) [9]. A difficulty arose in the case of the four-dimensional Lie
algebra S4,7 (in terms of the nomenclature used in the classification
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of Lie algebras in [11]). Here the matrix representation obtained
from the software package [9] could not be used since the obtained
representation is not isomorphic to S4,7. For this Lie algebra, we
used a matrix representation given in [6].

3.2.1 Description of the procedure used for the matrix represen-
tation method

Let L be a k-dimensional Lie algebra with basis elements Bi with Mi

denoting a matrix representation of Bi , i = 1, . . . , k.

Step 1. Find matrices {Mi} that represent L using computer soft-
ware or relevant literature ([6], [9]).

Step 2. Attempt to find a closed form representation for each ele-
ment eεBi of the Lie group associated with L from the Taylor

expansion eεMi =
∞∑
n=0

εn

n!M
n
i where M i

0 = I for i = 1, . . . , k. (In all

three- and four-dimensional cases, this step was successful in lead-
ing to such a closed form representation.)

Step 3. Compute
∏2k−2
i=1 eai(ε)Bj where

{
j = 1 if i is odd
j = 2 if i is even

.

Step 4. Solve equations (3.0.2) and (3.0.6).

3.2.2 Example sl(2,R)

Although sl(2,R) is a three-dimensional Lie algebra, a matrix repre-

sentation is given by the 2× 2 matrices X =
(

0 1
0 0

)
, Y =

(
0 0
1 0

)
,
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Z =
(

1 0
0 −1

)
. Then X2 =

(
0 0
0 0

)
. Hence Xn =

(
0 0
0 0

)
, n ≥ 2. Thus

eεX = I + εX =
(

1 ε
0 1

)
. Similarly, one can show that eεY =

(
1 0
ε 1

)
.

One can easily show that Zn=
(

1 0
0 (−1)n

)
. Hence eεZ =

(
eε 0
0 e−ε

)
.

Consequently,

M = ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y =
(
abcd + ab+ ad + cd + 1 a+ c+ abc

b+ d + bcd bc+ 1

)
.

After setting M = eεZ , one obtains the equations

bc+ 1 = e−ε, b+d +bcd = 0, a+ c+abc = 0, abcd +ab+ad + cd + 1 = eε,

whose solution is given by (3.1.11).

3.3 DE method

The DE method requires differentiation of the unknown functions in
equations (3.0.2) and (3.0.6). It involves setting up a nonlinear sys-
tem of first order ordinary differential equations that must be sat-
isfied by all differentiable solutions of equations (3.0.2) and (3.0.6).
Here the solutions respectively satisfy initial conditions

a (0) = b (0) = c (0) = d (0) = 0, (3.3.1)

a (0) = b (0) = c (0) = d (0) = f (0) = g (0) = 0 , (3.3.2)

in the three- and four-dimensional cases. Note that when ε = 0, the
unknown functions will be continuous but not differentiable. The
DE method yields a necessary condition for solutions. Sufficiency is
shown from the solutions obtained by the other two methods.
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3.3.1 Description of the DE method

After differentiating equations (3.0.2) and (3.0.6) with respect to ε,
one obtains respectively,

a′1 (ε)B1

4∏
i=1

eaiBi + a′2 (ε)ea1B1B2

4∏
i=2

eaiBi + a′3 (ε)
2∏
i=1

eaiBiB1

4∏
i=3

eaiBi

+ a′4 (ε)
3∏
i=1

eaiBiB2e
a4B2 = B3e

εB3,

(3.3.3)

a′1 (ε)B1

6∏
i=1

eaiBi + a′2 (ε)ea1B1B2

6∏
i=2

eaiBi + · · ·+ a′6 (ε)
5∏
i=1

eaiBiB2e
a6B2

= B3e
εB3,

(3.3.4)

where Bi =
{
B1 if i is odd
B2 if i is even

and a1 = a, a2 = b, a3 = c, a4 = d, a5 =

f , a6 = g.

From equations (3.3.3) and (3.3.4), one sees that a formula is needed
for pulling the products of the exponentials appropriately to the
right of each Bp in order to get back

∏n
i=1 e

ai(ε)Bi = eεB3, n = 4, 6,
respectively.

In general, one proceeds as follows.

Step 1. Find {fj} so that

eεBiBp =
k∑
j=1

fjBje
εBi (3.3.5)
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where i = 1, 2, p = 1, . . . , k, and k is the dimension of the Lie algebra
L. Since Ado’s theorem [?] guarantees the existence of a matrix rep-
resentation for every finite-dimensional Lie algebra, one can treat
the operations in L as matrix elements so that, without loss of gen-
erality, L is associative.

Step 2. Differentiate equations (3.0.2) and (3.0.6) with respect to
ε to obtain equations (3.3.3) and (3.3.4), respectively. Then appro-
priately and recursively substitute equation (3.3.5) into equations
(3.3.3) and (3.3.4). Thus in each case one obtains an equation of the
form

k∑
j=1

αj (ε)Bj
k∏
i=1

eaiBi = B3e
εB3, (3.3.6)

for specific functions αj (ε).

Step 3. Assume that expressions (3.0.2) and (3.0.6) hold. Con-
sequently, this yields necessary conditions that {αj(ε)} must satisfy,
namely the nonlinear system of first order ODEs

α3(ε) = 1,
αi(ε) = 0, i , 3,

(3.3.7)

with initial conditions (3.3.1) and (3.3.2), respectively.

Step 4. Check that the solution of the ODE system (3.3.7) solves
respectively expressions (3.0.2) or (3.0.6) using either the matrix or
operator method.
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3.3.2 Example sl(2,R)

Theorem 3.3.1. For sl(2,R) the following identities hold for any ε.

eεXY ≡ (Y + εZ − ε2X)eεX , eεXZ ≡ (Z − 2εX)eεX ,

eεYX ≡ (X − εZ − ε2Y )eεY , eεYZ = (Z + 2εY )eεY .
(3.3.8)

Proof. From the commutator relations (3.0.7), one directly obtains

XY = YX +Z,
XZ = ZX − 2X,
YZ = ZY + 2Y .

Hence X2Y = YX2 + 2ZX − 2X. Then it is easy to show that
XnY = YXn +nZXn−1 −n(n− 1)Xn−1, n ∈N.

Similarly, one can show that the following relations hold.

XnZ = ZXn − 2nXn,

Y nX = XY n −nZY n−1 −n(n− 1)Y n−1,

Y nZ = ZY n + 2nY n.

Consequently,

eεXY = Y eεX + εZ
∞∑
n=1

εn−1

(n− 1)!
Xn−1 − ε2X

∞∑
n=2

εn−2

(n− 2)!
Xn−2 =

(Y + εZ − ε2X)eεX .

Similarly, one obtains the remaining relations in (3.3.8), complet-
ing the proof. �

36



Now to proceed further, we differentiate equation (3.0.6) with re-
spect to ε. This yields

a′(ε)XeεZ + b′(ε)e
a(ε)X

Y eb(ε)Y ec(ε)Xed(ε)Y + c′(ε)ea(ε)Xeb(ε)YXec(ε)Xed(ε)Y

+ d ′(ε)ea(ε)Xeb(ε)Y ec(ε)XY ed(ε)Y = ZeεZ .
(3.3.9)

Using the relations in Theorem (3.3.1), one finds that equation
(3.3.9) becomes

[α1 (ε)X +α2 (ε)Y +α3 (ε)Z]eεZ = ZeεZ with

α1 (ε) = a′ − a2
(
b′ + d ′ + b

(
−bc′ + bc2d ′ + 2cd ′

))
+ c′

+ 2abc′ − 2acd ′ − c2d ′ − 2abc2d ′ = 0,
(3.3.10)

α2 (ε) = b′ + d ′ + b
(
−bc′ + bc2d ′ + 2cd ′

)
= 0, (3.3.11)

α3 (ε) = a
(
b′ + d ′ + b

(
−bc′ + bc2d ′ + 2cd ′

))
− bc′ + cd ′ + bc2d ′ = 1.

(3.3.12)

After substituting equation (3.3.11) into equations (3.3.10) and
(3.3.12), one gets respectively

a′ + c′ − c2d ′ − 2a(−bc′ + cd ′ + bc2d ′ ) = 0, (3.3.13)

− bc′ + cd ′ + bc2d ′ = 1. (3.3.14)

After substituting equation (3.3.14) into each of equations (3.3.13)
and (3.3.11), one obtains

a′ + c′ − c2d ′ − 2a = 0, (3.3.15)

b′ + d ′ + bcd ′ + b = 0. (3.3.16)
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After subtracting c times equation (3.3.16) from equation (3.3.14),
one finds that

(bc)′ + bc = −1. Hence

b (ε) =
e−ε − 1
c(ε)

. (3.3.17)

Substitution of equation (3.3.17) into equation (3.3.16) leads to d ′ =
ceε−c′ (eε−1)

c2 .

Consequently,

d(ε) =
eε − 1
c(ε)

. (3.3.18)

After substituting equation (3.3.18) into equation (3.3.15), one gets

2(a+ eεc) = (a+ eεc)′ . Hence a (ε) = −c(ε)eε.

Thus the solution to the system of differential equations (3.28)-
(3.30) with initial condition (3.19) is given by (3.1.11).
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Chapter 4

Results

Using the procedures described in chapter three, the results for all
relevant three- and four-dimensional Lie algebras are presented in
Tables 1 and 2, respectively.
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Lie algebra; commutators Composition equation Solution
sl (2,R)
[X,Y ] = Z
[X,Z] = −2X
[Y ,Z] = 2Y

ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y = eεZ d (ε) is an arbitrary function
satisfying d (ε) , 0 when
ε , 0
a(ε) = eε−e2ε

d(ε)

b (ε) = e−ε−1
eε−1 d(ε)

c (ε) = eε−1
d(ε)

Parallel parking problem,
S3,3 with constant r = 0
[R,Y ] = X
[R,X] = −Y
[X,Y ] = 0

ea(ε)Reb(ε)Y ec(ε)Red(ε)Y = eεX d (ε) is an arbitrary function
satisfying d(ε) , kπ for every
k ∈Z when ε , 0
a (ε) = −arctan

(
ε
d(ε)

)
|b (ε) | =

√
d2 + ε2

c(ε) = arctan
(
ε
d(ε)

)
Euler angles problem,
so(3,R)
[X,Y ] = Z
[X,Z] = −Y
[Y ,Z] = X

ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y = eεZ Any c (ε) satisfying c (ε) , kπ
for every k ∈ Z when ε , 0

and
∣∣∣∣ sin ε

sin c(ε)

∣∣∣∣ ≤ 1 with

a (ε) = −arccos
(

cos c(ε)
cos ε

)
b (ε) = −arcsin

(
sin ε

sinc(ε)

)
d (ε) = arccos

(
− sin a (ε)

sin c(ε)

)
;

a (ε) = arccos
(

cos c(ε)
cos ε

)
b (ε) = π+ arcsin

(
sin ε

sinc(ε)

)
d (ε) = arccos

(
− sin a(ε)

sin c(ε)

)
n3,1
[X,Y ] = Z
[X,Z] = 0
[Z,Y ] = 0

ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y = eεZ d (ε) is an arbitrary function
satisfying d (ε) , 0 when ε , 0

a(ε) = − ε
d(ε)

b (ε) = −d (ε)
c (ε) = ε

d(ε)

S3,1
[Y ,Z] = −Y
[Y ,X] = 0
[Z,X] = rX +Y
where r is a constant satis-
fying |r | ≤ 1

ea(ε)Xeb(ε)Zec(ε)Xed(ε)Z = eεY d (ε) is an arbitrary function
satisfying d (ε) , 0 when ε , 0
b (ε) = −d (ε)

a (ε) = ε(1−r)
1−e(r−1)d(ε)

c (ε) = −a erd(ε)

S3,2
[Z,X] = X
[Z,Y ] = X +Y
[X,Y ] = 0

ea(ε)Y eb(ε)Zec(ε)Y ed(ε)Z = eεX d (ε) is an arbitrary function
satisfying d (ε) , 0 when ε , 0
b (ε) = −d (ε)

c (ε) = − εe
d(ε)

d(ε)
a (ε) = ε

d(ε)

S3,3 general case
[R,X] = rX −Y
[R,Y ] = X + rY
[X,Y ] = 0
where r is a non-negative
constant.

ea(ε)Reb(ε)Y ec(ε)Red(ε)Y = eεX d (ε) is an arbitrary function
satisfying d(ε) , kπ for every
k ∈Z when ε , 0
a (ε) = −arctan

(
ε
d(ε)

)
|b (ε) | =

√
d2 + ε2e

r arctan( ε
d(ε) )

c(ε) = arctan
(
ε
d(ε)

)

Table 4.1: Results for three-dimensional Lie algebras

40



Lie algebra;
commutators

Composition equation Solution

S4,2
[W,X] = X
[W,Y ] = X +Y
[W,Z] = Y +Z
[X,Y ] = 0
[X,Z] = 0
[Z,Y ] = 0

ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W = eεY f (ε) is an arbitrary function sat-
isfying f (ε) , 0 when ε , 0
a (ε) = f (ε)
b (ε) = ε

2f (ε) e
−f (ε)

c(ε) = −2f (ε)
d (ε) = − ε

2f (ε) e
f (ε)

S4,7
[Y ,Z] = X
[W,Y ] = −Z
[W,Z] = Y
[W,X] = 0
[X,Y ] = 0
[X,Z] = 0

ea(ε)Zeb(ε)W ec(ε)Zed(ε)W ef (ε)Z= eεY f (ε) is an arbitrary function
satisfying f (ε) , kπ for every k
∈Z when ε , 0
a (ε) = f (ε)
b(ε) = −arctan( ε

2f (ε) )

c(ε) = ε
√
ε2+4f (ε)2

2f (ε)
d (ε) = arctan( ε

2f (ε) )

S4,9
[Y ,Z] = X
[W,Y ] = rY −Z
[W,Z] = Y + rZ
[W,X] = 2rX
[X,Y ] = 0
[X,Z] = 0

ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W = eεY f (ε) is an arbitrary function sat-
isfying f (ε) , kπ for every k ∈ Z
when ε , 0
a (ε) = f (ε)
b(ε) = −arctan( ε

2f (ε) )

c(ε) = ε
√
ε2+4f (ε)2

2f (ε) e−rb

d (ε) = arctan( ε
2f (ε) )

S4,10
[Y ,Z] = X
[W,Y ] = Y
[W,Z] = Y +Z
[W,X] = 2X
[X,Y ] = 0
[X,Z] = 0

ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W eg(ε)Z = eεY a (ε) and c (ε) are arbi-
trary functions satisfying
a (ε)c (ε) , 0, a (ε) + c (ε) , 0,
and c (ε)2 + a (ε)c (ε) ≥ 0
f (ε) = −(a (ε) + c (ε))
b (ε) =

ε

 c(ε)±
√
c(ε)2+a(ε)c(ε)
a(ε)c(ε)

e−a(ε)

g (ε) = − ε+b(ε)c(ε)ea(ε)

a(ε)+c(ε)

d (ε) = −g (ε)e−(a(ε)+c(ε)) −
b (ε)e−c(ε)

and in the limiting case when
a (ε) = 0,
f (ε) = −c(ε)

d (ε) = εe−c(ε)

c(ε)
b (ε) = g (ε) = − ε

2c(ε)

Table 4.2: Results for four-dimensional Lie algebras
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The sketch of the proofs of the results, exhibited in Tables 1 and 2,
follow in Chapters 5 and 6, respectively.
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Chapter 5

Three-dimensional Lie algebras

In this chapter, we present the proofs of the results presented in
Table 1.

5.1 Parallel parking problem (Lie algebra S3,3 with
constant r = 0)

5.1.1 Model example

To illustrate parallel parking, as an example, consider a unicycle
that performs forward and backward translations as well as rota-
tions. The unicycle is represented by a straight line with centre lo-
cated at (x,y) and initial orientation parallel to the y-axis with its
centre located at (0,0) in Figure 5.1. The aim is to move the unicycle
so that its centre finishes at (ε,0) with the vehicle parallel to its ini-
tial orientation by a succession of rotations and translations in the
same direction as the straight line. As will be illustrated in Figure
5.1, the minimum number of steps that start with a non-zero trans-
lation is four. Let d(ε) and b(ε) be the translations in the first and
third steps, respectively and let c(ε) and a(ε) be the angles of rota-
tion in the second and last steps, respectively. Since the direction the
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vehicle is facing at the end must be the same as at the start, one must
have a(ε) = −c(ε). From Figure 5.1, one sees that d(ε)+b(ε)cosc(ε) = 0
and b(ε)sinc(ε) = ε. Hence the solution to this problem is given by

a(ε) = −c(ε), b(ε) =
ε

sin c(ε)
, d(ε) = −εcotc(ε), (5.1.1)

where c (ε) is any continuous function chosen so that b(ε) and d(ε)
are continuous functions, and satisfying c(ε) , kπ for every k ∈ Z

and ε , 0 with a(0) = b(0) = c(0) = d(0) = 0.

Alternatively, one could treat d(ε) as an arbitrary function. Here
the solution as reflected by Figure 5.1 is given by

a(ε) = −c(ε), c(ε) = −arctan(
ε
d

), |b(ε)| =
√
d2 + ε2,

where d (ε) is any continuous function chosen so that c(ε) is a contin-
uous function, and satisfying d(ε) , 0 and − 2

πε < d(ε) < 2
πε for every

ε , 0 with a(0) = b(0) = c(0) = d(0) = 0.
Note that, as a special case, one obtains the trivial solution d = 0, c =
π
2
, b = ε, a = −π

2
.

Next, the solution to the parallel parking problem is presented us-
ing the methods described in Chapter 3 which can be applied to any
Lie algebra.

5.1.2 Solution using the operator method

An operator representation for this Lie algebra is given by

X = − ∂
∂x
, Y =

∂
∂y
, R = y

∂
∂x
− x ∂

∂y
.
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Figure 5.1: Illustration of solution of parallel parking problem. (1) represents initial
configuration of vehicle with successive configurations represented by (2) to (5).

Consequently,

M = ea(ε)Reb(ε)Y ec(ε)Red(ε)Y (x,y) = ea(ε)Reb(ε)Y ec(ε)R (x,y + d)

= ea(ε)Reb(ε)Y (xcos c + y sin c ,d + y cos c − x sin c )

= ea(ε)R (b sin c + x cos c + y sin c ,d + bcosc+ y cos c − x sin c )
= (b sin c + x cos (a+ c) + y sin (a+ c) ,d + b cos c − x sin (a+ c)
+ y cos (a+ c)).

Then M = eεX (x,y) = (x − ε,y) iff

sin (a+ c) = 0, cos (a+ c) = 1,d + b cos c = 0,−b sin c = ε. (5.1.2)
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The solution to the system of equations (5.1.2) is given by (5.1.1).

5.1.3 Solution using the matrix representation method

A matrix representation of S3,3 with constant r = 0 is given by

X =


0 0 1
0 0 0
0 0 0

 , Y =


0 0 0
0 0 −1
0 0 0

 , R =


0 −1 0
1 0 0
0 0 0

 .
Hence Xn = Y n = 0 , n ≥ 2.

Thus eεY = I + εY =


1 0 0
0 1 −ε
0 0 1

 , and eεX =


1 0 ε
0 1 0
0 0 1

.

For all k > 0, one has


0 −1 0
1 0 0
0 0 0


k

=




0 −1 0
1 0 0
0 0 0

 if k = 1 (mod 4)
−1 0 0
0 −1 0
0 0 0

 if k = 2 (mod 4)
0 1 0
−1 0 0
0 0 0

 if k = 3 (mod 4)
1 0 0
0 1 0
0 0 0

 if k = 4 (mod 4)

.

Consequently,

eεR =


cos ε − sin ε 0
sin ε cos ε 0

0 0 1

 .
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Hence

M = ea(ε)Reb(ε)Y ec(ε)Red(ε)Y =


cos (a+ c) − sin (a+ c) d sin (a+ c) + b sin a
sin (a+ c) cos (a+ c) −d cos (a+ c) − b cos a

0 0 1

 .
Then M = eεX is satisfied iff

cos (a+ c) = 1, sin (a+ c) = 0, b sin a = ε, d+b cos a = 0. (5.1.3)

The solution to the system of equations (5.1.3) is given by (5.1.1).

5.1.4 Solution using the DE method

For all n ≥ 0, one can show that

XnY = YXn, XnR = RXn −nYXn−1,

RnX = X
n∑

i = 0
i even

(−1)
i
2

(
n
i

)
Rn−i −Y

n∑
i = 1
i odd

(−1)
i+1
2

(
n
i

)
Rn−i ,

RnY = Y
n∑

i = 0
i even

(−1)
i
2

(
n
i

)
Rn−i +X

n∑
i = 1
i odd

(−1)
i+1
2

(
n
i

)
Rn−i .

(5.1.4)

Using these results, one can easily obtain the identities
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eεYX ≡ XeεY , eεYR ≡ (R− εX)eεY , eεRX ≡ ( cos ε X − sin ε Y )eεR,

eεRY ≡ ( cos ε Y + sin ε X)eεR.
(5.1.5)

Now to proceed, we differentiate with respect to ε the equation

ea(ε)Reb(ε)Y ec(ε)Red(ε)Y = eεX . (5.1.6)

Thus

a′Rea(ε)Reb(ε)Y ec(ε)Red(ε)Y + b′ea(ε)RY eb(ε)Y ec(ε)Red(ε)Y+

c′ea(ε)Reb(ε)YRec(ε)Red(ε)Y + d ′ea(ε)Reb(ε)Y ec(ε)RY ed(ε)Y = XeεX .
(5.1.7)

Using the identities in (5.1.5), one can show that equation (5.1.7)
leads to the ODE system

a′ + c′ = 0, cos a b′ + b sin a c′ + cos (a+ c) d ′ = 0,
sin a b′ − b cos a c′ + sin (a+ c)d ′ = 1.

(5.1.8)

It is easy to show that the solution to the ODE system (5.1.8) is
given by (5.1.1).

5.2 Euler angles problem (Lie algebra so (3,R))

5.2.1 Solution using the operator method

An operator representation for this Lie algebra is given by

X = x
∂
∂y
− y ∂

∂x
, Y = y

∂
∂z
− z ∂
∂y
, Z = x

∂
∂z
− z ∂
∂x
.
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Here setting ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y = eεZ leads to the system of nine
equations

sin c sin b = − sin ε , cos c − cos a cos ε = 0, sin c cos b +
sin a cos ε = 0,
cos d sin c + sin a = 0, cos b cos c cosd − sin b sin d = cos a ,
sin b cos c cos d + cos b sin d = 0, sin b cos d +
cos b cos c sin d = sin a sin ε ,

sin c sin d − cos a sin ε = 0, cos b cos d
− sin b cos c sin d = cos ε ,

(5.2.1)

whose solutions are given by

a(ε) = −arccos
(

cos c (ε)
cos ε

)
, b(ε) = −arcsin

(
sin ε

sin c (ε)

)
,

d(ε) = arccos
(
− sin a(ε)

sin c(ε)

)
;

(5.2.2)

a(ε) = arccos
(

cos c (ε)
cos ε

)
, b(ε) = π+ arcsin

(
sin ε

sin c (ε)

)
,

d(ε) = arccos
(
− sin a(ε)

sin c(ε)

)
.

(5.2.3)

In both solutions, for any ε , 0, c(ε) is any continuous function
chosen so that a(ε) and d(ε) are continuous, and satisfying

∣∣∣∣ sinε
sin c(ε)

∣∣∣∣ ≤
1 with c (ε) , kπ for every k inZ and such that a(0) = b(0) = c(0) =
d(0) = 0.
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5.2.2 Solution using the matrix representation method

A matrix representation of so(3,R) is given by

X =


0 0 0
0 0 −1
0 1 0

 , Y =


0 0 1
0 0 0
−1 0 0

 , Z =


0 −1 0
1 0 0
0 0 0

 .
Analogous to the way of obtaining the rotation matrix ecR in the

parking problem, one finds that

eεX =


1 0 0
0 cos ε − sin ε
0 sin ε cos ε

 , eεY =


cos ε 0 sin ε

0 1 0
− sin ε 0 cos ε

 ,
eεZ =


cos ε − sin ε 0
sin ε cos ε 0

0 0 1

 .
Consequently, one can show that the entries

{
aij

}
of the matrixM =

ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y are given by

a11 = cos b cos d − sin b cos c sin d , a12 = sin b sin c ,

a13 = cos b sin d + sin b cos c cos d ,
a21 = sin a sin b cos d + cos a sin c sin d +
sin a cos b cos c sin d ,

a22 = cos a cos c − sin a cos b sin c ,

a23 = sin a sin b sin d − cos a sin c cos d −
sin a cos b cos c cos d ,
a31 = − cos a sin b cos d + sin a sin c sin d −
cos a cos b cos c sin a ,

a32 = sin a cos c + sin c cos a cos b ,
a33 = − sin d cos a sin b − sin a sin c cos d +
cos a cos b cos c cos d .
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From the matrix equation M = eεZ , one obtains a system of equa-
tions that can be simplified to (5.2.1). Hence the solutions are given
by (5.2.2) and (5.2.3).

5.2.3 Solution using the DE method

One can show the following identities hold for all ε.

eεXY ≡ ( cos ε Y + sin ε Z)eεX , eεXZ ≡ ( cos ε Z − sin ε Y )eεX ,

eεYX ≡ ( cos ε X − sin ε Z)eεY , eεYZ ≡ ( cos ε Z + sin ε X)eεY .
(5.2.4)

After differentiating with respect to ε the equation
ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y = eεZ and using the identities in (5.2.4), one ob-
tains the simplified ODE system

cos b a′ + c′ = − sin b cos a , sin b a′ + sin c d ′

= cos a cos b, b′ + cos c d ′

= sin a .

(5.2.5)

The ODE system (5.2.5) admits (5.2.2) and (5.2.3) as solutions.

5.3 Lie algebra n3,1

5.3.1 Solution using the operator method

From [12], an operator representation for n3,1is given by
X = ∂

∂x , Y = x ∂
∂z , Z = ∂

∂z .
Consequently, equation ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y (x,z) = eεZ (x,z) leads

to the equation

(x+ a+ c, (b+ d) (x+ a) + dc+ z) = (x,z+ ε) . (5.3.1)
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It is easy to see that the solution to equation (5.3.1) is given by

a (ε) = − ε
d (ε)

, b (ε) = −d (ε) , c (ε) =
ε
d (ε)

, (5.3.2)

where d (ε) is any continuous function chosen so that a(ε) and c(ε)
are continuous functions, and satisfying d (ε) , 0 for any ε , 0 with
a(0) = b(0) = c(0) = d(0) = 0.

5.3.2 Solution using the matrix representation method

From [9], a matrix representation of n3,1is given by

X =


0 1 0
0 0 0
0 0 0

 , Y =


0 0 0
0 0 1
0 0 0

 , Z =


0 0 1
0 0 0
0 0 0

 .
Hence X2 = Y 2 = Z2 = 0. Then one can show that

eεX =


1 ε 0
0 1 0
0 0 1

 , eεY =


1 0 0
0 1 ε
0 0 1

 , eεZ =


1 0 ε
0 1 0
0 0 1

 .
Accordingly, one can show that

M = ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Y =


1 a+ c cd + ad + ab
0 1 b+ d
0 0 1

 .
Consequently M = eεZ yields the system of equations

a+ c = 0, b+ d = 0, cd + ad + ab = ε,

whose solution is given by (5.3.2).
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5.3.3 Solution using the DE method

One can readily obtain the following identities which hold for all ε.

eεXY ≡ (X + εZ)eεX , eεXZ ≡ ZeεX , eεYX ≡ (Y − εZ)eεY , eεYZ ≡ ZeεY .
(5.3.3)

After differentiating with respect to ε the equation
ea(ε)Xeb(ε)Y ec(ε)Xed(ε)Z = eεZ and using the identities (5.3.3), one ob-
tains the ODE system a′ + c′ = 0, b′ + d ′ = 0, ab′ − bc′ + (a+c)d ′ = 1,
whose solution is given by (5.3.2).

5.4 Lie algebra S3,1

5.4.1 Solution using the operator method

An operator representation [12] for S3,1 is given by

X =
∂
∂x

+
∂
∂y
, Y = (1− r) ∂

∂x
, Z = −x ∂

∂x
− ry ∂

∂y
.

Consequently, the equation ea(ε)Xeb(ε)Zec(ε)Xed(ε)Z (x,y) = eεY (x,y)
leads to the equation(

e−(b+d)(x+ a+ ceb), e−r(b+d)(y + a+ cerb)
)

= ((1− r)ε+ x,y). (5.4.1)

It is easy to see that equation (5.4.1) is satisfied iff

b = −d, a+ ce−d = (1− r)ε, a+ ce−rd = 0. (5.4.2)

The solution to the system of equations (5.4.2) is given by

a (ε) =
ε(1− r)

1− e(r−1)d(ε)
, b (ε) = −d (ε) , c (ε) = −a erd(ε), (5.4.3)

where d (ε) is any continuous function chosen so that a(ε) is a con-
tinuous function, and satisfying d (ε) , 0 for any ε , 0 with a(0) =
b(0) = c(0) = d(0) = 0.
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Note that in the limiting case where r → 1, equation (5.4.3) be-
comes a (ε) = − ε

d(ε) , b (ε) = −d (ε), and c (ε) = −a ed(ε).

5.4.2 Solution using the matrix representation method

A matrix representation of S3,1 is given by

X =


0 −r 0
0 0 0
0 −1 0

 , Y =


0 0 0
0 0 0
0 −1 0

 , Z =


r 0 0
0 0 0
1 0 1

 .
Hence for all n ≥ 2 one has Xn = Y n = 0 and Zn =

rn 0 0
0 0 0

rn−1 + rn−2 + ...+ r + 1 0 1

.

Then one can easily show that

eεX =


1 −rε 0
0 1 0
0 −ε 1

 , eεY =


1 0 0
0 1 0
0 −ε 1

 , eεZ =


eεr 0 0
0 1 0

eε−eεr
1−r 0 eε

 .
Hence

M = ea(ε)Xeb(ε)Zec(ε)Xed(ε)Z =


er(b+d) −ra− crebr 0

0 1 0
eb+d−er(b+d)

1−r
cr(eb−ebr )
r−1 − a− ceb eb+d

 .
Then equation M = eεY leads to the system of equations

a+ cebr = 0, b+ d = 0,
cr(eb − ebr)

1− r
+ a+ ceb = ε, (5.4.4)

with solution given by (5.4.3).
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5.4.3 Solution using the DE method

One can show that the following identities hold for all ε.

eεXY ≡ Y eεX , eεXZ ≡ (Z − rεX − εY )eεX ,

eεZX ≡ (eεrX +
eε − eεr

1− r
Y )eεZ , eεZY ≡ (Y + εY )eεZ .

(5.4.5)

After differentiating with respect to ε the equation
ea(ε)Xeb(ε)Zec(ε)Xed(ε)Z = eεY and using the identities (5.4.5), one ob-
tains the ODE system

a′−rab′+erbc′−r(a+cerb)d ′ = 0, b′+d ′ = 0,
eb − erb

1− r
(c′ − rcd ′)−cebd ′ = 1,

(5.4.6)
whose solution is given by (5.4.3).

5.5 Lie algebra S3,2

5.5.1 Solution using the operator method

From [12], an operator representation for S3,2 is given byX = ∂
∂x , Y =

y ∂
∂x , Z = −x ∂

∂x + ∂
∂y .

Consequently, equation ea(ε)Y eb(ε)Zec(ε)Y ed(ε)Z (x,y) = eεX (x,y) leads
to equation(

e−(b+d)x+ e−(b+d)
(
a+ ceb

)
y + bce−d , y + b+ d

)
= (x+ ε,y). (5.5.1)

It is easy to see that equation (5.5.1) is satisfied iff

b = −d, a+ ce−d = 0, bce−d = ε. (5.5.2)

The solution to the system of equations (5.5.2) is given by

a (ε) =
ε
d(ε)

, b (ε) = −d (ε) , c (ε) = −εe
d(ε)

d(ε)
, (5.5.3)
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where d (ε) is any continuous function chosen so that a(ε) and c(ε)
are continuous functions, and satisfying d (ε) , 0 for any ε , 0 with
a(0) = b(0) = c(0) = d(0) = 0.

5.5.2 Solution using the matrix representation method

A matrix representation for S3,2 is given by

X =


0 0 −1
0 0 0
0 0 0

 , Y =


0 0 −1
0 0 −1
0 0 0

 , Z =


1 1 0
0 1 0
0 0 0

 .
Hence for all n ≥ 2 one has Xn = Y n = 0 and Zn =


1 n 0
0 1 0
0 0 0

.

Then one can easily show that

eεX =


1 0 −ε
0 1 0
0 0 1

 , eεY =


1 0 −ε
0 1 −ε
0 0 1

 , eεZ =


eε εeε 0
0 eε 0
0 0 1

 .
Hence

M = ea(ε)Y eb(ε)Zec(ε)Y ed(ε)Z =


eb+d eb+d(b+ d) −ceb − a− bceb

0 eb+d −ceb − a
0 0 1

 .
Consequently, the equation M = eεX leads to the system of equa-

tions
ceb + a = 0, b+ d = 0, ceb + a+ bceb = ε,

whose solution is given by (5.5.3).
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5.5.3 Solution using the DE method

One can show that the following identities hold for all ε.

eεYX ≡ XeεY , eεYZ ≡ (Z − εX − εY )eεY , eεZX ≡ (eεX)eεZ ,

eεZY ≡ (eεY + εeεX)eεZ .
(5.5.4)

The differentiation with respect to ε of the equation
ea(ε)Y eb(ε)Zec(ε)Y ed(ε)Z = eεX and the repeated use of the identities
(5.5.4) leads to the ODE system

a′−ab′+ebc′− (a+ceb)d ′ = 0, b′+d ′ = 0, −ab′+bebc′− (a+cbeb)d ′ = 1,

whose solution is given by (5.5.3).

5.6 Lie algebra S3,3

5.6.1 Solution using the operator method

From [8] and [12], an operator representation for S3,3 is given by

X = − ∂
∂x
, Y = − ∂

∂y
, R = (rx+ y)

∂
∂x

+ (ry − x)
∂
∂y
.

Consequently, equation ea(ε)Reb(ε)Y ec(ε)Red(ε)Y (x,y) = eεX (x,y) leads
to equation

( cos (a+ c) e−r(a+c)x − sin (a+ c) e−r(a+c)y + b sin c e−rc,

cos (a+ c) e−r(a+c) y + sin (a+ c) e−r(a+c)x − d − b cos c e−rc ) =
(x − ε,y).

(5.6.1)

It is easy to see that equation (5.6.1) is satisfied iff

sin (a+ c)e−r(a+c) = 0, cos (a+ c)e−r(a+c) = 1, d + b cos c e−rc = 0,
b sin c e−rc = −ε.

(5.6.2)
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The solution to the system of equations (5.6.2) is given by

a = −c(ε), b = − εerc(ε)

sin c (ε)
, d =

ε
tan c (ε)

, (5.6.3)

where c (ε) is any continuous function chosen so that b(ε) and d(ε)
are continuous functions, and satisfying c (ε) , kπ for every k ∈ Z

and for any ε , 0 with a(0) = b(0) = c(0) = d(0) = 0.

5.6.2 Solution using the matrix representation method

A matrix representation of S3,3 is given by

X =


0 0 1
0 0 −r
0 0 0

 , Y =


0 0 −r
0 0 −1
0 0 0

 , R =


r −1 0
1 r 0
0 0 0

 .
Hence one can show that

eεX =


1 0 ε
0 1 −rε
0 0 1

 , eεY =


1 0 −rε
0 1 −ε
0 0 1

 ,

eεR =


cos ε erε − sin ε erε 0
sin ε erε cos ε erε 0

0 0 1

 .
Consequently, the entries

{
aij

}
of the matrixM = ea(ε)Reb(ε)Y ec(ε)Red(ε)Y

are given by

a11= a22 = cos (a+ c)er(a+c) , a12 = − sin (a+ c)er(a+c) ,

a21 = sin (a+ c)er(a+c) ,

a13 = d(−r cos (a+ c) + sin (a+ c))er(a+c) + b(−r cos a + sin a)era ,

a23 = −d( cos (a+ c) + r sin (a+ c))er(a+c) − b( cos a + r sin a)era ,
a31 = a32 = 0, a33 = 1.
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Thus the relation M = eεX yields the equations

cos (a+ c)er(a+c) = 1, sin (a+ c) er(a+c) = 0,

d(−r cos (a+ c) + sin (a+ c))er(a+c) + b(−r cos a + sin a)era = ε,

d( cos (a+ c) + r sin (a+ c))er(a+c) + b( cos a + r sin a)era = rε,

whose solution is given by (5.6.3).

5.6.3 Solution using the DE method

One can show that the following identities hold for all ε.

eεYX ≡ XeεY , eεYR ≡ (R− εX − rεY )eεY ,

eεRX ≡ erε( cos ε X − sin ε Y )eεR,

eεRY ≡ erε( cos ε Y + sin ε X)eεR.

(5.6.4)

To proceed, one differentiates with respect to ε the equation
ea(ε)Reb(ε)Y ec(ε)Red(ε)Y = eεX and then uses the identities (5.6.4) recur-
sively. This yields the ODE system

a′ + c′ = 0,

era
(

cos a b′ + (b sin a − rb cos a )c′ + cos (a+ c)ercd ′
)

= 0,

era ( sin a b′ − (rb sin a + b cos a )c′ + sin (a+ c)ercd ′ ) = 1.

(5.6.5)

It is easy to show that the solution to the ODE system (5.6.5) is
given by (5.6.3).
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Chapter 6

Four-dimensional Lie algebras

In this chapter, we present the proofs of the results presented in
Table 2.

6.1 Lie algebra S4,2

6.1.1 Solution using the operator method

From [12], an operator representation for S4,2 is given by

W = −x ∂
∂x

+
∂
∂y

+ y
∂
∂z
, X =

∂
∂x
, Y = y

∂
∂x
, Z = z

∂
∂x
.

Consequently, equation
ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W (x,y,z) = eεY (x,y,z) leads to

((cd + ad + abe−c)e−f y +
(
(d + be−c)e−f

)
z+ e−(a+f +c)x+ (acd + 1

2c
2d)e−f ,

y + a+ c+ f , (a+ f + c)y + z+ 1
2(a+ f + c)2) = (x+ εy,y,z).

(6.1.1)

It is easy to see that equation (6.1.1) is satisfied iff

a+ f + c = 0, d + be−c = 0, cde−f = ε, a+ c = 0. (6.1.2)
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The solution to the system of equations (6.1.2) is given by

a (ε) = f (ε) = −1
2c(ε), b (ε) = − ε

c (ε)
e

1
2c(ε), d (ε) =

ε
c (ε)

e−
1
2c(ε), (6.1.3)

where c (ε) is any continuous function chosen so that b(ε) and d(ε)
are continuous functions, and satisfying c (ε) , 0 for any ε , 0 with
a(0) = b(0) = c(0) = d(0) = f (0) = 0.

6.1.2 Solution using the matrix representation method

A matrix representation for S4,2 is given by

X =


0 0 0 −1
0 0 0 0
0 0 0 0
0 0 0 0

 , Y =


0 0 0 −1
0 0 0 −1
0 0 0 0
0 0 0 0

 , Z =


0 0 0 0
0 0 0 −1
0 0 0 −1
0 0 0 0

 ,

W =


1 1 0 0
0 1 1 0
0 0 1 0
0 0 0 0

 .

Hence for all n ≥ 2 one has Y n = Zn = 0 and W n =


1 n n(n−1)

2 0
0 1 n 0
0 0 0 0
0 0 0 0

.

Thus one can show that

eεY =


1 0 0 −ε
0 1 0 −ε
0 0 1 0
0 0 0 1

 , eεZ =


1 0 0 0
0 1 0 −ε
0 0 1 −ε
0 0 0 1

 ,

61



eεW =


eε εeε 1

2ε
2e
ε 0

0 eε εeε 0
0 0 eε 0
0 0 0 1

 .
Consequently, the entries

{
aij

}
of the matrix

M = ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W are given by

a11 = a22 = a33 = ea+c+f , a12 = a23 = (a+ c+ f )ea+c+f ,

a13 =
(
af + f c+ ac+ 1

2(a2 + f 2 + c2)
)
ea+c+f ,

a14 = −d
(
a+ c+ ac+ 1

2(a2 + c2)
)
ea+c − ba

(
1 + 1

2a
)
ea,

a24 = −d (1 + c+ a)ea+c − b (1 + a)ea,
a34 = −dea+c − bea, a44 = 1, aij = 0 for j < i.

After simplification, the relation M = eεY leads to the system of
equations

a+ c+ f = 0, d
(
a+ c+ ac+ 1

2(a2 + c2)
)
ea+c + ba

(
1 + 1

2a
)
ea = ε,

d (1 + a+ c)ea+c + b (1 + a)ea = ε, dea+c + bea = 0, whose solution is
given by (6.1.3).

6.1.3 Solution using the DE method

One can show that the following identities hold for all ε.

eεWX ≡ eεXeεW , eεWY ≡ (eεY + εeεX)eεW ,

eεWZ ≡
(
eεZ + εeεY + 1

2ε
2eεX

)
eεW ,

eεZX ≡ XeεZ , eεZY ≡ Y eεZ , eεZW ≡ (W − εZ − εY )eεZ .

(6.1.4)
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After differentiating with respect to ε the equation
ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W = eεY and using the identities (6.1.4), one
obtains the system of differential equations

a′ + c′ + f ′ = 0,

a2e
a
b′ − ba(2 + a)eac′ + (a+ c)2ea+cd ′ − (2ab+ 2(a+ c)dec + ba2

+ d(a+ c)2ec)eaf ′ = 0,
eab′ − beac′ + ea+cd ′ − (bea + dea+c)f ′ = 0,

aeab′ − b(1 + a)eac′ + (a+ c)ea+cd ′ − (b(1 + a) + d(1 + a+ c)ec)eaf ′ = 1.
(6.1.5)

The solution to the ODE system (6.1.5) is given by (6.1.3).

6.2 Lie algebra S4,7

6.2.1 Solution using the operator method

From [12], an operator representation for S4,7 is given by

W =
1
2

(
y2 − z2

) ∂
∂x
− z ∂
∂y

+ y
∂
∂z
, X =

∂
∂x
, Y =

∂
∂y
, Z = y

∂
∂x

+
∂
∂z
.

One can show that for all ε the following relations hold.

eεY (x,y,z) = (x,y + ε,z), eεZ (x,y,z) = (x+ εy,y,z+ ε),

eεW (x,y,z) = (1
4( sin (2ε)(y2 − z2) + 2 cos (2ε) zy) + x − 1

2zy,

cos ε y − sin ε z, cos ε z + sin ε y).

After much calculation and the use of the relations above, one can
show that the equation
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ea(ε)Zeb(ε)W ec(ε)Zed(ε)W ef (ε)Z (x,y,z) = eεY (x,y,z) leads to the simplified
system of equations

f +c = 0, d sin f + ε = 0, b+g+d cos f = 0, g sin f − 1
2ε cos f = 0.

(6.2.1)
The solution to the system of equations (6.2.1) is given by

a(ε) = f (ε) = − ε
2tanb(ε)

, c(ε) =
ε

sinb(ε)
, d(ε) = −b(ε) , (6.2.2)

where b(ε) is any continuous function chosen so that a(ε), f (ε) and
c(ε) are continuous functions, and satisfying b(ε) , 0 for every ε , 0
with a(0) = b(0) = c(0) = d(0) = f (0) = 0.

6.2.2 Solution using the matrix representation method

The following matrix representation for S4,7 was found after correc-
tion of the matrix representation of S4,7 given in [8].

eεY =


1 0 −ε 0
0 1 0 −ε
0 0 1 0
0 0 0 1

 , eεZ =


1 ε 0 0
0 1 0 0
0 0 1 −ε
0 0 0 1

 ,

eεW =


1 0 0 0
0 cos ε sin ε 0
0 − sin ε cos ε 0
0 0 0 1

 .
Consequently the entries

{
aij

}
of the matrix

M = ea(ε)Zeb(ε)W ec(ε)Zed(ε)W ef (ε)Z are found to be

64



a11 = a44 = 1, a12 = f + c cos d + a cos (b+ d) ,
a13 = c sin d + a sin (b+ d) ,
a14 = −f c sin d − af sin (b+ d) − ac sin b , a22 = a33 = cos (b+ d),
a23 = −a32 = sin (b+ d), a24 = −f sin (b+ d) − c sin b ,

a34 = −f cos (b+ d) − c cos b − b, a21 = a31 = a41 = a42 = a43 = 0.

Consequently, the relation M = eεY yields the system of equations

b+ d = 0, f c sin d + ac sin b = 0, c sin d = −ε,f + c cos d + a = 0.

whose solution is given by (6.2.1).

6.2.3 Solution using the DE method

The following identities hold for all ε.

eεWY ≡ ( cos ε Y − sin ε Z)eεW , eεWZ ≡ ( cos ε Z + sin ε Y )eεW ,

eεZY ≡ (Y − εX)eεZ , eεZW ≡ (W − εY + 1
2ε

2X)eεZ .
(6.2.3)

After differentiating with respect to ε the equation
ea(ε)Zeb(ε)W ec(ε)Zed(ε)W ef (ε)Z = eεY and repeatedly using the identities
(6.2.3), one obtains the ODE system

b′ + d ′ = 0, a′ + cos b c′ + c sin b d ′ + cos (b+ d) f ′ = 0,
− ab′ + sin b c′ − (a+ c cos b) d ′ + sin (b+ d) f ′ = 1,
1
2a

2b′ − a sin b c′ +
(
ac cos b+ 1

2(a2 + c2)
)
d ′

− (c sin d + a sin (b+ d)) f ′ = 0.

(6.2.4)

The solution to the ODE system (6.2.4) is given by (6.2.1).
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6.3 Lie algebra S4,9

6.3.1 Solution using the operator method

From [12], an operator representation for S4,9 is given by

W = 1
2

(
y2 − z2 − 4rx

) ∂
∂x
− (ry + z)

∂
∂y

+ (y − rz) ∂
∂z
, X =

∂
∂x
, Y =

∂
∂y
,

Z = y
∂
∂x

+
∂
∂z
.

One can show that for all ε the following relations hold.

eεY (x,y,z) = (x,y + ε,z), eεZ (x,y,z) = (x+ εy,y,z+ ε),

eεW (x,y,z) = (1
4( sin (2ε)(y2 − z2) + 2 cos (2ε) zy) + x − 1

2zy)e−2εr ,

e−εr( cos ε y − sin ε z), e−εr( cos ε z+ sin ε y)).

These relations allow one to show that the equation
ea(ε)Zeb(ε)W ec(ε)Zed(ε)W ef (ε)Z (x,y,z) = eεY (x,y,z) leads to the equations

f + c = 0, d sin f + εef r = 0, b+ g + d cos f e−f r = 0,
2g sin f − ε cos f = 0.

(6.3.1)

The solution to the system of equations (6.3.1) is given by

a(ε) = f (ε) = − ε
2tanb(ε)

, c(ε) =
εe−rb

sinb(ε)
, d(ε) = −b(ε) , (6.3.2)

where b(ε) is any continuous function chosen so that a(ε), f (ε) and
c(ε) are continuous functions, and satisfying b(ε) , 0 for any ε , 0
with a(0) = b(0) = c(0) = d(0) = f (0) = 0.
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6.3.2 Solution using the matrix representation method

A matrix representation for S4,9 is given by

X =


0 0 0 −2r
0 0 0 0
0 0 0 0
0 0 0 0

 , Y =


0 0 1 0
0 0 0 −r
0 0 0 1
0 0 0 0

 , Z =


0 −1 0 0
0 0 0 −1
0 0 0 −r
0 0 0 0

 ,

W =


2r 0 0 0
0 r 1 0
0 −1 r 0
0 0 0 0

 .

Hence for all n ≥ 3 one has Y n = Zn = 0 and Y 2 = Z2 =


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

.

Thus the corresponding matrix representation of the associated Lie
group is given by

eεY =


1 0 ε 1

2ε
2

0 1 0 −rε
0 0 1 ε
0 0 0 1

 , eεZ =


1 −ε 0 1

2ε
2

0 1 0 −ε
0 0 1 −rε
0 0 0 1

 ,
Analogous to the way of obtaining the rotation matrix ecR in the
parking problem, one finds that

eεW =


e2rε 0 0 0
0 cos ε erε sin ε erε 0
0 − sin ε erε cos ε erε 0
0 0 0 1

 .
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Consequently the entries
{
aij

}
of the matrix

M = ea(ε)Zeb(ε)W ec(ε)Zed(ε)W ef (ε)Z are given by

a11 = e2r(b+d),

a12 = −f e2r(b+d) − c cos d er(2b+d) − a cos (b+ d)er(b+d) ,

a13 = −c sin der(2b+d) − a sin (b+ d) er(b+d),

a14 = 1
2f

2e
2r(b+d)

+ cf cos d er(2b+d) + rcf sin d er(2b+d)+

af cos (b+ d)er(b+d) + raf sin (b+ d)er(b+d) + 1
2c

2e2rb + ac cos b erb+

rac sin b erb + 1
2a

2,

a22 = a33 = cos (b+ d)er(b+d), a23 = −a32 = sin (b+ d)er(b+d),

a24 = −f cos (b+ d)er(b+d) − rf sin (b+ d)er(b+d) − c cos b erb

− rc sin b erb − a,
a34 = f sin (b+ d)er(b+d) − rf cos (b+ d)er(b+d) + c sin b erb

− rc cos b erb − rb,
a44 = 1, a21 = a31 = a41 = a42 = a43 = 0.

The relation M = eεY yields, after simplification, the system of
equations

b+ d = 0, c sin b erb = ε, f + c cos d erb + a = 0,
1
2f

2 + (a+ f )c cos b erb + r(a− f )c sin b erb + af + 1
2c

2e2rb + 1
2a

2 = 1
2ε

2
.

(6.3.3)

The solution to the system of equations (6.3.3) is given by (6.3.1).
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6.3.3 Solution using the DE method

The following identities hold for all ε.

eεWY ≡ (cosεerε Y − sinε erεZ)eεW , eεWZ ≡ (cosε erεZ + sinεerε Y )eεW ,

eεWX ≡ e2rεXeεW , eεZY ≡ (Y − εX)eεZ ,

eεZW ≡ (W − rεZ − εY +
1
2
ε2X)eεZ , eεZX ≡ XeεZ .

(6.3.4)

After differentiating with respect to ε the equation
ea(ε)Zeb(ε)W ec(ε)Zed(ε)W ef (ε)Z = eεY and using the identities (6.3.4) one
obtains the ODE system

b′ + d ′ = 0,

a′ + cos b erbc′ + (−rc cos b erb + c sin b erb) d ′ + er(b+d)f ′ = 0,

−ab′ + sin b erbc′ + (−rc sin b erb − c cos b erb) d ′ = 1,

− a sin b erbc′ +
(
rac sin b erb + ac cos b erb + 1

2c
2e2rb

)
d ′

− c sin d erb f ′ = 0.
(6.3.5)

The solution to the ODE system (6.3.4) is given by (6.3.1).

6.4 Lie algebra S4,10

6.4.1 Solution using the operator method

From [12], an operator representation for S4,10 is given by

W = −2x
∂
∂x
− y ∂

∂y
+
∂
∂z
, X =

∂
∂x
, Y =

∂
∂y
, Z = y

∂
∂x

+ z
∂
∂y
.
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Consequently, the equation
ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W eg(ε)W (x,y,z) = eεY (x,y,z) leads to the sim-
plified system of equations

a+ c+ f = 0, g + dea+c + bea = 0, cde−f + cg + f g = ε,

d2ce
−2f

+ 2gdce−f − ag2 = 0,
(6.4.1)

whose solutions are given by

f (ε) = − (a (ε) + c (ε)) , b(ε) = εe−a


c (ε)±

√
c (ε)2 + a (ε)c (ε)

a (ε)c (ε)

 ,
g (ε) = −ε+ b (ε)c (ε)ea(ε)

a (ε) + c (ε)
, d (ε) = −g (ε)e−(a(ε)+c(ε)) − b (ε)e−c(ε),

(6.4.2)

where a (ε) and c (ε) are any continuous function chosen so that
b(ε),d(ε) and g(ε) are continuous functions, and satisfying a (ε)c (ε) ,
0, a (ε) + c (ε) , 0, and c (ε)2 + a (ε)c (ε) ≥ 0 for any ε , 0 with a(0) =
b(0) = c(0) = d(0) = f (0) = g(0) = 0.

In the limiting case when a (ε) = 0,
f (ε) = −c (ε) , d (ε) = εe−c(ε)

c(ε) , b (ε) = g (ε) = − ε
2c(ε) , with c (ε) any con-

tinuous function chosen so that b(ε), g(ε) and d(ε) are continuous
functions, and c (ε) , 0 when ε , 0.
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6.4.2 Solution using the matrix representation method

A matrix representation of S4,10 is given by

X =


0 0 0 −2
0 0 0 0
0 0 0 0
0 0 0 0

 , Y =


0 0 1 0
0 0 0 −1
0 0 0 0
0 0 0 0

 , Z =


0 −1 0 0
0 0 0 −1
0 0 0 −1
0 0 0 0

 ,

W =


2 0 0 0
0 1 1 0
0 0 1 0
0 0 0 0

 .

Hence for all n ≥ 2 one has Xn = Y n = 0 and Z2 =


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

.

For all n ≥ 3 Z3 = 0 and W n =


2n 0 0 1
0 1 n 0
0 0 1 0
0 0 0 0

.

One can show that

eεX =


1 0 0 −2ε
0 1 0 0
0 0 1 0
0 0 0 1

 , eεY =


1 0 ε 0
0 1 0 −ε
0 0 1 0
0 0 0 1

 , eεZ =


1 −ε 0 1

2ε
2

0 1 0 −ε
0 0 1 −ε
0 0 0 1

 ,

eεW =


e2ε 0 0 0
0 eε εeε 0
0 0 eε 0
0 0 0 1

 .
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Then the matrix M = ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W eg(ε)Z has entries{
aij

}
given by

a11 = e2(a+c+f ), a12 = −(gec+f + dec + b)e2a+c+f ,

a13 = − (f dec + f b+ bc)e2a+c+f ,

a14 =
(

1
2g

2e
c+f

+ g (1 + f )dec + gb (1 + f ) + bcg
)
e2a+c+f +

(1
2d

2e
2c

+ bd (1 + c)ec + 1
2b

2)e2a,

a22 = a33 = ea+c+f , a23 = (a+ c+ f )ea+c+f ,

a24 = −g (1 + a+ c+ f )ea+c+f − (d (1 + a+ c)ec + b (1 + a))ea,

a34 = −(gea+c+f + dea+c + bea), a44 = 1, aij = 0 for j < i.

Consequently, after simplification, the relation M = eεY leads to
the system of equations (6.4.1) whose solutions are given by (6.4.2).

6.4.3 Solution using the DE method

One can show that the following identities hold for all ε.

eεWX ≡ (e2εX)eεW , eεWY ≡ (eεY )eεW , eεWZ ≡ (eεZ + εeεY )eεW ,

eεZX ≡ XeεZ , eεZY ≡ (Y − εX)eεZ , eεZW ≡ (W − εZ − εY + 1
2ε

2X)eεZ .
(6.4.3)

After differentiating with respect to ε the equation
ea(ε)W eb(ε)Zec(ε)W ed(ε)Zef (ε)W eg(ε)Z = eεY and using the identities in
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(6.4.3), one obtains the ODE system

a′ + c′ + f ′ = 0,
ea(ab′ − b (1 + a)c′ + (a+ c)ecd ′ − (ab+ adec + b+ d (1 + c)ec)f ′) = 1,
eab′ − beac′ + ea+cd ′ − (b+ ecd )eaf ′ + g ′ = 0,
1
2b

2e
2a
c′ − bce2a+cd

′
+
(

1
2(b2 + d2e2c) + bd(1 + c)ec

)
e2af ′−

((bf + bc)ef +c+2a + df ef +2c+2a)g ′ = 0.
(6.4.4)

The solution to ODE system (6.4.3) is given by (6.4.2).
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Chapter 7

Inverse Problem

Here we show that reversing the order of elements in the LHS of
both equation (3.2) and equation (3.6) leads to an isomorphic solu-
tion if the number of elements that are not identically zero is even.
Additionally, we present the isomorphism relating the inverse prob-
lem to the original problem. Then we present a table that shows the
results for the inverse problems for all three-dimensional Lie alge-
bras. Finally, we will examine the relation between the solution to
the parking problem and the solution to its inverse problem.
The original problem is given by

ea(ε)B1eb(ε)B2ec(ε)B1ed(ε)B2ef (ε)B1eg(ε)B2 = eεB3. (7.0.1)

To obtain the solution of the inverse problem from equation ( 7.0.1),
we first multiply equation ( 7.0.1) by

e−g(ε)B2e−f (ε)B1e−d(ε)B2e−c(ε)B1e−b(ε)B2e−a(ε)B1. This yields

1 = e−g(ε)B2e−f (ε)B1e−d(ε)B2e−c(ε)B1e−b(ε)B2e−a(ε)B1eεB3.
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Next, we multiply both sides by e−εB3. This leads to

e−g(ε)B2e−f (ε)B1e−d(ε)B2e−c(ε)B1e−b(ε)B2e−a(ε)B1 = e−εB3. (7.0.2)

Thus the inverse problem given by

eã(ε)B2eb̃(ε)B1ec̃(ε)B2ed̃(ε)B1ef̃ (ε)B2eg̃(ε)B1 = eεB3. (7.0.3)

has a solution isomorphic to that of equation (7.0.1) and the isomor-
phism is given by

ã(ε) = −g(−ε),

b̃(ε) = −f (−ε),
c̃(ε) = −d(−ε),

d̃(ε) = −c(−ε),

f̃ (ε) = −b(−ε),
g̃(ε) = −a(−ε).

(7.0.4)

The solution to the inverse problem is presented in the following
table for all relevant Lie algebras
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Lie algebra; com-
mutators

Composition equation Solution

sl (2,R)
[X,Y ] = Z
[X,Z] = −2X
[Y ,Z] = 2Y

ea(ε)Y eb(ε)Xec(ε)Y ed(ε)X = eεZ d (ε) is an arbitrary function
satisfying d (ε) , 0 when ε , 0

a(ε) = −d (ε)
b (ε) = − e

−ε−1
d(ε)

c (ε) = − e
ε−1
e−ε−1d(ε)

Parallel parking
problem,
S3,3 with
constant r = 0
[R,Y ] = X
[R,X] = −Y
[X,Y ] = 0

ea(ε)Y eb(ε)Rec(ε)Y ed(ε)R = eεX d (ε) is an arbitrary function
satisfying d(ε) , kπ for every
k ∈Z when ε , 0
a (ε) = εcotd(ε)
b (ε) = −d(ε)
c (ε) = −εcscd(ε)

Euler angles
problem,
so(3,R)
[X,Y ] = Z
[X,Z] = −Y
[Y ,Z] = X

ea(ε)Y eb(ε)Xec(ε)Y ed(ε)X = eεZ Any b (ε) satisfying b (ε) , kπ
for every k ∈ Z when ε , 0

and
∣∣∣∣ sin ε

sin b(ε)

∣∣∣∣ ≤ 1 with

a (ε) = −arccos
(

sin d(ε)
sin b(ε)

)
c (ε) = arcsin

(
sin ε

sin b(ε)

)
d (ε) = arccos

(
cos b(ε)

cos ε

)
;

a (ε) = −arccos
(

sin d(ε)
sin b(ε)

)
c (ε) = π − arcsin

(
sin ε

sinb(ε)

)
d (ε) = −arccos

(
cos b(ε)
cos ε

)
n3,1
[X,Y ] = Z
[X,Z] = 0
[Z,Y ] = 0

ea(ε)Y eb(ε)Xec(ε)Y ed(ε)X = eεZ d (ε) is an arbitrary function
satisfying d (ε) , 0 when ε , 0

a(ε) = ε
d(ε)

b (ε) = −d (ε)
c (ε) = − ε

d(ε)

S3,1
[Y ,Z] = −Y
[Y ,X] = 0
[Z,X] = rX +Y
where r is a con-
stant satisfying
|r | ≤ 1

ea(ε)Zeb(ε)Xec(ε)Zed(ε)X = eεY a (ε) is an arbitrary function
satisfying a (ε) , 0 when ε , 0

d (ε) = ε(1−r)
1−e(1−r)a(ε)

b (ε) = d(ε) e−ra(ε)

c (ε) = −a (ε)

S3,2
[Z,X] = X
[Z,Y ] = X +Y
[X,Y ] = 0

ea(ε)Zeb(ε)Y ec(ε)Zed(ε)Y = eεX d (ε) is an arbitrary function
satisfying d (ε) , 0 when ε , 0
a (ε) = − ε

d(ε)

b (ε) = −d(ε)e−a(ε)

c (ε) = ε
d(ε)

S3,3 general case
[R,X] = rX −Y
[R,Y ] = X + rY
[X,Y ] = 0
where r is a non-
negative constant.

ea(ε)Y eb(ε)Rec(ε)Y ed(ε)R = eεX d (ε) is an arbitrary function
satisfying d(ε) , kπ for every
k ∈Z when ε , 0
a (ε) = εcotd(ε)
b (ε) = −d(ε)
c (ε) = −εcscd(ε)erd(ε)

Table 7.1: Results for the Inverse Problem
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7.1 The inverse parking problem

As mentioned in Chapter 5 the parking problem models a vehicle
that aims to perform a parallel translation in x by ε through trans-
lations in y and rotations starting with a translation. This was illus-
trated in Figure (5.1) and the solution was given by equation (5.1.1).
By applying the isomorphism given in equation (7.1.1), one can see
that the solution to the inverse problem, i.e, parking which starts
with a rotation, is given by

a1 (ε) = −εcotb1(ε), c1 (ε) = εcscb1(ε), d1 (ε) = −b1(ε), (7.1.1)

where b1 (ε) is an arbitrary function satisfying b1 (ε) , kπ for every k
∈Z when ε , 0.

In the diagram below we represent both solutions to the parking
problem. In red is the solution that starts with an arbitrary trans-
lation while in blue is the inverse solution that begins with an arbi-
trary rotation. As one can see, such solutions are reflections of each
other with respect to the line x =

ε
2

. In practice, one solution might

be more desirable than the other depending on other constraints
that one might have. The solution in red would be most useful in
a situation where one has to park between two vehicles with lim-
ited space between the vehicles. The inverse solution in blue, on the
other hand, is practical when there is a lot of parking space avail-
able. The red solution requires a more skilled driver since it requires
a precise rotation after the arbitrary translation.
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Figure 7.1: Illustration of the solutions of the parallel parking problem and its inverse.
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Chapter 8

Discussion and conclusions

In this thesis, for all relevant three- and four-dimensional Lie alge-
bras, we have shown explicitly how one can obtain elements of the
associated Lie groups as compositions of products of other elements
from the commutator properties of their Lie algebras. Three meth-
ods have been presented to accomplish this: an operator method, a
matrix representation method, and a DE method. It turns out that
in all cases solutions contain an arbitrary function of a parameter ε.
In the parallel parking problem, the parameter ε is a translation in x
arising from translations in y and rotations in the xy-plane and the
arbitrary continuous function can be the angle of rotation or the ini-
tial translation. Interestingly, in all cases solutions can be expressed
in terms of elementary functions involving an arbitrary continuous
function. In practical applications, other constraints could be satis-
fied by appropriately restricting associated arbitrary functions.

There is an “initial condition” that constrains the arbitrary func-
tion. In particular as ε → 0, if the arbitrary function is O(εp) then
it is easy to check that 0 < p < 1 and that all other functions in the
compositions are either O(εp) or O(ε1−p).

As noted earlier in the thesis, one can also state the problems in
(3.0.2) and (3.0.6) with the roles of B1 and B2 interchanged. It was
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shown that doing so, when the number of terms to the left of equa-
tions (3.0.2) and (3.0.6) is even, leads to isomorphic solutions. How-
ever, if the number of terms to the left of (3.0.2) and (3.0.6) is odd,
then interchanging the roles of B1 and B2 may lead to a problem
with no solutions. For instance, considering the S4,7 problem with
the alternative order of Z and W leads to no solutions.

Each of the three methods, used to solve equations (3.0.2) and
(3.0.6), have different strengths and challenges. When a useful op-
erator representation exists, the operator method offers a computa-
tionally very simple and complete approach to solving (3.0.2) and
(3.0.6). However, an appropriate operator representation of a Lie
algebra is only known for three- and four-dimensional Lie algebras
[12]. But one would expect an operator representation to exist for
Lie algebras that arise in practical problems.

The matrix representation method requires a matrix representa-
tion of a Lie algebra. Such a representation may not always be read-
ily available. In the case of S4,7, for example, the matrix represen-
tation found using the software [9] was not isomorphic to S4,7, and
thus could not be used. Instead, our correction of the adjoint ma-
trix representation found in [6] was used. Another issue with the
matrix representation method is that the software GAP [9] cannot
handle Lie algebras with algebraic values or non-integers in their
structure constants. Accordingly, we had to make adjustments for
the matrix representations for the Lie algebras S3,1, S3,3, and, S4,9.
Moreover, without carrying out all calculations, the number of in-
dependent equations one obtains from the matrix representation
method and whether a solution exists cannot be determined a pri-
ori. The main strength of the matrix representation method is that
in all cases it resulted in algebraic systems of equations that we were
able to solve. Most importantly, the matrix representation method
is complete since it leads to necessary and sufficient conditions for

80



solutions.
Unlike the matrix and operator representation methods, the dif-

ferential equation method (DE method) requires no Lie algebra rep-
resentation. Moreover, it can handle all forms of structure con-
stants. Furthermore, in the DE method, unlike the other two meth-
ods, one can see that the solution should depend on an arbitrary
function before calculations are performed since the resulting sys-
tem of ODEs has more unknowns than the number of ODEs in the
system. However, the resulting first order system of nonlinear ODEs
often presents a more significant challenge to solve than the system
of equations obtained through the other two methods. For instance,
we were unable to solve directly the ODE system associated with
the Euler angles problem but obtained its solution using the opera-
tor and matrix representation methods. The most crucial issue with
the DE method remains that it only yields a necessary condition.
But for all cases considered, it turns out that the obtained solutions
satisfied both necessary and sufficient conditions. Related to this, it
is an open problem to prove the existence and uniqueness theorem
for the nonlinear systems of first order ODEs that result from the
DE method for any relevant n-dimensional Lie algebra without use
of solutions arising from matrix or operator representations.

One should note that it is possible to extend the solutions pre-
sented in this thesis by not requiring the initial conditions (3.3.1)
or (3.3.2) to be satisfied. For example, the parallel parking problem
also has the solution

d(ε) = ε, c(ε) = −a(ε) =
π

4
, b(ε) =

√
2ε.

It is of interest to note that the operator and matrix representation
methods are algebraic ways of solving nonlinear ODE systems aris-
ing from the DE method!
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