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Abstract

Parkinsons disease (PD) is a progressive movement disorder characterized
by degeneration of dopaminergic neurons and abnormal brain oscillations.
While invasive deep brain stimulation can improve some motor deficits by
disrupting pathological brain oscillations, achieving comparable results with
non-invasive brain stimulation (NIBS) remains elusive. Previous studies
have suggested that electrical vestibular stimulation (EVS) may ameliorate
some motor symptoms in PD. However, the investigated effects are limited to
a few domains, only a handful of stimulation waveforms have been explored,
and neuroimaging studies capable of probing the mechanisms are greatly
lacking. The overarching objective of this thesis is to utilize biomedical
engineering approaches to fully explore the EVS technique as a potential
therapeutic intervention for PD. This involves development of new stimuli,
development of new artifact rejection methods, and thorough investigations
of brain and behavioural responses, as outlined below.

To achieve the objective, noisy EVS is firstly revisited and tested with
PD and healthy subjects to investigate effects on visuomotor tracking be-
haviours. Next, novel EVS stimuli are developed using multisine signals in
distinct frequency bands and tested in the experiment where the stimuli are
applied to PD and healthy subjects during rest and task conditions while
EEG are being recorded. This simultaneous EVS-EEG study aims to pro-
vide insights into modulatory effects of EVS on brain oscillations and motor
behaviours altered in PD and whether the effects are a function of different
stimulation types. One critical challenge involved with EVS-EEG studies
is that EEG recordings are severely corrupted by the stimulation artifacts.
To resolve this, a quadrature regression and subsequent independent vec-
tor analysis method is developed and its superior denoising performance to
conventional methods is demonstrated. Finally, underlying mechanisms of
EVS effects in PD are investigated in a resting-state functional MRI study.

The results from this thesis suggest that sub-threshold EVS in PD in-
duces widespread motor changes and brain activities that are stimulus-
dependent, suggesting subject-specific stimuli may ultimately be desirable
to achieve a clinically meaningful effect.
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Lay Summary

People with Parkinsons disease (PD) experience debilitating motor symp-
toms, which are associated with abnormal brain activities. Current treat-
ments include medication and invasive surgical implantation of electrodes
into a deep region of the brain to deliver electrical impulses. There is keen in-
terest in finding ways to non-invasively stimulate the brain safely to treated
PD. Electrical vestibular stimulation (EVS) is a non-invasive brain stimu-
lation technique that delivers weak electrical currents to the balance organ
located in the inner ear, and also induces changes in brain activities. The
purpose of this dissertation is to understand how it might go about relieving
motor symptoms in PD and provide a deeper understanding of how EVS
works. In addition, to further our understanding, this thesis demonstrates
that customizing the stimulation to the individual may be necessary.
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Chapter 1

Introduction

1.1 Parkinson’s Disease (PD)

1.1.1 Brief History, Epidemiology and Clinical Features

Parkinsons disease (PD) is a progressive neurodegenerative disorder charac-
terized by a large number of motor and non-motor features. In his landmark
publiation in 1817 of “An essay on the shaking palsy”, James Parkinson first
described the clinical syndrome that was later to bear his name [279]. About
100 years passed (1919) after the first description of PD before it was rec-
ognized that patients with PD prematurely lose cells in the substantia nigra
pars compacta, and after 140 years had passed (1957) dopamine was dis-
covered as a putative neurotransmitter [36, 160]. Later in 1961, the first
trials of levodopa injection to improve akinesia in patients with PD were
conducted followed by the development of oral levodopa later in the decade
[34, 73], which has remained the gold standard of treatment to date.

PD is the second most common neurodegenerative disorder affecting 1–
2% of people over age 65 years [335], with its prevalence escalating to as
high as 4% with increasing age [396]. Worldwide incidence estimates of PD
range from 5 to > 35 new cases per 100,000 individuals yearly, depending
the demographics of the populations studied [297]. The mean age of onset
is around 55 years old and the incidence increases 5–10-fold from the sixth
to the ninth decade of life [334, 387, 396]. The number of people with PD is
expected to double between 2005 and 2030 according to recent meta analy-
ses [152, 305], which is presumably due to growing elderly populations. The
prevalence of PD varies according to sex, race, ethnicity and environment.
The incidence is greater in men in most populations, and African Ameri-
cans and Asians may be less likely to be diagnosed with PD [78, 396], but
it is difficult to determine the relative contribution of each of the factors.
Mortality in PD increases to double compared to non-PD population after
the first decade of disease onset [295], and mean PD duration until death
ranges from 6.9 to 14.3 years [226].

PD is most recognized for its cardinal motor symptoms including bradyki-
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1.1. Parkinson’s Disease (PD)

nesia (slowness of movement), tremor, rigidity and postural instability and
clinical diagnosis is defined by the presence of bradykinesia and rigidity
and/or rest tremor. In addition to the motor features, a multitude of non-
motor symptoms such as cognitive impairment (including executive dys-
function, dementia, memory retrieval deficits and hallucination), autonomic
dysfunction, disorders of sleep and depression are part of the disease [297].
Progressive disease ultimately results in treatment-resistant motor symp-
toms such as freezing of gait, falling and dyskinesia. PD evolves with differ-
ent clinical courses and prognoses in individuals and thus it is increasingly
recognized that PD is not a single entity but a heterogeneous disorder with
a broad spectrum of motor and non-motor features [378].

1.1.2 Neuropathology

Pathologically, the disease is defined by the degeneration of dopaminergic
neurons in the substantia nigra pars compacta (SNc) that project to the
basal ganglia (BG), a group of subcortical nuclei located deep within the
brain. The BG include the caudate, putamen, globus pallidus, the sub-
stantia nigra and the subthalamic nucleus (STN) and are associated with a
variety of functions, including control of voluntary motor movements. The
degeneration of dopaminergic SNc neurons and their projections to the stria-
tum may take decades to develop and recognizable motor or non-motor fea-
tures appear only after substantial degeneration (∼60%) of the nigrostriatal
neurons [102]. Earlier degeneration of SNc projections to the putamen than
those to associative or limbic areas of the striatum may result in earlier
development of the motor symptoms than the non-motor symptoms in PD
[121]. The motor and non-motor symptoms in PD are multifactorial and
also linked to damage of specific brainstem nuclei [130]. The brainstem is
divided into mesencephalon, metenchephalon (pons), and medulla oblon-
gata and includes the sensory and motor nuclei of 10 cranial nerves [170].
The dorsal motor vagal nucleus, intermediate reticular zone, pedunculopo-
nine nucleus are known to be particularly affected by PD and associated
with gastrointestinal system dysfunction, pain, sleep disturbances, and gait
[130].

For decades, a functional and anatomical model of the BG circuitry has
been proposed to explain the clinical symptoms of PD (Fig. 1.1). Accord-
ing to the model, the internal segment of the globus pallidus (GPi) receives
signals from the putamen through “direct” and “indirect” pathways. As
dopamine produced from the SNc modulates antagonistic functions in the
direct and indirect pathways, imbalanced activity between these two path-
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ways has been proposed to underlie the motor symptoms observed in PD
[190]. However, recent data from different experimental approaches indi-
cate that this model alone cannot explain many key features of the disease
[37, 212]. For instance, it does not account for tremor and rigidity commonly
observed in PD, and fails to explain why lesion treatments such as GPi pal-
lidotomy paradoxically improve dyskinesias without any clear deleterious
effects on motor function [47].

Figure 1.1: Simplified illustration of the main connections of the BG. The direct and
indirect pathways from the putamen have net effects of disinhibition and inhibition on the
cortex, respectively. Reduced dopaminergic stimulation from SNc to the putamen in PD
is marked with a black cross. Dopamine deficit leads to increased activity in the indirect
pathway, in which STN hyperactivity is a key characteristic, and hypoactivity in the
direct circuit. Together, these alterations result in increased GPi/SNr output inhibition
of the thalamus and reduced activation of cortical and brainstem motor regions. Green
and red arrows denote excitatory and inhibitory activity, respectively. Figure modified
from [317] and [435] (GPe: external globus pallidus; GPi: internal globus pallidus; SNc:
substantia nigra; SNr: substantia nigra pars reticulta; STN: subthalamic nucleus; VTA:
ventral tegmental area)

Another characteristic feature of PD is abnormal accumulation of in-
tracellular protein (α-synuclein) in widespread brain regions. Lewy bodies,
fibrillary aggregates largely made up of α-synuclein, initially can be seen
in neurons in the brainstem and olfactory system and are found in limbic
and neocortical brain regions as the disease progresses [297]. The abnormal
aggregation of α-synuclein are found in 10% of pigmented neurons in the
substantia nigra and >50% in the locus ceruleus in PD [411].

1.1.3 Aberrant Neural Oscillations in PD

Research has suggested that, in addition to the dopaminergic biochemical
changes, aberrant neural synchrony is closely associated with manifestation
of motor symptoms in PD. The functional role of the aberrant patterns
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of neural oscillatory activities in PD has been well investigated in stud-
ies where local field potentials (LFPs) were recorded from neurons in BG
structures through electrodes implanted for direct brain stimulation (DBS)
[211, 213, 214]. Since then, many studies have demonstrated that oscillatory
activities of the BG are found in frequency bands ranging from low delta (2–
4 Hz) to high-gamma (250–330 Hz). In particular, neural oscillations in the
beta band (13–30 Hz) appear to reflect motor states of PD patients [308]:
PD patients in an off-medication condition have enhanced beta oscillations,
and following administration of levodopa medication this beta power is de-
creased in both the subthalamic nucleus (STN) and GPi [50]. The beta-band
LFPs have also been shown to correlate with movement preparation and ex-
ecution as well as motor performance in PD patients [417]. One hypothesis
for the functional association of exacerbated beta oscillation with PD is that
normal motor command for initiation of movement cannot override it, re-
sulting in difficulty of generating voluntary movement for PD patients [155].
Apart from the abnormality in the beta-band, neural oscillations in lower
frequencies have also been suggested to relate to dopaminergic medication
responses of PD patients. Oscillatory activities in the 4–10 Hz range have
been shown to increase after dopaminergic medication and correlate with the
improvement in clinical condition [307, 350], and abnormal synchronized os-
cillations around 8 Hz have been shown to correlate with levodopa-induced
dyskinesia [9, 112, 351].

Compared to the well-characterized oscillatory characteristics of PD pre-
sented in the subcortical structures, how PD influences functional neural
networks in cortical regions (which can be relatively easily assessed with the
electroencephalography—EEG) are unknown. In early EEG studies, one of
the findings presumed to be relevant to PD was slowing of neural rhythms
and resultant increased neural activity in low frequency bands (<10 Hz). It
was postulated that occipital slowing may have resulted from the subcortical
structures affected in PD [260]. However, a limitation of the argument is
that slowing of the occipital peak frequency is not specific to PD and it has
been commonly observed in people with other neurodegenerative conditions,
such as Alzheimers disease (AD) [163, 285].

Multimodal studies that record electrical potentials simultaneously from
the cortex and the subcortical structures may provide useful clues in search
for neurophysiological biomarkers specific to PD. For example, it was found
that recordings of LFPs in GP and EEG in the supplementary motor ar-
eas were closely related at <10 Hz and in 20–30 Hz when a PD patient
was off-medication [47]. As the pathological neural activities in the sub-
cortical structures were represented in the cortical areas, it is natural to
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ask whether it would be possible to distinguish between Parkinsonian and
non-Parkinsonian states inferring from cortical activity alone. This could
provide neurophysiological non-invasive PD biomarkers and would be es-
pecially important in developing non-invasive brain stimulation techniques
aiming to provide therapeutic benefits to PD populations.

1.1.4 Current Treatment Options for PD

PD is normally treated pharmacologically with administration of dopamin-
ergic medications, such as the dopamine precursor levodopa (L-dopa), that
is converted to dopamine after crossing the blood brain barrier. While early
response to the medication is robust and satisfying, the medication likely
does not alter progression of the disease. Prolonged use of the medication of-
ten induces dyskinesia (involuntary hyperkinetic movement) and end-of-dose
deterioration (early wearing off) that can cause motor fluctuations between
being “on” and mobile and “off” and stiff. In addition, not all symptoms are
L-dopa responsive. L-dopa has little effect on gait and balance dysfunction
and non-motor symptoms such as autonomic dysfunction, sleep disorders,
mood disturbances and dementia [345].

DBS is a surgical treatment option for people with advanced PD. DBS
electrodes are implanted into the target structure in the brain to send electri-
cal signals and a battery pack/implanted pulse generator (like a pacemaker)
is inserted into the chest. Since the first use in 1986 of DBS with electrodes
implanted in the ventral intermedius nucleus of the thalamus to treat tremor
in PD, DBS has been developed into an effective treatment for several medi-
cally refractory movement disorders. In PD, DBS of the thalamus, GPi and
STN at high-frequency (>100 Hz) has been an effective and safe intervention
and attenuate pathological neural oscillations. A five-year follow-up study
reported that 130-Hz DBS at the STN effectively treated motor symptoms of
people with advanced PD, resulting in general improvement in rest tremor,
rigidity, gait, and akinesia as well as persistent improvement in motor symp-
toms [188]. Dyskinesia was also found to be alleviated by 50–70% in other
studies [89, 181].

Present understanding of the therapeutic effects of DBS from functional
imaging, neurochemistry and neural recording studies suggests two strongly
debated general hypotheses: 1) DBS acts as a functional ablation to suppress
the stimulated nucleus, which is analogous to lesion of target structures in
the thalamus or BG, or 2) DBS results in activation of the stimulated nucleus
that is transmitted throughout the network [244].

Although DBS can provide some benefits in managing motor symptoms
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in PD, it has several limitations. DBS is less effective for medication-
unresponsive symptoms such as postural imbalance, freezing of gait and
non-motor symptoms [125, 318]. Furthermore, several studies reported cog-
nitive decline (in particular executive function), reduction of verbal flu-
ency, transient neuropsychiatric symptoms including hypomania, impulse
control disorders or hypersexuality, and suicidal ideation as side effects of
DBS [77, 131, 274, 282]. Surgery-related complications such as intracerebral
hemorrhage and postoperative infections remain a possibility [131], which
can be increased by periodic replacement (mostly every 4 years) of the bat-
tery of the controllers and hardware malfunctions including lead breakage
or malfunction of the pulse generator [225, 406].

1.2 Non-invasive Brain Stimulation (NIBS)

1.2.1 Background

With a growing consensus on the important role of abnormal dynamics of
the neural network involved in PD, non-invasive brain stimulation (NIBS)
has been attracting substantial attention as a safe and effective means of dis-
rupting abnormal oscillations. NIBS refers to stimulation techniques that
do not require an incision or insertion in the body for electrode placement.
The field is growing exponentially as NIBS methods are recognized as an
important tool to probe brain-behaviour relationships [300]. While the in-
ferences from brain imaging methods alone are purely correlative, combined
with NIBS to causally manipulate neural activity, the methods allow for
directly studying how the altered neural activity causally affects behaviour.

The most established NIBS techniques are transcranial magnetic stim-
ulation (TMS) and transcranial electrical stimulation (tES). As they in-
duce electrical fields over relatively large areas of tissue, the spatial focality
is much lower than invasive methods (Fig. 1.2) and generally entail neu-
roimaging methods and computational modeling to visualize and interpret
the affected brain areas. Focused ultrasound stimulation (FUS) is a rela-
tively new method and known to change neuronal activity with a resolution
of millimeters [386]. Although successful modulation of event-related poten-
tials (ERP) in primary somatosensory cortex in humans was reported in a
recent paper [208], safety studies and further research are required in the
future to explore capabilities and limitations of the technique [388].
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Figure 1.2: The spatial and temporal resolution at which different brain interventions
work. NIBS methods work at the mesoscale level with the temporal resolution varies be-
tween high and low depending on the specific type of the stimulation. Figure modified from
Polana and colleagues [300]. (tFUS: transcranial focused ultrasound stimulation; rTMS:
repetitive transcranial magnetic stimulation; sTMS: single-pulse transcranial magnetic
stimulation; tDCS: transcranial direct current stimulation; tRNS: transcranial random
noise stimulation; tACS: transcranial alternating current stimulation)

1.2.2 Stimulation Parameters and Protocols

The basic principle underlying TMS is that time varying magnetic fields gen-
erate electric fields. TMS applies strong but short (∼1 ms) magnetic pulses
to the scalp through a coil, inducing an electrical field in the brain and de-
polarizing cell membranes [21]. The effects of TMS depend upon a number
of effects, including the geometry of the stimulating coil with respect to the
head, the frequency, intensity and pattern of the magnetic pulses [320], and
the duration of the stimulation. The spatial resolution of TMS for corti-
cal stimulation is relatively higher (a few square centimeters in the cortex)
than tES [223] and specific coil designs may also allow for stimulation of
deep brain structures [87]. Single-pulse TMS delivers a monophasic pulse
and evaluates excitability and conductivity of corticospinal motor pathways
[186], and paired-pulse TMS consists of two successive pulses delivered with
an inter-stimulus interval ranging from a few milliseconds to hundreds of
milliseconds and allows the investigation of intracortical mechanisms of in-
hibition and facilitation [320]. Repetitive TMS is a new generation of TMS
introduced in the late 1990 that delivers biphasic pulses repetitively with a
low (< 1 Hz) or high (up to 60 Hz in general) frequency [319], and can lead
to long-lasting after-effects compare to the single-pulse TMS [186].
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tES applies electrical currents to the brain through two or more stim-
ulation electrodes attached to the scalp with conductive gel. tES methods
are categorized into transcranial direct current stimulation (tDCS), tran-
scranial alternating current stimulation (tACS), and transcranial random
noise stimulation (tRNS) depending on the stimulation waveforms. tDCS
induces constant depolarization and hyperpolarization to the cortical neu-
rons close to anodal and cathodal electrodes that are fixed, whereas tACS
applies time-varying current (i.e., the anodal and cathodal electrodes are not
fixed) with a single or multiple frequencies usually in a range of the oscilla-
tory frequencies of the brain [17]. tRNS uses random values with particular
probability distributions as the stimulation current [322], which is currently
not as common as tDCS and tACS.

As the primary technique used in this dissertation is electrical stimula-
tion, the following two sections (1.2.3 and 1.2.4) describe proposed mecha-
nisms and clinical effects on PD with respect to transcranial electrical stim-
ulation.

1.2.3 Proposed mechanisms of tES

Priori and colleagues [306] conducted the first modern study demonstrating
modulation of cortical excitability with tDCS, whereby anodal and catho-
dal tDCS on the motor areas affects motor-evoked potential elicited in hand
muscles in 15 subjects in an opposite direction. This was confirmed by the
study of Nitsche and Paulus [264] that showed anodal tDCS augments mo-
tor cortex excitability and cathodal DCS produces the opposite effect. This
polarity-specific effects have become the reference for subsequent studies,
which have demonstrated that the stimulation current can induce the re-
sponse in the form of plasticity such as long-term potentiation (LTP) or
long-term depression (LTD) [284]. However, it is becoming more evident
that the underlying processes involved in tDCS is more complex than sim-
ply observing anodal and cathodal tDCS decreases and increases excitability,
respectively, as the effects also depend on other stimulation parameters such
as stimulation time and intensity [24, 255]. Beyond the most accepted effects
of tDCS to change threshold for action potential generation by modulating
neuronal membrane polarity [217, 363], a number of cellular and molecular
pathways are also affected by tDCS [284] with the mechanisms underlying
these changes still being actively explored.

For tACS, an important mechanism is entrainment of oscillatory brain
activity at or near the stimulation frequency. Zaehle and colleagues [436]
demonstrated that 10-min tACS applied at individual’s EEG alpha fre-
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quency (IAF) increased the post-stimulation EEG spectral power specifically
in the range of the IAF, indicating that tACS can induce frequency-specific
effects on brain oscillations measured by EEG. This was replicated in a fol-
lowing study [261] and additionally it was reported that the increased alpha
power persisted for at least 30 min after stimulation cessation. Entrainment
is a theoretical concept originally conceived to explain synchronization phe-
nomena in nonlinear systems [293] and described by the so-called “Arnolds
tongue” that predicts the degree of synchronization of an oscillator with a
given natural frequency to a rhythmic driving force as a function of driving
force amplitude and frequency [267]. In the context of neural oscillations, the
following list of features formulated by Thut and colleagues [382] can guide
one to determine if brain oscillations induced by tACS qualify as “neural
entrainment”:

1. Entrainment requires the involvement of a neural oscillator (i.e., a neu-
ral population that exhibits oscillations at the entrainment frequency
or is capable of doing so under natural conditions).

2. Entrainment requires periodicity in the input stream of external events.
The external events can be in any form (e.g., electric, magnetic, vi-
sual) and have any periodic shapes (e.g., sinusoidal, a square-wave,
repeated pulses).

3. Entrainment requires synchronization (phase alignment) between the
input stream and the neural oscillator.

4. Crucially, the models also assume that the external force influences
the oscillating elements by direct interaction (i.e., there should be no
secondary stages such as connected brain areas).

Although this framework provides a conceptual framework for investigat-
ing the mechanisms of tACS, this model is clearly a coarse approximation to
the mechanisms governing the brain and does not explain phenomena such
as the fact that entrained brain oscillations are not always found after tACS
[408] and it can vary depending on other parameters such as stimulation
intensity and duration [409]. Another line of reasoning for tACS effects at
large-scale network level has been recently proposed. This network activity-
dependent model is based on the fact that our brain is a network consisting
of spatially distributed but functionally linked regions [397] and electrical
stimulation induces an activity-dependent modification of the system not
only in a local area but also in specific networks [33, 224, 250]. In this
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approach, tACS effects on neuronal activity and behaviour outcomes are
dependent on the on-going state of relevant brain networks [106] that may
cooperate or compete with each other. In support of this, several studies
have demonstrated that behaviour changes via same type of stimulation can
vary depending on the level of network engagement induced by the task
[106].

The mechanisms underlying tRNS are largely unknown, but stochastic
resonance is considered as one potential mechanism. Stochastic resonance
(or stochastic facilitation in some fields) describes the contribution of added
noise to a nonlinear dynamic system, and according to this view, the in-
jection of appropriate level of random noise can paradoxically enhance the
response of a nonlinear system (e.g., nervous system) to a weak signal [237]
depending on the intensity of the noise and the state of the system. For in-
stance, it was demonstrated that the ability to detect a subthrehold tactile
stimulus in healthy subjects was enhanced when receiving the subthreshold
stimulus with particular level of noise compared to receiving the stimulus
alone [71]. As for tRNS, this framework views the week-current applied via
stimulation as the introduced noise and activations of a network of neu-
rons responsible for executing a specific process or function as the state of
the signal, and their interaction may in part can explain several cases of
facilitatory or inhibitory effects of stimulation [106, 296, 398].

1.2.4 Clinical Research Findings on PD using tES

Despite the field of tES has expanded rapidly over the last decades, most
therapeutic studies in PD have applied rTMS, and tES remains a prospective
therapeutic tool [28]. A summary of literature reviews on tES studies in PD
is provided in Table 1.1. Ten tDCS studies reported therapeutic effects
on motor and cognitive functions in PD and three tACS studies reported
modulatory effects on cortico-muscular couplings. No tRNS study was found
with respect to PD.

1.2.5 Challenges and Open Questions

To understand the neurophysiological mechanisms and ongoing effects of
NIBS, it is necessary to monitor the changes in the brain activity using neu-
roimaging techniques. EEG and magnetoencephalography (MEG) are two
most widely used neuroimaging techniques with NIBS, and to date electro-
physiological changes in the brain have mostly been investigated by compar-
ing the recordings before and after stimulation due to the strong artifact that

10



1.2. Non-invasive Brain Stimulation (NIBS)

Table 1.1: A summary of tES research on PD

Type 1Methods Current
Intensity

Duration 2N Outcome Year
(Ref.)

DC A: premotor
C: mastoids

2 mA 20 min (8
sessions

within 2.5
weeks)

25 PD - Improved gait and bradykinesia
- No effect on UPDRS, reaction time,

physical and mental wellbeing,
self-assessed mobility

2010 [29]

DC A: motor
C:

orbitofrontal

2 mA 20 min (5
consecutive

days)

10 PD - Improved total and motor UPDRS
scores, FOG-Q and Gait and Falls

Questionnaire scores

2014
[395]

DC A: DLPFC
C:

supraorbital

2 mA 20 min 18 PD - Improved accuracy in working memory
task

2006 [38]

DC A: DLPFC
C:

supraorbital

2 mA 20 min 16 PD - Enhanced verbal fluency
- Improved phonemic fluency task

2013
[287]

DC A: DLPFC
C:

supraorbital

2 mA 20 min (10
sessions over

2 weeks)

18 PD - Improved executive function 2014 [92]

DC A: DLPFC
C:

supraorbital

2 mA 7 min 10 PD - Improved locomotor performance 2014
[230]

DC A: M1
C:

supraorbital

1 mA 20 min 17 PD - Improved UPDRS, simple reaction
time, motor-evoked potential

2006
[114]

DC A: right M1
C: left M1

2 mA 25 min 10 PD
15 H

- Decreased noise in arm movement
- Increased willingness to exert effort

2015
[329]

DC A: Cerebellar
or M1

C: deltoid
muscle

2 mA 20 min (5
consecutive

days)

9 PD - Decreased UPDRS IV (dyskinesias
section) score

2016
[105]

AC 20 Hz at M1 1 mA 15 min 10 PD
10 H

- Decreased cortico-muscular coupling in
13–30 Hz

2014
[189]

AC 77.5 Hz at
frontal area

15 mA 45 min (10
sessions over

2 weeks)

23 PD - Insignificant changes in UPDRS
compared with sham

- Significant changes in UPDRS from
baseline

2011
[348]

AC Individual
tremor

frequency at
cerebellum

2 mA up to 10 min 24 PD
21 ET

- Intrained tremor phase to stimulation 2015 [45]

AC Individual
tremor

frequency at
M1

2 mA 10 min 14 PD - Average 50% reduction in tremor
amplitude

2013
[151]

1A and C denote anode and cathode, respectively
2PD: Parkinson’s disease, H: healthy, ET: essential tremor
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NIBS produces in both EEG and MEG recordings during the stimulation
[151, 249, 381]. In fact, these stimulation artifacts can be up to 3 orders of
magnitude larger than normal brain signal, completely obscuring EEG and
MEG signals. In addition, the delivered current can undergo possibly non-
stationary transformation, causing the morphology of stimulation artifacts
in EEG and MEG recordings do not exactly match the delivered currents
at the stimulation electrodes, making it even more technically challenging
to remove the artifacts. For example, tACS stimulation with a single sinu-
soidal wave generates EEG and MEG artifacts with the same frequency but
time-varying amplitudes and shifted phases [268, 269]. A thorough charac-
terization of the stimulation artifacts and development of effective denoising
methods are required to address these issues.

One crucial unresolved issue is the question as to whether tES protocols
elicit their strongest effects under the electrodes. Due to the high conduc-
tivity of the skin compared to the skull, most of the stimulation current runs
through the skin and only a small fraction of the applied current actually
reaches the brain. This leads to not only a decrease in the effectiveness
of the stimulation (as one can only endure so much high intensity of the
current) but also focality of the stimulation. This poor spatial resolution
can be improved at the expense of intensity by optimizing the arrangement
of stimulating electrodes using details of a subjects anatomy and computer
stimulations [91, 323], which is currently an active area of research.

The effects of stimulation are rather heterogeneous and there is a lack
of replicability across studies, raising concerns with regard to the validity
and reproducibility of the results [151]. This is partially attributed to large
options for stimulation parameter selection including stimulation frequency,
intensity and electrode montage, leading to a lack of consistency in stimu-
lation protocols adopted in each study. Moreover, a range of cognitive and
behaviour tasks used and study populations add to the variation of stim-
ulation outcomes. Other part of this heterogeneity may be explained by
poor focality of the NIBS and intersubject variability at baseline that are
not accounted in the study. Therefore, continuous efforts such as providing
rationales for selected stimulation protocols, conducting replication studies,
and identifying factors for heterogeneous results are recommended for future
NIBS studies.

Although remarkable progress in the understanding of NIBS has been
made, mechanisms that could explain the stimulation effects still remain
largely unknown and each model proposed to date provides conceptualiza-
tion and explanation of the observed phenomenon from a slightly different
point of view [106]. Underlying mechanisms are likely explained when inte-
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grating the different concepts rather than a single explanation. New theo-
retical models are currently being actively developed based on experimental
evidence and computational simulations.

1.3 Electrical Vestibular Stimulation (EVS)

1.3.1 Background

Electrical Vestibular Stimulation (EVS) is a NIBS technique where electrical
current is applied to the mastoid process behind the ear to alter the firing
rates of the vestibular afferents. Stimulation of vestibular nerves by EVS
ultimately influences the activity in various cortical and subcortical areas
related to the vestibular network and multisensory processing including the
prefrontal cortex, premotor region, somatosensory cortex, posterior pari-
etal cortex, intraparietal sulcus, inferior parietal lobule, temporo-parietal
junction, insula, hippocampus, and putamen. While the mechanisms are
not fully established, it has been proposed that EVS activates these regions
based on the broadly distributed thalamocortical fibres distributed through-
out numerous brain regions [221].

EVS has many advantages as an investigative and potential therapeu-
tic approach. Different from tDCS/tACS where it is currently difficult to
know which brain regions the externally applied electrical current is deliv-
ered [325], EVS bypasses the vestibular end organ and acts directly at the
spike trigger zone of the afferent nerve [111, 128]. Because EVS allows for
the delivery of precise levels of applied electrical current, it is well-suited for
subliminal stimulation so that the subject is unaware that they are receiving
verum or sham stimulation, often precluding the additional requirements of
trials to control for the placebo effect in clinical studies. Furthermore, the
low currents typically involved suggest the feasibility of battery-powered,
portable stimulation. In comparison to other means of vestibular stimu-
lation, such as caloric, EVS does not commonly induce adverse side effects
such as seizures, vertigo or nausea; however, symptoms of tingling and slight
itching underneath the electrodes have been reported [393].

The results of EVS are varied and complex, reflecting the complex role
of the vestibular system. While the primary induced physiological responses
from EVS are gaze stabilization, posture and balance maintenance and self-
motion perception, this requires integration of visual, proprioceptive and
somatosensory information from the earliest thalamic stage to cortical net-
work interactions [75]. As a result, the vestibular system has a broad range of
functions from reflexes (e.g., vestibulo-ocular and vestibulospinal) to higher
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levels of voluntary motor and even cognitive behaviour such as visual mem-
ory recall [422, 424] and mental object transformation strategies [209]. Thus,
augmenting vestibular input has been investigated for number of conditions,
including neuropathic pain [240, 241], tactile extinction [339], and figure
copying deficits [423].

1.3.2 The Vestibular System

The vestibular system, consisting of three semicircular canals, saccule, and
utricles in the inner ear, is a sensory system that provides the sense of
motion, equilibrium, and spatial orientation to the brain. It is different from
other senses in that central vestibular processing is highly convergent and
multimodal as signals from muscles, joints, skin, and eyes are continuously
integrated with vestibular inflow [16]. Because of the features, the vestibular
stimulation does not induce a separate and distinct conscious sensation and
contributes to a range of functions from simple reflexes to the highest levels
of perception and consciousness [16].

Anatomically, the vestibular nerve combines with the cochlear nerve and
becomes the vestibulocochlear nerve. Traveling by the cerebellopontine an-
gle, this nerve enters the brainstem at the pontomedullary junction in which
the vestibular and cochlear nerves are separated out [173]. Some of the nerve
fibers project to the flocculonodular lobe and nearby vermis of the cerebel-
lum while the majority of the fibers projects to the ipsilateral vestibular
complex in the pons [173]. The vestibular complex is where vestibular in-
puts are primarily processed and consists of four major nuclei including
medial, superior lateral and inferior [421] and several adjacent cell groups.
The vestibular pathways from the vestibular nuclei can be functionally cat-
egorized. Projections to the spinal cords are essential for postural reflexes
to adjust the head and body movement [167], and projections to the ocu-
lar motor nuclei are critical for compensatory eye movements during head
motion (i.e., vestibular-ocular reflex). Projections to the cerebellum are im-
portant for balance, postural control, and movement coordination [173], and
the pathways to the thalamus, hippocampus and ultimately to the cortical
areas are responsible for multisensory integration [368, 421] contributing to
movement planning and execution, spatial navigation and memory, atten-
tion, and emotions [43, 134, 312, 314, 368].
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1.3.3 EVS Effects on PD

Several studies have investigated effects of EVS on postural responses in PD.
Compared to a group of age-matched control subjects, PD patients showed
no difference in the speed or direction of the body sway response induced
by EVS (2 s), but when the patients were subdivided into two groups, the
patients with greater postural deficit responded with significantly greater
body speed than those with milder postural deficit [283]. In another study,
EVS was applied for a longer duration of 20 minutes to PD patients with
postural instability and it was found that the instability was reduced after
the EVS [171]. Similarly, EVS improved body sway in the anteroposterior
and mediolateral directions [277], balance corrections and postural response
time after a backward perturbation [330], and anterior bending posture in
PD patients [272], suggesting that EVS may be beneficial to balance and
posture control in PD. In support of this, a recent rodent study demonstrated
that EVS improved balance and motor planning of a 6-hydroxydopamine
hemilesioned rat model in the accelerating rod test [331].

EVS has also shown beneficial effects on motor symptoms in PD. Ya-
mamoto and colleagues [432] demonstrated that EVS ameliorated autonomic
and motoric disturbances and decreased reaction time in Go/NoGo tasks
without affecting omission and commission errors. Akinetic symptoms of
PD patients were improved after 24-hour EVS [278], and EVS improved
motor symptoms of upper and lower extremities as measured in finger tap-
ping task and the Instrumented Timed Up and Go test [174]. Recent ev-
idence that showed EVS induces significant neurochemical changes in the
striatum may partially explain mechanisms underlying the motoric effects
of EVS [369]. In summary, EVS may possibly carry an effective therapeutic
benefit to improve autonomic and voluntary motor responses for PD pa-
tients, although rigorous assessments with quantitative motor metrics and
demonstrated efficacy beyond that provided by medication are needed.

1.3.4 Stimulation Parameters

Various stimulation parameters including signal types (i.e., DC, AC, or noisy
(stochastic)), frequencies, and current intensities have been utilized in EVS
studies to elicit neurological or physiological responses of interest (Table
1.2). A large number of EVS studies on PD have been based on noisy stim-
ulation (i.e., randomly varying stimulation currents) [278, 331, 424, 432].
In particular, rather than broadband white noise, pink noise with a 1/f
type power spectrum (i.e., the power density of the stimulus is inversely
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proportional to the frequency) is used, as this reflects the power distribu-
tion found in cortical and subcortical functional networks [56]. Similar to
tRNS, one of the justifications to explain how the randomly-varying stimuli
may provide beneficial effects is a stochastic resonance phenomenon where
a sub-threshold random stimulus enhances sensory information processing
and perception [257]. For example, 40 Hz responses of the human auditory
cortex to auditory stimuli was enhanced when weak noise was added to the
stimulus [413]. However, it was recently shown that induced EEG changes
from noisy EVS tend to be linearly related to the intensity of the noise level
in healthy subjects [177], which may appear inconsistent with stochastic
facilitation seen in non-linear systems. A reasonable explanation for this
apparent discrepancy is that while stochastic facilitation may be apparent
at the level of the individual neuron, collectively at the overall network level,
linear responses may prevail although this needs to be further verified.

Taken together, it is clear that comprehensive investigation needs to be
done to understand the underlying mechanisms of EVS effects and ultimately
maximize clinical effects it can bring. Especially, one crucial component to
study would be to design stimuli with properly selected parameters to ex-
tract sufficient information of neural responses rather than blindly choosing
stimulation parameters as has been done in previous work. As there are
literally an infinite number of ways to select stimulation parameters, more
rigorous and systematic approaches are warranted.

1.3.5 Multisine Signal

The majority of EVS studies have used general-purpose stimulus such as
square-wave pulses and random (white or pink) noise to investigate stimula-
tion effects on vestibular function and corresponding physiological responses.
A significant limitation of the stimulation method is relatively small re-
sponses induced by these stimuli [81, 110], possibly due to poor excitation
of the neurological system. Although greater responses might be induced by
higher stimulus amplitudes, the stimulus level is often restricted by the range
where subjects feel comfort or nature of the study where subjects need to
be blinded from stimulation to avoid the placebo effect. Another limitation
of general-purpose signals is that they do not provide enough information of
the systems under study and are difficult to set signal parameters to achieve
an optimal result.

Multisine signals are optimized test signals utilized most commonly in
the field of system identification, which are designed to concentrate power at
a precise number of frequencies within the bandwidth of interest. They are
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Table 1.2: Effects of varying EVS parameters on physiological responses

Type Current
Intensity

Duration 1N Outcome Year
(Ref.)

DC 0.3, 0.5 mA 8 s 10 H Increased postural sway with higher
current

2003
[414]

DC 0.1-0.9 mA 2 s 10 H Tilted head and torso toward anodal
electrode

1997 [80]

DC 0.7 mA 3-6 s 12 H Tilt of the body dependent on the timing
of stimulation with respect to movement

phases

1998 [62]

DC 1.5-3 mA 5 s 12 H Ocular torsion and rotation of the fovea
and peripheral visual field

1997
[438]

DC 0.1-0.9 mA 4 s 6 H Ocular torsion and horizontal eye
movements at higher currents

2003
[346]

DC 2 mA 20 s 6 H Torsional eye movements 2002
[340]

DC 1.25, 2.5 mA 20 s 14 H Tilt of the subjective vertical 2001
[232]

DC 0.8-1.2 mA 15 s 8 H Increased response time for body
rotation and illusory sensation of motion

of self or visual field

2001
[209]

DC 0.2, 0.5, 0.7
mA

20 min 7 PD Improved anterior bending posture 2015
[272]

DC 0.7 mA 20 min 5 (5) PD Reduced postural instability for 3 out of
5 patients with PD with postural

instability and/or abnormal axial posture

2001
[171]

DC Twice of the
individual
threshold

During task 11 PD Improved variation of the step duration
in gait and improved motor performance

in finger tapping task

2018
[174]

AC (0.2,
0.5, ..., 2

Hz)

2 mA 200 cycles (1
min 40 s - 16

min 30 s)

14 H Postural illusions of ‘rocking’ or
‘swinging’ and vestibular modulation of

muscle sympathetic nerve activity

2018
[174]

AC (0.2,
0.5, ..., 2

Hz)

2 mA 200 cycles (1
min 40 s - 16

min 30 s)

11 H Postural illusions of ‘rocking’ or
‘swinging’ and increased burst incidence

of skin sympathetic nerve activity

2010
[159]

AC (1 Hz)
1/f noise

(0.1-10 Hz)

90% of
individual
threshold

5 min 23 PD / 12 H Increased overall connectivity of
Pedunculopontine Nucleus with 10

regions of interest

2018 [57]

Noise
(0-1000 Hz)

90% of
individual
threshold

During task 24 H Shorter reaction time with the
stimulation when answering questions

about faces

2008
[424]
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Type Current
Intensity

Duration 1N Outcome Year
(Ref.)

Noise
(frequency

is not
reported)

0.5-1.5 mA 25 min (1-5
sessions)

49 H Improved hemispatial neglect 2004
[425]

1/f Noise
(0.1-10 Hz)

90% of
individual
threshold

72 s 10 H A mild suppression of gamma power in
lateral regions / Increased beta and

gamma power in frontal regions

2013
[177]

1/f Noise
(0.01-2 Hz)

60% of
individual
threshold

24 h 12 H / 7
MSA

Improved autonomic system regulation /
Decreased reaction time to visual cue

2005
[432]

1/f Noise
(0.01-2 Hz)

0.09-0.49 mA 24 h 8 (8) MSA /
3 PD / 2

CCA / 1 PA

Improved motor function in patients with
PD

2008
[278]

1/f
(frequency

is not
reported)

0.1, 0.3, 0.5
mA

26 s 5 PD / 20 H Decreased body sway with eyes closed 2009
[277]

White noise
(0-30 Hz)

Below
individual
threshold

< 3 h 10 PD Improved balance corrections after a
backward perturbation, shorted the

postural response time

2015
[330]

White noise
(frequency

is not
reported)

70 % of
individual
threshold

60 s 13 PD / 12 H Changes in posture and increased sway
amplitude and mildly decreased sway

frequency

2018
[384]

1PD: Parkinson’s disease, H: Healthy, MSA: multi system atrophy, CCA: cortical cerebellar atrophy, PA: pure
akinesia

advantageous to target specific components of the responses, enable consid-
erable reduction of the measurement time without unwanted loss of accuracy,
and can be used to detect and quantify the presence of nonlinear distortions
in the system. With the properties, the multisine signals are considered to
be advanced test signals than general-purpose excitation signals such as the
swept sine (also called periodic chirp) or random noise that are applied to
the system without any optimization aside from selecting the bandwidth
of the excitation signal [294]. Multisine signals are composed of sinusoids
with period equal to (or integer ratios of) the observation time, which keeps
excitation power as low as possible outside frequencies of interest avoiding
unnecessary nonlinear effects [353]. Further optimization is done by choos-
ing the frequency phases such that the crest factor (CF), defined below, of
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the signal to be minimized [294, 341, 342]:

CF =
max |Istim(t)|
RMSIstim

(1.1)

where RMSI is the RMS of the applied current Istim(t).
It is advantageous to excite the system with the optimized multisines

as the signals with a large CF inject much less power into the system than
those having the same peak value and a small CF [294].

Multisine Signals for EVS

Multisine signals for EVS were designed through two steps, the first being
the selection of a period (i.e., frequency resolution) as well as a frequency
band of interest followed by a crest factor minimization of the signals in
the second step. The 4–200 Hz frequency band was chosen as it includes
the range human EEG responses [150]. The CF of all multisine EVS was
minimized using a clipping algorithm, an iterative method developed in
[400, 401] to optimize the phases. The basic idea behind this method is
illustrated in Fig. 1.3. With the specified amplitude spectrum, the iteration
procedure starts with arbitrary phases and a discrete time-domain signal is
calculated by the inverse Fourier transform. All the values larger than a
given maximum is clipped off to generate a new time signal whose spectrum
and phases are calculated using the FFT. These new phases are retained as
a first approximation to the solution [294], but the amplitude spectrum is
rejected in favor of the original one.

In this dissertation, all multisine signals were designed to have a period
of 5 s [113], providing a frequency resolution of 0.2 Hz. Seven kinds of
multisine stimuli were designed over the frequency range from 4 to 200 Hz
(Table 1.3). The division of the frequency bands between 4–50 Hz refers to
canonical EEG frequency bands.

Table 1.3: Seven multisine stimuli and corresponding frequency bandwidths

Multisine Stimulus 1 2 3 4 5 6 7

Frequency (Hz) 4–8 8–13 13–30 30–50 50–100 100–150 150–200
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Figure 1.3: Clipping algorithm for minimizing crest factor of multisine signals [294]

1.4 Research Objectives and Thesis Outline

1.4.1 Research objectives

The therapeutic potential of EVS has been demonstrated in previous studies
– even with applying relatively simple stimuli such as DC or random noise
– by showing voluntary motor and postural responses in people with PD.
However, despite many years of the research, there is a huge lack of 1)
understanding of the relations between stimulation parameters and resultant
behaviour responses in PD and 2) brain imaging studies that can provide
insight into underlying neurological mechanism of EVS effects.

The goal of this dissertation is to advance application of EVS as a poten-
tial therapeutic intervention for PD through development of novel stimuli
and thorough investigation of neuronal and behaviour effects by utilizing be-
haviour tasks and brain imaging modalities including EEG and functional
MRI (fMRI). This research will particularly investigate subthreshold EVS
effects so that it could provide the foundation for a safe, non-invasive, and
ultimately portable ancillary therapy for PD patients, focusing on the fol-
lowing objectives:

• Objective 1. Development of new EVS stimuli and design of
experiment: The first objective is to design new stimulus candidates
that can systematically provide information on the effects of stimu-
lation parameters on brain activities. As mentioned above, multisine
signals have advantages as exogenous input signals to perturb a sys-
tem (i.e., the brain) over random noise and single-frequency sinusoids.
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Multisine signals in distinct frequency bands are proposed as stimu-
lus candidates (see 1.3.5 for details). As a non-invasive brain imaging
modality, EEG has merits that it can measure the brains electrical
activity with high temporal resolution (a millisecond) and is relatively
inexpensive compared with other technologies and is simple to oper-
ate. Thus, EEG is proposed as a primary modality to monitor brain
activities before, during and after EVS. Experiments are designed to
investigate brain responses to EVS 1) when subjects are resting and 2)
when subjects are performing a motor task. Motor task performance of
the subjects is used as behavioural outcomes from the EVS. Finally,
fMRI is utilized as a primary brain imaging modality to investigate
mechanism of EVS as it can measure brain activities (hemodynamic
responses) with excellent spatial resolution.

• Objective 2. Detection of PD-related features in the EEG
and fMRI data: A two-step approach is proposed to evaluate EVS
effects in PD patients. The first step is to identify PD-related features
in the EEG and fMRI data collected in the pre-EVS condition (i.e., be-
fore applying EVS). To do this, it is proposed to collect the data from
PD and healthy subjects and extract features to discriminate brain
activity of the two groups (e.g., functional connectivity). For the PD
group, the data are collected in off- and on-medication conditions in
order to compare effects of each of the EVS and medication interven-
tions and their interactions in PD. Following successful identification
of the PD-related features, the second step is to assess modulatory
effects of EVS on the features (Objective 3).

• Objective 3. Establishment of the extent that EVS modu-
lates the PD features and improves motor performance: The
effects of EVS on the identified PD features are investigated focusing
on addressing the following questions:

– Is the stimulation able to normalize PD features?

– How do the stimulation effects vary according to stimulation pa-
rameters?

– Are there any differences between online- and after- effects of the
simulation?

– Are there group-specific effects (i.e., PD vs. healthy controls)?

– Is the stimulation able to induce significant improvement in motor
behaviour of the PD patients? How do the downstream behaviour
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outcomes relate to stimulation-induced changes in the brain?

• Objective 4. Development of a new method to remove stim-
ulation artifacts in EEG: High-voltage electrical artifacts in EEG
generated by brain stimulation have been a major challenge to date for
analyzing online effects of stimulation (during stimulation) on brain ac-
tivities, which is critical to probe fundamental mechanisms underlying
stimulation effects. Most studies have resorted to avoiding the artifact
problem by simply comparing the EEG in pre- and post-stimulation
condition. A solution is proposed to resolve the artifact issue by devel-
oping a novel denoising method utilizing joint blind source separation
methods.

• Objective 5. Probing fundamental mechanisms of action through
which EVS improves motor performance: Noisy EVS has shown
its efficacy to improve motor symptoms and postural responses in PD
in prior studies, but the mechanisms of these effects are largely un-
known. To probe these fundamental mechanisms, it is proposed to
analyze resting-state fMRI data acquired during noisy EVS from PD
patients and healthy controls, focusing on the thalamus, a hub of in-
tegrating multisensory information and mediating functional networks
[156]. The thalamus is of interest in particular based on the direct af-
ferent projections from the vestibular nuclei and it’s close relationships
with the BG.

1.4.2 Thesis Outline

The rest of this dissertation is subdivided into six chapters as outlined below:

Chapter 2: Discriminant Feature Detection in Manual Tracking
Behaviours in PD and Effects of Noisy EVS

In this chapter, effects of noisy EVS (0.1–10 Hz) on the manual tracking
behaviours of PD and healthy subjects who performed a visuomotor joystick
tracking task. Exploratory (linear discriminant analysis with bootstrapping)
and confirmatory (robust multivariate linear regression) methods are used
to determine if the presence of EVS significantly affected prediction of cur-
sor position based on target variables, and signal-to-noise ratio of cursor
trajectories is computed to quantify smoothness of tracking movement. The
results show that noisy EVS resulted in robust changes in tracking, mostly
related to increased sensitivity to perceived error.

22



1.4. Research Objectives and Thesis Outline

Chapter 3: Quadrature Regression and IVA Approach to Removal
of High-voltage EVS Artifacts from Simultaneous EEG Recordings

This chapter describes the technical difficulties associated with remov-
ing artifacts in EEG that are induced by electrical brain stimulation and
limitations of conventional denoising methods. Quadrature regression and
subsequent independent vector analysis (q-IVA) method is proposed for re-
moving the stimulation artifacts and applied to simulated and real EEG
datasets recorded from ten subjects who received 4–8 Hz multisine EVS. It
is demonstrated that q-IVA significantly improves the denoising and robustly
recovers the EEG compared to conventional methods (principal component
analysis, independent component analysis) and other joint blind source sep-
aration approach (multiset canonical correlation analysis and independent
vector analysis). The results provide a promising way to effectively isolate
simulation artifacts in EEG, paving the way for future studies attempting to
uncover ongoing modulation of brain activity during electrical brain stimu-
lation.

Chapter 4: Sparse Discriminant Analysis for Detection of Patho-
logical Dynamic Features of Cortical Phase Synchronizations in
PD

In this chapter, altered cortical functional coupling in PD is identified
using resting-state EEG data and effects of multisine EVS at 4–8 Hz, 50–100
Hz, and 100–150 Hz are examined. Phase locking value (PLV), a nonlin-
ear measure of pairwise functional connectivity between electrodes, is com-
puted over sliding windows and the mean, variability and sample entropy
are extracted as dynamical features of the functional connectivity. To ex-
tract most discriminant features from the high-dimensional data sets, sparse
discriminant analysis is utilized. It is demonstrated that lower PLV vari-
ability and entropy in PD compared to healthy controls is normalized by
EVS in a stimulus-dependent manner, suggesting that EVS with optimized
parameters may provide a new non-invasive means for neuromodulation of
functional brain networks.

Chapter 5: Discriminant Correlation Approach to Joint Estima-
tion of Maximal EVS Effects on Motor Behaviour and Cortical
Beta Oscillations in PD

Using EVS and simultaneously recorded EEG, this chapter demonstrates
the modulatory effects of high-frequency (50–100 Hz and 100–150 Hz, respec-
tively) multisine EVS on movement-related beta desynchronizations (beta
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ERD) and resultant changes in the motor behaviour of PD and healthy sub-
jects who performed a motor squeeze task. In order to investigate maximal
EVS effects across the subjects with regard to the task performance and
the beta ERD, discriminant correlation analysis, a feature fusion method,
is used. It is demonstrated that EVS modulates the magnitude and timing
of beta ERD in left motor, broad frontal and medial parietal regions during
performance of the motor task. The beta power in the rest period, when the
subjects were not engaged in the motor task, was not significantly affected
by EVS. This joint EEG/behavioural analysis suggests a potential neuro-
physiological mechanism of EVS in motor improvement, whereby vestibular
input is integrated in the motor thalamus, increasing fluidity to a motor
system stuck in a state of exaggerated beta rhythms. The results com-
plement previous studies suggesting pathological beta-band oscillations in
PD can be disrupted via different stimulation sites, including ones available
non-invasively, and emphasize the importance of stimulation parameters for
influencing motor behaviour.

Chapter 6: Spectral Clustering and Discriminant Correlation Ap-
proach to Estimation of EVS Effects on Functional Thalamic Sub-
regions and BG–thalamic Connectivity in PD—fMRI Study

Pathologic changes within the thalamus itself and its functional interac-
tions with the BG leads to altered cortical-BG-thalamo activity responsible
for motor and cognitive dysfunction in PD. As the thalamus receives direct
projections from the vestibular nuclei, it may possible to modulate thala-
mic activity and connectivity with the BG by activating vestibular system
afferents with EVS. This chapter probes EVS effects on the thalamus using
resting-state fMRI data acquired from PD and healthy subjects to elucidate
a potential mechanism of EVS associated with motor improvements in PD.
To determine the region-specific EVS effects on the thalamus, normalized
cut spectral clustering is used to parcellate the thalamus into subregions and
discriminant correlation analysis is applied to investigate functional connec-
tivity between the thalamus subregions and BG structures. The results
show that EVS normalizes altered sizes of the functional thalamic subre-
gions, reduces excessive connectivity between the right thalamic subregions,
and improves aberrant asymmetry of the connectivity between left BG and
bilateral thalami in the PD subjects.

Chapter 7: Conclusion and Future Work
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This chapter includes a short of summary of the dissertation followed by
a discussion on the limitations of the proposed methods and suggestions for
future work.
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Chapter 2

Discriminant Feature
Detection in Manual
Tracking Behaviours in PD
and Effects of Noisy EVS

In this chapter, we investigated effects of noisy EVS (0.1–10 Hz) on the
manual tracking behaviour of PD and healthy subjects. Noisy EVS has
been recently used in prior PD studies to assess effects on motor symptoms
and has positive influences on balance and simple motor task performance.
Here, we implemented a visuomotor joystick tracking task to assess effects of
noisy EVS on more complicated motor behaviours that require sensorimotor
processing and fine motor coordination.

2.1 Introduction

Motor symptoms in PD characteristically manifest themselves as tremor,
rigidity, akinesia/bradykinesia and postural instability. While levodopa is
the gold standard treatment for PD, chronic use eventually leads to the
long-term development of side effects, such as motor fluctuations, dyskine-
sias and psychiatric disorders [302, 418]. Surgical treatments, including DBS
targeted to subcortical nuclei, have provided effective therapeutic benefits,
but are complex and invasive [273]. With recent technological advances, nu-
merous novel stimulatory techniques for PD treatment are presently being
explored [101, 118, 331, 379]. Non-invasive brain stimulation techniques are
currently a growing avenue of interest for PD and other neurological dis-
orders due to their safety, tolerability and minimally invasive nature [115].
Additionally, these methods, such as transcranial current brain stimulation
(tCS), arguably influence solely the targeted site of stimulation, but also
exert effects on associated brain connectivity patterns [224]. Since PD is
characterized by abnormally exaggerated beta synchronization throughout
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a BG-cortical network [100], non-invasive stimulatory approaches could po-
tentially be used to modulate aberrant network dynamics [115].

A few studies have suggested that non-invasive stimulation of vestibular
nerves via noisy EVS may improve motor deficits in PD [277, 278, 331, 432].
Noisy EVS delivers currents with randomly varying amplitudes in time to
vestibular afferents and subsequently influences resting state cortical EEG
activity, suggesting that cortical-subcortical connections are also modulated
by EVS [177]. Akin to how tCS strengthens connectivity patterns in premo-
tor, motor and sensorimotor areas while subjects are engaged in a finger tap-
ping task [299], noisy EVS hypothetically is also able to influence functional
BG-cortical motor networks depending on the brain state during stimula-
tion. It is not fully established, however, whether noisy EVS improves motor
performance. Yamamoto et al. [432] measured trunk dynamics as well as
reaction time in a Go/NoGo paradigm whereas Pan et al. [278] measured
wrist activity in akinetic PD patients. Effects of noisy EVS on postural
and balance responses have also been measured in both humans and rat
models [277, 331], although none of these studies have directly investigated
the effects of EVS on bradykinesia with respect to motor coordination and
sensorimotor processing.

One potential way to rigorously assess the motoric effect of EVS is to
utilize a visuomotor task, which is useful for understanding mechanisms that
contribute to motor coordination with accuracy and stability [324]. Correc-
tive movements and behavior are required in response to varying visual error
feedback, which are important for maintaining effective perception-action or
sensorimotor processing [324]. With respect to clinical significance, the abil-
ity to continually adapt ones behavior to changing environmental or sensory
stimuli is particularly relevant in PD as these patients demonstrate impaired
switching between motor paradigms [97].

In the present study, we implemented a visuomotor tracking task and
investigated the effect of noisy EVS on motor performance. Our visuomotor
task required subjects to respond to visual error feedback that was, unbe-
knownst to the subjects, either minimized to 30% of the actual error, or
amplified by 200% to create the appearance of Better or Worse motor per-
formance, respectively. We used linear discriminant analysis (LDA) [96] to
identify parameters significantly influenced by EVS and to investigate if the
effects of EVS are dependent on the task conditions. We then analyzed our
data using a robust multivariate linear regression method [108] to test if
tracking movement was affected by EVS. We show that subthreshold EVS
resulted in robust changes in tracking, mostly related to increased sensitivity
to perceived error.
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2.2 Materials and Methods

2.2.1 Subjects

12 PD subjects (10 males, 2 females; mean age 61.4 ± 6.5 years; 11 right-
handed, 1 left-handed) participated in the study. None of the participants
had any reported vestibular or auditory disorders. All PD subjects were
recruited from the Pacific Parkinsons Research Centre (Vancouver, Canada).
PD subjects had mild to moderate disease severity (Hoehn & Yahr stages
1.5–2.5) with UPDRS (Unified Parkinsons Disease Rating Scale) Part III
motor scores at a mean of 22.3 ± 7.8 (Table 2.1). All PD subjects were
tested in the off-medicated state after a 12-hour overnight withdrawal from
L-dopa medication. Other medications that some subjects were on included:
amantadine, ramapril and atorvastatin.

Table 2.1: Demographical data of the PD subjects

Patient
number

Age
(Year)

Sex Duration
(year)

UPDRS
III

Hoehn &
Yahr

Handedness

1 58 M 4 18 2 R

2 64 F 4 12 1.5 R

3 67 M 4 16 2 R

4 56 M 2.5 21 2 L

5 53 M 3 32 2.5 R

6 49 M 7.5 35 2 R

7 65 F 5 32 2 R

8 68 M 1.5 22 2 R

9 66 M 1 24 2 R

10 70 M 1 21 2 R

11 59 M 1.5 10 2 R

12 62 M 3.5 24 2 R
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Figure 2.1: Behaviour Task. (A) Subjects faced a screen with a target (blue) that moved
vertically up and down, and controlled a cursor (yellow) using a joystick. The error
difference (∆) between the actual positions of the target and cursor was amplified by a
scaling factor (α): ∆ × α = displayed visual error feedback (B) Trials (90 s) alternated
between ‘Better (B)’ and ‘Worse (W)’ conditions.

2.2.2 Ethics Statement

The study was approved by the University of British Columbia Clinical
Research Ethics Board. All subjects gave written, informed consent prior to
participation. Research was conducted according to the principles expressed
in the Declaration of Helsinki.

2.2.3 Visuomotor Tracking Task

Subjects were comfortably seated 80 cm in front of a screen and performed
a manual tracking task. On the screen, a target (blue) and cursor (yellow)
connected by a black horizontal rod were displayed (Fig. 2.1). The target
box oscillated vertically up and down with the summation of two frequencies
(0.06 and 0.1 Hz). Subjects controlled the cursor using a joystick with the
objective of matching the horizontal position of the cursor to the target
– i.e., to keep the horizontal black rod straight. The tracking error (∆,
difference between the actual positions of the target and cursor) was scaled
by a factor (α) to determine the displayed position of the cursor: ∆ × α
= displayed visual error feedback. In the ‘Better (B)’ task condition, α
was set to 0.3, and in the ‘Worse (W)’ task condition, α was set to 2, such
that it artificially appeared to subjects that they performed better or worse,
respectively, based on their scaled error feedback.

During the experiment, subjects performed a total of 8 trials. Each trial
(90 s) was comprised of three alternating blocks (30 s each) of B and W
conditions – with Trial 1 ordered as B-W-B and Trial 2 ordered as W-B-W
(Fig. 2.1). During each trial, either a subthreshold verum current (90%
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of cutaneous sensory threshold) or sham current stimulation was delivered.
Four trials contained verum EVS delivery whereas the other four trials con-
tained sham stimulation. Subjects were unaware of either verum or sham
stimulation since the order in which stimuli were delivered was pseudoran-
dom, and the verum stimulation was imperceptible to the subject. Each
trial was followed by a break (30 s) to preclude a hysteretic effect carrying
over to the next trial. Before starting the experiment, subjects were allowed
to practice tracking the target and using the joystick as needed in at least
one practice trial. Due to technical details of the data capture system, the
cursor position was irregularly sampled at ∼55 Hz. We then resampled the
data at exactly 50 Hz using linear interpolation before further analyses.

2.2.4 Stimulus

EVS was delivered to subjects through carbon rubber electrodes (17 cm2)
in a bilateral, bipolar fashion. For bilateral stimulation, an electrode was
placed over the mastoid process behind each ear, and coated with Tac gel
(Pharmaceutical Innovations, NJ, USA) to optimize conductivity and adhe-
siveness. The average impedance of the subjects was measured around 1 kΩ.
Digital signals were generated on a computer using MATLAB and converted
to analog signals via a NI USB-6221 BNC digital acquisition module (Na-
tional Instruments, TX, USA). The analog command voltage signals were
subsequently passed to a constant current stimulator (Model DS5, Digitimer,
Hertfordshire, UK), which was connected to the stimulating electrodes.

Bipolar stimulation signals were zero-mean, linearly detrended, noisy
currents with a 1/f -type power spectrum (pink noise) as previously applied
to PD and healthy subjects [278, 357, 432]. The stimulation signal was
generated between 0.1–10 Hz with a Gaussian probability density, with the
command signal delivered to the constant-current amplifier at 60 Hz (Fig.
2.2). The stimulus was applied at an imperceptible level to avoid effects
by general arousal and/or voluntary selective attention, with the current
level individually determined according to each subjects cutaneous sensory
threshold.

Since perception of EVS is inherently subjective, we utilized systematic
procedures that have been previously used in determining subliminal cur-
rent levels for both EVS and transcranial stimuli [154, 393, 422]. Starting
from a basal current level of 0.02 mA, noisy test stimuli were delivered for
20 s periods with gradual stepwise increases (0.02 mA) in current intensity
until subjects perceived a mild, local tingling in the area of the stimulat-
ing electrodes. As performed previously, a threshold value was defined once
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Figure 2.2: Characteristics of the stimulus. (A) Typical recording from a subject receiving
a noisy stimulus applied for 90 s duration. The stimulus presented is at the highest current
intensity (current level 6), which is set to 90% of the subjects individual sensory threshold
(RMS current value of 0.266 mA). (B) Probability density function of the stimulus current
follows a Gaussian distribution.

subjects reported a tingling sensation [393, 422], which lasted for the dura-
tion of the test stimulus. The current level was then decreased each time
by one level until sensation was no longer reported during delivery of test
stimulus pulses, and increased by one step in current intensity to confirm
threshold. Each delivery of a test stimulus was followed by a period of no
stimulation for at least 30 s to preclude a hysteretic effect carrying over
to the next test stimulus. Subjects were blind to the onset and duration
of test stimuli, as well as the threshold-testing scheme. After completing
the threshold test and throughout the experiment, stimuli were delivered
at subthreshold intensity (0.19–0.90 mA), which is achieved at 90% of the
determined cutaneous sensory threshold value.

2.2.5 Behavioural Data Analysis

We employed both exploratory and hypothesis-driven analysis methods to
analyze the behavioral data. We initially analyzed the data on a subject-by-
subject basis as we were unclear whether or not there would be substantial
intersubject variability to EVS response. LDA was first used to see if track-
ing behavior could be reliably discriminated depending upon whether EVS
was applied or not. We derived a EVS linear discrimination function, g(X),
to create maximum separation between means of the projected classes with
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minimum variance within each projected class:

g(X) = w1X1 + w2X2 + ...+ w21X21 + ω0 = wtXt + ω0 (2.1)

where X = [X1 X2 ... X21] ∈ Rn×d is a data matrix of n d-dimensional sam-
ples in which each column represents an independent variable, w= [w1, w2,
..., w21] ∈ Rd×1 the weight vector containing linear coefficients of the vari-
ables in the data matrix X, and ω0 the bias-weight. LDA was applied to
the “Better” and “Worse” conditions separately.

For this exploratory part of the analysis, we included linear (first-order)
and non-linear (second- and third-order) combinations of variables in the
EVS discriminant function (Table 2.2). During the experiment, we varied
the phase of the initial target trajectory not only between subjects but also
between the trials to prevent the subjects from easily predicting upcoming
target movement. Therefore, variables from X1 to X9 were included as
nuisance variables in the LDA to account for the target differences.

Table 2.2: Variables in LDA model

Notation Variables1

X1, X2, X3 T (t), T (t)2, T (t)3

X4, X5, X6 VT (t), VT (t)2, VT (t)3

X7, X8, X9 AT (t), AT (t)2, AT (t)3

X10, X11, X12 D(t)− T (t), {D(t)− T (t)}2, {D(t)− T (t)}3

X13, X14, X15 VD(t)− VT (t), {VD(t)− VT (t)}2, {VD(t)− VT (t)}3

X16, X17, X18 D(t+ ∆t)−D(t), {D(t+ ∆t)−D(t)}2, {D(t+ ∆t)−D(t)}3

X19, X20, X21 VD(t+ ∆t)−VD(t), {VD(t+ ∆t)−VD(t)}2, {VD(t+ ∆t)−VD(t)}3

1 T=target position, VT=target velocity, AT=target acceleration, D=displayed cursor
position, VD=displayed cursor velocity, t=time index, and ∆t=reaction delay of 0.5 s
[168]

To test for significance of the LDA results, we employed bootstrapping
techniques. We permuted the EVS labels (on/off) and then re-computed the
LDA function with the permuted data. This was repeated 1000 times. Any
weight value from the original LDA function g(X) whose absolute value
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was greater than all the weights computed from the permuted data was
considered to be significantly influenced by EVS.

In addition, a multivariate linear regression model was used to test the
hypothesis that EVS had a significant effect on cursor position during track-
ing. As the traditional least squares regression may be sensitive to noisy and
gross errors [5], we chose a robust regression method to analyze our data
(“robustfit” function in MATLAB). This method is known to be robust to
outliers utilizing an iteratively reweighted scheme to deweight the influences
of outliers. With cursor position as a response variable (Yi), the following
regression model was proposed:

Yi = Aiβ + εi (2.2)

where for each data point i we have the vector of independent variables
Ai = [Ai1, ..., Ai5], the vector of regression coefficients β solved by a bisquare
weighting function, and the residual εi (assumed to be independent and
identically distributed Gaussian). The selected independent variables are
summarized in Table 2.3 (note that A1, A2 and A3 are same as the variables
X1, X4 and X10 in Eq. 2.1, respectively). The categorical variable of EVS
was denoted with either 0 (EVSoff) or 1 (EVSon). We tested for significance
of the coefficients under the null hypothesis that the coefficient estimates
were equal to zero.

For a signal-to-noise ratio (SNR) analysis, we utilized “snr” function
in MATLAB to calculate SNR of cursor trajectories. This examines the
fundamental frequencies of the tracking trajectory plus the next 6 harmonics,
and assumes that any power in the spectrum than these peaks are “noise”.

Table 2.3: Estimated coefficients in the robust regression model (Eq. 2.2) and the P value

Variables (A) Coefficient estimates (β) P value

target position (A1) 1.00 0.0000

target velociy (A2) -0.0779 0.0000

displayed cursor position − target position (A3) 0.501 0.0000

cursor velocity − target velocity (A4) -0.0160 0.0002

EVS (A5) 3.99e-05 0.0410

R2=0.8811
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Figure 2.3: Coefficients of the variables of the linear discriminant function in the Worse
condition. The x-axis represents variables from X10 to X21 in Table 2.2 while the y-axis
represents weight (w) value. The computed coefficients are depicted as black for the EVS
discriminant function and blue for bootstrapping. Red asterisks denote coefficients that
are outside the 95% confidence interval of bootstrapping.

2.3 Results

2.3.1 Results of LDA in Worse Condition

Coefficients of EVS discriminant function (Eq. 2.1) were calculated for each
subject and are plotted as black lines in Fig. 2.3. For clarity, nuisance
variables related to absolute target position (i.e., X1 −X9) are not shown.
The 1000 sets of linear coefficients generated from the bootstrapping are
depicted as blue lines. In most subjects, the coefficients w10, w11 and w12 of
g(X) (representing linear and higher powers of the perceived error between
the target and the displayed cursor position) were robustly modulated by
EVS. In addition, displayed cursor velocity (w16 or w17) and acceleration
(w19, w20 or w21) were also found to be significantly affected by EVS across
subjects.

2.3.2 Results of LDA in Better Condition

Fig. 2.4 shows the LDA results in the Better condition. As before, coeffi-
cients w10, w11 and w12 were significant among all the subjects. In addition,
10 out of 12 subjects showed significant w18 weightings. Other coefficients
were not robustly seen in all subjects. For example, unlike the LDA results
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Figure 2.4: Coefficients of the variables of the linear discriminant function in the Better
condition. The x-axis represents variables from X10 to X21 in Table 2.2 while the y-axis
represents weight (w) value. The computed coefficients are depicted as black for the EVS
discriminant function and blue for bootstrapping. Red asterisks denote coefficients that
are outside the 95% confidence interval of bootstrapping.

of the Worse condition, displayed cursor acceleration (w19, w20 or w21) was
no longer significantly influenced by EVS in the Better condition.

2.3.3 Results of Robust Regression Model

Table 2.3 is the coefficient estimates of the variables of the multivariate
regression model (Eq. 2.2) and their P values. The computed R2 of the
regression model was 0.8811. EVS was significantly associated with cursor
position across all subjects (P < 0.05).

2.3.4 Effect of EVS on Cursor Overshooting

In order to get an intuitive interpretation of EVS effects, we calculated the
EVS discriminant function values (Eq. 2.1) for each subject. We used data
from trials 1 and 7 for the calculation as these two trials had identical phases
of the trajectories, with a difference in whether or not EVS was delivered
(EVSon for trial 1). Then, ∆g was computed by subtracting the function
values of trial 7 from trial 1. By plotting ∆g, we could not only locate EVS
effects on the cursor trajectory but also directly make visual comparison
of the cursor movement in the identified location. Fig. 2.5 shows target
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trajectory, cursor trajectory and ∆g for each subject.

Figure 2.5: Trajectories of target (blue) and cursor (EVSon: red, EVSoff: black) and
∆g (black bar in the bottom). ∆g was computed by subtracting the linear discriminant
function values of trial 7 (EVSoff) from trial 1 (EVSon).The trials alternated between
W-B-W conditions (each condition 30 s).

The effect of EVS was greatest near sinusoidal peaks. This trend was
found in most of the subjects regardless of how well the subjects tracked the
target. For instance, subject 5 tracked the target relatively better compared
to the other subjects, and ∆g was significant around at 5, 20, 65, and 80 s.
Subjects 11 and 12 performed the tracking task poorly, but the EVS effects
still appeared near sinusoidal peaks.
One of the noticeable features on the peaks is a degree of overshooting of
cursor trajectories. To assess a possible relationship to EVS stimulation,
we compared the difference between the cursor position and the target on
the peaks. Fig. 2.6 shows a representative example of cursor overshooting
near sinusoidal peaks in target. The peaks in cursor appeared with some
lagged time (∆t). The amplitude of the target peaks was subtracted from
the cursor peaks, and the difference (∆d) was defined as cursor overshooting.
Cursor peak was defined when the cursor position was at its max/min point.
Cursor overshooting was calculated for all trials and subjects, then averaged
depending on the task conditions and presence of EVS stimulation as shown
in Table 2.4. The P value was calculated from ANOVA of the means between
EVSon and EVSoff (i.e., a single, two-level factor).

In Worse condition, the subjects tended to overshoot significantly less
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on the lower peaks while stimulated by EVS. On the upper peaks, the mean
overshooting of EVSon was also smaller than EVSoff, but the difference
was not significant. In Better condition, however, there was an increasing
tendency for cursor overshooting with stimulation.

Figure 2.6: Representative example of cursor overshooting on upper and lower peaks from
Subject 1. Cursor overshooting (∆d) was calculated as cursor position – target position.
∆t represents time difference between peaks in cursor and target trajectories.

Table 2.4: Means of cursor overshooting on sinusoidal peaks and ANOVA results

Lower peak Upper peak

EVSon EVSoff P value EVSon EVSoff P value

Worse -0.0517 -0.0714 0.0036 0.0695 0.0784 0.22

Better -0.0946 -0.0451 0.0038 0.0890 0.0690 0.14

2.3.5 Effect of EVS on SNR of Cursor Trajectory

Movement variability is another important feature to characterize the track-
ing performance. Particularly, in goal-directed behavior, the variability orig-
inates from collateral movement to the main goal of a task. In this sense,
the cursor trajectories in our tracking test can be seen to a combination of
two components. One is the primary movement whose form is similar to the
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target trajectory, and the other is submovement that may appear as noise
superimposed on the primary movement. In order to investigate if EVS had
affected movement variability of the subjects, we calculated SNR of cursor
trajectories and compared differences in between EVSon and EVSoff con-
ditions. As shown in Fig. 2.7, the mean SNR of 12 PD subjects was 27.6
when EVS was applied, which was significantly greater than 21.3 in EVSoff
condition (P < 0.05).

Figure 2.7: Comparison of SNR of cursor trajectories between EVSon and EVSoff condi-
tions.

2.4 Discussion

Our results demonstrate that noisy EVS robustly influences motor tracking
performance in PD patients off dopaminergic medication. Motor improve-
ments are consistent with results previously reported in hemiparkinsonian
rats [331] whereby EVS with a 1/f power density improved rod performance.
Previously, we demonstrated that noisy EVS has the ability to modulate syn-
chronization of broadband EEG oscillations in healthy subjects [177]. Our
recordings of EEG rhythms were observed at resting-state, suggesting that
noisy EVS was able to modulate cortical activity and presumably connected
subcortical-cortical projections. In this study, we observed a functional effect
of EVS on sensorimotor processing and motor performance in a visuomotor
task, suggesting that noisy vestibular stimulation modulates motor networks
in PD subjects.

Our results seem to indicate that noisy EVS affects the sensitivity of
motor responses (in this case, joystick-controlled cursor position) to visual-
ized error (displayed cursor position – target position). We do not believe
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that our observed results are the consequence of an attentional or general
arousal effect, such as through activation of the reticular activating system.
The imperceptible nature of our stimulus, which subjects were not aware of
throughout the experiment trials, precludes this issue which is present with
other forms of minimally invasive stimulation methods [118].

Depending on the stimulus parameters (i.e., current intensity, frequency,
signal shape), EVS is known to induce a broad range of effects, includ-
ing eye movements, postural control and movements [111]. Therefore, one
interpretation of our results may include the confounding effects of nystag-
mus and/or ocular torsion through activation of the vestibulo-ocular reflex
(VOR) [437]. Since subjects rely on visual error feedback, ocular torsion
would potentially hamper the perceived error feedback through a subjective
tilt in the visual perceptual field [437]. However, we note that our stimulus
levels were weak, whereas the preferred EVS current intensities for inducing
ocular torsion and subsequent perceptual tilts through EVS are much higher
— at around 1–3 mA [437]. Therefore, we presume that our subthreshold
stimulus was not strong enough to notably induce confounding visual effects
and corollary perceptual changes in our experiment.

Noisy EVS is known to modulate EEG spectral power. Wilkinson et al.
have demonstrated that noisy EVS is able to modulate the EEG spectral
power during a face processing task [422]. Our previous study has demon-
strated that noisy EVS is able to modulate the EEG synchrony patterns in
healthy subjects [177]. Altogether, these findings combined with our present
results suggest that noisy EVS is able to modulate oscillatory activity in
resting and task-related networks, which involve sensorimotor processing in
our particular study. The motoric effects of EVS may be related to modula-
tion of oscillations related to integration of information and error-processing.
Since perceived error (i.e., the error between the target and the displayed
cursor position) was robustly detected by the LDA analysis, fronto-midline
(FM) theta may be a candidate oscillation to be modulated by EVS in PD
subjects. FM-theta shows an increased amplitude during tasks requiring
concentration [252], which is related to error-related negativity (ERN), an
event-related potential seen after errors are made. FM-theta may represent
a universal mechanism for action monitoring with the midcingulate cortex
acting as hub for the integration of information [63]. Thus, our results sug-
gest that EVS may regulate FM-theta activity in PD subjects.

The increased SNR shown in Fig. 2.7 suggests that application of noisy
EVS may have increased synchronization in neuromotor system via stochas-
tic facilitation. Stochastic facilitation is a term to describe phenomena where
stochastic biological noise elicits functional benefits in a non-linear system
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such as the nervous system [238]. Several studies have reported that a
presence of additive noise allows a weak input signal to be better detected,
resulting in an increase in SNR in EEG [119, 180, 231, 361, 375, 402, 413]
and sensorimotor performance [246]. These findings suggest that noisy EVS
input may also be able to modulate detection and transmission of the sen-
sorimotor system via stochastic facilitation, resulting in an increase in syn-
chronization of the neuromotor system. However, a further investigation is
required to elucidate whether the synchronization is limited to cortical areas
or if it could give rise to corticomuscular synchronization [246].

We further speculate that our results may be at least partly explained
by modulation of cortico-BG rhythms involved in sensorimotor processing.
Growing observations suggest a concept that the BG regulates action moti-
vation or response ‘vigour’ [265, 327] as well as the speed and size of move-
ment [360, 380]. Deficient scaling of the initial burst of earliest agonist
muscle activity (EMG) to meet the demands of a motor task is frequently
observed in clinical disorders of the BG, such as PD. The link between mo-
tivation and movement gain may be universally weakened in Parkinsonian
subjects [20, 380]. We thus speculate that EVS may also correct deficient
vigour caused by BG dysfunction through modulation of pathological brain
rhythms.

We note that we used a single noisy stimulus for all subjects. However,
the results shown in Fig. 2.3 also emphasize the importance of looking at
patient-specific stimuli. For instance, the coefficients regarding the difference
between cursor and target velocities (w13, w14, and w15) were found to be
significant in some subjects, but were indistinguishable from bootstrapping
for the rest of the subjects.

Finally, we note that EVS had fewer effects in the Better condition com-
pared to the Worse condition. Presumably, subjects would have made fewer
corrective movements in the former condition. This raises the possibility
that EVS may also depend upon the number and form of corrective sub-
movements. As submovements were not captured by the global LDA and
multivariate regression methods used here, this warrants further investiga-
tion.
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Chapter 3

Quadrature regression and
IVA approach to removal of
high-voltage EVS artifacts
from simultaneous EEG
recordings

Chapter 2 demonstrated the robust effects of noisy EVS on the motor track-
ing performance in PD. The positive effects on movement suggest intriguing
questions how EVS modulates upstream neural activities in the brain that
control downstream movement. One way to investigate this is to record cor-
tical activities via EEG while delivering EVS. However, simultaneous EEG
and EVS studies have been hindered by the high-voltage stimulation arti-
facts that completely distort the EEG signals. In this chapter, we tackled
this problem by introducing a novel denoising method.

3.1 Introduction

Over the last decade, noninvasive electrical brain stimulation (NEBS) has
been extensively explored as a means of studying fundamental mechanisms
underlying cognitive and motor functions, as well as a potential therapy for
neurological diseases. NEBS techniques such as tACS and EVS can modu-
late ongoing neural oscillations, which play a fundamental role in brain func-
tioning [390]. While NEBS studies are often conducted with brain imaging
modalities such as fMRI and positron emission tomography (PET), it is the
EEG that is particularly valuable for NEBS studies as it is relatively inex-
pensive, potentially portable, and able to record the electrical brain activity
noninvasively with high temporal resolution.

Identifying ways to properly analyze the EEG acquired during stimula-
tion has been a major challenge to date in fully understanding mechanisms
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of NEBS. In general, the electrical artifacts induced by NEBS are so dis-
ruptive that groups have resorted to avoiding the artifact removal problem
entirely by simply comparing EEG in pre- and post-stimulation conditions
(for review, see [18] and [392]).

Several factors contribute to the technical difficulties of removing NEBS
artifact from EEG. First, the stimulation artifact amplitude is several orders
of magnitude larger compared to actual brain signals, often obscuring the
EEG completely. Second, the frequency ranges of stimulation and cortical
oscillations of interest can potentially overlap, precluding the application of
simple signal processing techniques such as digital filtering. Third, stimu-
lation artifacts recorded downstream in the EEG do not exactly match the
delivered currents at the stimulation electrodes, differing in phase-shifts,
amplitude variations and other morphologic alterations in the waveforms.
It is likely that the applied stimulation currents go through a non-linear
transformation before being recorded at EEG electrodes due to resistive and
capacitive effects present at the interfaces between EEG electrodes, gel, and
skin layers and possibly a non-stationary transformation due to electrode
impedances changing over time. Fourth, the ground truth of ongoing brain
responses to stimulation is unknown, making it difficult to determine the
success of methods proposed to disentangle stimulation artifacts from ongo-
ing brain activity. Therefore, to be able to adequately tackle the stimulation
artifact rejection problems, a thorough investigation of the characteristics of
stimulation artifacts, exploration of more advanced analytical methods, and
adequate assessment of the performance of different methods are required.

A few methods have been proposed to remove large-amplitude artifacts
in EEG signals. Most of the methods mainly stem from EEG-fMRI studies
where EEG signals are severely corrupted by artifacts caused by switch-
ing of the magnetic field gradient during MR acquisition [8]. Similar to
NEBS, the artifact can have an amplitude a few hundred times greater than
the EEG signals. A moving average algorithm is the most commonly-used
method to remove this artifact, whereby an artifact template is created
from an average of several adjacent time windows (or trials) and then sub-
sequently subtracting this mean template from the raw EEG signal. A sim-
ilar variant of this approach has been applied in recent EEG-NEBS studies
[25, 147, 187, 321, 407] (Table 3.1). Since this approach frequently leaves
small remnants of artifact, an additional step is usually taken to separate
any remaining artifacts from brain activity using methods such as princi-
pal component analysis (PCA) or independent component analysis (ICA).
However, the moving average algorithm can fail in removing artifacts when
significant phase-shifts and/or amplitude changes are present between time
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Table 3.1: Artifact Rejection methods used in EEG-NIBS Studies

Stimulus Methods Data used Performance
evaluation

tDCS High-pass filtering (>2 Hz) fol-
lowed by ICA

• Real EEG data
during transcranial
direct current stim-
ulation (tDCS)

• Manual inspection of IC

5,10
and
40 Hz
tACS

Artifact template subtraction
for each channel

• Real EEG data
during tACS

• Comparison of power
spectral density in the al-
pha band during tACS at
5, 10, and 40 Hz
• Comparison of individual
alpha frequency changes
due to eye closure during
stimulation to those in the
sham condition

10 Hz
tACS

Two-step procedure
1) Artifact template subtraction
2) PCA for remaining artifacts

• Simulated EEG
• Real EEG data
during tACS

• Comparison of mean
spectral power before/after
artifact rejection
• Physiological phase-
dependent response to the
visual stimulus

2, 6, 12,
25, 40,
70 and
100 Hz
tACS

Two step procedure
1) Subtraction from each EEG
channel a properly scaled and
phase-shifted fraction of the sum
of the TP9 and TP10 that are
near the tACS electrodes
2) Digital notch filter at the
respective stimulation frequency
and the first two harmonics

• Real EEG data
during tACS

• Demonstration of on-
line effects in lower gamma
band

windows. Additionally, if a fraction of neural responses is phase-locked to
the stimulation, they will tend to be removed when the average template is
subtracted from the EEG signals.

A recently-proposed joint blind source separation (JBSS) technique has
been successfully applied to EEG signal denoising applications. For ex-
ample, gradient artifacts from EEG-fMRI can be more robustly removed
by independent vector analysis (IVA) compared to the artifact subtraction
method described above [2]. IVA has also shown to be effective in removing
muscle artifacts in real ictal EEG data and outperforms ICA in isolating
both ocular and muscle artifacts [64, 66].

In this chapter, we propose utilizing JBSS approaches to separate NEBS
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artifacts from brain signals by using multiset canonical correlation analysis
(MCCA) and IVA. To the best of our knowledge, this is the first attempt to
investigate JBSS approaches in NEBS artifact removal. In contrast to PCA
and ICA, which decomposes a single dataset into individual components,
these relatively new methods simultaneously accommodate multiple datasets
and can extract underlying common sources from the signals (for a technical
review of the methods, see [67]). By jointly analyzing multiset data, MCCA
and IVA identify source components that are maximally correlated across
datasets yet constrained to be uncorrelated (or in the case of IVA, maximally
independent) within a dataset. Artifact-corrupted EEG can be segmented
and restructured into multiple sets (i.e., epochs) based on the period of
stimulation signal or repeated trials. As the stimulation artifacts in EEG
possess relatively similar (but not identical) amplitudes and phases from
epoch-to-epoch and are minimally correlated or statistically independent
from brain activities, our hypothesis is that JBSS approaches would result in
superior performance in isolating stimulation artifacts as source components
compared to conventional artifact rejection methods. Reconstruction of the
EEG without artifact component(s) would then results in a “cleaned” EEG.

This chapter is organized as follows: Section 3.2 describes the exper-
iment setup and protocol, EEG data acquisition and preprocessing, and
technical details of five different methods tested to remove stimulation ar-
tifacts: PCA, second-order blind identification (SOBI), MCCA, IVA, and
quadrature regression-IVA (q-IVA) proposed here. The methods were tested
through both simulation and real EEG data, and Section 3.3 compares the
performance of the artifact removal methods, followed by discussions and
suggestions for future work in Section 3.4.

3.2 Materials and Methods

3.2.1 Subjects

Thirteen healthy people (6 females, age=64.9 ± 15.7) participated in the
study (Table 3.2). No subjects had any reported vestibular or auditory
disorders.

The experimental protocol was approved by the Clinical Research Ethics
Board at the University of British Columbia. All subjects gave a written
informed consent before the beginning of the experiment.
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Table 3.2: Subjects information

Subject ID Data usage

1 Simulation study (simulated stimulation artifacts)

2 Simulation study (resting EEG)

3-12 Real data study (performance validation using Pdiff )

13 Real data study (performance validation using changes in alpha power by eye closure)

3.2.2 EVS

EVS was delivered in bilateral, bipolar fashion through pre-gelled Ag/AgCl
electrodes (BIOPAC Systems Inc., CA, USA) placed over the mastoid pro-
cess behind each ear. The EVS signal was generated on a computer using
MATLAB (MathWorks, MA, USA) software and converted to analog signals
through a NI USB-6221 BNC digital acquisition module (National Instru-
ments, TX, USA). The analog command voltage signals were subsequently
passed to a constant current stimulator DS5 (Digitimer, UK). A multisine
signal in the theta (4–8 Hz) frequency band was used as the EVS stimulus
(Fig. 3.1). The frequencies of sinusoids were uniformly distributed every 0.2
Hz and the phases were chosen to minimize the crest factor by a clipping
algorithm [401]:

x(t, φ) = a ·
n∑

i=1

cos(2πfit+ φi) (3.1)

where x(t, φ) is the multisine stimulus, a is the amplitude of the mul-
tisine, fi and φi are the frequency and phase, and i is the index of each
sinusoidal component (f1, f2, f3, ..., fn = 4.0, 4.2, ..., 8.0 Hz).
The stimulus was applied at an imperceptible level to avoid effects by general
arousal and/or voluntary selective attention, with the current level individ-
ually determined at 90% of each subjects sensory threshold (see 3.2.3 Study
Protocol).

3.2.3 Study Protocol

Since individuals have inherently subjective perception of EVS, we utilized
systematic procedures that have been previously used in determining sub-
liminal current levels [177, 205]. For each subject, the multisine stimulus
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was delivered at a basal current level of 0.05 mA for a period of 10 seconds
and the level was increased stepwise (0.02 mA) until the subject perceived
a mild, local tingling sensation in the area of the electrodes. The current
level was then decreased by one level each time until sensation was no longer
reported during delivery of the stimulus, and increased by one level to con-
firm threshold. The measured individual threshold level was in the range of
0.31-0.77 mA.

After the threshold had been determined, the subjects were comfortably
seated 80 cm from a screen and were instructed to focus their gaze on a
continuously-displayed fixed target to minimize distractions while EEG was
recorded. EEG was first recorded without stimulation for 10 s (pre-EVS),
blinding subjects to the actual stimulus onset. The multisine stimulus was
then delivered for 60 s consisting of 6 consecutive trials. In each trial, EVS
was on for 5 s (during-EVS) and off for 5 s (post-EVS) (Fig. 1). For Subject

Figure 3.1: Experimental setup and an overall flow diagram for the study. (a) Placement of
EEG (yellow) and EVS (red and black) electrodes, and 5-s EVS stimulus. (b) The stimulus
was delivered for 60 s with 6 trials of 10-s epochs consisting of 5-s EVSon and 5-s EVSoff.
To illustrate relative scales of the stimulation artifacts to EEG, sample traces (channels
C3, C4, O1 and O2) from one subject are shown. The EEG data were preprocessed and
EVSon segments were formed into M sets of K × T matrices in order to apply JBSS
methods (i.e., MCCA, IVA and q-IVA).

13, we also measured resting EEG with the eyes open (60 s) and closed (60
s) in the beginning of the study. Then, the subject performed the study
protocol with the eyes open followed by a 1-min break, repeating it with the
eyes closed.
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3.2.4 EEG Data Acquisition and Preprocessing

EEG was recorded from 27 scalp electrodes using a Neuroscan SynAmps2
EEG acquisition system (Neuroscan,VA, USA) and a standard electrode cap
(64-channels Quik-Cap, Neuroscan, VA, USA). EEG electrodes were posi-
tioned according to the international 10-20 placement standard with one
ground and one reference electrode, and two earlobe electrodes were placed
on each side for re-referencing purposes. The electrodes were attached using
Electro-Gel (Electrode-Cap International, OH, USA) and impedances were
kept below 10 kΩ. All signals were sampled at 1 kHz, and no clipping was
observed during stimulation. The EEG data were bandpass filtered between
3 and 55 Hz using a two-way finite impulse response (FIR) filter (the eegfilt
function in EEGLAB [84]), and re-referenced to the average reference (linked
earlobe) offline. Ocular artifacts (EOG) in the EEG recorded while stimu-
lation was off were corrected based on cross-correlation with the reference
EOG channels using the AAR toolbox included in EEGLAB.

3.2.5 Simulation Data

Simulations were performed in order to quantitatively assess and compare
performance of different artifact rejection methods. Simulation data were
created by combining the resting (i.e., artifact-free) EEG data from Subject
2 with simulated EVS artifacts that were obtained by fitting an electri-
cal circuit model to the EEG recorded from Subject 1. We note that in
previous studies [147], stimulation artifacts were created simply by adding
time-jitter to the stimulation model with amplitude weighted differently for
each channel depending on the distance from stimulation electrodes (i.e.,
the artifact amplitude was largest for adjacent channels and gradually de-
creased with distance further away from the tACS electrodes). While this
accounts for some of the characteristics of stimulation artifact such as time
lags caused by mismatch of internal clocks of EEG recording and stimulation
system, it does not capture the characteristics caused by changes in body
impedance. For example, even respiration and heart beats result in head
and body movement that slightly change the distance between stimulation
current and EEG sensors, modulating the electrode-tissue impedance [268].
Therefore, instead of the conventional method, a resistive-capacitive circuit
model for the physical electrode-skin interface [3] was adopted to generate
simulated EVS artifacts (Fig. 3.2):
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Figure 3.2: The electrical circuit model for the physical electrode-skin interface adapted
from [3] (Ehe: the half cell potential of the electrode/gel interface; Rd and Cd: the resistive
and capacitive components of the impedance associated with the electrode/gel interface;
Rs: the series impedance associated with the resistance of the electrode gel; Ese: the
potential difference across the epidermis; Re and Ce: the resistance and capacitance of
the epidermis; Ru: the resistance of the dermis and subcutaneous layer.

Z(s) ≈ (
Rd

sRdCd + 1
+

Re

sReCe + 1
‖ Rp

sRpCp + 1
) ≈ b1s+ b0

s2 + a1s+ a0
(3.2)

where Rd and Cd are the the resistance and capacitance associated with the
electrode-gel interface, Re, Ce, Rp and Cp are the resistance and capacitance
associated with a skin structure consisting of epidermis, dermis, and a sub-
cutaneous layer, s is the complex frequency variable, and a0, a1, b0 and b1
are coefficients in the transfer function [3].

We thus modelled the electrode-skin impedance structure as a second-
order, continuous-time transfer function with one zero and two poles. The
process of generating simulated EEG data using (Eq. 3.2) is described in
Fig. 3. For illustrative purposes, an example of one channel is shown instead
of 27 channels. Using the system identification toolbox in MATLAB with
the multisine signal as the input and the EEG signal recorded from Subject
1 as the output, the coefficients in (Eq. 3.2) were obtained (Fig. 3.3(a)).
To ensure robustness of results, a small amount of random variation was
added to the obtained coefficients to generate 600 simulated artifacts (=
6 epochs × 100 realizations) so that each artifact had a small phase and
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amplitude variation from the input signal (Fig. 3.3(b)). Specifically, for
each realization in (Eq. 3.2), we modelled a0 ∼ N (0.6, 0.1), a1 ∼ N (10.8, 1),
b0 ∼ N (249.6, 10), and b1 ∼ N (7155.5, 100), where N (µ, σ) refers to a
Gaussian distribution with mean and standard deviation. The amplitude
was then scaled to obtain Ys,EV S so that its maximum peak matched with
the one of the real artifact in Fig. 3.3(a). Ys,EV S was then superimposed
on the resting EEG data from Subject 2, Ys,EEG, to create the simulation
data, Ys:

Ys = Ys,EEG + Ys,EV S (3.3)

Figure 3.3: Example of generating simulated EEG data, Ys. (a) The parameters (a0,
a1, b0 and b1) of the second order transfer function in (Eq. 3.2) were estimated using
the multisine signal, u(t), as the input, and stimulation artifacts recorded in EEG as the
output. (b) New parameters (a′0, a′1, b′0 and b′1) were obtained by adding a small amount
of random variation to the original parameters. The new parameters were then used to
generate simulated artifact, y′(t). (c) Ys,EV S was created by scaling y′(t) to match the
maximum peak value in the raw EEG data. The final simulated EEG data, Ys, was created
by adding Ys,EV S to the resting EEG from another subject, Ys,EEG.
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3.2.6 Artifact Rejection Methods

PCA and ICA

ICA is a method to find statistically independent sources from mixed signals
by using higher-order statistics. Given minimal prior information about the
underlying sources as well as the mixing process, ICA decomposes observed
signals and finds underlying sources such that every source is independent
of the others. ICA has been widely utilized in EEG studies to identify
meaningful neurophysiological signals and separate them from a wide variety
of artifactual sources [86]. The basic premise for using PCA is that the large
amplitude of stimulation artifacts would account for such a large variation
of the recorded EEG that the artifacts would not co-vary with (i.e., be
orthogonal to) brain activity. For ICA, the assumption is that EEG data
recorded from scalp electrodes are considered linear summations of brain
activity and stimulation artifacts that are statistically independent from
each other. We used a commonly-used ICA algorithm, SOBI [26, 200].
To account for possible non-stationary relations between electrodes across
epochs, PCA and SOBI were applied to each epoch separately rather than
to a single matrix created by concatenating all 5-s EEG epochs.

MCCA and IVA

CCA identifies canonical variates from two multidimensional variates by
maximizing correlation between them. Given two random vectors x1 and
x2, CCA finds two transformation vectors, a and b, such that the canonical
variates, y1 = aTx1 and y2 = aTx2 have maximum correlation. After the
first pair of canonical variates is found, the second pair of transformation
vectors is obtained by deflation, so that the next corresponding canonical
variates have maximum correlation with each other while still being uncor-
related with the first pair of canonical variates [434].

MCCA is an extension of CCA that allows for the joint analysis of more
than two data sets. The goal is to optimize an objective function to achieve
the maximum overall correlation across the canonical variates. Since multi-
ple correlations need to be considered, the MCCA algorithm takes multiple
stages where one group of canonical variates is obtained in each stage by
optimizing the objective function to maximize the overall correlation [72].
In the second stage of the algorithm, a constraint is applied such that the
estimated canonical variates are uncorrelated with the previously obtained
canonical variates. Among several cost functions proposed in [172], we used
the MCCA procedure based on maximizing the sum of squared correlations
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(SSQCOR) across the canonical variates.
Similar to MCCA being an extension of CCA with capability of jointly

analyzing more than two data sets, IVA is a generalization of ICA from one
to multiple data sets [67]. Applying ICA individually to each data set suffers
from the permutation problem whereby the recovered source components
from each data set may be inconsistently ordered across sets, resulting in
ambiguities of which source component in one data set is associated with
other components across data sets. IVA addresses the permutation problem
by assuming each source component within a dataset is related to a source
component in each of the other datasets as well as independent of all the
other source components within the dataset [11, 179]. Several algorithms
have been proposed for IVA [352] so as to minimize the mutual information
between source components. Here, non-orthogonal IVA was used as it allows
source components following either multivariate Gaussian or non-Gaussian
distributions and does not restrict the demixing matrices to be orthogonal
as in MCCA [11].

q-IVA

The q-IVA method proposed here consists of two steps. Firstly, for each
epoch and channel separately, we remove high-amplitude stimulation artifact
using a regression model that includes the stimulation signal, x(t), and its
quadrature component, x̂(t), to compensate for possible phase-shifts. For a
narrowband signal like the theta-multisine stimulus used in this study, its
analytical signal, z(t), can be expressed as

z(t) = x(t) + jx̂(t) (3.4)

x̂(t) = H[x(t)] =
1

πt
· x(t) (3.5)

where t is sampling time, x(t) is the multisine simulus, x̂(t) is the quadrature
component (i.e., phase shift by −π/2), and H is the Hilbert transform.

For the EEG signal in channel k and epoch m, the regression model can
be written as

yk(t)[m] = Xb
[m]
k + rk(t)[m] (3.6)

X = [x(t), x̂(t)] (3.7)
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where k the channel index (k = 1, 2, ...,K;K = 27), m is the epoch index
(m = 1, 2, ...,M ;M = 6), yk(t) is the T × 1 EEG signal, X is the T × 2
matrix of the stimulation signal and its quadrature component, bk is the
2 × 1 vector of regression coefficients, rk is the T × 1 vector of residuals,
and T is the number of time points (T = 5000) in the epoch m. Taking the
residual of channel k in epoch m, rk(t)[m], in each row, six sets of residual
matrix were obtained:

R[m] = [r1(t)[m], r2(t)[m], ..., rk(t)[m]]T (3.8)

In the second step, we applied IVA to the residual matrices in order to
further reduce the remaining artifact. IVA analyzes the residual matrices
jointly and finds the estimated source components by minimizing the mu-
tual information for all components and maximizing the mutual information
within each source component across the epochs [11]:

R[m] = A[m] · S[m] (3.9)

where A[m] is the K ×K mixing matrix, and S[m] is the K × T estimated
source components matrix in the epoch . The cleaned EEG data were ob-
tained by removing artifactual source components and projecting the rest
of the components back to the time domain. The number of the removed
source components was 2 (Fig. 3.4).

3.2.7 Performance Evaluation

Simulation Study

The cleaned EEG data, Ỹs,EEG, were obtained by applying the aforemen-
tioned five artifact rejection methods to the 100 realizations (N = 100)
of the simulation data. With complete removal of the artifacts, Ỹs,EEG is
expected to be identical to Ys,EEG. Three measures were employed to eval-
uate performance of the artifact rejection methods. As the first evaluation
measure, relative root-mean-squared error (RRMSE) [65] of channel k was
computed as the following:

RRMSEk =
1

M

M∑
m=1

RMS(y
[m]
s,EEG − ỹ

[m]
s,EEG)

RMS(y
[m]
s,EEG)

(3.10)
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Figure 3.4: The principal components (PC) from PCA, underlying source components
(IC) from SOBI, IVA and q-IVA, and canonical variates (CV) from MCCA.

where y
[m]
s,EEG and ỹ

[m]
s,EEG are T × 1 time series of channel k in Y

[m]
s,EEG and

Ỹ
[m]
s,EEG matrices, and RRMSEk is the averaged value across all epochs for

channel k. The root mean square (RMS) for a time series vector y was
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defined as,

RMS(y) =

√√√√ 1

T

T∑
t=1

y(t)2 (3.11)

In order to measure the capability of preserving the original EEG signals,
the correlation coefficient (CC) between and was calculated as the second
measure [65]. CCk was obtained by averaging the coefficient for channel k
over all epochs:

CCk =
1

M

M∑
m=1

c
[m]
k (3.12)

where c
[m]
k is the coefficient value in epoch m.

As the third evaluation measure, power deviation (Pdev) was calcu-
lated to investigate similarity of power spectral density between the cleaned
and original EEG data. For each channel and epoch, the spectral power
was calculated using Welch’s averaged, modified periodogram method (the
“pwelch” function in MATLAB) and the average power in theta (4–8 Hz),
alpha (8–13 Hz), beta (13–30 Hz) and gamma (30–55 Hz) bands was com-
puted. For each frequency band, Pdev of channel k averaged over all epochs
was computed as the following:

Pdev,k =

√√√√ 1

M

M∑
m=1

(P̃
[m]
k − P [m]

k )2 (3.13)

where P̃
[m]
k and P

[m]
k are the band power of Ỹs,EEG and Ys,EEG, respectively.

Real Data Study

MCCA, IVA, and q-IVA were applied to the EEG data simultaneously
recorded during EVS from 10 subjects. Unlike the simulation approach, the
ground truth about “true” brain activities and remaining artifacts in the
cleaned EEG data are unknown. We compared the power spectra between
the cleaned and immediate post-EVS EEG data to evaluate the performance
of the artifact rejection under the assumption that the difference in brain
activity during and immediately after the stimulation would be minimal.
Six epochs were concatenated together to calculate power spectrum in the
cleaned and post-EVS EEG data. Then, power differences (Pdiff ) in the
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theta, alpha, beta and gamma bands were calculated for each subject as
follows:

Pdiff =
1

K

K∑
k=1

| P̃k − P̄k | (3.14)

where P̃k and P̄k are the power in each frequency band for channel k of the
cleaned and post-EVS EEG data, respectively.

The performance of the proposed q-IVA method was further investigated
by examining occipital alpha rhythms, as has been previously-used in per-
formance evaluation of artifact removal algorithms [187]. Occipital alpha
rhythms are one of the standard physiological responses that have been in-
vestigated in many EEG studies, and are dominant during an eyes-closed
resting condition and suppressed when individuals open their eyes [23]. For
this, we compared the alpha power at the occipital region (channel O1) in
the cleaned EEG between when the subjects eyes were open and closed.

Statistical Analysis

We analyzed whether the group means of the performance evaluation mea-
sures were significantly different depending on the artifact rejection meth-
ods using an analysis of variance (ANOVA). For the simulation results, the
ANOVA was performed for each measure with a group factor (MCCA vs.
IVA vs. q-IVA) and a within-group factor (EEG channels). For the real data
study, the ANOVA was performed for the Pdiff in each frequency band with
a group factor (MCCA vs. IVA vs. q-IVA) and a within-group factor (10
subjects). For each ANOVA test, a Tukey-Kramers test (using the “mult-
compare” function in MATLAB) was used for multiple pairwise comparion
of the mean values between the three groups.

3.3 Results

3.3.1 Simulation Results

Fig. 3.4 shows the principal components (PC) from PCA, underlying source
components (IC) from SOBI, IVA and q-IVA, and canonical variates (CV)
from MCCA. The correlation coefficient between the stimulation signal and
the first component from each method was similar 0.976 ± 0.001 (mean
± standard deviation) for both PCA and SOBI, 0.969 ± 0.04 for MCCA,
0.974 ± 0.03 for IVA, and 0.877 ± 0.04 for q-IVA, indicating a significant
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portion of the artifact was identified in the first components. The correlation
coefficient between the stimulation signal and the second component was
0.212 ± 0.005 for PCA, 0.213 ± 0.005 for SOBI, 0.214 ± 0.120 for MCCA,
0.292 ± 0.231 for IVA, and 0.263 ± 0.213 for q-IVA, indicating the second
components still had a significant correlation with the stimulation signal.
For the third component, the correlation coefficient dropped significantly
below 0.01 for all methods. Therefore, we removed the first two components
and reconstructed EEG from the rest components for all the five methods.

Figure 3.5: Sample traces (8 channels) of the cleaned EEG data after using different
artifact rejection methods. Note that for PCA and SOBI, artifacts are inconsistently
removed across channels, whereas MCCA, IVA and q-IVA removed artifacts robustly
across all channels and epochs. For the illustration purposes, the first 5-s of the channels
F3 and P7 are shown at the bottom (red: the cleaned EEG; black: the original EEG).

Fig. 3.5 shows an example of the cleaned EEG data after using different
artifact rejection methods in one of the iterations. PCA poorly removed
the stimulation artifacts, showing inconsistent performance across channels.
It removed artifacts well in a few channels whereas in other channels the
artifacts were either insufficiently removed (e.g., F3) or removed with signif-
icant amount of non-artifactual signal (e.g., O2). Likewise, SOBI left small
artifactual remnants in some channels (e.g., O1) or removed a substantial
amount of non-artifactual signals (e.g., P7). In contrast, MCCA, IVA and
q-IVA removed the artifacts robustly across all channels.

Fig. 3.6(a) compares the RRMSE values across 27 channels between
the different methods. The RRMSE for PCA was highest in all channels
followed by SOBI. The JBSS methods, in general, demonstrated much im-
proved results in the RRMSE for all channels with the channel-averaged
value being approximately 5.8 and 1.6 times smaller than PCA and SOBI.
Statistical results showed significant differences in RRMSE between the
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Figure 3.6: Comparison of the performance of different artifact rejection methods in the
simulation study (for illustrative purposes, in (a) and (b), the results of MCCA, IVA,
and q-IVA in the first panel were taken and magnified in the second panel; the third
panel shows the results of ANOVA to test group mean differences; *: P < 0.05, **:
P < 0.01, ***: P < 0.001). (a) RRMSE. (b) CC. (c) Power spectrum of the channel
O1 of the original data (Ys,EEG), simulation data (Ys), and cleaned data (Ỹs,EEG) after
using different artifact rejection methods. The bar graphs on the right show the results
of ANOVA to test group mean differences in Pdev in the theta, alpha, beta, and gamma
bands.
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JBSS methods; it was smallest for q-IVA (0.219 ± 0.041) followed by MCCA
(0.231 ± 0.043) and IVA (0.238±0.057). An interesting finding was that the
RRMSE changed across the channels in a similar way for MCCA, IVA and
q-IVA. This suggests that the condition in the objective function associated
with maximizing overall correlation among multiple data sets has stronger
potential for extracting source components than solely restricting sources to
being uncorrelated or statistically independent.

Fig. 3.6(b) shows the correlation coefficients between the original and the
cleaned EEG data. It can be seen that MCCA, IVA and q-IVA resulted in
CC being close to 1 in almost all channels, indicating superior performance
to PCA and SOBI. Statistical results showed that the CC was significantly
higher for q-IVA (0.972 ± 0.010), followed by MCCA (0.968 ± 0.012) and
IVA (0.966 ± 0.016).

The performance of the artifact rejection methods in the frequency do-
main is demonstrated in Fig. 3.6(c). The first panel shows an example of
the power spectrum of the channel O1 of the resting EEG data (black) and
after it was corrupted by the simulated artifacts (red). The power of the
artifact was around 50 dB obscuring the alpha peak around at 9 Hz in the
original data. For all of the artifact rejection methods, the dominant peak
at 9 Hz was again detectable in the cleaned EEG data. However, PCA re-
sulted in significantly diminished power in all frequencies suggesting that a
significant amount of EEG signals was removed along with the rejected PCs.
SOBI also removed some of the EEG signals as can be seen in the decreased
power in the frequency range of 6–23 Hz. Although MCCA, IVA and q-IVA
also slightly decreased the power around 9 Hz, the overall power spectra
were much closer to the original EEG compared to PCA and SOBI. In the
right side of Fig. 3.6(c), the results of ANOVA comparing group means of
Pdev in each frequency band are shown. Q-IVA showed the smallest Pdev in
all the frequency bands. In the theta and alpha bands, the Pdev was signifi-
cantly lower for IVA than MCCA, while it was significantly greater for IVA
than MCCA in the beta and gamma bands. Overall, the results indicate
that the power spectrum of the EEG data cleaned by q-IVA was closest to
the true value.

3.3.2 Real Data Results

The simulation results in the previous section demonstrated that the JBSS
methods outperformed PCA and SOBI. In the real data study, the perfor-
mance of MCCA, IVA and q-IVA was further investigated.

The first panel of Fig. 3.7(a) shows an example of the channel O1 power
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Figure 3.7: Power spectrum of the channel O1 averaged over 10 subjects. (a) Comparison
of the pre-EVS, post-EVS and cleaned EEG data after using MCCA, IVA, and q-IVA. (b)
The results of ANOVA to test group mean differences in Pdiff in the theta, alpha, beta
and gamma bands (*: P < 0.05, **: P < 0.01, ***: P < 0.001).

spectrum of the pre- and post-EVS EEG data averaged over 10 subjects.
It can be seen that the power in the beta and gamma bands increased af-
ter stimulation, suggesting nonlinear EVS effects on brain activity, as the
stimulation was in the theta band. The power spectrum during EVS was
obtained after removing the stimulation artifacts using MCCA, IVA and
q-IVA, which is illustrated with the pre- and post-EVS power spectra from
the second panel. Before artifact rejection, the stimulation artifact was the
dominant feature in the spectral power, with the mean power at the stim-
ulation frequency (4–8 Hz) of around 55 dB across subjects. The power
spectrum of the cleaned EEG data was comparable to the one in the post-
EVS period for all subjects; the increased power in the beta and gamma
bands resulted from the stimulation effects on brain activity was also de-
tectable in the cleaned EEG data. Fig. 3.7(b) shows the Pdiff in the theta
and gamma bands was significantly lower for q-IVA compared to MCCA
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and IVA. The Pdiff of MCCA was significantly higher than q-IVA in the
theta, beta and gamma bands, and higher than IVA in the beta and gamma
bands. There was no significant difference in the Pdiff in the alpha band
between the three methods. Overall, the results suggest that q-IVA follows
the power spectrum of the post-EVS EEG data most similarly.

Figure 3.8: The alpha activity at the channel O1 in the eyes-open (EO) and eyes-closed
(EC) conditions. (a) Pre-EVS. (b) During EVS. (c) During EVS after applying q-IVA to
(b). (d) Comparison of the power spectrum of the pre- and during EVS (before/after the
artifact removal using q-IVA).

Fig. 3.8(a) shows a spectrogram of the channel O1 when the subjects eyes
were open (EO; 0–60 s) and closed (EC; 60–120 s) in the resting state (i.e.,
pre-EVS). The enhanced alpha activity can be seen in the EC condition. Fig.
3.8(b) shows the raw EEG signal and its spectrogram in the EO (left) and
EC (right) conditions while the EVS was being delivered to the subject. Due
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to the prominent power of the stimulation artifact, the alpha power change
between the two conditions is not detectable. In contrast, in Fig. 3.8(c),
after the artifact was removed using q-IVA, the enhanced alpha activity due
to eye closure can be observed in the EC condition. This result is presented
as power spectra in Fig. 3.8(d). After removing the artifacts with q-IVA,
the power in the 4–8 Hz was attenuated close to pre-EVS levels in both EO
and EC conditions. The amount of increased power at the alpha peak due to
the eye closure is detectable after applying q-IVA, which is otherwise unable
to be detected.

3.4 Discussion

3.4.1 Advantages of JBSS Approaches

In this paper, we demonstrated the feasibility of using JBSS methods, and
q-IVA in particular, for removing high-amplitude stimulation artifact from
corrupted EEG data. Several previous studies have suggested using an av-
eraged artifact template to remove any stimulation artifacts by subtracting
it from the raw EEG signals. The underlying strong assumption of such
an approach is that the stimulation artifacts within each time window is
perfectly aligned, since any time lag of the artifact between each window
would result in significant errors when the averaged template is subtracted
from the EEG recordings. This assumption is hard to meet in practice,
as it is often found that the stimulation artifact appears in the recorded
EEG with variable time lags (up to tens of milliseconds). Moreover, the
perfect alignment of the stimulation artifacts across windows becomes more
difficult when the frequency of stimulus is relatively low and the length of
each averaged window becomes wider accordingly. Another potential prob-
lem with the artifact template approach is deciding how many windows to
average. Averaging many windows may increase the chance of having not
only the artifact, but also true underlying brain responses such as entrained
oscillations phase-locked to the stimulation frequency included in the aver-
aged template. In order to address this issue, we carried out a regression
on a single-channel and single-trial basis where the stimulus signal and its
quadrature component were used to remove the high-amplitude artifact.
Our hypothesis was that the quadrature component would account for any
phase lag between the stimulus and the artifact recorded in EEG, and the
regression would preserve information related to brain activity in the error
terms, as the regression matrix only contains stimulus-related information.
In the simulation, we demonstrated that IVA was comparable to MCCA
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in the performance of rejecting stimulation artifacts, while q-IVA achieved
significantly better results in RRMSE, CC and Pdev than both IVA and
MCCA. This suggests that removing the high-amplitude artifact first us-
ing the quadrature regression might result in IVA being more selective in
disentangling artifactual components from EEG records because the statis-
tical properties of the remnant artifacts and neural oscillations become more
distinctive.

The rationale of using IVA in the removal of the remnant artifacts came
from the superior performance of JBSS methods in stimulation artifact re-
moval compared to PCA and SOBI, which, to the best of our knowledge,
we demonstrate here for the first time. Since the objective of PCA is to
reduce the dimension of the dataset and explain most of the variability in
the original data, the first principal component accounts for as much of the
variability as possible. For the simultaneous EEG-EVS data, the first prin-
cipal component was largely composed of the stimulation artifact (Fig. 3.4).
However, it was found that eliminating the first PC alone was insufficient
to remove the artifact and accordingly the second PC had to be removed,
but this still did not substantially improve the results. The main problem
was that the results varied significantly across channels, as demonstrated in
Fig. 3.5, which may possibly result from the misalignment of the first PC
(i.e., the artifact) in the time domain across the channels due to time lags.

ICA has become more widely used than PCA in denoising EEG data
as it is not restricted to the constraint of the spatial orthogonality between
sources and non-brain artifacts are believed to have distinct statistical char-
acteristics compared to brain activity. SOBI is an ICA-based algorithm that
finds the unmixing matrix, W , by minimizing the correlation between one
recovered source at time t and another at time t+ τ by taking into account
the time delay covariance matrices [26] (technical details can be found in
[85]). Considering the algorithm, the poor performance of SOBI shown in
this study implies that the stimulation artifacts and neural activity share
similar second-order statistical properties, making separating the two diffi-
cult.

In contrast to PCA and SOBI, the JBSS methods analyze EEG data in
multiple epochs jointly and take into account the correlation and covariance
of sources in the multiple epochs. This property dramatically improved
the results for this specific stimulation artifact removal problem since the
artifacts appear highly consistent, but not identical, between time windows.
Similarly, as in [2], the JBSS methods can be applied to artifact correction
in the simultaneous EEG-fMRI data as the MR artifacts are also considered
quasi-periodic.
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3.4.2 Recommendations and Limitations

The proposed q-IVA method allows for the investigation of brain stimulation
effects on neural dynamics during stimulation. Although the stimulation
technique used here is EVS, the developed method could readily be applied
to remove artifacts generated by other NEBS techniques such as tACS. It is
also noteworthy that the tested stimulus signal in this study was a multisine,
with a complex wave form compared to a simple pure sine wave that has
been used in the majority of tACS studies. Since the period of the theta
multisine was 5 s, we used a 5-s window length for each epoch. In the case
of a single-frequency tACS, the period of the stimulus is much shorter than
5 s, which would allow for a greater flexibility in selecting an appropriate
window size for the same length of EEG.

There are several limitations to this study. The results are reported
based on a case where the theta-multisine was used as the stimulus. We
have not investigated effects of the number of epochs, epoch length, fre-
quency of stimulus, and the number of EEG channels on performance re-
sults, which need to be thoroughly investigated in a future study to obtain
further improvement. In addition, we note that the q-IVA method may
not be appropriate for removal of MR gradient artifacts in simultaneous
EEG-fMRI recordings, as the artifacts are a sequence of pulses rather than
a continuous sinusoidal signal and accordingly the regression based on a
quadrature component may not be applicable. Although we demonstrated
superior performance of q-IVA compared to the conventional methods, we
note that careful interpretation of the results should be made. After re-
moving the artifacts, any changes observed during stimulation compared to
pre-stimulation period could be true online effects of stimulation or errors
introduced by the data processing. The interpretation is still not definitive
as the ground truth is unknown. Here we proposed that comparison of the
cleaned EEG data with the immediate post-stimulation data can be one way
to minimize erroneous interpretation of online stimulation effects in future
NEBS studies.

In summary, we have investigated the performance of various methods to
attenuate stimulation artifacts using quantitative measurements in simula-
tions. In contrast to the conventional methods such as PCA and SOBI, the
JBSS methods (MCCA, IVA and q-IVA) substantially improved the perfor-
mance and the proposed method, q-IVA, outperformed all other methods.
It was not investigated here whether applying the quadrature regression be-
fore PCA and SOBI would improve their denoising performance since our
primary interest was the JBSS-based methods, MCCA and IVA, and they
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demonstrated significantly superior performance to PCA and SOBI regard-
less of the quadrature regression. When examining the real data, we demon-
strated that the q-IVA successfully attenuated the stimulation artifact, en-
abling the detection of the stimulation effects that resembled those seen in
the post-stimulation data as well as physiological change by eye closure in
the cleaned EEG data, which would be otherwise completely obscured by
the high-amplitude artifacts. The results of this study suggest that q-IVA
is an effective approach for the investigation of neurophysiological online
effects of NEBS.
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Chapter 4

Sparse Discriminant Analysis
for Detection of Pathological
Dynamic Features of Cortical
Phase Synchronizations in
PD

In this chapter, we demonstrate that pathological cortical activities in PD
are normalized while EVS is being delivered. First, we introduce novel mul-
tisine stimuli that have several advantages over the noisy stimulus used in
Chapter 2 to investigate online effects of EVS. Next, using the q-IVA denois-
ing method introduced in Chapter 3, we remove the stimulation artifacts and
investigate the changes in EEG during the stimulation. Finally, we provide
a means towards optimizing EVS by demonstrating that the normalizing
effects of EVS are dependent on the stimulation frequencies.

4.1 Introduction

PD, the second most common neurodegenerative disease [335], is character-
ized by motor symptoms such as bradykinesia, tremor, rigidity and impaired
balance and gait as well as non-motor complications, resulting primarily
from degeneration of dopaminergic neurons in the substantia nigra pars
compacta (SNc) [79]. Several electrophysiology studies using local field po-
tential (LFP) recordings demonstrated that, in the dopamine-deficient state,
the neuronal synchronization in the basal ganglia is exaggerated at frequen-
cies in the beta range (13–30 Hz) [51, 100, 219, 275]. These beta oscillations
are also highly synchronized with sensorimotor areas [50, 60, 233, 427] as
well as muscle activity of upper limbs during movement [233]. This exces-
sive beta synchronization is considered to be, in part, responsible for the
Parkinsonian symptoms and thus reducing the abnormal synchronization
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with deep brain stimulation (DBS) has shown to be an effective therapy.
Recent fMRI findings have highlighted that large-scale cortical resting-

state functional connectivity (rsFC) is altered in PD, possibly as a result
of BG impairment effects on cortical-BG networks [148]. The striatum, a
subcortical region significantly affected with dopamine depletion in PD, has
altered FC with inferior parietal, temporal, and motor cortices [148], which
supports that PD-induced connectivity changes can be seen beyond local
subcortical regions. In addition to effects on BG-cortical FC, impairment in
the BG can also alter cortico-cortical connectivity. Diminished interhemi-
spheric connectivity in sensorimotor cortical regions [344] and reduced rsFC
in widespread regions including inferior frontal, superior parietal, and oc-
cipital regions [95] have been shown to be implicated with disease duration
and cognitive dysfunctions in PD.

Inferring pathological cortico-cortical connectivity in PD solely based on
evidence from fMRI alone may not provide a complete picture, as fMRI has
limited temporal resolution. Electrophysiology can provide complementary
information as it measures spontaneous synchronous activity of a large pop-
ulation of neurons occurring on a millisecond time scale. A simultaneous
LFP-electroencephalography (EEG) study reported that the dynamics of
LFP synchrony in the STN is related to the dynamics of cortical synchrony
[4], and BG DBS modulates cortical phase coupling measured with the EEG
[351, 355].

One of the most widely-used method to quantify the coupling between
oscillatory signals recorded at pairs of electrodes placed on the scalp in
EEG is to look at their phase relationships [103, 184]. If cortical activities
at two different regions are coupled, their phase angle differences tend to be
consistent across time. Phase locking value (PLV) quantifies the strength of
the phase coupling between two oscillatory signals, bounded between zero
and one indicating a completely random and perfectly coupled relationship,
respectively. Interregional phase synchronization has been shown to reflect
specific neural activity coding different cognitive functions [141, 183], motor
behaviours [13] (for a review, see [333]) and pathological brain states [207,
359, 394]. However, to date, only a few studies have examined phase-based
rsFC across broad cortical regions and different frequency bands in PD [124,
144, 254, 351].

Most EEG connectivity studies to date have employed magnitude squared
coherence. PD subjects exhibit excessive EEG coherence [124, 351], espe-
cially in the beta band, in the off-medication condition that is decreased by
medication [124]. For PD subjects on-medication, enhanced coherence in the
frontal regions in the theta (4–6 Hz), beta (12–18 Hz), and gamma (30–45
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Hz) [254] and altered interhemispheric beta coherences in the midtemporal
and frontal areas [144] can be observed, indicating the multifarious role of
dopamine in the control of oscillatory activity, in and beyond the BG. How-
ever, coherence is different from PLV in that it relies on the assumption of
linearity and stationarity in the signals and is calculated independently for
each frequency, which is then scaled by the amplitudes of the signals. PLV-
based connectivity, which do not rely on the strict assumptions underlying
coherence, might be more suitable for nonlinear and non-stationary dynam-
ics of neural oscillations, and sheds a new light on pathophysiological brain
networks as it has not been explored yet in PD.

Recent progress in non-invasive brain stimulation (NIBS) has demon-
strated its capability to modulate cortical oscillations [10, 147, 408] and
interregional couplings, indicating its potential applications as an effective
therapeutic technique for PD. EVS is a NIBS technique that delivers weak
current to the mastoid processes and modulates firing rates of vestibular
afferents, which then activates various cortical and subcortical regions in-
cluding the BG and thalamus [30, 222, 392]. Similar to transcranial elec-
trical stimulation (tES), EVS stimuli can take the form of direct current
(DC), alternating current (AC) or random noise (RN) and stimulation ef-
fects vary according to stimulus types. While DC-EVS perturbs perception
of orientation and locomotion and has been widely utilized in postural bal-
ance control research [362], RN-EVS has demonstrated its efficacy in motor
functions [205, 278, 432] and modulation of EEG oscillatory rhythms across
broad cortical regions in PD [177]. It is conceivable, therefore, that EVS
may be able to modulate cortical couplings, which has not been explored
yet.

To establish the potential of EVS as a therapeutic intervention to modu-
late cortical couplings in PD, we investigate resting-state cortical couplings
measured as PLV that are altered in unmedicated PD patients and nor-
malizing effects of EVS. Specifically, we applied three novel EVS stimuli
bounded into specific frequency bands to PD and healthy subjects and ex-
amined whether EVS normalizes both the strength and temporal variation
of aberrant couplings in PD and the effects are varying according to the
stimulation frequencies.
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Table 4.1: Demographic and clinical characteristics of the patients with Parkinson’s disease
(PD) and healhty controls (HC)

PD HC

Age (years), mean (SD) 67.3 (6.5) 67.6 (8.9)

Gender, n (male/female) 7/9 9/9

Disease duration (years), mean (SD) 7.4 (4.3) -

UPDRS II, mean (SD) 14.8 (8.1) -

UPDRS III, mean (SD) 22.1 (8.9) -

Hoehn and Yahr scale, mean (range) 1.3 (1-2) -

Levodopa Equivalent Daily Dose (mg), mean (SD) [383] 635.9 (356.4) -

UPDRS II: Motor aspects of experience of daily living
UPDRS III: Motor symptoms

4.2 Materials and Methods

4.2.1 Participants

Twenty PD patients and 22 age- and gender-matched healthy controls (HC)
participated in this study. Patients with atypical parkinsonism or other
neurological disorders were excluded from the study, and all included PD
patients were classified as having mild to moderate stage PD (Hoehn and
Yahr Stage 1-2). Four PD and four HC subjects were excluded in the data
analysis due to severe muscle artifacts in their EEG recordings. Therefore,
16 PD (7 males; age: 67.3 ± 6.5 years) and 18 HC (9 males; age: 67.6 ±
8.9 years) subjects were included in the analysis (Table 4.1). All subjects
did not have any reported vestibular or auditory disorders and were right-
handed. The study protocol was approved by the Clinical Research Ethics
Board at the University of British Columbia (UBC) and the recruitment
was conducted at the Pacific Parkinsons Research Centre (PPRC) in UBC.
All subjects gave written, informed consent prior to participation.
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Study Protocol

As individuals have inherently subjective perception of EVS, we utilized
systematic procedures that have been previously used in determining sub-
liminal current level [205]. The measured individual threshold level was in
the range of 0.23–1.1 mA. After the threshold was determined, the subjects
were comfortably seated in front of a computer screen and were instructed
to focus their gaze on a continuously displayed fixed target while EEG was
being recorded. EEG was first recorded without stimulation for 20 s and
EVS were then delivered for a fixed duration of 60 s, followed by an EVS-off
period for 20 s (post stimulation). During the stimulation period, EVS was
applied at 90% of the individual threshold level.

EEG was recorded from the subjects in 4 different conditions: Sham
(no stimulation), EVS1, EVS2 and EVS3 (for details, see 2.3 EVS). EEG
recording was first performed in the sham condition and the EVS conditions
were randomly ordered. We allowed a 2-minute break between each condi-
tion to prevent any potential post-stimulation effects carried over from the
previous EVS conditions.

The HC subjects performed the protocol once, whereas PD subjects per-
formed it twice in off-medication (PDMOFF) and on-medication (PDMON)
conditions on the same day. The PD subjects stopped taking their normal L-
dopa medication at least 12 hours, and any dopamine agonists 18 hours prior
to the EEG recording. United Parkinsons Disease Rating Scale (UPDRS)
Parts II and III were assessed in the off-medication condition. Immediately
after finishing the EEG acquisition, they took their regular dose of L-dopa
medication and rested for one hour. After the break, EEG was recorded in
the on-medication condition. While this did not allow for counterbalancing
between pre-medication and post-medication conditions, it was felt the vari-
ability induced by bringing people in on different days would actually be a
greater source of variability than the ordering of PDMOFF and PDMON.

4.2.2 EVS

EVS was delivered through pre-gelled Ag/AgCl electrodes (BIOPAC Sys-
tems Inc., CA, USA) placed in bilateral, bipolar fashion over the mastoid
process behind each ear. NuprepTM skin prep gel was used to clean skin for
better electrode contact and to reduce resistance during stimulation. Stim-
ulation waveforms were generated on a computer using MATLAB (R2018a,
MathWorks, MA, USA) and converted to an analog signal using a NI USB-
6221 BNC digital acquisition module (National Instruments, TX, USA). The
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Figure 4.1: The multisine stimuli and the phase locking value (PLV) calculation. (A)
Time and frequency plots of the three types of multisine stimulus given at 90% individual
threshold level (EVS1: 4-8 Hz; EVS2: 50-100 Hz; EVS3: 100-150 Hz). (B) Placement of 27
EEG electrodes and PLV calculation. The Hilbert transform is applied to the two signals
to extract instantaneous phases. The phase differences calculated at each time point are
represented as unit vectors in the complex plane and PLV is computed to evaluate the
spread of the distribution (Lachaux et al. 1999; Mormann et al. 2000). (C) The procedure
to extract PLV time series. For each subject, preprocessing steps were first applied to the
raw EEG data in order to remove high-voltage stimulation artifacts as well as cardinal
artifacts caused by eye movements (electrooculography (EOG)) or muscle movement. The
cleaned data were bandpass filtered into 4 different frequency bands (theta: 4–8 Hz; alpha:
8–13 Hz; beta: 13–30 Hz; gamma: 30–45 Hz) and segmented into epochs. PLV between a
pair of electrodes in each epoch was computed to generate the time series, and its mean,
variability, and sample entropy were calculated. Each subject has a 1 × p vector for the
mean, variability and sample entropy (p = 1,404 = 351 pairs x 4 frequency bands)

analog voltage signals were then passed to a constant current stimulator
(DS5, Digitimer, UK), which was connected to the stimulating electrodes.

Three multisine signals in different frequency bands (EVS1: 4–8 Hz;
EVS2: 50–100 Hz; EVS3: 100–150 Hz) were used (Fig. 4.1A). Multisine
signals are designed to concentrate power at a precise number of frequencies
within the bandwidth of interest, which is advantageous compared to other
excitation signals (e.g., a white noise or swept sine) as there is no spectral
leakage. Each multisine signals were designed to have the frequencies of
sinusoids (fi) uniformly distributed every 0.2 Hz and the phases (φi) chosen
to minimize the crest factor using a clipping algorithm [401] in order to
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generate a flat amplitude of the signal and thus improve subjects comfort:

x(t, φ) = a ·
n∑

i=1

cos(2πfit+ φi) (4.1)

where x(t, φ) is the multisine, a is the amplitude, and fi and φi are the
frequency and phase, and i is the index of each sinusoidal component (e.g.,
f1, f2, ..., fn = 4.0, 4.2, ..., 8.0 Hz for EVS1).

4.2.3 EEG recording

Data were recorded from 27 scalp electrodes using a 64-channel EEG cap
(Neuroscan, VA, USA) and a Neuroscan SynAmps2 acquisition system (Neu-
roscan, VA, USA) at a sampling rate of 1 kHz. Recording electrodes were
positioned according to the International 10-20 placement standard with
one ground and one reference electrode located between Cz and CPz (Fig.
4.1B). Impedances were kept below 15 kΩ using Electro-Gel (Electrode-Cap
International, OH, USA). No clipping of EEG was observed during stimu-
lation

4.2.4 EEG preprocessing

The EEG data were bandpass filtered between 3 and 45 Hz using a two-
way finite impulse response (FIR) filter (the eegfilt function in EEGLAB).
High-voltage stimulation artifacts during EVS2 and EVS3 were removed
using the digital filters. The artifacts during EVS1 were removed using a
quadrature-IVA method [206]. Data were then re-referenced to the average
reference (linked earlobe) and ocular artifacts (EOG) were corrected based
on cross-correlation with the reference EOG channels using the AAR tool-
box included in EEGLAB. The cleaned EEG data were bandpass filtered
into four conventional EEG frequency bands [132]: theta (4–8 Hz), alpha
(8–13 Hz), beta (13–30 Hz) and gamma (30-45 Hz). The bandpass-filtered
data were then segmented into non-overlapping epochs. Epoch sizes were
determined such that the epochs include around 4 cycles at a centre fre-
quency of the selected bandwidth, resulting in epoch sizes of 600, 400, 200,
and 100 ms for the theta, alpha, beta, and gamma bands.

4.2.5 Phase Locking Value (PLV)

PLV evaluates the spread of the distribution of phase angle differences be-
tween pairs of electrodes over time [195, 256] (Fig. 4.1B). The connectivity
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is measured from this spread such that strongly clustered phase differences
between two electrodes result in the PLV value close to one, indicating a
strong connectivity between the signals. If there is no phase dependence,
PLV value becomes zero.

To calculate the PLV, instantaneous phase angles were obtained by ap-
plying the Hilbert transformation to the bandpass-filtered data. Then, the
PLV between two signals A and B was computed as [54]:

PLVA,B =
1

T

∣∣∣∣∣
T∑
t=1

ei(ϕA(t)−ϕB(t))

∣∣∣∣∣ (4.2)

where T is the number of time points and ϕ(t) is the instantaneous phase
angles of each EEG signal.

The PLV was computed for each epoch, resulting in times series of the
PLV computed from all pairs of 27 electrodes and the 4 frequency bands
(1,404 time series in total). Three temporal features were extracted from
each PLV time series for further analysis: the mean, variability (standard
deviation), and sample entropy. Sample entropy is a nonlinear measure
to quantify the degree of complexity in a time series [315], and has been
applied to EEG data for clinical application such as classification [52, 193]
and epilepsy detection [358]. Tolerance (r) and window length (m) were
specified to be 0.3 and 2, respectively, to compute the sample entropy based
on [198] and characteristics of our data sets.

4.2.6 Sparce Discriminant Analysis

Linear discriminant analysis (LDA) is a classical supervised classification
technique that finds the most discriminative projections of a N × p data in
a p-dimensional space such that the data projected into the low-dimensional
subspace can be well partitioned into K classes [228]. In biomedical research,
it has become an increasingly important topic to perform classification on
high-dimensional data where the number of variables far exceeds the number
of samples. In such high-dimensional settings, LDA cannot be applied di-
rectly because of singularity of the sample covariance matrix. To overcome
this limitation, various regularized versions of LDA have been proposed
[326]. Sparse discriminant analysis (SDA) was proposed by Clemmensen
and colleagues [70] where an elastic net penalty and an optimal scoring
framework are applied to a high-dimensional data to generate a sparse dis-
criminant vector. The authors demonstrated that SDA outperforms other
regularized methods such as shrunken centroids regularized discriminant
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analysis and sparse partial least squares regression. The details of the algo-
rithm can be found in [70].

Here, we aim to classify the PDMOFF and HC groups in the baseline
resting state (i.e., the sham condition) using the PLV features obtained
above. The three data sets (mean, variability and sample entropy) have the
same high-dimensional settings as each data set has the number of variables
(p = 1,404) much greater than the number of samples (i.e., subjects). There-
fore, we applied SDA to each data set to infer from the sparse discriminant
vectors which combination of the electrode pairs and frequency bands are
the most important features for the classification of the two groups. As in
[70], we created the training set consisted of 26 subjects (12 PDMOFF and
14 HC) and the test set of 8 subjects (4 PDMOFF and 4 HC subjects) and
the tuning parameters for SDA (i.e., λ and γ for regularization penalties)
were chosen using leave-one-out cross-validation (LOOCV) on the training
data. The models with the selected parameters were evaluated on the test
data.

In the subsequent analyses, we investigated effects of L-dopa medication
on the PLV features by applying the sparse discriminant vectors obtained
from the above SDA to the data sets of the PDMON group in the sham
condition. In the same manner, effects of EVS on the PLV features were
evaluated by applying the same sparse discriminant vectors to the data sets
in the EVS conditions.

4.2.7 Statistical Analysis

One-way ANOVA was performed to compare the PLV features between
groups followed by post-hoc Tukey’s honestly significant difference (HSD)
test for multiple comparison correction. To evaluate effects of EVS on the
PLV features within a group, repeated measures (rm) ANOVA with stimula-
tion condition (sham, EVS1, EVS2 and EVS3) as the within-subject factor
was performed followed by post-hoc Tukey’s HSD test for multiple compar-
ison correction. The rm ANOVA was performed for online and after-effect,
respectively.

4.3 Results

4.3.1 SDA Classification Results and Selected Features

SDA was performed for the mean, variability, and entropy PLV data sets in-
dependently to discriminate the PDMOFF and HC groups. Since there are
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two classes in the data, only one discriminant vector was obtained from each
SDA. For the mean PLV data set, LOOCV on the training data resulted in
the selection of 17 nonzero features (1.2 %) out of total 1,404 features (Fig.
4.2A). There were both negative and positive weights for the selected fea-
tures in each frequency band. Since the transformed PLV mean was greater
for the PDMOFF (Fig. 4.3A) than the HC group, the positive weights
were interpreted as cortical couplings exaggerated in the PDMOFF group.
35% of the selected features were associated with Cz over a broad frequency
bandwidth, and the PDMOFF group had a stronger coupling strength for
the features. In contrast, the features related to C4 had negative weights,
indicating that these couplings are attenuated in the PDMOFF group. In
the gamma band, decreased long-distance connectivity in the left temporal
region (T7-O1 and T7-P8) and increased short-distance connectivity in the
parietal region (P3-PO5, P8-P4, and P8-PO6) were found to be related to
the PDMOFF group. The training and test classification accuracy (fraction
of correctly classified) were both 100%.

For the PLV variability data set, 12 nonzero features (0.85%) were se-
lected and the largest number of the selected features was found in the
theta band (Fig. 4.2B), followed by the alpha and gamma bands. Note
that positive weights are associated with the lower connectivity variability
of the PDMOFF group because the transformed variability is lower for the
PDMOFF group (Fig. 4.3A). Decreased variability in the PDMOFF group
was mostly associated with the frontal electrodes in the theta band and with
F3-Cz, C3-Pz and P7-PO6 in the alpha band. The classification accuracy
for the training and test data sets were 100% and 87.5%, respectively.

The SDA on the PLV entropy data set selected 17 nonzero features
(1.2%) and most of them were long-distance connectivity. Note that posi-
tive weights are associated with the connectivity with lower entropy for the
PDMOFF group. In the theta and alpha bands, the entropy of the selected
features was lower whereas in the gamma band the entropy was higher for
the PDMOFF group compared to the HC group. In the beta band, the
PDMOFF group had a lower entropy for Fz-O2 and higher entropy for Pz-
PO6 than the HC group. The training and test classification accuracy were
96% and 87.5%, respectively

4.3.2 Group Comparison of Baseline PLV Features

The SDA discriminant vectors were applied to the data sets obtained from
the PDMON group, and the group means of the transformed data are com-
pared in Fig. 4.3A. Significant group differences were found for the PLV
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Figure 4.2: Nonzero features selected by sparse discriminant analysis (SDA). SDA was
applied to the mean, variability and entropy data sets, respectively, to discriminate the
PDMOFF and HC group. The nonzero weights in the sparse discriminant vectors are
presented in the scalp maps. (A) Weights for the 17 selected features from the mean PLV
data set. (B) Weights for the 12 selected features from the PLV variability data set. (C)
Weights for the 17 selected features from the PLV entropy data set.

features (PLV mean: F(2, 47) = 41.68, P < 0.001; PLV variability: F(2,
47) = 23.46, P < 0.001; PLV entropy: F(2, 47) = 60.59, P < 0.001). The
PLV mean for the PDMOFF group was significantly higher than the HC
group (P < 0.001), which was decreased by L-dopa medication (P < 0.001).
The PLV variability was significantly lower in the PDMOFF compared to
the HC group (P < 0.001), and the lower variability was associated with
higher UPDRS II scores (i.e., more severe difficulties of daily motor ac-
tivities) (r = −0.56, P = 0.025). The medication slightly improved the
variability in the PD subjects but the changes did not reach statistical sig-
nificance (P = 0.096). The entropy of the PDMOFF group was lower than
the HC group (P < 0.001) and the lower entropy was related to a longer
disease duration (r = −0.56, P = 0.038). The medication did not improve
the PLV entropy (P = 0.21).
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Figure 4.3: (A) Group comparison of the discriminant component obtained from the
SDA. The discriminant components were obtained by multiplying the discriminant vectors
to the data sets from the sham condition. Bars and error bars indicate group means
and s.e. Significant P -values from one-sample/two-sample t-tests are indicated (***P <
0.001). (B) Pearson correlations with clinical scores. The PLV variability and entropy of
the PDMOFF subjects are significantly correlated with UPDRS2 and disease duration,
respectively

4.3.3 Online- and after-effects of EVS

Next, EVS effects on the PLV features were investigated. Specifically, we
examined whether the effects are dependent on the stimulus types and sus-
tained even after the stimulation ceases. Fig. 4.4A–C show changes in
the PLV mean for each group induced by EVS1, EVS2 and EVS3, respec-
tively. The PLV mean was significantly modulated in PDMOFF (F(3, 45)
= 11.16, P < 0.001) and HC (F(3, 51) = 3.81, P < 0.05) groups during
stimulation. All stimuli decreased the PLV mean in the PDMOFF group
compared to the sham condition (EVS1: P < 0.001; EVS2: P < 0.01;
EVS3: P < 0.01), making it closer to the HC group, and the effects lasted
in the post-stimulation period. EVS1 decreased the mean PLV greater than
the other two stimuli and there was no continuing decrease in the post-
stimulation period whereas EVS3 decreased the mean PLV less than EVS1
during stimulation and the effect continued in the post-stimulation period.
In contrast, we found the opposite EVS effects for the HC group where EVS
increased the PLV mean (EVS2: P < 0.05; EVS3: P < 0.01). No significant
effects of EVS were found in the PDMON group (F(3, 45) = 0.77, P = 0.52).

EVS effects on the PLV variability are presented in Fig. 4.5A–C. There
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Figure 4.4: Effects of EVS on the PLV mean. The PLV mean values in the sham condition
are identical to those in Fig. 4.3A. The PLV mean values in the stimulation (60 s) and
post-stimulation period (20 s) were obtained in the same manner by multiplying the
discriminant vector to the corresponding data sets. In each row, from the left, the results
for the PDMOFF (blue), PDMON (green), and HC (grey) groups are presented in each
panel. Significant P -values from the repeated measures ANOVA with post-hoc Tukey’s
HSD test are indicated (*P < 0.05; **P < 0.01; ***P < 0.001). (A) EVS1 effects. (B)
EVS2 effects. (C) EVS3 effects.

were significant online effects of stimulation on the PLV variability in PDMOFF
(F(3, 45) = 4.43, P < 0.01) and HC (F(3, 51) = 4.62, P < 0.01) groups.
EVS1 and EVS2 were found to have positive effects on the PDMOFF group,
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increasing the variability during stimulation (EVS1: P < 0.01; EVS2:
P < 0.05). Similar to the effects on the PLV mean, EVS1 induced the
greatest increase in the variability during stimulation and the increased value
tends to return to the baseline after the stimulation ceased whereas the ef-
fects of EVS2 and EVS3 were less during stimulation but lasted longer than
that of EVS1. In the HC group, we found decreases in the PLV variabil-
ity induced by EVS (EVS1: P < 0.01; EVS2: P < 0.05; EVS3: P < 0.05).
EVS1 decreased the variability during the stimulation and the effect lasted in
the post-stimulation period. EVS2 and EVS3 appeared to further decrease
the variability in the post-stimulation period. For the PDMON group, all
stimuli increased the PLV variability but the effects did not reach statistical
significance (F(3, 45) = 1.13, P = 0.35).

Fig. 4.6A–C show EVS effects on the PLV entropy. The PLV entropy was
significantly modulated in PDMOFF (F(3, 45) = 4.65, P < 0.01), PDMON
(F(3, 45) = 3.12, P < 0.05), and HC (F(3, 51) = 4.25, P < 0.01) groups
during stimulation. We found that all stimuli increased the entropy signif-
icantly in the PDMOFF group (EVS1: P < 0.01; EVS2: P < 0.05; EVS3:
P < 0.05), bringing it closer to the HC group. The effects were greatest
during stimulation and diminished in the post-stimulation period, and EVS1
increased the largest amount of the entropy, followed by EVS2 and EVS3.
For the PDMON group, EVS1 (P < 0.05) and EVS2 (P < 0.05) increased
the entropy significantly. While not statistically significant, increases in the
entropy were also found during and post EVS3 compared to the sham con-
dition. The PLV entropy of the HC group changed in the opposite direction
by EVS compared to the PD groups. Significant decreases in the entropy
was observed with all stimuli (EVS1 (P < 0.01), EVS2 (P < 0.05) and
EVS3 (P < 0.01)).

4.4 Discussion

We investigated phase-based cortical connectivity in resting EEG in PD. To
our knowledge, this is the first study that examined connectivity dynamics in
PD by characterizing temporally fluctuating cortico-cortical couplings over
broad frequency bands. The results from the current study on the time-
varying connectivity provide novel insights into altered cortical dynamics
derived from pathological BG changes in PD.
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Figure 4.5: Effects of EVS on the PLV variability. The PLV variability values in the sham
condition are identical to those in Fig. 4.3A. Descriptions for the arrangement of the
plots and statistical significance are same as in the Fig. 4.4. (A) EVS1 effects. (B) EVS2
effects. (C) EVS3 effects.

4.4.1 Disrupted Cortical Coupling Strength in the Motor
Regions

We found most changes in cortical coupling strength associated with PD
(Fig. 4.2A; 11 out of 17) were in key motor and parietal regions, includ-
ing over the primary motor cortex (M1), supplementary motor area (SMA),
premotor area (PMA), and superior parietal regions, which was in line with
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Figure 4.6: Effects of EVS on the PLV entropy. The PLV entropy values in the sham
condition are identical to those in Fig. 4.3A. Descriptions for the arrangement of the
plots and statistical significance are same as in the Fig. 4.4. (A) EVS1 effects. (B) EVS2
effects. (C) EVS3 effects.

previous findings [276]. Typically, a common finding of pathological syn-
chronization in PD is hypersynchronization of the cortical regions in the
beta range [124, 301, 351]. This appears to be related to exaggerated beta
synchronization within the BG and between the BG and motor cortical re-
gions [44, 48, 162]. However, growing evidence indicates that PD has more
complex influences on motor networks beyond excessive beta synchroniza-
tion [430, 431]. There is altered cortical oscillatory activity in other bands
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beside beta [40, 370]. On the other hand, there is substantial agreement
that therapeutic DBS [301] and dopaminergic medication [146, 374, 431]
have normalizing effects on rsFC of motor networks in PD. Consistent with
these findings, our results demonstrated that the altered connectivity found
in the PDMOFF group was normalized by both medication and EVS to a
similar extent.

4.4.2 Variablity and Entropy of PLV in the Theta Band

The altered variability and entropy of PLV in the PD group were mostly
found in the theta band (Fig. 4.2B–C), which may reflect abnormalities
in thalamocortical dynamics. The ventral anterior (VA) and anterior part
of ventral lateral (VLa) thalamic nuclei are the major recipients from the
globus pallidus internus (GPi) via pallidothalamic tracts that are crucially
involved in motor disorders such as PD [120]. Simultaneously-recorded LFP
in the VA and VLa nuclei and EEG on the scalp from PD subjects demon-
strated the highest coherence in the theta band (4–9 Hz), in particular in the
frontal region of both hemispheres [332]. Thalamocortical interaction may
thus be a major influence in generation of frontal theta activity in PD, and
possibly also healthy controls, but we typically do not have LFP recordings
from healthy subjects. Multimodal functional imaging studies in healthy
human and animal models suggest that the thalamus is critically involved
in generating and modulating activities in the cortex [153, 182, 185, 343].
The enhanced synchronization in the theta band of the thalamus and frontal
cortical region may be reflective of pathological changes in PD. Together,
we conjecture that the increased mean and reduced variability in theta that
we observed in PD subjects was a consequence of excessive synchronization
between thalamocortical structures.

4.4.3 Variability and Entropy of PLV in the Alpha Band

The dominant frequency in the human EEG under rest is in the alpha fre-
quency band (8–13 Hz). Alpha oscillations are known to be affected by
visual and auditory stimuli [142] and change during voluntary movement
[289]. A large body of evidence has also demonstrated the critical role of
alpha rhythms in attention as well as various cognitive functions [182]. The
dynamic change of alpha activity reflects a variability of states with en-
hanced and reduced cortical excitability, facilitating the brain’s responses to
surrounding stimuli [123]. Several studies have shown that brain signal vari-
ability/complexity can serve as an important discriminator for clinical com-
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parisons. For example, EEG entropy is related to brain maturity, as adults
have higher entropy compared to children and adolescents [218]. Higher
entropy is also correlated with better performance on a working memory
task [243]. Schlee and colleagues found reduced variability of alpha activity
during rest over the temporal cortex for subjects with tinnitus compared to
controls [337]. Similarly, the reduced variability and complexity of the cor-
tical couplings of the PD groups we observed may be related to diminished
motor and cognitive adaptability, as executive cognitive functions such as set
shifting, divided or alternating attention and dual tasking (e.g., combining
walking with another task) are impaired in PD [1, 258, 415]. Although the
mechanisms responsible for these symptoms have not been fully accounted
for, dopaminergic depletion in the striatum disrupts the parallel organization
of cortico-striatal circuits, resulting in more widespread instead of domain-
specific involvement of striatal activity and loss of the normally segregated
circuits [31, 58, 263]. Our results together with the close relationships be-
tween cortico-striatal circuits and cortical alpha oscillations [202, 354] war-
rant future studies to further elucidate the functional implications of the
impaired alpha dynamic couplings we have demonstrated here.

4.4.4 PLV sample entropy is higher in the long-range
gamma activity in PD

We found that the connectivity in the gamma band was more irregular in
the PD group than the HC group (Fig. 4.2C). The binding of cortical re-
gions together via synchronization of gamma oscillations between neuronal
populations, is implicated in numerous cognitive processes [116, 356]. In
voluntary movement, for example, synchronization of cortical gamma oscil-
lations prior to movement onset has been described as representing active
information processing [292, 328] and considered to serve as a prokinetic
signal [44]. Abnormal gamma oscillations in the motor cortex in PD have
been reported [219, 270]. However, resting-state gamma oscillations and
connectivity in PD remain largely unknown. The mechanism underlying
generation of the gamma oscillations are known to be critically involved
with excitatory postsynaptic potentials (EPSPs) of gamma-aminobutyric
acid (GABA)ergic interneurons and their intact function of fast-spiking
[117, 138, 410]. Thus, alterations in function of GABAergic interneurons
could be inferenced from gamma-band oscillations at the macroscopic level.
The fast-spiking interneurons are modulated by neurotransmitters includ-
ing acetylcholine [116, 376, 385] and serotonin [116, 309], and there is ro-
bust evidence demonstrating deficits in the cholinergic and serotoninergic
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systems in PD contributing to various aspects of parkinsonian pathophys-
iology including motor symptoms, gait dysfunction, cognitive decline, au-
tonomic dysfunction (for review, see [288]). Therefore, it is likely that the
disrupted neurotransmitter systems in PD cause alterations in the activities
of fast-spiking interneurons, subsequently resulting in pathological cortical
couplings in the gamma band in PD.

4.4.5 Normalizing Effects of EVS and Potential
Mechanisms

In this study, we demonstrated that EVS normalizes the mean, variability
and entropy of PLV in PD subjects during stimulation and the extent and
duration of the effects were dependent on the stimulation frequencies (Fig.
4.4–4.6). Modulatory effects of EVS on the cortical oscillatory activity were
reported in prior EEG studies that noisy stimulus (pink noise in 0.1–10 Hz)
decreased gamma oscillatory activity in the lateral regions and increased the
beta and gamma activity in the frontal region [177], and altered interhemi-
spheric coherence [204]. To our knowledge, effects of high-frequency EVS (>
50 Hz) on cortical activity have not been explored yet in humans and the re-
sults presented in this study provide valuable information on how the effects
would differ from low-frequency EVS that has been used in prior behaviour
and neuroimaging studies. We found two characteristics of effects induced
by EVS2 and EVS3 on PLV. First, their effects were similar to EVS1 in
the sense that the direction of changes (i.e., increase or decrease in the PLV
features) was the same. We did not find a frequency specific increase or de-
crease in the PLV value in both the PD and HC groups. Second, the extent
of changes was less compared to EVS1 during the high-frequency stimula-
tion but lasted longer in the post-stimulation period. This was observed in
the PDMOFF group for all the PLV measures and in the HC group for the
variability and entropy. For the PDMON group, the EVS effects were less
significant, indicating the processing of vestibular inputs in the thalamus
and BG [221, 368, 421] is dependent on the dopaminergic level of the BG.

Modulating of firing rates of vestibular afferents by externally applied
electrical current will alter directly the vestibular nuclei activities in the
brain stem, and eventually multiple cortical areas through the thalamocor-
tical vestibular system. Thus, understanding vestibular information pro-
cessing regarding varying frequency contents at the vestibular nuclei and
thalamus is critical to comprehend above findings. A prior study that exam-
ined spiking rates of the guinea pig medial vestibular nuclei (MVN) reported
that two types of neurons having different characteristics of afterpotentials
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responded to current inputs differentially according to the frequency con-
tent (1–30 Hz) [316]. It was shown that spontaneous firing rates of type A
neurons was well modulated by only low-frequency (< 10 Hz) current in-
puts and the spiking rates becomes irrelevant to the current input at high
frequencies whereas type B neurons tended to fire in synchrony better when
the stimulation frequency was higher, which demonstrates existence of sig-
nal transformation at the vestibular nuclei level to a certain extent in that
type A neurons act like a low-pass filter [94, 316] whereas type B neurons
act as signal detectors with greater sensitivity to external stimuli at high
frequencies.

Considering functional roles of the thalamic nuclei playing integrative
and modulatory roles in sensorimotor processing [389], it is likely that fur-
ther transformation of the modified signal transmitted from the vestibular
nuclei occurs in the thalamus. The VA, VL, ventral posterior lateral (VPL),
ventral posterior medial (VPM), intraminar nuclei and geniculate bodies of
the thalamus receive primary afferents from the vestibular nuclei and play
a critical role in processing vestibular information [30, 55, 247, 366, 421].
These thalamic nuclei also receive a range of different afferents from pe-
ripheral sensory, subcortical, and cortical regions, and process the different
types of information before sending the refined signals to the cortex. This
may also explain the interaction between EVS and L-dopa medication as
observed in the PDMOFF and PDMON groups as the thalamic nuclei pro-
cessing vestibular information would be receiving differential inputs from the
BG according to dopaminergic state. Together, unlike transcranial electri-
cal or magnetic stimulation that directly target cortical regions of interest,
influences of EVS on cortical activities are much more indirect. Our results
suggest that although the frequency contents of current input to the periph-
eral vestibular nerve vary considerably, alterations of the refined higher-level
multisensory information transmitted from the thalamic nuclei to the broad
cortical regions may be relatively consistent.

4.4.6 Limitations

The post-stimulation effects were evaluated for the first 20 seconds only after
stimulation ceased and there may be potential confounding effects if the after
effects persist much longer. After effects of EVS on cortical activation have
not been fully investigated yet. Delayed responses in the beta and gamma
power in frontal regions was reported to appear 20–25 s after 72-s EVS,
but lasted only for several seconds. Based on prior studies reporting after
effects of invasive [429] and non-invasive stimulation [372] and the short
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duration of weak current EVS used here, we concluded that the break time
and randomly-ordered trials were sufficient to avoid confounding effects.

We note that the PLV may be affected by volume conduction as in the
case of EEG data several electrodes can simultaneously pick up activities
from the same underlying sources. The propagation of the source signals
can be assumed to be instantaneous due to the low capacitance of the skin
tissues and the small distance that the currents have to travel [266, 364], and
thus PLV at zero-phase differences are susceptible to the volume conduction
[165]. Several alternative methods such as the phase lag index [364] and
spatial filtering have been proposed to address the issue [377].

In conclusion, in this resting-state EEG study, we demonstrated that
connectivity strengths in the sensorimotor region, and variability and com-
plexity of the time-varying cortico-cortical connectivity are affected in PD,
and improved by subthreshold EVS. Furthermore, the magnitude and du-
ration of the improvement was found to vary depending on the stimulation
frequency and the subjects’ dopaminergic status. The findings from the
current study provide valuable information that thalamic functions of in-
tegrating subcortical afferent inputs and thalamocortical projections to the
cortex play a critical role in the mechanism of EVS effects, and warrant
further investigation of EVS as a potential therapy in PD.
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Chapter 5

Discriminant Correlation
Approach to Joint
Estimation of Maximal EVS
Effects on Motor Behaviour
and Cortical Beta
Oscillations in PD

The previous chapter demonstrated that pathological cortical couplings in
PD can be normalized by multisine EVS. Moving forward, in this chapter we
investigated whether the multisine stimulus can also improve motor func-
tion in PD. Specifically, we focused to answer the fundamental questions
1) whether the EVS improves motor task performance in PD, 2) whether
the EVS modulates movement-related cortical oscillations, and 3) how the
changes in upstream cortical oscillations and downstream movements are
related.

5.1 Introduction

Loss of dopaminergic neurons in the substantia nigra pars compacta (SNc)
in PD gives rise to motor and functional changes in the basal ganglia (BG)-
thalamo-cortical networks, affecting motor planning and control [83]. Some
motor symptoms may arise because the functional networks in PD are stuck
in a fixed state, leaving them in a characteristic exaggerated state of rhythms
resonating in the beta range (13–30 Hz) [100, 210, 420]. Several studies have
reported strong beta power in local field potentials (LFPs) recorded from the
BG and cortex of PD patients associated with their poverty of movement
[420]. PD therapies that restore movement deficits suppress these patho-
logically exaggerated, poorly-modulated beta oscillations. For example, ad-
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ministration of levodopa medication [50, 191] and DBS [49, 429] attenuate
highly synchronous beta oscillations in the subthalamic nucleus (STN).

Normal suppression of beta oscillations in the sensorimotor cortex be-
fore and during voluntary movement have long been investigated with EEG
and MEG [161] (for review see [175]). This response, event-related desyn-
chronization (ERD), has well-characterized temporal features: beta power
starts to decrease just before movement onset, with sustained suppression
during movement execution, and returns back to baseline often followed by
post-movement beta rebound (PMBR), predominantly over primary sen-
sorimotor regions [175, 290, 291]. PD patients demonstrate distinct ERD
alterations, such as delayed onset [82], diminished ERD and PMBR [146],
and different topographical patterns [146, 259] compared to controls.

Motivated by growing evidence of the functional role of synchronized
neural oscillations in motor deficits and success of DBS in alleviating symp-
toms, recent studies have explored the use of non-invasive brain stimulation
(NIBS) techniques as a potential therapeutic intervention for PD. Electri-
cal vestibular stimulation (EVS) is a NIBS technique that applies electrical
current over the mastoid processes to stimulate vestibular afferents that can
activate numerous downstream cortical and subcortical regions [30]. Several
studies have demonstrated beneficial effects of EVS on motor symptoms in
PD [205, 278, 432] and modulatory effects on cortical oscillations [177], but
a joint study linking changes in neural oscillations and behaviour induced
by EVS is lacking.

Here, using EVS and simultaneously recorded EEG, we investigate mod-
ulatory effects of high-frequency EVS on movement-related beta oscillations
and resultant changes in the motor behaviour of PD patients and healthy
controls. Removing the stimulation artifacts in the EEG, online stimu-
lation effects were investigated in this study without having to examine
subtle post-stimulation remnants of influence as done in majority of NIBS
studies. Three key findings are reported here. First, EVS augments beta
ERD over the left motor region before right-handed movement onset and
increases synchronization during motor execution, returning to baseline in
broad frontal and medial parietal regions, resulting in improved motor task
performance. Second, EVS not only modulates the magnitude of beta ERD
but also influences its timing, resulting in an earlier onset of the ERD peak,
and a faster recovery to baseline, suggesting increased fluidity of the motor
network. Third, these stimulation effects were dependent on behavioural
context as the beta oscillations were not significantly altered by EVS during
rest. From the findings, we conjecture that strong vestibular inputs inter-
act with movement-related signals (likely in the thalamus) as part of the
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“motor integrative” hypothesis, making it easier to dynamically modulate
motor systems.

5.2 Materials and Methods

5.2.1 Subjects

The subjects and study protocol are same as those in Chapter 4. Twenty PD
and 22 age-matched healthy control (HC) subjects participated in this study.
The PD subjects were classified as having mild to moderate stage PD (Hoehn
and Yahr Stage 1-2) without atypical Parkinsonism or other neurological
disorders. We excluded four PD and four HC subjects in the data analysis
due to severe muscle artifacts irrelevant to the task such as excessive facial
muscle activity and coughing (we note that clinical characteristics such as
tremor and bradykinesia scores between included and excluded PD subjects
were not significantly different). Therefore, sixteen PD (7 males, age 67.3
± 6.5 years) and eighteen HC (9 males, age 67.6 ± 8.9 years) subjects were
included in the analysis (Table 5.1). All subjects did not have any reported
vestibular or auditory disorders and were right-handed.

The study protocol was approved by the Clinical Research Ethics Board
at the University of British Columbia (UBC) and the recruitment was con-
ducted at the Pacific Parkinsons Research Centre (PPRC). All subjects gave
written, informed consent prior to participation.

5.2.2 EVS

EVS was delivered in bilateral, bipolar fashion through pre-gelled Ag/AgCl
electrodes (BIOPAC Systems Inc., USA) placed over the mastoid process
behind each ear using a constant current stimulator DS5 (Digitimer, UK).
Two multisine signals were used for EVS (EVS1: 100–150 Hz; EVS2: 50–
100 Hz). Each signal had the frequencies of sinusoids (fi) uniformly dis-
tributed every 0.2 Hz, with the phases (φi) chosen to minimize the crest
factor using a clipping algorithm [401] in order to improve subject comfort.
We utilized systematic procedures previously used to determine individual
threshold level [205], and the stimulus was applied at an imperceptible level
(90% of sensory threshold) to avoid effects of placebo, general arousal and/or
voluntary selective attention.
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Table 5.1: Demographic and clinical characteristics of the patients with Parkinsons disease
(PD) and healthy controls (HC)

PD HC

Age (years), mean (SD) 67.3 (6.5) 67.6 (8.9)

Gender, n (male/female) 7/9 9/9

Disease duration (years), mean (SD) 7.4 (4.3) -

UPDRS II, mean (SD) 14.8 (8.1) -

UPDRS III, mean (SD) 22.1 (8.9) -

Hoehn and Yahr scale, mean (range) 1.3 (1-2) -

Levodopa Equivalent Daily Dose (mg), mean (SD) [383] 635.9 (356.4) -

UPDRS II: Motor aspects of experience of daily living
UPDRS III: Motor symptoms

5.2.3 Study protocol

Subjects were comfortably seated in front of a computer screen and in-
structed to focus their gaze on a continuously-displayed fixed target for 60
s. Then, a written instruction was given to press a key on the keyboard
to start the motor task. Subjects were then instructed to respond to a vi-
sual cue (“Go”) as fast as possible by squeezing a rubber bulb (Fig. 5.1).
This motor task was adapted as it provides more descriptive behaviour mea-
sures than button-press tasks and prior studies on hypokinesia demonstrated
motor control abnormalities of the PD subjects via their exerting pressure
during a similar motor task as ours [236]. There were 10 trials in each stimu-
lation condition and 12 different stimulation conditions (including sham (no
stimulation) in total). The number of trials were selected such that the PD
subjects can complete the entire study protocol without excessive tiredness
(particularly in off-medication condition) and significant differences in task
performance between conditions can still be detected. The order of the stim-
ulation conditions was randomized across the subjects and we located the
sham condition as far as possible from the EVS conditions by conducting it
before any EVS conditions in order to avoid any potential effects carried over
from EVS. We allowed a 2-min break between each condition to prevent any
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confounding post-stimulation effects. In this work, we report results from
sham, EVS1 and EVS2 conditions for which we could remove high-voltage
stimulation artifacts and analyze the EEG data jointly with the behaviour
data.

The PD subjects stopped taking their normal levodopa medication at
least 12 hours, and any dopamine agonists 18 hours prior to the experiment
(off-medication; PDMOFF). Unified Parkinson’s Disease Rating Scale (UP-
DRS) Parts II and III were assessed in off-medication condition. After the
first session, they took their regular dose of levodopa medication and rested
for an hour before beginning the second session (on-medication; PDMON).
There was one session for the HC subjects.

5.2.4 EEG Recordings and Preprocessing

EEG was recorded from 27 scalp electrodes with sampling rate of 1 kHz
using Neuroscan SynAmps2 EEG acquisition system (Neuroscan, USA) and
a standard electrode cap (64-channels Quik-Cap, Neuroscan, USA). EEG
electrodes were positioned according to the international 10-20 placement
standard with one ground and one reference electrode located between Cz
and CPz. The electrodes were attached using Electro-Gel (Electrode-Cap
International, USA) and impedances were kept below 15 kΩ. For prepro-
cessing, the EEG data were bandpass filtered between 3 and 55 Hz using a
two-way finite impulse response (FIR) filter. The stimulation artifact could
be removed using the digital filter as they were in the high-frequency range.
Data were then re-referenced to the average reference (linked earlobe), and
eye blinks, eye movements and muscle activities were removed using inde-
pendent component analysis (ICA) available in EEGLAB.

5.2.5 Data analysis

Behaviour data analysis

We defined five landmarks in the water pressure recordings from the squeez-
able pressure-sensor bulb: Pmax (peak grip pressure), t1 (time when the
visual cue was presented), t2 (time when the pressure started to exceed
0.05), t3 (time of Pmax), t4 (time when the pressure returns to 0.05 after
Pmax). They were used to extract six behavioural indices (Fig. 5.1).
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Figure 5.1: Schematic of study protocol and motor task performance. (A) Each subject
performed the study protocol in sham, EVS1 and EVS2 conditions while EEG was con-
tinuously being recorded. In each condition, the subjects were comfortably seated and
focused their gaze on a fixed target presented on a computer screen for 60 s (Rest). After
pressing any key on a keyboard, they started a motor task consisting of 10 trials (Task).
Each trial started with a hold phase in which a fixation cross was presented at the center
for a randomized duration that ranged from 1000 to 2000 ms (N (1500, 500)). Then, a
visual cue (“Go”) appeared for 500 ms followed by 1000-ms white blank screen. The sub-
jects were instructed to squeeze a rubber bulb as fast as they could to respond to the visual
cue. After finishing the motor task, they took a 120-s break. (B) Water pressure recorded
from the squeezable pressure sensor bulb is plotted along the time in the x-axis. For each
trial, a peak grip pressure (Pmax) and four time points (t1: the visual cue; t2 movement
onset; t3 peak grip pressure; t4: movement termination) were extracted to compute six
behaviour measures shown in the table

ERD Analysis

With the visual cue onset as the reference time (t = 0 ms), the EEG data
were epoched from -1000 to 1500 ms and then wavelet transformed using
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complex Morlet wavelets (center frequency, Ωc = 1; bandwidth parameter,
Ωb = 2; 30 frequencies logarithmically distributed from 7 to 50 Hz). The
mean beta (13–30 Hz) power in the baseline interval (from -600 to 0 ms),
Pbase, was calculated as a reference value to evaluate ERD. Similar to the
approach adopted in [99], we selected two distinct time windows to investi-
gate the ERD at different movement phases based on 10th percentile of the
reaction time of all subjects: 0–400 ms for motor preparation and 400–1000
ms for motor execution. In order to determine if our results were sensitive to
the cut-off times, we repeated the analysis with 0–400 ms and 560–1000 ms
windows (based on the 10th and 90th percentile respectively) and the results
were unchanged (not shown). For each channel, beta ERD was calculated
as

ERD =
1

N

N∑
i=1

10 log10

Pi

Pbase,i
(5.1)

where P is the mean beta power in the time window, i is the trial index,
and N is the total number of trials (N = 10).

Joint analysis of behaviour and ERD data

In order to investigate maximal EVS effects across all subjects with regard to
the task performance and the beta ERD, we used a feature fusion method,
discriminant correlation analysis (DCA), that incorporates discrimination
across classes into a canonical correlation analysis (CCA)-based algorithm.
The basic concept of DCA is that it searches for transformation weights (WX

and WY ) to project original data sets (X and Y ) into a space where the new
projected data (X ′ and Y ′) are correlated with each other and separation
of different classes is achieved (for detailed description of the algorithm, see
[137]). We created one data set (X) by concatenating the beta ERD from
all subjects during sham (class 1) and EVS (class 2). Another data set
(Y ) was created by concatenating the behaviour indices (the peak time was
excluded due to its collinearity with the squeeze time and reaction time).
DCA were performed four times as there were two EVS conditions and two
movement phases. The transformation weights and correlations between X ′

and Y ′ were examined to investigate EVS effects on the beta ERD and task
performance as well as their interrelationship.
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Statistical analysis

For each behaviour index, between-group task performance in the sham con-
dition was compared using ANOVA with the results from 10 trials as the
response variable and subjects and groups as the random and fixed factors.
For EVS effects on task performance, ANOVA was performed for each be-
haviour index with the results from 10 trials as the response variable and
subjects and EVS conditions as the random and fixed factors. The P values
were corrected for multiple comparison using Tukey’s honestly significant
difference (HSD) test (multcompare.m in MATLAB). Students paired t-test
were used for the DCA results. For investigation of potential accumulated
and/or learning effects for the repeated stimulation and task, repeated mea-
sures ANOVA was performed for each behaviour measure using the task
performance across the 11 stimulation conditions as the dependent variable,
time as the within-subject factor, and group (i.e., PDMOFF, PDMON, HC)
as the between-subject factor.

5.3 Results

5.3.1 Task Performance in the Sham Condition

Significant group differences in task performance were found in several be-
haviour indices (grip strength: F(2, 497) = 8.87, P < 0.001; squeeze ve-
locity: F(2, 497) = 3.42, P < 0.05; movement time: F(2, 497) = 4.74,
P < 0.01; squeeze time: F(2, 497) = 10.45, P < 0.001; reaction time:
F(2, 497) = 12.15, P < 0.001; peak time: F(2, 497) = 11.28, P < 0.001).
The PDMOFF group showed a significantly higher peak grip pressure com-
pared to the PDMON (P < 0.001) and HC (P < 0.01) groups (Fig. 5.2),
and a higher squeeze velocity than the PDMON group (P < 0.05). Both
the movement time and squeeze time of the PDMOFF group were longer
compared to the HC group whereas only the squeeze time was significantly
longer than the PDMON (P < 0.001) group. The reaction time and peak
time of the PDMON group were significantly shorter than the PDMOFF
and HC groups.

5.3.2 EVS Effects on the Task Performance

There were significant effects of stimulation on the behaviour indices (Table
5.2) with greater effects in the PDMOFF group (Fig. 5.3). Compared to the
sham condition, EVS1 significantly decreased the peak grip pressure (P <
0.05) in the PDMOFF group, and squeeze time, reaction time and peak time
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Figure 5.2: Motor task performance in sham condition. (A) Comparison of the task
performance in the sham condition between the PDMOFF, PDMON and HC groups.
Significant P values from ANOVAs are indicated (*P < 0.05; **P < 0.01; ***P < 0.001).
Error bars indicate SEM.
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in the PDMOFF and HC groups. For the PDMON group, the movement
time was significantly reduced (P < 0.01). EVS2 changed the squeeze time
and peak time in the PDMOFF and HC groups while no significant effects
were found in the PDMON group (Fig. 5.3).

In order to determine if there is any interactino between EVS and L-dopa
medication for the PD subjects, we carried out two-way repeated measures
ANOVA with EVS and medication as within-subject factors and the six
behaviour indices as dependent variables. The results showed a significant
interaction between the EVS and medication (Wilks’ Lambda = 0.487, F
(10,52) = 2.251, P = 0.029).

Table 5.2: ANOVA results on the effects of stimulation condition on the behaviour indices

df Peak grip
pressure

Squeeze
velocity

Movement
time

Squeeze
time

Reaction
time

Peak
time

PDMOFF 2:477 F = 4.19
(*P < 0.05)

F = 2.73
(P = 0.066)

F = 7.77
(***P < 0.001)

F = 12.32
(***P < 0.001)

F = 3.9
(*P < 0.05)

F = 18.25
(***P < 0.001)

PDMON 2:477 F = 1.08
(*P < 0.05)

F = 1.42
(P = 0.24)

F = 4.37
(*P < 0.05)

F = 2.53
(P = 0.08)

F = 0.3
(P = 0.74)

F = 0.74
(P = 0.48)

HC 2:537 F = 0.47
(P = 0.63)

F = 1.29
(P = 0.28)

F = 3.6
(*P < 0.05)

F = 3.9
(*P < 0.05)

F = 29.04
(***P < 0.001)

F = 29.13
(***P < 0.001)

5.3.3 EVS Effects during Motor Preparation

Compared to the sham condition, the mean beta ERD during motor prepa-
ration was significantly lower during EVS1 (Fig. 5.4A), demonstrating that
EVS1 augmented the ERD in the brain regions indicated in the weight
(WX). For better visualization of their spatial locations, WX is presented
on a scalp map (Fig. 5.4B). The largest positive weights were found at C3
and CP5, indicating EVS1 augmented the ERD primarily in the left mo-
tor regions. During EVS1, the behavioural index was lower compared to
the sham condition (Fig. 5.4A) and was found to be associated more with
movement time, squeeze time, and reaction time as indicated in WY in Fig.
5.4B, corresponding to the behavioural results that EVS1 had greater effects
on these behaviour indices than the peak grip pressure and squeeze velocity.

To infer whether the changes in the ERD during EVS1 were positively
or negatively related to task performance, we examined its correlation with
the behaviour index and found a positive correlation (r = 0.23, P = 0.019).
Given that the lower behaviour index is associated with shorter movement
time, squeeze time and reaction time, a more negative ERD is thus related
to better task performance. Therefore, the results that EVS1 augments the
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Figure 5.3: EVS Effects on the motor task performance. Experiment conditions are
indicated by the light color (sham), dark color (EVS1), and hatch pattern (EVS2). (A)
the PDMOFF group (blue). (B) the PDMON group (green). (C) the HC group (grey).
Significant P values from ANOVAs are indicated (*P < 0.05; **P < 0.01; ***P < 0.001).
Error bars indicate SEM.

ERD and decreases the behaviour index can be interpreted as facilitating
motor function.

In post-hoc analyses of the DCA results, we found that the ERD was
significantly augmented by EVS1 in the PDMOFF (P < 0.05) and HC
(P < 0.001) groups (Fig. 5.4C). Particularly, in the PDMOFF group, the
degree of the augmented ERD by EVS1 was positively correlated with dis-
ease severity (r = 0.59, p = 0.015; Fig. 5.4D). For the behaviour index,
significant improvement by EVS 1 was observed for all groups (PDMOFF:
P < 0.001; PDMON: P < 0.01; HC: P < 0.05). As there was no correlation
between the ERD and behaviour index (r = −0.075, P = 0.46) from DCA
results of the EVS2 condition, we did not draw inferences about the EVS2
results.
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Figure 5.4: DCA results demonstrating EVS1 effects on the beta ERD and task perfor-
mance during motor preparation. (A) The beta ERD was significantly augmented and
the behaviour index was significantly decreased by EVS1 compared to the sham condition
(***P < 0.001; paired t-tests). (B) The weight (WX) associated with the beta ERD is
presented on the scalp map (left), demonstrating that the augmentation of the beta ERD
occurred predominantly in the left motor region. The weight (WY ) for the behaviour
index presented in a bar graph (right) shows that EVS1 decreased the movement time,
squeeze time, and reaction time more than the other behavioural measures. (C) Post-hoc
analyses with Wilcoxon signed-rank tests revealed EVS1 decreased the beta ERD in the
PDMOFF and HC groups and the behaviour index in all groups compared to the sham
condition (*P < 0.05; **P < 0.01; ***P < 0.001). Light and dark colours represent
the sham and EVS1 conditions, respectively. (D) Correlation between the degree of aug-
mented beta ERD by EVS1 with UPDRS Part III scores. (E) Temporal evolution of the
beta ERD averaged across the subjects in each group (lines: mean; shaded area: SEM
of leave-one-out cross-validation). Compared to the sham condition, the suppression of
the beta power was greater and the timing of the negative peak was earlier in the EVS1
condition.

5.3.4 EVS Effects during Motor Execution

The beta ERD during motor execution was higher during EVS1 compared
to the sham condition (Fig. 5.5A), and the difference was most prominent
in the frontal and medial parietal regions (Fig. 5.5B). A negative correlation

97



5.3. Results

was found between the ERD and behaviour index (r = −0.39, P < 0.001),
indicating that a better task performance related to a higher ERD value. In
post-hoc analyses, considerable increases in the ERD and behaviour index
by EVS1 were found in the PDMOFF (P < 0.01) and HC (P < 0.001)
groups (Fig. 5.5C).

Figure 5.5: DCA results demonstrating EVS1 effects on the beta ERD and task perfor-
mance during motor execution. (A) The beta ERD value was significantly increased and
the behaviour index was significantly decreased by EVS1 compared to the sham condi-
tion (***P < 0.001; paired t-tests). (B) The weight (WX) associated with the beta ERD
is presented on the scalp map (left), demonstrating the increase occurred in the frontal
and medial parietal regions. (C) Post-hoc analyses with Wilcoxon signed-rank tests re-
vealed EVS1 increased the beta power during motor execution in the PDMOFF and HC
groups and the behaviour index in all groups compared to the sham condition (*P < 0.05;
**P < 0.01; ***P < 0.001). Light and dark colours represent the sham and EVS1 condi-
tions, respectively. (D) Temporal evolution of the beta ERD averaged across the subjects
in each group (lines: mean; shaded area: SEM of leave-one-out cross-validation). Com-
pared to the sham condition, the rate of the beta power returning to the baseline (t > 400
ms) is faster in the EVS1 condition.

In the EVS2 condition, similar to the aforementioned results, positive
weights were found in the left frontal and right central regions with some
extension to the medial parietal region (Fig. 5.6B), and the ERD over
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these regions was higher during EVS2 compared to the sham condition (Fig.
5.6A). A negative correlation was found between the ERD and behaviour
index (r = −0.36, P < 0.001). In post-hoc analyses, significant increases in
the ERD by EVS2 was observed for all three groups (PDMOFF: P < 0.05;
PDMON: P < 0.01; HC: P < 0.001 in Fig. 5.6C). The behaviour index was
reduced by EVS2 in the PDMOFF (P < 0.001) and PDMON (P < 0.01)
groups.

Figure 5.6: DCA results demonstrating EVS2 effects on the beta ERD and task perfor-
mance during motor execution. (A) The beta ERD value was significantly increased and
the behaviour index was significantly decreased by EVS2 compared to the sham condition
(***P < 0.001; paired t-tests). (B) The weight (WX) associated with the beta ERD is
presented on the scalp map (left), demonstrating the increase occurred in the frontal and
medial parietal regions. The weight (WY ) for the behaviour index presented in a bar graph
(right) shows that EVS2 decreased the peak grip pressure, squeeze time, and reaction time
more than the other behavioural measures. (C) Post-hoc analyses with Wilcoxon signed-
rank tests revealed EVS2 increased the beta power during motor execution in all groups
and the behaviour index in the PDMOFF and PDMON groups compared to the sham
condition (*P < 0.05; **P < 0.01; ***P < 0.001). Light and dark colours represent the
sham and EVS2 conditions, respectively. (D) Temporal evolution of the beta ERD aver-
aged across the subjects in each group (lines: mean; shaded area: SEM of leave-one-out
cross-validation). Compared to the sham condition, the rate of the beta power returning
to the baseline (t > 400 ms) is faster in the EVS2 condition.
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5.3.5 EVS Effects on Temporal Patterns of the Beta ERD

Since EVS had opposite effects on the beta ERD when we divided the motor
task into discrete “preparation” and “movement” phases, we probed the
origin of the differential effects by examining the entire time courses of the
ERD (Fig. 5.4E) (note that the ERD lines represent time courses of the beta
power over the brain regions indicated in the DCA weights (WX) shown in
Fig. 5.4B). Compared to the sham condition, distinct features in the EVS1
condition were found at the time when the curve reaches the minimum:
suppression of the beta power was greater and the timing of the negative
peak was earlier.

For movement execution, differences between the sham and EVS1 con-
ditions were observed after the negative peak appeared (Fig. 5.5D). The
beta power started to return to baseline around 400 ms after the visual
cue onset, and the recovery rate was faster during EVS1. In addition, to-
wards the termination of the movement, beta power was higher, suggesting
a greater PMBR. Similar results were found in the EVS2 condition (Fig.
5.6D). Based on these observations, we conclude that the overall increased
ERD by EVS during motor execution is ascribed to this temporal feature of
the beta power recovery rather than the magnitude of the ERD itself being
small.

5.3.6 EVS Effects on the Beta Oscillations in the Resting
Condition

There were no significant changes induced by EVS in both the mean and SD
of the beta power the left motor, frontal and medial parietal regions during
rest (Figs. 5.7 and 5.8).

5.4 Discussion

We demonstrated EVS elicits a range of changes in task performance, with
the most remarkable results in the PDMOFF, followed by HC and PDMON
groups. The improvement was greater with EVS1 than EVS2 overall and
correlated with more pronounced beta ERD in the left motor region during
motor preparation and faster recovery of the beta power in the frontal and
medial parietal regions during motor execution. Finally, the modulatory
effects on the beta oscillations were specific to performing the motor task.
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Figure 5.7: Effects of EVS1 on the beta power during the 60-s resting condition. The beta
power in each of the 2-s epochs was computed using the multi-taper method (seven Slepian
sequences; frequency resolution = 0.5 Hz), and then the temporal mean and SD across
the epochs in the EVS1 condition were compared to those in the sham condition. Bar
graphs represents the % change in the temporal mean (left) and the SD (right) induced
by EVS1 for subjects in each group and error bars indicate SEM. Significant P values
from one-sample t-tests are indicated (*P < 0.05 before multiple correction). To account
for multiple comparisons, false discovery rate (FDR)-corrected P values were calculated
using the method introduced by Benjamini and Hochberg [27] (mafdr.m in MATLAB).
After the multiple correction, none of the P values reached significance level. (A) The
PDMOFF group. (B) The PDMON group. (C) The HC group

5.4.1 Abnormalities in Motor Control in PD

We found greater peak grip pressure and squeeze velocity in the PDMOFF
group. This may seem counterintuitive at first, because impairment of motor
function in PD would make one believe the patients might have a weaker
grip force. However, PD patients have comparable overall muscle strength
to control subjects [404]. In addition, de novo PD patients use abnormally
large grip forces when they are lifting and static-holding an object [104],
suggesting this may be an intrinsic feature of PD.

In linear regression analyses (Table 5.3), another pathological character-
istic of the grip force was found in the PDMOFF group. For the PDMON
and HC groups, the grip force and squeeze velocity were negatively related
with reaction time, indicating they tend to produce more ballistic move-
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Figure 5.8: Effects of EVS2 on the beta power during the 60-s resting condition. The beta
power in each of the 2-s epochs was computed using the multi-taper method (seven Slepian
sequences; frequency resolution = 0.5 Hz), and then the temporal mean and SD across
the epochs in the EVS2 condition were compared to those in the sham condition. Bar
graphs represents the % change in the temporal mean (left) and the SD (right) induced by
EVS2 for subjects in each group and error bars indicate SEM. Significant P values from
one-sample t-tests are indicated (*P < 0.05 before multiple correction). After multiple
correction, none of the p-values reached significance level. (A) The PDMOFF group. (B)
The PDMON group. (C) The HC group.

ments when the responses are faster. In contrast, this relationship was lost
in the PDMOFF group. PD subjects tended to squeeze harder independent
of reaction time, supporting the view that modulation of vigour is impaired
in the PD subjects [129, 236].

Table 5.3: Linear regression analysis to demonstrate a relationship between fast responses
and vigorous movements. P -values represent statistical significance of the slopes.

PDMOFF PDMON HC

y (reaction time, ms)
x (peak grip pressure, a.u.)

y = 473.0− 1.2x
(P = 0.52)

y = 468.3− 4.6x
(P < 0.01)

y = 518.4− 5.4x
(P < 0.05)

y (reaction time, ms)
x (squeeze velocity, a.u.)

y = 475.8− 0.2x
(P = 0.24)

y = 468.0− 0.5x
(P < 0.01)

y = 537.5− 1.0x
(P < 0.01)
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5.4.2 EVS effects on the behavioural indices

To the best of our knowledge, there is only one prior study that reported EVS
effects on reaction time in a motor task [432]. In that study, the reaction
time of the PD patients was decreased by EVS without changes in omission
or commission errors, suggesting cognitive processes were not affected by the
stimulation. Considering the task was rudimentary, the authors suggested
EVS may have improved bradykinetic motor execution. We found EVS im-
proved the reaction time in both PDMOFF and HC groups, suggesting the
underlying neural mechanism may be common across the groups rather than
specific to the disease. EVS effects were mild for the PDMON group com-
pared to the other groups, suggesting interactions between the medication
and EVS. Possibly this was due to ceiling effects, as levodopa is already
known to suppress pathological beta-band oscillations in PD [93, 126].

We carefully evaluated whether or not there was an accumulated and/or
learning effect due to repetitive stimulation and task using repeated-measures
ANOVA, and none of the behaviour measures showed a systematic difference
across trials (Table 5.4). We conclude that our observations were consistent
with a stimulus-specific effect that was robust and repeatable as compared
to insignificant behaviour changes found using the other stimuli (not re-
ported here). However, there were differences across sham trials, suggesting
that although the stimulation trials did not show any accumulated effect,
there may have been some carryover during rest. More work is required to
determine the duration of any possible carryover effect at rest.

5.4.3 Functional significance of beta ERD in voluntary
movement

The correlation between better performance and greater beta ERD is in
line with the concept that augmented ERD reflects involvement of a larger
neural network in information processing, which facilitates more efficient
task performance [291, 367]. The reduced development time and enhanced
magnitude of the ERD in the motor preparation period is similar to effects
of levodopa on PD subjects [90, 227], which may indicate facilitation of
readiness of motor network for the upcoming movement [14, 15, 97, 127]. In
accordance with this view, at the subcortical level, the early timing of beta
ERD onset in the STN is correlated with shorter reaction times [426].

In the motor execution period, EVS was found to facilitate more rapid
beta power recovery in the frontal and medial parietal regions belonging
to the frontoparietal network. The frontoparietal network is important in
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Table 5.4: Results of the repeated measures ANOVA to investigate accumulated and/or
learning effect on the behaviour measures.

SS df MS F P value

Peak grip
pressure

Time
Group × Time
Error (Time)

5.976
12.7

250.59

10
20
460

0.598
0.635
0.545

1.097
1.166

0.369
0.279

Squeeze velocity Time
Group × Time
Error (Time)

629.72
1716.8
38510

10
20
460

62.97
85.84
83.72

0.752
1.025

0.675
0.430

Movement time Time
Group × Time
Error (Time)

6799
59016

1.279×106

10
20
460

679.9
2950.8
2780.4

0.244
1.061

0.991
0.388

Squeeze time Time
Group × Time
Error (Time)

681.2
641.5
24570

10
20
460

68.12
32.08
53.41

1.275
0.600

0.242
0.913

Reaction time Time
Group × Time
Error (Time)

8040.2
19422
401690

10
20
460

804.02
971.11
873.23

0.921
1.112

0.514
0.333

Peak time Time
Group × Time
Error (Time)

16165
27385
411330

10
20
460

1616.5
1369.3
849.2

1.808
1.531

0.057
0.066

conscious motor intention and movement awareness [88], facilitating motor
preparation and execution through information flow between the parietal
and frontal cortices [419]. In addition, the frontal region includes supplemen-
tary motor area (SMA) and premotor areas (PMA) where beta oscillations
are known to play a critical role in motor control [290, 371]. The functional
significance of the rate of beta power recovery in these regions, however,
still remains incompletely understood as most effort has been devoted to
understanding the magnitude and spatial distribution. Nevertheless, we
suggest that it might be associated with post-movement resetting for the
next movement [365].
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5.4.4 Modulation of beta ERD via NIBS

Several tACS studies have demonstrated changes in the beta oscillations are
causally linked to motor behaviour (for review see [403]). Entraining beta
oscillations in the motor cortex by 20-Hz tACS affected motor-evoked poten-
tials (MEPs) [107] and slowed down voluntary movements [169, 298]. Our
results extend these studies and show that modulating beta ERD appears
causally related to motor responses in the PD and HC subjects.

A significant contribution of this work is to provide evidence of online
effects of EVS on beta ERD, which was not demonstrated in prior NIBS
studies presumably due to high-voltage artifacts from electrical stimulation
severely corrupting EEG. Here, we used stimulation frequencies beyond the
range of cortical oscillations of interest in typical EEG studies (1–50 Hz) and
multisine signals that keep excitation power within specific frequency com-
ponents [294], so stimulation artifacts in the EEG data could be effectively
removed by applying a digital filter.

5.4.5 Beyond the modulation of cortical oscillations
—potential mechanisms of EVS

We had two competing hypotheses for the EVS effects on the beta ERD.
The first hypothesis was EVS reduces beta power overall, not necessarily
during a motor task. This will facilitate movement as one must suppress
the beta power below a certain threshold before movement can commence
[145]. The second hypothesis was EVS effects are dependent on behavioural
context so that vestibular inputs interact with movement-related signals in
the ventral thalamic region, the motor areas of the thalamus. The ven-
tral thalamic region integrates multiple motor-related inputs and projects
highly refined motor plans back to the motor cortex. We did not find any
significant changes in both the mean and SD of the beta power in during
rest (Figs. 5.7 and 5.8), supporting the latter hypothesis—namely involve-
ment EVS effects were integrated with motor task commands rather than
nonspecifically reducing overall beta oscillations.

Previous studies support the notion of thalamic nuclei playing integra-
tive and modulatory roles in sensorimotor processing. Vestibular nuclei
in the brainstem have multiple ascending projections directly to the tha-
lamus, primarily targeting the ventral anterior (VA), ventral lateral (VL),
ventral posterior lateral (VPL), ventral posterior medial (VPM), intraminar
nuclei and the geniculate bodies (Fig. 5.9A) [221, 247, 286], and strong
activations in these regions by vestibular stimulation have been reported
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Figure 5.9: Schematic representation of the major projections involved with motor func-
tions. (A) Projections from the four vestibular nuclei to thalamic nuclei. The projections
primarily target at the ventral part of the thalamus, a region also known as the motor tha-
lamus. The figure was adapted from [421] and modified based on [221, 368]. (SVN: superior
vestibular nucleus; MVN: medial vestibular nucleus; LVN: lateral vestibular nucleus; IVN:
inferior vestibular nucleus; AN: anterior nucleus; LD: lateral dorsal nucleus; LP: lateral
posterior nucleus; VA: ventral anterior nucleus; VL ventral lateral nucleus; VPL: ven-
tral posterior lateral nucleus; VPM: ventral posterior medial nucleus; MD: mediodorsal
nucleus; CM: centromedian nucleus; PF: parafascicular nucleus; LGN: lateral geniculate
nucleus; MGN: medial geniculate nucleus) (B) Projections between the thalamus, BG and
motor cortices. The thalamus and layer V neurons in the motor cortices have reciprocal
connections [41]. The VA, VL and MD project to the putamen and caudate, and the VL
and MD receive the bulk of BG outputs [136]. (Cd: caudate; Pu: putamen; GPe: globus
pallidus externus; GPi: globus pallidus internus; STN: subthalamic nucleus; SNr: sub-
stantia nigra pars reticulata; PMA: premotor cortex; SMA; supplementary motor cortex;
M1: primary motor cortex) (C) An illustration of vestibular inputs influencing integrative
processes of a motor thalamic neuron. Inputs from the vestibular nuclei (VN) can be
temporally and/or spatially integrated with thalamic afferents from other motor-related
structures such as the BG, modulating the neuronal activity.
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[30, 55, 247, 366, 421], indicating a critical thalamic contribution to process-
ing vestibular information [221, 421]. In particular, the ventral part of the
thalamus has strong connections with motor-related structures such as M1,
PMA, and BG (Fig. 5.9B) [41, 55, 286, 368] and its neural activities are
associated with a range of aspects in motor control [158, 194, 405], suggest-
ing it serves as the motor thalamus. Recent studies highlight the functional
role of the motor thalamus as a critical hub region to temporally and spe-
cially integrate information required for controlling movement by efficiently
assigning weights to afferent inputs depending on the context and desired
motor outcome and send this highly refined information to the motor cor-
tices [41, 156, 421]. Thus, precise temporal and spatial pattern of the neural
activation in the motor thalamus is critically involved with motor prepa-
ration and execution, and we surmise that strong vestibular inputs to the
motor thalamus had strong influence on the integrative process (Fig. 5.9C).
This may also explain the mild EVS effects in the PD subjects on medication
as the inputs from the BG afferents to be integrated in the motor thalamus
are a function of dopaminergic tone.

We note that EVS might also affect the striatum, a region described
as an integrative centre for sensory information and involved in planning
and execution of movements. Although the largest inputs to the striatum
are from the cortex, recent studies have shed light on its subcortical path-
ways critical to interpret and respond to environmental stimuli appropriately
[109, 242]. Electrophysiological studies in animal models and neuroimaging
studies in humans have shown vestibular stimulation activates the head of
the caudate nucleus and putamen [30, 42, 178, 234, 366], likely through the
parafascicular thalamic nucleus [196, 368].

Understanding the neural mechanisms behind EVS effects will provide
deeper insights into brain functioning and brain-behaviour relationships
and be crucial to improve neurotherapuetic effects. Although this study
reports electrophysiological evidence for its efficacy, findings from various
neuroimaging modalities together will allow for a more refined description
of EVS effects.
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Chapter 6

Spectral Clustering and
Discriminant Correlation
Approach to Estimation of
EVS Effects on Functional
Thalamic Subregions and
BG–thalamic Connectivity in
PD—fMRI Study

The previous chapters have demonstrated therapeutic effects of EVS on
cortical oscillations and motor behaviour in PD, which leads us to the next
question, “how does the modulation of vestibular nerve activity results in
the changes? What are the pathways and mechanisms underlying EVS
effects?”. Evidence from recent studies suggests that the thalamus may
be a key region involved in EVS effects as it has dense connections with
both the vestibular nuclei in the brain stem and basal ganglia and serves
as a hub region to integrate and modulates sensorimotor information. In
this chapter, we addressed the questions by investigating effects of EVS on
thalamus activity and connectivity between the thalamus and basal ganglia
in PD.

6.1 Introduction

PD is a neurological movement disorder characterized by several cardinal
motor symptoms (bradykinesia, rigidity, tremor, and postural instability)
that are caused by substantial loss of dopamine in the substantia nigra pars
compacta (SNc) located in the midbrain. Afferents from the SNc to the
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basal ganglia (BG) supply the striatum with dopamine [262], which is in-
timately linked to mediating signals transmitted from the cerebral cortex
to the thalamus, which, in turn, project back to the cerebral cortex (the
cortical-BG-thalamic loops) via direct and indirect pathways [6, 199]. De-
generation of the dopaminergic system results in striatal dopamine depletion
of ∼44–98% in PD [313, 428], with changes found in various sub-regions of
the striatum including not only the motor regions of the striatum (poste-
rior and ventral putamen) receiving projections from the motor and premo-
tor cortex but also the head of the caudate nucleus, the anterior putamen
and the ventral striatum connected to the cerebral cortex, in particular the
frontal lobe [68, 271, 412].

The BG work in conjunction with the thalamus and cortex to carry out a
number of segregated functions such as motor, oculomotor, cognitive, work-
ing memory, and limbic processes in parallel [7, 135]. The primary role of the
thalamus has been assumed to be the relaying of information, transferring
the signals from the output structures of BG (the internal segment of the
globus pallidus (GPi) and substantia nigra pars reticula (SNr)) to the cortex,
but recent evidence suggests a much more active functional role of thalamic
cell groups in processing BG information and subsequently modulation of
the dynamics of cortical processing [135]. In PD, significant pathology in
the thalamus can be detected and contribute to parkinsonian motor dys-
function [139]. In parkinsonian rodent models, administration of MPTP
or 6-hydroxydopamine has been shown to induce degeneration of thalamic
neurons projecting to the striatum as well as the loss of dopaminergic neu-
rons in the SNc [19]. In addition, a range of intrinsic thalamic changes such
as bilateral morphological alterations [245], thalamic nuclei degeneration
[46, 140, 149], and substantial deposition of α-synuclein [46, 149] have been
reported in PD patients. The thalamic changes consequently contribute to
alterations in the dynamics of the cortico-BG-thalamic circuits [19] and can
result in aberrant connectivity patterns such as decreased connectivity of
the thalamus with the GP, SN and the sensorimotor cortices [347].

One promising way to modulate the cortico-BG-thalamic loop altered
in PD is through brain stimulation. Deep brain stimulation (DBS) of the
thalamic ventral intermediate (Vim) nucleus, internal segment of the GPi
or the subthalamic nucleus (STN) has been shown to be effective in treat-
ing parkinsonian tremor, dystonia and bradykinesia in PD [76, 310] with
minimal effects on akinesia and gait disturbance [253]. One mechanism
underlying Vim DBS effects may be that the stimulation inhibits incom-
ing afferent inputs carrying pathological signals or alters the excitability of
thalamic nuclei [12]. The success of DBS has led to strong interest in non-
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invasive brain stimulation (NIBS), which is particularly attractive due to its
easy accessibility and lower cost compared to DBS.

EVS is a NIBS technique where electrical current is applied to mastoid
process behind the ear to alter firing rates of vestibular afferents. Several
studies have reported beneficial effects of random noise EVS on PD subjects
including improved motor performance [205, 278, 330, 432], enhanced pe-
dunculopontine nucleus (PPN) connectivity [57], and modulation of cortical
oscillations and connectivity strength [177, 204]. Such effects seem to be
ascribed to changes in neural dynamics in the brain by manipulation of as-
cending pathways from the vestibular nuclei located in the brainstem to the
cerebral cortex via thalamocortical vestibular system [221, 392, 421], which
has been evidenced in simultaneous fMRI and alterating current EVS studies
[30, 220, 366]. The vestibular nuclei have multiple projections to thalamic
nuclei including the ventrobasal nuclei that receive strong inputs from the
BG and project to primary and motor cortices [421] and the intralaminar
nuclei that projects to the striatum [196, 368], suggesting that EVS may
be capable of modulating functional connectivity between the thalamus and
BG structures.

Here, we investigated the effects of noisy EVS (nEVS) and 1-Hz sine EVS
(sEVS) on activity of thalamic subregions obtained from connectivity-based
parcellation and their connectivity with BG structures using resting-state
fMRI (rsfMRI) data recorded from PD and age-matched control subjects.
We demonstrate that the sizes of thalamic functional subregions are altered
in the PD subjects, and both nEVS and sEVS “normalize” them, i.e. makes
them closer to that of control subjects. We found the connectivity between
the left thalamus and left BG is attenuated in the PD subjects off-medication
compared to controls and PD subjects on-medication. This alteration was
normalized by EVS in a stimulus dependent manner.

6.2 Materials and Methods

6.2.1 Subjects

Fifteen PD subjects (11 males, age: 65.7 ± 8.8 (mean ± SD) years) and
15 age-matched healthy controls (12 males, age: 63.7± 9.6 years; HC) par-
ticipated in the study (Table 6.1). All subjects did not have any reported
vestibular or auditory disorders. The PD subjects were classified as having
mild to moderate PD state (Hoehn and Yahr stage I–III) without atypical
Parkinsonism or other neurological disorders. The PD subjects stopped tak-
ing their normal levodopa medication at least 12 hours, and any dopamine

110



6.2. Materials and Methods

Table 6.1: Study cohort demographics

Measure PD HC

Age (years) 65.7± 8.8 63.7± 9.6

Gender (n), male:female 11:4 12:3

Disease duration (years) 3.5± 2.0 N/A

Hoehn and Yahr scale 1.6± 1.0 N/A

UPDRS III 17± 13 N/A

Levodopa Equivalent Daily Dose (mg) [383] 741.7± 564.2 N/A

Handedness all right-handed all right-handed

Affected side, right:left 9:6 N/A

Affecte side was defined as summed left and right scores of UPDRS III 3.3-3.8 and 3.15-
3.17. Subjects with equal scores for the left and right were not counted.

agonists 18 hours prior to the experiment (off-medication; PDMOFF). Uni-
fied Parkinsons Disease Rating Scale (UPDRS) Part III was accessed in off-
medication condition. After the first fMRI scan in off-medication condition,
they took their regular dose of levodopa (L-dopa) medication and rested for
an hour before beginning the second scan (on-medication; PDMON). There
was one scanning session for the HC subjects.

All subjects were recruited from the Pacific Parkinsons Research Centre
(PPRC) at the University of British Columbia (UBC) and provided written,
informed consent prior to participation. The study was approved by the
UBC Ethics Review Board.

6.2.2 EVS

A bipolar constant current DS5 stimulator (Digitimer Ltd., Hertfordshire,
UK) was used to deliver an alternating current via two MR-compatible pre-
gelled Ag/AgCl electrodes (Biopac Inc., Montreal, Canada) placed over the
mastoid process behind each ear. Digital signals of the EVS stimuli were first
generated on a PC with MATLAB (MathWorks, MA, USA) and were con-
verted to analog signals via a NI USB-6221 BNC digital acquisition module
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(National Instruments, TX, USA), which subsequently passed to the stim-
ulator in the console room with the output cable leading into the scanning
room through a waveguide. The twisted coaxial output cable included four
custom-built inductance capacity filters spaced 20 cm apart and tuned for
the Larmor frequency (128 MHz).

Two different stimuli were tested in the study. nEVS was pink noise with
zero-mean and 1/f -type power spectrum between 0.1–10 Hz, and sEVS was
a 1 Hz sine wave. Since individuals have an inherently subjective perception
of EVS, prior to scanning, we determined the individual sensory threshold
level (cutaneous sensation at the electrode site) utilizing systematic proce-
dures used in prior EVS studies [205, 424] and delivered EVS at 90% of the
individual threshold level. Before conducting the real experiment, we carried
out a pilot study and recorded the current actually delivered to the subjects.
We confirmed that the delivered current matched with the designed stimulus
and device was compatible with MRI.

6.2.3 MRI acquisition and preprocessing

Imaging data were acquired using a Philips Achieva 3.0T R3.2 scanner
(Philips Medical Systems, Netherlands). Before scanning, all the subjects
were instructed to lie on their back in the scanner and had several minutes
to acclimatize themselves to the scanner environment with the eyes closed.
Before the functional scans, high-resolution T1-weighted images of the entire
brain were acquired (repetition time = 7.9 ms, echo time = 3.5 ms, flip angle
= 8). For functional scans, BOLD contrast echo-planar (EPI) T2*-weighted
images (repetition time = 1985 ms, echo time = 37 ms, flip angle = 90, field
of view = 240 mm × 240 mm, matrix size = 128 × 128, pixel size = 1.9 mm
× 1.9 mm) were acquired after 4 initial dummy scans. The scan order was
kept consistent for all subjects as sham, nEVS, and sEVS, and there was a
2-min break between each condition to avoid any possible post-stimulation
effects. The sham condition was 8-min resting state and 5-min continuous
stimulation was applied in the EVS conditions.

6.2.4 Data preprocessing

Functional MRI data were preprocessed using DPABI version 3.0 [433] and
SPM8 software package (https://www.fil.ion.ucl.ac.uk/spm). The first 5
time points were discarded to allow the magnetization to approach a dy-
namic equilibrium and to allow participants to get used to the scanning
noise. Then the images were corrected for slice timing effects, resliced to
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3.0 × 3.0 × 3.0 mm isotropic voxels, movement corrected using rigid body
alignment, normalized into standard MNI space. The fMRI data were then
spatially smoothed with a 6-mm Gaussian kernel to increase its signal-to-
noise ratio. To reduce the potential confounds of head motion and possi-
ble effects of physiological artefacts, nuisance time courses were voxel-wise
regressed from the processed data to remove sources of variance includ-
ing head-motion parameters, their temporal derivatives and their squares,
white-matter signal and CSF signal. Any linear or quadratic trends were
removed from fMRI signals. The fMRI data were finally bandpass filtered
at 0.01 Hz to 0.08 Hz as recommended.

6.2.5 Connectivity based parcellation of thalamus

To determine the regional specificity within the thalamus associated with
the disease and investigate their regional alterations by EVS, we performed
connectivity based subregional parcellation using Normalized Cut Spectral
Clustering (NCUT) algorithm that is robust to outliers [166], can easily
incorporate spatial constraints, and performs well on fMRI data [74].

Suppose the number of voxels in the thalamus is N , and we construct a
graph G = {V,E}, where the vertex set V represents all N voxels, and E is
the edge set. Let W denotes the weight matrix between vertices, and W (i, j)
is defined as a function of correlation between nodes i and j. To divide the
graph into two disjoint sets A and B, we try to minimize the connections
between two sets while maximizing the connections within each set, and the
objective function of NCUT is defined as,

NC(A,B) =
cut(A,B)

assoc(A, V )
+

cut(A,B)

assoc(B, V )
(6.1)

where cut(A,B) =
∑

i∈A,j∈BW (i, j) is the sum of weighted connections
between sets A and B, and assoc(A, V ) =

∑
i∈A,j∈V W (i, j) is the total

weights of connections from nodes in A to all other nodes in the graph.
The NCUT algorithm can be further extended to the K-way partition

with K representing the number of partitions [38]. Let D be an N × N
diagonal matrix with D(i, i) = di =

∑N
j=1w(i, j), and indicator matrix

Y ∈ {0, 1}N ·K represents the partition of graph G. Then, if node i belongs
to partition set j, Y (i, j) = 1, otherwise, Y (i, j) = 0. This optimization
problem can be efficiently solved as a generalized eigenvalue problem,

NC = K − Tr(Z ′(D−
1
2WD

1
2 )Z) (6.2)
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where Z ′Z = IK , and IK is the identity vector with length K. The solu-
tion of Z is the matrix with the k eigenvectors associated with the first K
eigenvalues of matrix D−

1
2WD

1
2 . Z can be considered as the new set of

coordinates for the graph and we further apply the K-means to obtain the
cluster indicator matrix Y .

As we were interested in the spatially confluent parcellations, we incor-
porated spatial information into the subregion parcellation of the thalamus
where only spatially continuous voxels were allowed to be connected with
each other in the similarity matrix W . In addition, negative correlations
were removed from the network, resulting in the symmetric, positive and
spatially continuous time-dependent similarity matrices for spectral cluster-
ing. After the parcellation, the number and mean time course of the voxels
in each subregion were computed.

6.2.6 Subregion size analysis

Multivariate logistic regression analysis was used to compare sizes of the tha-
lamic subregions between PDMOFF and HC groups (independent variables:
the sizes of the bilateral thalamic subregions; dependent variable: group).
The weights (wlogit) obtained from the logistic regression model were then
further utilized to compute thalamic subregion sizes of the PDMON sub-
jects (sham) and PDMOFF subjects during stimulation to evaluate L-dopa
and EVS effects.

6.2.7 Thalamus-BG connectivity analysis

Functional connectivity between the thalamic subregions and BG structures
including the bilateral caudate, putamen and pallidum were computed using
Pearson correlation and normalized between zero and one for each subject.
We examined the ipsilateral and contralateral functional connectivity be-
tween the thalamus and BG that is maximally different across the PDMOFF,
PDMON, and HC by utilizing discriminant correlation analysis (DCA), a
feature fusion method that incorporates discrimination of different classes
into a canonical correlation analysis (CCA)-based algorithm. The basic
concept of DCA is to search for transformation matrices (WX and WY ) to
project original data sets (X and Y ) into a space where the new projected
data (X ′ and Y ′) are correlated with each other while simultaneous class
separation is achieved (for detailed description of the algorithm, see [137]).
Here, we created one data set, X (n×p matrix; n = number of subjects; p =
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number of ipsilateral connectivity), by concatenating the functional connec-
tivity between the left BG structures and left thalamic subregions across all
subjects in the sham condition. Another data set, Y (n×q matrix; q = num-
ber of contralateral connectivity), was created by concatenating functional
connectivity between the left BG structures and right thalamic subregions
across all subjects in the sham condition. The DCA model is therefore,

X ′ = XWX

Y ′ = YWY

(6.3)

where WX (p × k) and WY (q × k) are the weight vectors, and X ′ (n × k)
and Y ′ (n×k) are the transformed ipsilateral and contralateral connectivity,
respectively. We used the first columns of X ′ and Y ′ that have the maximum
correlation and the corresponding weights in further analyses.

The obtained weights and transformed connectivity were used to exam-
ine discriminant connectivity patterns and differences in the connectivity
strengths between the PD and HC groups at baseline. Likewise, DCA was
applied to the functional connectivity matrices between the right BG struc-
tures and subregions in the right and left thalamus, and the weights and
transformed ipsilateral and contralateral connectivity were further analyzed.
Finally, the computed weights (WX and WY ) were used in the subsequent
analyses to infer EVS effects. That is, functional connectivity matrices were
created in the same manner as the above using the fMRI data acquired in
the EVS conditions and multiplied by the transformation weights obtained
from the sham condition. The transformed connectivity (X ′ and Y ′) during
each EVS were then compared with those obtained from the sham data.

6.2.8 Statistical analysis

Differences between groups in the thalamus functional subregion size and
the BG-thalamic connectivity from the DCA were assessed using one-way
ANOVA. EVS effects on the subregion size and the BG-thalamic connec-
tivity within a group were evaluated using repeated measures ANOVA with
stimulation condition (sham, nEVS and sEVS) as the within-subject fac-
tor. Statistical significance was considered when P values were < 0.05 after
Bonferroni correction for multiple comparison.
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6.3 Results

6.3.1 Thalamus Parcellation

Each thalamus was segmented into five subregions by applying the spatially
constrained normalized cut approach (Fig. 6.1). According to the vari-
ance ratio criterion, the data-driven averaged optimal number of clusters
was three. However, anatomically, the thalamus is classically segmented
into a number of relay, association, and nonspecific nuclei, including the
medial dorsal nucleus, an anterior nuclear group, the ventral nuclear group
(ventral anterior, ventral lateral, ventral posterolateral and ventral postero-
medial nuclei), the lateral nuclear group and the pulvinar nucleus, however
at the relatively coarse spatial resolution of fMRI, these may not be indi-
vidually discriminable. In a previous rsfMRI study, five distinct regions,
including ventral anterior nuclei, ventral lateral nuclei, pulvinar, anterior
nuclei and medial dorsal nuclei were identified based on independent com-
ponent analysis [176]. Using diffusion tensor parcellation approach, Kumar
and colleagues [192] also selected five stable subunits in the anterior, medial,
lateral-anterior, lateral-posterior and posterior thalamus. Six subunits have
also been chosen to investigate their subregional connectivity [35, 164]. Here,
we chose the number of subregions in thalamus to be five as an optimal bal-
ance between ease of interpretation of the results and complexity of the sub-
regional structures consistent with anatomical prior knowledge and previous
studies. The identified functional subregions we segmented were related to
the following anatomical thalamic nuclei as follows (Fig. 6.1): pulvinar and
lateral posterior nuclei (PU+LP; subregion 1), anterior nuclear group and
lateral dorsal nuclei (AN+LD; subregion 2), ventral postero-lateral nuclei
(VPL; subregion 3), medial nuclei (MN; subregion 4), and ventral anterior
and ventral lateral nuclei (VA+VL; subregion 5).

6.3.2 Thalamic subregion sizes

A significant difference in the thalamus functional subregion size was found
across the groups (F(2, 42) = 12.37, P < 0.001; Fig. 6.2A). The subre-
gion size was significantly different between the PDMOFF and HC groups
(P < 0.001), which was normalized by L-dopa medication (P < 0.001).
The weights from the logistic regression analysis (wlogit) indicated that the
PDMOFF group particularly had decreased sizes of the PU+LP in the left
thalamus and MN in the right thalamus (L1 and R4 in Fig. 6.2B) compared
to the other groups.
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Figure 6.1: An example of thalamus parcellation results from a subject is displayed on
the horizontal slices arranged from superior to inferior (from left to right). The identified
subregions are colour coded and labeled with numbers (1: pulvinar and lateral posterior
nuclei (PU+LP); anterior nuclear group and lateral dorsal nuclei (AN+LD); 3: ventral
postero-lateral nuclei (VPL); 4: medial nuclei (MN); 5: ventral anterior and ventral lateral
nuclei (VA+VL))

The stimulation condition showed significant effects on the subregion
size in the PDMOFF subjects (F(2, 28) = 3.85, P < 0.05; Fig. 6.2C). Both
stimuli normalized the thalamic subregion size in the PDMOFF subjects
(P < 0.05) and the effect of nEVS was greater compared to sEVS. In con-
trast, the stimulation did not show significant effects on the subregion size
for PDMON (F(2, 28) = 2.03, P = 0.15) and HC (F(2, 28) = 3.12, P = 0.06)
groups.

6.3.3 Connectivity between the left BG and thalamic
subregions

The ipsilateral connectivity between the left BG and left thalamus showed
a significant difference across the groups (F(2, 42) = 3.6, P < 0.05; Fig.
6.3A). The PDMOFF subjects demonstrated decreased ipsilateral connec-
tivity compared to the HC group (P < 0.01), and L-dopa medication did not
induce a significant normalizing effect. The DCA weights indicated the fol-
lowing ipsilateral connectivity is primarily reduced in the PDMOFF group:
AN+LD region and putamen, AN+LD region and pallidum, VA+VL region
and pallidum, VA+VL region and putamen, and PU+LP region and puta-
men. In contrast, the contralateral connectivity between the left BG and
right thalamus did not show a significant difference across the group (F(2,
42) = 1.87, P = 0.17).

EVS significantly modulated the ipsilateral connectivity in the PDMOFF
(F(2, 28) = 3.76, P < 0.05) and HC (F(2, 28) = 4.65, P < 0.05) groups (Fig.
6.3B) whereas no significant EVS effect was found in the PDMON group
(F(2, 28) = 1.23, P = 0.31). nEVS increased the ipsilateral connectivity in
the PDMOFF group (P < 0.05) while both nEVS and sEVS reduced the
ipsilateral connectivity in controls (P < 0.05 and P < 0.01, respectively).
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Figure 6.2: Comparison of the transformed subregional size obtained from the logistic re-
gression and EVS effects. (A) Comparison of the baseline (i.e., sham condition) subregion
sizes between the PDMOFF, PDMON and HC. (B) The weights (wlogit) from the logistic
regression analysis (L/R: left/right thalamus; 1–5: subregion index shown in Fig. 6.1).
(C) Normalizing effects of EVS on the thalamic subregion size in the PDMOFF group.
Significant P values are indicated (*P < 0.05; ***P < 0.001).

The difference between the ipsilateral and contralateral connectivity strength
was computed for each subject to examine symmetry of the left BG and tha-
lamus interactions. We found a significant difference in the baseline symme-
try across the groups (F(2, 42) = 4.24, P < 0.05; Fig. 6.3C). The PDMOFF
group had a significantly weaker ipsilateral connectivity than the contralat-
eral connectivity compared to the HC group (P < 0.01). This asymmetry
was normalized by EVS (P < 0.001 and P < 0.01 for nEVS and sEVS, re-
spectively; Fig. 6.3D). For the 15 PD subjects, we found improvement in the
asymmetry for 12 subjects by L-dopa medication (binomial test, P < 0.01),
13 subjects by nEVS (binomial test, P < 0.001), and 12 subjects by sEVS
(binomial test, P < 0.01) (Fig. 6.3E).
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Figure 6.3: DCA results for the connectivity between left BG and bilateral thalami and
EVS effects. (A) The weights and transformed data for the ipsilateral (left BG-left tha-
lamus; top) and contralateral (left BG-right thalamus; bottom) connectivity in the sham
condition. (B) EVS effects on the ipsilateral connectivity. (C) Ipsilateral and contralateral
connectivity difference in the sham condition. (D) Effects of EVS on the ipsilateral and
contralateral connectivity difference. (E) Effects of L-dopa medication and EVS on the
connectivity difference for the 15 PDMOFF subjects. Significant P values are indicated
(*P < 0.05; **P < 0.01; ***P < 0.001)
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6.3.4 Connectivity between the right BG and thalamus
subregions

There was no significant difference in the ipsilateral connectivity (right BG
and right thalamus F(2, 42) = 1.22, P = 0.31) and the contralateral con-
nectivity (right BG and left thalamus; F(2, 42) = 1.62, P = 0.21) between
PDMOFF, PDMON and HC groups in the sham condition. The stimulation
did not induce significant effects on the ipsilateral connectivity for all three
groups (PDMOFF: F(2, 28) = 0.71, P = 0.50; PDMON: F(2, 28) = 0.05,
P = 0.96; HC: F(2, 28) = 3.10, P = 0.06). The contralateral connectiv-
ity for PDMOFF and PDMON groups did not change by the stimulation
(PDMOFF: F(2, 28) = 1.12, P = 0.34; PDMON: F(2, 28) = 0.70, P = 0.50)
whereas both nEVS and sEVS decreased the contralateral connectivity in
HC group (nEVS: P < 0.05; sEVS: P < 0.01).

6.4 Discussion

The main results of this study are threefold. We demonstrate that: 1)
functional subregions of the thalami are subdivided differently between PD
groups on and off dopaminergic medication and healthy controls; 2) a signif-
icant asymmetry exists in thalamic/BG interactions in the left BG, and, 3)
these alterations are partially ameliorated with EVS in a stimulus-dependent
manner. Thus, this work provides additional mechanisms through which
EVS may prove beneficial in PD.

6.4.1 Functional thalamic subregion sizes altered in PD

Structurally, the overall volume of the thalamus as a whole appears to be
relatively spared in PD, while microscopically, there can be selective degen-
eration and structural changes of particular thalamic nuclei [122, 245]. We
demonstrated that the PDMOFF group had a decreased size of the func-
tional PU+LP subregion than the other groups. The PU plays an important
role in visual perception, visual attention and visual target selection [98] and
is critically involved in maintaining and modulating dynamics of neuronal
oscillations in the visual cortex [197], which may be implicated in visual
dysfunctions in PD [349, 373, 416]. Impaired visual functions in PD are re-
flected by deficits in sensitivity to visual stimuli such as colour-contrast and
luminance and reduced attentive visual processing [201, 216, 304]. Delays
in visually evoked potentials in PD have been also reported in electrophysi-
ological studies [143]. The LP region is important in sensory perception as
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it integrates sensory information and projects to superior parietal region in
concert with the PU. Recently, a voxel-based morphometry study has shown
that PD patients have reduced functional connectivity between the parietal
region and thalamus involved in visual and sensorimotor networks compared
to healthy controls [133], which may be associated with the reduced size of
PU+LP found in our results.

We demonstrated that PDMOFF subjects also had a decreased func-
tional size of the MN region. The MN region is known to have substan-
tial reciprocal interconnections with the prefrontal cortex (PFC), playing a
critical role in memory and various cognitive tasks [251]. Causal relation-
ships between the MN and PFC have been demonstrated in lesion studies
in human and animal models (for reviews, see [280]) and recently it was
demonstrated that decreased MN activity disrupts modulation of MN-PFC
synchrony required for working memory [281]. Although the MN plays a
key role in working memory and behaviour flexibility that are recognized as
common non-motor complications of PD [415], there is a lack of prior stud-
ies that studied the functional role of the MN in PD. There are currently
only two studies available that reported significant white matter changes of
the MN in PD patients, in relation to depression [59, 215]. Further studies
are required to elucidate implications of the volumetric changes of the MN
region in PD for cognitive functions.

6.4.2 Asymmetric connectivity of left BG and thalamus

Anatomical connectivity between the BG and bilateral thalami has been
demonstrated in animal models of PD where contralateral projections of the
GP (primarily targeting the VM) and SNr (primarily targeting intralami-
nar nuclei) were found [61, 157]. Bilateral GABAergic and glutamate path-
ways have been reported [239], and a recent optogenetic study demonstrated
that stimulation of D1 and D2 dopamine receptors in the striatum activates
bilateral thalami [203]. Our results showed reduced connectivity between
ipsilateral left BG and thalamus connectivity in the PD group, which is in
accordance with prior studies demonstrating the SN and ipsilateral thalamus
connectivity is decreased in PD [248, 311, 347].

We found significantly greater asymmetry in the connectivity between
the left BG and bilateral thalamus in the PDMOFF group, which became
more symmetric with dopaminergic medication. This asymmetry was not
observed with the right BG, suggesting the left BG connectivity with the
thalamus is more susceptible to disease effects. Prior studies have implied
that left nigrostriatal pathway is more affected by the disease than the
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right [303, 336], increasing the susceptibility of the left nigrostriatal network
[53, 229]. This may be due to the handedness [22, 32, 69, 235, 338, 391, 399]
although there may be other confounding factors. In our subjects, all PD
subjects were right-handed, whereas the obvious clinical asymmetry (de-
fined as the difference between the summed UPDRS scores of the left and
right extremities with respect to rigidity, bradykinesia and tremor [39]) was
not found (left worse: 40%; Table 6.1). While our results are consistent
with the notion that the asymmetric left BG-thalamus connectivity is due
to handedness, we do not have sufficient evidence to prove/disprove this
hypothesis.

6.4.3 Potential mechanism of EVS

We demonstrated that nEVS and sEVS both significantly normalized func-
tional subregion size in the PDMOFF group. Additionally, nEVS enhanced
the diminished ipsilateral connectivity between the left BG and thalamus
in the PDMOFF group. The 1/f type power spectrum of nEVS reflects
the power distribution found in cortical and subcortical functional networks
[56], and its beneficial effects in PD have been demonstrated in previous
studies [205, 278, 424, 432]. The stochastic resonance phenomena (also
known as “stochastic facilitation” in biological and medical fields) where
a sub-threshold random stimulus elicits functional benefits in a non-linear
system [238] such as the nervous system has been proposed as a mechanism
to explain how the randomly-varying stimuli may provide beneficial effects.

Anatomically, the vestibular nuclei in the brainstem have multiple pro-
jections directly to the thalamus including the VA, VL, VPL, VPM, in-
tralaminar nuclei, and geniculate bodies [221, 247, 286]. Prior fMRI-EVS
studies have shown that vestibular stimulation induces strong activation in
the thalamus [30, 55, 247, 366, 421]. However, neither effects on the thalamic
subregions nor modulatory influences on the BG-thalamic functional con-
nectivity have been previously described. Our findings provide evidence that
EVS modulates subgroups of thalamic nuclei and interaction with the BG
in a stimulus-dependent manner. We elucidated the EVS effects focusing on
the thalamus and BG based on their anatomical importance in both PD and
vestibular information processing. Further studies to investigate effects at
the cortical level with respect to the changes at the subcortical level shown
here will provide deeper understanding in the neurotherapeutic mechanism
of EVS. The results from the current study suggests that “normalization”
of disrupted BG-thalamus connectivity may be a key mechanism through
which EVS induces beneficial effects in PD.
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Chapter 7

Conclusion and Future Work

In this dissertation, in an effort to advance application of EVS as a potential
therapeutic intervention for PD, we utlized new multisine EVS stimuli and
investigated effects of the different stimuli on brain activity and motor func-
tion in PD and healthy subjects. In addition, we investigated effects of noisy
EVS, the stimulus type used in the majority of prior EVS studies on PD,
on motor function in PD subjects. By utilizing a new motor task and ana-
lytical methods, we have added valuable new information on top of existing
findings. Furthermore, we conducted simultaneous EVS-fMRI experiments
to probe the fundamental mechanisms of EVS utilizing the excellent spatial
resolution of the fMRI data. This is the first fMRI study to investigate
effects of EVS in PD, and we believe the outcomes from the study will sig-
nificantly increase our understanding of the EVS mechanisms. Finally, we
developed a novel denoising method to remove stimulation artifacts in EEG,
which has been identified a critical challenge to resolve in order to be able
to investigate immediate stimulation effects on brain oscillations.

7.1 Conclusion and Summary

7.1.1 Conclusion and Summary

In Chapter 2, subthreshold noisy EVS was applied to PD subjects while
they performed a visuomotor joystick tracking task, which alternated be-
tween 2 task conditions depending on whether the displayed cursor position
underestimated the actual error by 30% (‘Better’) or overestimated by 200%
(‘Worse’). Coefficients from LDA indicated that noisy EVS had significantly
affected the perceived error between the target and the displayed cursor po-
sition, displayed cursor velocity and acceleration. It was also found that
EVS made the subject more smoothly track the target as observed in SNR
and less overshoot in the tacking. These results in accordance with previous
findings that noisy EVS has effects on modulating motor functions in PD,
and raises the additional question as to whether the effects are specific only
to the type of stimulus used in this study (0.1–10 Hz, pink noise) or can

123



7.1. Conclusion and Summary

be induced, through modulation of the sensorimotor system via stochastic
facilitation or other neural mechanisms, with other types of stimuli (e.g.,
sine waves, white noise).

In Chapter 3, a new framework was proposed for removal of stimula-
tion artifacts in EEG recordings using a JBSS technique. As opposed to
conventional methods (PCA and ICA), which decompose a single dataset
into individual components, this new approach is able to simultaneously ac-
commodate multiple datasets and identify source components using their
correlation or independence within and between datasets. It was demon-
strated that the proposed method, q-IVA, outperforms the conventional
methods, MCCA and IVA in simulations. When examining real data, q-
IVA successfully attenuated the stimulation artifact and enabled detection
of physiological changes in the cleaned EEG data. The results suggest that
q-IVA is an effective denoising method for the investigation of neurophysio-
logical online effects of EVS and the method is utilized in the simultaneous
EVS-EEG study in Chapter 4.

For the evaluation of multisine EVS stimuli on brain oscillations, in
Chapter 4 discriminant features in widespread cortico-cortical couplings be-
tween PD and HC groups were first identified using SDA and the changes
in the direction and magnitude of the discriminant features induced by the
EVS stimuli were examined. It was demonstrated that the discriminant
features are associated with the strength of cortical couplings in the sen-
sorimotor region, and variability and complexity of the coupling dynamics
in predominantly theta and alpha bands. The discriminant features in the
PD subjects were found to modulated by 4-8 Hz, 50-100 Hz and 100-150 Hz
EVS such that during and after each stimulation the features were brought
close to those of the HC subjects. The direction of the changes (normaliz-
ing or worsening) induced by the stimulation was same across the different
stimuli while the magnitude and duration of the aftereffects were stimulus-
dependent.

In Chapter 5, effects of multisine EVS stimuli on motor functions were
examined using joint analysis (DCA) of the EEG and behaviour data that
were recorded simultaneously from PD and HC subjects while they were per-
forming a squeeze-bulb motor task. First, it was demonstrated that both
50-100 Hz and 100-150 Hz multisine EVS improved task performance of the
PD subjects when they were off-medication and induced less improvement
when they were on medication, suggesting interaction between the medica-
tion and EVS. The results derived from the DCA demonstrated that the
improvement in the task performance was correlated with the EVS-induced
changes in the magnitude and dynamics of beta ERD in the left motor,
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broad frontal and medial parietal regions. The effects of EVS were found
greater with the 100-150 Hz stimulation in the PD subjects off medication
and HC subjects as compared to the 50-100 Hz stimulation and the PD
subjects already on optimal medication.

The focus of Chapter 6 was to provide a deeper understanding of the
fundamental mechanisms underlying the EVS effects shown in PD, focusing
on the thalamus based on its anatomical importance in both motor networks
and vestibular information processing. FMRI data were collected from the
PD and HC subjects while 0.1-10 Hz noisy EVS (same as in Chapter 2)
and 1-Hz sinusoidal EVS were continuously being applied for 5 minutes.
The results demonstrate that both EVS significantly normalized the size
of PU+LP functional subregions in the PDMOFF group and the size of
VPL subregion in the PDMON group. In addition, the noisy EVS was
effective in improving the connectivity strength between the left BG and
bilateral thalami such that the strength of the ipsilateral and contralateral
connectivity, was less asymmetric, as would be seen in HC subjects. The
findings suggest that modulation of thalamo-BG connectivity may be one
potential mechanism underlying EVS effects on motor improvement in PD.

In conclusion, this dissertation aims to improve our understanding of
EVS technique as a potential therapeutic intervention for PD. The results
demonstrated that EVS is effective in modulating brain oscillations, activ-
ity and functional connectivity of the thalamus and improving motor be-
haviours in PD, and by varying stimulation waveforms the effect size and
duration can be further improved. The presented work lays the groundwork
and demonstrates a potential to further develop EVS for a patient-specific
neuromodulation tool to improve motor functions in PD.

The contributions of this dissertation are summarized as follows:

1. Based on approaches used to describe behaviour of the system in the
field of system identification, novel multisine stimuli for EVS were
developed such that they have advantages over conventional noisy EVS
in that they can excite specific components of responses, minimize
unwanted loss of accuracy (leakage) in the frequency domain, apply
maximum power to the system and improve subjects discomfort.

2. Multisine EVS signals were tested for the first time with neuroimaging
modality tol their investigate effects on electrical brain activities.

3. It was first demonstrated that EVS can modulate phase-based cortical
couplings. Results indicated that EVS improve both strength and
temporal dynamics of cortical couplings in PD.
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4. Results demonstrated that EVS significantly improves motor task per-
formance of PD subjects off-medication.

5. The correlation between changes in brain oscillations and motor be-
haviours induced by EVS was demonstrated for the first time. Re-
sults indicated that EVS can modulate the magnitude and dynamics
of movement-related desynchronization of beta oscillations, which are
correlated with improvement of the motor task performance.

6. Comparison of EVS effects on cortical couplings, movement-related
beta desynchronization, and motor task performance between off- and
on-medication conditions of the PD subjects indicated interactions
between L-dopa medication and EVS. It was found that, in general,
improvements by multisine EVS is greater in the off-medication con-
dition compared to the on-medication condition.

7. It was found that EVS effects can be dependent on brain states. Re-
sults demonstrated that EVS modulated the power of beta oscillations
when the subjects were engaged in the motor task but did not change
the beta power when subjects were at rest.

8. EVS was shown to change activities of the functional thalamic subre-
gions and the connectivity between the thalamus and BG in PD. This
provides a potential mechanism of how EVS can affect motor systems
in PD.

9. A novel method was devised for removal of stimulation artifacts in
EEG. The results demonstrated a robust artifact removal performance
of q-IVA method through the simulation and real-data studies. Thus,
the method could be a promising tool to properly analyze the EEG
acquired during electrical brain stimulation in future studies.

7.1.2 Limitations and suggestions for future work

Development, implementation and evaluation of EVS is highly multidisci-
plinary work, and accordingly a number of interesting areas of research can
be suggested to further improve the current EVS technique as follows:

1. Comparison of the noisy EVS and multisine EVS: In Chapters
4 and 5, the results demonstrated promising efficacy of multisine EVS
to improve motor functions in PD. As most prior EVS studies in PD
have used a noisy stimulus, it would be informative to know how mul-
tisine EVS compares to a noisy stimulus in the investigated results or
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in future studies. Synchronous neuronal activities between brain re-
gions at specific frequencies are involved to carry out particular brain
functions, and it has been shown that changes in brain activities and
resultant outcomes are dependent on the frequency of the stimulation
applied. Therefore, multisine EVS bounded in a specific frequency
band would be likely to bring about changes in particular brain re-
gions or network compared to a noisy stimulus. What would happen
if the frequency band of a multisine signal is a subset of the one of
the noisy signal like as in this study? (e.g., the 4–8 Hz multisine and
0.1–10 Hz pink noise). Would be the effect size greater with the mul-
tisine compared to the pink noise? To be able to answer this question
in the future would be critical to for providing rationales for building
optimized stimulation signals that can enhance the effect size of the
stimulation.

2. Further validation of q-IVA method: Q-IVA method was tested
in the simulation study where the stimulation artifacts were derived
from the multisine signal in 4-8 Hz. In practice, stimulation signals can
be in various waveforms (e.g., sine waves, chirps, multisines, pulses)
and it is recommended to test out the method with different types of
stimulation artifacts and identify when q-IVA works the best and when
it is less successful. This information will help promote the NIBS field
by providing more freedom for selecting stimulation parameters that
have the available denoising option to probe online stimulation effects.

3. Investigation of relationship between brain states and re-
sponses to EVS: Although this research has focused on the EVS
effects at group levels (e.g., PD patients vs. healthy controls), it is of
great interest to determine how and why the effects vary across differ-
ent individuals. This has partially done in this thesis by looking at the
correlation between effect sizes of EVS and clinical characteristics of
the PD subjects such as disease duration, severity and the amount of
dopaminergic medication taken. Nevertheless, relationships between
characteristics of individual brain activities at the baseline and EVS
effect sizes in both PD patients and healthy controls still remain elu-
sive. Brain activities can be characterized in many different ways,
ranging from conventional power spectral density of a single channel to
the complex non-stationary dynamics of multiple channels simultane-
ously. High-dimensional feature spaces will likely need to be searched
for to find the individually–specific EVS effect. State-of-the-art ma-
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chine learning approaches are warranted to address this subject.

4. Investigation of nonlinear effects: The results from Chapters 4
and 5 indicate presence of nonlinear effects of EVS in that high-
frequency stimulation (50–150 Hz) can significantly influence low-frequency
(1–50 Hz) cortical oscillations, which has not been previously reported
elsewhere. Moreover, it was shown in Chapter 5 that the non-linear
effects are also dependent on the context (i.e., resting vs. movement),
suggesting that the underlying vestibular information processing is
influenced by several integrative processes in the brain. Future in-
vestigation with more finely tuned stimulation frequency parameters
combined with EEG and/or fMRI is warranted to elucidate the non-
linear effects of EVS.
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