
On the Performance of Connectivity of

Cellular Based IoT Network

by

Syeda Puspita Mouri

B.Sc. Hons., Military Institute of Science & Technology, Bangladesh, 2016

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF
THE REQUIREMENTS FOR THE DEGREE OF

MASTER OF APPLIED SCIENCE

in

THE COLLEGE OF GRADUATE STUDIES

(Electrical Engineering)

THE UNIVERSITY OF BRITISH COLUMBIA

(Okanagan)

May 2019

c© Syeda Puspita Mouri, 2019



The following individuals certify that they have read, and recommend

to the College of Graduate Studies for acceptance, a thesis/dissertation en-

titled:

On the Performance of Connectivity of Cellular Based IoT Network

submitted by Syeda Puspita Mouri in partial fulfilment of the requirements

of the degree of Master of Applied Science

Dr. Md. Jahangir Hossain, School of Engineering

Supervisor

Dr. Stephen O’Leary, School of Engineering

Supervisory Committee Member

Dr. Anas Chaaban, School of Engineering

Supervisory Committee Member

Dr. Keekyoung Kim, School of Engineering

University Examiner

ii



Abstract

Due to the manifold connected devices future cellular based Internet of

Things (IoT) networks require significant attention. Random point process

(PP) based networks models are now widely accepted models for designing

cellular based IoT networks because of theirs analytical tractability. This

thesis focuses on analyzing the performance of cellular networks for massive

connectivity of IoT devices using stochastic geometry.

In cellular based IoT network, one of the key challenges resides in estab-

lishing connection between the devices and the base stations (BSs). An IoT

device performs random access channel (RACH) procedure when it needs

to establish connection with its intended BS. This thesis specifically focuses

on the study of success of RACH access procedure for different BSs’ distri-

bution.

In particular, we propose a novel generalized approach to calculate con-

nection failure probability of IoT devices in RACH phase of uplink (UL)

transmission. The proposed approach uses a calculation of the devices’

association probability rather than an approximation of the Voronoi tessel-

lation’s cell area distribution. There are some limitations of using Voronoi

tessellation based approach. This approach can only be used when the BSs

are distributed according to Poisson point process (PPP). The merit of the

proposed approach, besides its exact analysis, is that it can be applied for

general scenarios of BSs’ distributions. To adopt this approach, we derive

the void probability for different Poisson cluster processes (PCP), in par-

ticular, Matérn cluster process (MCP) and Thomas cluster process (TCP),

which is defined as the probability of having no children point of PCP in a

given distance.

First, we use our proposed mathematical approach to single-tier network.
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Abstract

Next, we extend our mathematical framework in multi-tier cellular based IoT

network. For both types of networks, we investigate the performance metrics

using PPP and PCP distributions for BSs’ deployment. We validate our

approach with the numerical simulations via MATLAB. We vary different

network parameters to see the effect in failure probability which can help

network designers to set values of various design parameters. Numerical

results demonstrate that our mathematical framework is highly accurate

and adaptable for general scenarios.
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Lay Summary

Internet of Things (IoT) is a digital revolution, which refers to a mas-

sive number of connected devices. Due to manifold devices, IoT networks

are being challenged by several connectivity issues. One of the most attrac-

tive solutions to these issues is cellular network architecture because of its

adaptability and availability. Traditional hexagonal cellular networks are

less practical, and this type of network architecture can not be used for a

massive number of devices. Hence, introducing randomness in the deploy-

ment of nodes, i.e., transceiver and IoT devices, is more practical solution to

this problem. Again, conventional communication theory, somewhat, falls

short to portray the random nature of interference. Stochastic geometry is

an efficient tool to capture the randomness of the interference. Our work

exploits stochastic geometry to develop a novel mathematical approach to

measure the performance metrics for different types of random deployment

of nodes.
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Chapter 1

Introduction

1.1 Background and Motivation

Twenty years ago, when people used to get stuck in traffic, they had

nothing to do but to wait. Now people can check the route with the lowest

traffic before they start and avoid inconvenience. It can be predicted that

after twenty years, cars will have a calendar schedule, and they will decide

when to start and what route to take. This is an example of the digital

revolution. This digital revolution, which impacts all aspects of life, is called

Internet of Things (IoT) [1, 2].

IoT is emerging as the next stage of the information revolution [3]. It

has the potential to transform the world as it is capable of revolutionizing

our lives through manifold applications, e.g., in smart homes, smart cities,

security, tracking, vehicular connectivity, environment, and e-health [4–6].

The main concept of IoT is to inter-connect massive number of devices. IoT

can be considered as an association or group of devices that are connected to

collect and share data [4]. Hence, this technology is large scale by nature [5,

7].

The concept of IoT began to emerge in 1999 [8, 9], and according to a

recent forecast, International Data Corporation (IDC) expects 212 billion

connected “things” globally by the end of 2020 [6]. A report from ABI

Research predicts that 75% of the growth in wireless connections between

today and the end of the decade will come from non-hub devices, that is,

sensor nodes and accessories [10–12]. Apart from mainstream mobile de-

vices, billions of IoT devices or connections will be added by the end of

2021 [11, 13, 14]. Table 1.1 depicts the growth of number of connected de-

vices and connected devices per person in IoT network since 2003 [13]. The
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vast revolution in the number of connected devices mainly took place in the

year of 2008 and 2009, and at that point of time more “things” started to

get connected than people [13]. A graphical representation of Table 1.1 is

shown in Fig. 1.1. This figure shows the trend of increment on number of

connected devices over the past years.

Table 1.1: Increasing Trend of IoT Devices

Year World Connected Connected device
population devices per person

2003 6.3 billion 500 million 0.08

2010 6.8 billion 12.5 billion 1.84

2015 7.2 billion 25 billion 3.47

IoT is expected to bring revolutionary change in every sphere of lives

[15, 16]. Smart cities, smart home, automation in agriculture, transporta-

tion, health care, and others are the most near future result of IoT. In

future, it can be possible to predict the natural disasters and take necessary

measures with the combination of sensors and automations. To confirm the

deployment of large number of sensors to facilitate the emergence of IoT it

is expected that the average price of sensors would fall from 50 cent to 38

cent by 2020 [17]. Water scarcity monitoring, managing energy consumption

at home, and even monitoring health parameters automatically is possible

now [15, 17]. Philips has developed a device that will send a pop up message

when it is time to take medicines to confirm an assistance to ill people [17].

This kind of change in each sector of life shows how rapidly IoT is making

its place.

1.1.1 Connectivity Challenges in Internet of Things

Modern era of communication is looking for the interconnection among

the enormous number of devices. Hence, IoT is a massive-scale technology

by nature. High volumes of traffic are to be accommodated in the network.

To accommodate this huge traffic IoT is facing several connectivity issues

which are discussed below [16, 18].

2
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Figure 1.1: Trend of increasing number of connected devices.
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1.1. Background and Motivation

1.1.1.1 Reliable signalling

When we think about servers and connected devices, a concern is about

the data, that the devices are generating and absorbing, which is called data

stream. Sometimes the devices need to talk with the server, sometimes the

server needs to talk with the devices, and sometimes the devices need to talk

with each other. In either case, we may have issues with connectivity drop

off. We need to make sure the stream of data travel to their destination.

So, here we need reliable two way signalling (bi-directional signalling) [19].

Hence, one of the main and challenging requirements for the success of IoT is

the availability of uninterrupted, reliable as well as bi-directional signalling

which should be enough for collecting as well as routing all data between

two or more than two devices.

1.1.1.2 Security

Devices face security challenges while connecting to each other or to base

station (BS) [20]. Below are the few main aspects of security challenges faced

in the IoT technology.

1.1.1.2.1 Encryption: There will be the need for reliable and appro-

priate end to end encryption for all the devices as well as their respective

servers. Transport layer security (TLS) or secure sockets layer (SSL) can

not be applied here because these are used for point to point encryption, not

end to end encryption. In IoT deployment data has to go through number

of different points along the chain or path, and so encryption is needed to

be confirmed throughout the data life cycle. Advanced encryption standard

(AES) can be a good choice of end to end encryption.

1.1.1.2.2 Authorization: When we send a data stream or receive a

data stream, we need to make sure that the device has authorization to

receive or send that particular data stream. This is due to the cause that

streaming of data between servers and devices is one of the most crucial

aspects of the IoT technology [21].

4
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1.1.1.2.3 Open ports: Open ports can be a cause of much trouble for

all devices if they are left unused. Open ports may prove vulnerable in

contact with the internet. This is where the need for bi-directional commu-

nication arises since we will certainly not want to expose any open ports to

the internet.

1.1.1.3 Power consumption

With millions of different IoT devices sending as well as receiving data,

it takes a toll on the CPU consumption and power. With all this complex

communication taking place 24 × 7, what we will need, is a network that

does not drain the battery of our device and must consume less power as

well [22].

1.1.1.4 Detection of presence

One of the main concerns of being connected over a common network is

to be aware of when the IoT device will be dropping off the network and

go offline without any prior notice. Also, there is no way to know when the

device will get connected back to the network and go online. It is needed to

monitor the presence of the devices in the network. The network designer

needs to know when the device went offline, when it came back to online

and the history when the device was offline.

1.1.1.5 Bandwidth

Bandwidth limitation is going to be one of the major challenges in mas-

sive IoT network. As IoT deals with massive number of devices, transferring

data among devices and with the servers causes network jamming. A large

scale network is needed to handle the massive amount of data. It is needed

to create a network where devices can seamlessly transfer data as smoothly

as possible.

Overall, to ensure connectivity of massive number of IoT devices, there

will be a number of challenges, mainly scalability, heterogeneity, and context

5
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awareness issues that are unique to IoT application scenarios. Table 1.2

summarizes the challenges on connectivity of IoT devices.

Table 1.2: Connectivity Challenges of IoT

Type Feature

Reliable signalling Need to make sure that data
stream can travel from the start
point to the desired end point.

Security Proper encryption and authorization
have to be confirmed, and open
ports should be taken care of.

Power consumption Need to build up a network
that consumes less CPU power.

Detection of presence Need to know when a device
goes offline, and when it comes

back to online.

Bandwidth Need to build a network
which can deal with massive IoT traffic.

1.1.2 Solution to Connectivity Challenges

In order to provide connectivity for IoT devices, research and develop-

ment in designing various wireless network architectures have been mak-

ing progress in recent years. The existing cellular networks are a nat-

ural and attractive solution to provide connectivity to IoT devices due

to their worldwide-established footprint and the capillary market penetra-

tion [12], [23]. Random channel access is a preferred option due to the

massive number of connected devices. However, cellular networks may have

scalability problems to provide uplink connectivity to massive numbers of

connected things and several studies report scalability issues in cellular net-

works for supporting massive uplink devices due to the random access based

uplink scheduling, e.g., see [12, 24–26] and references there in.

One of the key challenges for IoT network is the deployment and ensuring

connectivity of enormous number of devices in the network. Single-tier net-

work, where the network only has one type of BSs, suffers from the connec-
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tivity issues of large number of IoT devices [27]. One of the effective solutions

of the connectivity issue is to use multi-tier topology where multiple types

of BSs with dissimilar characteristics such as coverage areas, transmit pow-

ers, and etc. are deployed. Multi-tier cellular networks offer a fast, flexible

and improved network expansion for the existing cellular architecture [27].

Even clustered single-tier networks are subjected to have higher connection

failure probability than the multi-tier clustered networks. In a single-tier

network if the BSs are clustered, some of the devices will be far from them

which will result into low signal power and high interference power. These

will eventually lead to high failure probability. Although multi-tier networks

offer benefits, two main challenges appear while dealing with multi-tier net-

works as follows. First, we need to develop system models that capture

the realistic heterogeneity in infrastructure, irregularity in the BS locations,

and other key characteristics of multi-tier networks. Second, we need to

develop corresponding analytical frameworks to study performance metrics

like failure probability as a function of signal-to-interference-plus-noise-ratio

(SINR), outage probability, delay, and etc.

Traditionally, cellular networks are modelled using hexagonal grid model

having the BSs in the centre of the hexagonal cell. A realization of hexagonal

grid model is shown in Fig. 1.2. This model has become questionable for

current deployment scenarios of BSs [28, 29]. Point processes (PP) became

popular to model cellular networks due to their practicality and analytical

tractability using stochastic geometry tools [30, 31]. According to these

models, BSs are placed in a random manner rather than the predetermined

positions in hexagonal grid models. As a result, point processes present the

advantage of modelling the current generation of cellular networks.

Mostly, Poisson point process (PPP) has been used to model wireless

communication networks due to its analytical tractability. According to

PPP, the BSs/devices are assumed to be spatially uniformly distributed.

However, this assumption may not portrait all the cellular BSs’ deployment

scenarios. Therefore, researchers have considered Poisson cluster process

(PCP). Clustering gives freedom to specify offspring points in different ar-

eas around the parent [32]. With PCP, the parent points are distributed

7
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Figure 1.2: A realization of hexagonal grid cellular network model.
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exponentially in the area and the offspring points are distributed around

the parent points. In PCP, two of the widely used distributions are Matérn

cluster process (MCP) and Thomas cluster process (TCP). In MCP, the off-

spring points are uniformly distributed in a disk of a certain radius around

the parent points. In TCP, the offspring points follow normal distribution

around the parent points. The challenge of using PCP is that the distri-

bution of contact distances, which are the distances between the devices

and their associated BSs, is difficult to obtain for certain devices’ and BSs’

distributions. A realization of PCP multi-tier network is shown in Fig. 1.3

where the macro base stations (MBSs) are deployed as the parent points of

the PCP and small base stations (SBSs) are deployed as the children points

of PCP.

An IoT device performs RACH procedure [25, 33] when it needs to es-

tablish connection with its intended BS. RACH is primarily used for initial

network access in cellular network and after a successful RACH phase, data

transmission between the device and BS takes place. Stochastic geometry

combining with queuing theory and probability theory have been consid-

ered as one of the most efficient tools to model and analyze the stability and

scalability characteristics of the connection request phase of massive IoT

network [25, 34]. The importance of investigating the RACH access phase

in IoT enabled network is that in this phase we need to consider numer-

ous number of devices trying to connect with the same BS, which generates

intra-cell interference. In the transmission phase, where only one device is

connected to a BS, the only interference it needs to encounter is inter-cell

interference which decreases the complexity of the mathematical model.

1.2 Literature Review

Recent research works have developed a spatio-temporal analytical model

to study the scalability and stability of single-tier cellular systems and de-

termine the IoT uplink traffic limits they can accommodate [12, 24–26]. The

developed model accounts for traffic requirements and devices distributions

as well as the mutual inter-cell and intra-cell interference using a combined

9
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Figure 1.3: A realization of multi-tier (two-tier) PCP network.

10



1.2. Literature Review

stochastic geometry and queuing theory approach. In the above mentioned

works, the authors focus on calculating failure probability for RACH access

phase. In these works an approximation is used to calculate the number

of devices associated to each BS. Considering that the BSs are distributed

according to a PPP, the covered area by each BS is a Voronoi cell, whose

area was approximated by using the Gamma distribution. As a result, the

authors approximated the distribution of the devices associated per BS in

order to calculate the Laplace transform of interference power. This ap-

proximation is applicable for PPP. Although PPP is analytically tractable,

it may not be realistic for many BSs deployment scenarios as mentioned

earlier.

A number of recent works have considered using PCP for analyzing cel-

lular networks performance [35, 36]. Most of the recent works considered

single-tier downlink (DL) transmission scenario. In [35, 36] authors consid-

ered multi-tier scenario for DL. In [37], authors studied the outage proba-

bility of UL transmission for multi-tier PPP network, considering only one

MBS in their system model. Authors in [24, 25, 34] considered RACH phase

of UL transmission scenario, with single-tier PPP network for IoT connec-

tivity using the approximation of Voronoi tessellation for coverage area of

a BS. Such an assumption simplifies the analysis, however, it is not a valid

assumption for random access protocol on PCP multi-tier network with a

massive number of devices. With PCP multi-tier networks, the main diffi-

culty resides in finding the distributions of the interfering devices in cell and

from other cells. Dealing with the scenario of multiple devices associated

per channel per BS is even more challenging for MCP as devices/BS are not

uniformly distributed.

Motivated by the above mentioned limitations of the existing works, in

this work, we develop an innovative approach to analyze connection failure

probability of RACH phase of UL single-tier and multi-tier cellular networks

for massive connectivity of IoT devices. To demonstrate the adoptability

and accuracy of this novel approach we consider the following cases for BSs’

distribution while devices are PPP distributed in all of these the cases.

11
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− BSs are distributed according to PPP in a single-tier network,

− BSs are distributed according to children points of PCP (MCP and

TCP) in a single-tier network,

− BSs are distributed according to PPP in a multi-tier network,

− BSs are distributed according to parents and children points of PCP

(MCP and TCP) in a multi-tier network,

1.3 Thesis Outline and Contributions

The thesis is arranged into five chapters. Chapter 1 presents background

knowledge on the history and development of IoT enabled cellular network.

In addition, this chapter provides a detailed literature review related to the

rest of this thesis.

Chapter 2 presents the required technical background for the thesis. We

first introduce different Point Processes, for instance, PPP, PCP. We em-

phasis on the usefulness of stochastic geometry on cellular network. We also

discuss about characterizing the interference using stochastic geometry.

Chapter 3 provides highly accurate mathematical model to calculate

failure probability for IoT enabled single-tier network. Here we consider

3 models for BSs’ distribution. First, we consider the BSs are distributed

according to children points of MCP. We derive the mathematical model

for connection failure probability at each time slot in RACH access phase.

Second, we consider BSs are distributed according to TCP and we use our

novel mathematical approach in this system model to find the connection

failure probability. Third, we consider BSs are distributed according to PPP

and we implement our mathematical framework in this system model to find

the connection failure probability. We also plot the connection failure prob-

ability using Voronoi-approximation for cell coverage area, which was used

in [24]. By comparing our mathematical model with conventional Voronoi-

approximation model, we conclude that our model is adaptable and accurate

for both PPP and PCP distribution of BSs.
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The motivation of Chapter 4 is to build a generalized mathematical

model to analyze the performance of multi-tier IoT enabled cellular network.

In this chapter, we investigate the connection failure probability for multi-

tier IoT enabled cellular network. We consider PPP and PCP distribution

for BSs’ deployment in three different system models. For association of

the devices to BSs we consider two schemes: (i) distance threshold-based

association, and (ii) power-based association. Some interesting findings are

discussed when power-based association scheme is deployed. Our numerical

simulations are presented to demonstrate high accuracy and versatility of

our mathematical model.

Chapter 5 summarizes the thesis and contributions. In addition, some

future works related to our current research are also suggested.
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Chapter 2

Background of Stochastic

Geometry for Analyzing

Cellular based IoT Network

In this chapter, we provide some mathematical preliminaries on the

stochastic geometry for modeling wireless networks. First, we review differ-

ent point processes and their realization. Then, we discuss about analyzing

the performance of a cellular based IoT network using stochastic geometry.

2.1 Stochastic Geometry

Stochastic geometry addresses random spatial patterns [38]. Spatial pat-

terns refers to the organization and placement of objects. Spatial patterns

are observed everywhere in real world. For example, on a city-wide scale,

the study of spatial patterns would include where educational organizations

are located, how many of a particular type of schools (elementary, college,

university) are present, and where the schools are located in relation to each

other and to residential areas. Different schools can be visualized as different

objects. Thus, the study of spatial patterns is important and time-worthy.

Random points are the most basic and important objects in spatial pat-

tern. Hence, the heart of stochastic geometry mainly focuses on the study

of random point process. The advantages of stochastic geometry is that it

analyzes the statistical properties of random collection of points, and hence,

it makes random point process-based models more tractable.

14
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2.2 Point Processes

Point process can be defined as a random collection of points is a d-

dimensional space ❘d. In this work, we consider a 2-dimensional space ❘2.

Loosely, in most popular applications of point processes, each point repre-

sents the time or location or count of a particular event. The location of

lightning strike in earth can be modelled as point process. In communica-

tion, the number of calls arriving in each minute can be modelled as point

process. Some major types of point process, those are used to characterize

different types of events, are discussed below.

2.2.1 Poisson Point Process

Poisson point process is one of the most important point processes be-

cause of its tractability and versatile use [39]. In PPP, the number points

existing in area A ⊂ ❘
2 (0 < |A| < ∞) is a Poisson random variable.

Moreover in PPP, number of points in disjoint area are independent. In

particular, PPP is the stochastic process where events occur independently

of one another. Page view request per day in a website is an example of

PPP, where the number of arrival of requests follows Poisson distribution.

Poisson distribution can be defined as a discrete probability distribution

which refers to the probability of a number of events occurring independently

in a known period of time with a given average. A PPP can be expressed

as φ = {x′i; i
′ = 1, 2, 3, · · · }, where xi′ is the location of i′th node. If the

given average is expressed as λ in units points
m2 , for a PPP in area A ⊂ ❘

2

(0 < |A| <∞), the number of points, P (A) = |φ∩A| ∼ Poisson(λ) [40, 41].

Hence, in 2-dimensional space ❘2, the probability mass function (PMF), i.e.,

probability of number of points P (A) is equal to n, of PPP can be written

as

P{P (A) = n} =
(λA)n e−(λA)

n!
. (2.1)

A PPP can be homogeneous or non-homogeneous. In homogeneous PPP

complete randomness is assumed with a single parameter called intensity,

i.e., random number of points with intensity λ are distributed randomly

15



2.2. Point Processes

and uniformly in a given set. Here, the number of points in two disjoint sets

are independent. In non-homogeneous PPP the random number of points

are unevenly distributed according to the intensity function. However, the

independence between disjoint sets should hold in non-homogeneous PPP.

In this work, we focus on homogeneous PPP distribution. A realization of

homogeneous PPP is shown in Fig. 2.1

2.2.2 Point Cluster Process

PCP is generated by taking stationary PPP distributed parent point

process and offspring point processes, and then translating the daughter

processes to the position of their parent. Hence, PCP is obtained by applying

independent clustering to PPP [40, 42]. In PCP the parent points form a

stationary PPP, ψp = {x1, x2, x3, · · · } with intensity λp > 0, i.e., the number

of parent points per unit area is λp. The offspring points, which are also

called children points, form independent PPP, denoted as ψc, around parent

points xi′ , where i
′ = 1, 2, 3, · · · , with intensity λch > 0. The cluster process

is the union of all offspring points. So the complete cluster process, ψ can

be written as

ψ ≡ ∪x∈ψp
{x+◆x}, (2.2)

where ◆x denotes the offspring point process around parent xi′ .

2.2.3 Matérn Cluster Process

MCP is a special type of PCP where the children points form inde-

pendent PPP, ψc with intensity λch in a disk of radius Rth, centred at xi′

(denoted by D(xi′ , Rth) where xi′ is the parent point’s location), around the

parent. The parent points {x} are distributed according to homogeneous

PPP with intensity λp. The complete clustering according to MCP, ψ can

be written as x + c = z ∈ ψ ≡ ∪x∈ψp
{x + ◆x}, where {c} ≡ ◆

x denotes

the offspring point process. The elements in z are conditionally indepen-

dent and identically distributed (i.i.d.) having probability density function

(PDF) fz(z|x) [43]. MCP has three parameters λp, λch, and Rth. Hence,

MCP is an isotropic and stationary PCP formed by offspring/children points

16
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Figure 2.1: A realization of homogeneous PPP.
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whose locations around the parent points are i.i.d. with the density function,

fM (· · · ), expressed as

fM (c) =







1
πR2

th

; ||c|| ≤ Rth,

0; otherwise,
(2.3)

where ||c|| is the distance of any children point related to its parent point

and ||.|| denotes Euclidean norm. A realization of MCP is shown in Fig. 2.2.

2.2.4 Thomas Cluster Process

In TCP, like any other PCP, parent points are distributed in an area

A ⊂ ❘
2 (0 < |A| < ∞) according to a homogeneous PPP {x1, x2, x3, · · · }

(denoted as ψp) with density λp. Around these parent points, children points

are distributed according to a symmetric normal distribution, denoted by

ψc, with variance σ2v . Let us denote ◆x is the set of offspring points for

the cluster which is centred at x ∈ ψp. The number of children points per

cluster, i.e., around a parent point, is Poisson distributed with mean m̃. The

PDF fY (y) of a children point location y ⊂ ❘
2 relative to its parent point

is given as [32, 44]

fY (y) =
1

2πσ2v
exp

(

−
yT y

2σ2v

)

, y ⊂ ❘2. (2.4)

A realization of TCP is shown in Fig. 2.3.

2.3 Performance Metric

As mentioned earlier, in IoT network with manifold devices, one impor-

tant step is to establish connection among the devices and their intended

BSs. It is important to measure the probability of a reference device of

establishing connection with its intended BS. Hence, the main performance

metric of this work is connection failure probability in each time slot, which

can be defined as the probability that a device is failed to connect to its in-
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parent point

offspring point

Figure 2.2: A realization of MCP.
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parent point

offspring point

Figure 2.3: A realization of TCP.
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tended BS, i.e., the SINR is below a certain threshold. If a device has failed

to connect to its intended BS in a given time slot, it will continue sending

a RACH request in the following time slots. SINR, γ below the threshold

value, θ leads to connection failure for the device. The value of θ can be

selected depending on different modulation schemes and channel capacity.

Probability of failure is then written as [24]

Pf = P[γ < θ], (2.5)

where, P[x] denotes the probability of x. The SINR is given by

γ =
Pr

σ2 + Iagg

=
Pthr

−η

σ2 + Iagg
, (2.6)

where Pr is the received signal power, σ2 is the noise power, Iagg is the

aggregate interference power, Pt is the transmitted signal power, h is random

channel gain, r is the distance between the device and intended BS, and η is

path-loss exponent1. In eq. (2.6) exponential path loss model is considered.

The path loss model is valid when the distance, r is in the ‘far-field’ of the

antenna, i.e., distance r > 2Da

λ
. Here Da is the maximum linear dimension

of the antenna and λ is the wavelength of the electro-magnetic wave.

Since we are considering UL transmission, the aggregate interference

power can be expressed as the summation of powers from all interfering

devices. Interference is a stochastic process which depends on the location

of random devices and random fading channel gain. In RACH phase, more

than one device intend to connect with one BS, and hence, interference

generates from both types of devices, intended to connect with same BS as

the reference device and different BSs. A realization of how the interference

is generated is shown in Fig. 2.4.

Using stochastic geometry interference can be characterized by its den-

1The value of η, usually, varies from 2-6. For cellular radio communication in urban

area η varies from 3 to 5.
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Figure 2.4: A realization of interference from IoT devices to BS.
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sity function. The expression for density function of interference is unknown

for large scale network [27]. Hence the interference is usually characterized

by Laplace transform of its density function. Laplace transform of density

function of random variable X is, hereafter, mentioned as the Laplace trans-

form of X. Laplace transform of X can be characterized by its moment-

generating function (MGF). MGF of a random variable is an alternative

specification of density function, which can be characterized using stochas-

tic geometry. Mathematically, MGF can be expressed as two-sided Laplace

transform. The moment generating function of random variableX,▼X(· · · )

is given as

▼X(t) =

∫ ∞

−∞
fX(x)e

txdx = ❊
[

etX
]

, t ∈ ❘, (2.7)

where, ❊[z] is the expectation of random variable z and fX(x) is the density

function of random variable X. Hence, the Laplace transform of X can be

written as [41, 45]

LX(s) =

∫ ∞

0
fX(x)e

−xsdx = ❊
[

e−sX
]

. (2.8)

Laplace transform of interference is useful to calculate the connection

failure probability mentioned in eq. (2.5). Depending on the random channel

gain, the expression of Pf can be obtained. Rayleigh fading channel is

usually assumed for its analytical tractability. In this work, we consider

Rayleigh fading channel which makes h exponentially distributed. Using

eqs. (2.5) and (2.6), Pf can be calculated as

Pf = P

[

h <
θ

ρ
(σ2 + Iintra + Iinter)

]

= 1− P

[

h ≥
θ

ρ
(σ2 + Iintra + Iinter)

]

= 1− ❊

[

exp

{

−
θ

ρ
(σ2 + Iintra + Iinter)

}]

= 1− exp

{

−
σ2θ

ρ

}

LIinter

{

θ

ρ

}

LIintra

{

θ

ρ

}

, (2.9)
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where, LX{s} denotes the Laplace transform of random variable X which

can be found in eq. (2.8). Note that, the intra-cell interference and the

inter-cell interference are independent of each other.
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Chapter 3

Performance Analysis of

Single-Tier Cellular Based

IoT Network

In this chapter, we focus on analyzing the performance measure of cellu-

lar network for massive connectivity of IoT devices considering three differ-

ent distributions of BSs for single-tier networks. In particular, we develop a

generalized approach to calculate connection failure probability of IoT de-

vices in the RACH phase of UL transmission. The proposed approach uses

a calculation of the devices’ association probability rather than using an ap-

proximation of the Voronoi tessellation’s cells area distribution that is used

in PPP. The merit of the proposed approach besides its exact analysis, is

that it can be applied for general scenarios of devices and BSs’ distributions.

Presented numerical results2 demonstrate the effectiveness and accuracy of

the proposed approach.

3.1 System Model

In order to describe the system model, we consider the RACH phase of a

single-tier UL cellular network, where the devices are distributed according

to PPP, and BSs are considered to be distributed according to

− case 1: PPP,

− case 2: children points of MCP, and

2Colour version of the figures, in this chapter, are available in the online copy.
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− case 3: children points of TCP.

3.1.1 Network and Propagation Model

The system model with three different BSs’ distribution can be described

as below.

First, we consider that the BSs are distributed in an area A ⊂ ❘
2 (0 <

|A| < ∞) according to a homogeneous PPP, denoted by ψc, with intensity

λBS.

Second, we consider that BSs are distributed according to children points

of MCP. The parent points of MCP are distributed in an area A ⊂ ❘
2

(0 < |A| < ∞) according to a homogeneous PPP {x1, x2, x3, · · · } (denoted

as ψp) with intensity λp. A set of BSs are distributed according to PPP,

denoted as ψc = {cb; b = 1, 2, 3, · · · }, with intensity λch within a cluster

centered at xi′ ⊂ ψp around the parent point xi′ in the circle of radius Rth;

hence BSs are the children points of MCP. The intensity of BSs in the whole

area A is λBS = πR2
thλchλp.

Third, we consider that the BSs are distributed according to children

points of TCP. The parent points of TCP are distributed in an area A ⊂ ❘
2

(0 < |A| < ∞) according to a homogeneous PPP {x1, x2, x3, · · · } (denoted

as ψp) with intensity λp around which children points are distributed ac-

cording to a symmetric normal distribution, denoted by ψc, with variance

σ2v . The number of points per cluster, i.e., around each parent point, is

Poisson distributed with mean m̃. Hence, BSs are the children points of

TCP. The intensity of BSs in the whole area A is λBS = λpm̃. For all the

different cases of BSs’ distribution, devices are distributed according to a

homogeneous PPP, denoted as φD = {ui; i = 1, 2, 3, · · · }, with intensity

λu. Realizations of the system models are shown in Figs. 3.1, 3.2, and 3.3.

Note that, the BSs from same service provider, more likely, form a cluster.

Hence, considering the base stations to be distributed according to PCP is

more practical.

We consider an exponential path-loss model, where the transmitted power

decays with a rate d−η where d is the distance from device to desired BS
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base stations

devices

Figure 3.1: A realization of system model, where devices and BSs are
distributed according to PPP.
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parent points of MCP

base stations

devices

Figure 3.2: A realization of system model, where devices are distributed
according to PPP, and BSs are distributed according to children points of

MCP.
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parent points of TCP

base stations

devices

Figure 3.3: A realization of system model, where devices are distributed
according to PPP, and BSs are distributed according to children points of

TCP.
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(propagation distance) and η is the path loss exponent. In addition to

the path-loss attenuation, Rayleigh fading for multi-path environment is

assumed. We denote the intended channel power gain by h and interfer-

ing channel power gain by g (i.e., h and g are exponentially distributed with

unity mean). All channel gains are assumed to be independent of each other,

independent of the spatial locations, and are identically distributed.

3.1.2 RACH Access

To request channel access, each device randomly and independently

transmits its request on one of the available prime-length Zadoff-Chu (ZC)

sequences defined by the LTE physical random access channel (PRACH)

preamble. An interesting property of ZC sequences is that, the cyclically

shifted versions of themselves are orthogonal to each other. It is assumed

that the network is dense so that there are always multiple active devices in

each BS using the same ZC sequence requesting resource allocations. With-

out loss of generality, we assume that all BSs have the same number of ZC

sequences and that different ZC codes are orthogonal. Moreover, we assume

that devices interfering on the same ZC code constitute a PPP φ̃ ⊂ φ with

intensity λ̃u = λu
nZ

, where nZ is the number of available ZC sequences for

each BS. Fig. 3.4 illustrates how the orthogonal sequences are allocated to

the BSs for i′th cluster. All other clusters will follow the same assignment

trend.

For association of the devices to BSs, we assume that each device sends

RACH access request to the nearest BS. In addition, each device uses full-

inversion power control, i.e., it adjusts its transmit power Pi as such the

average received power at the connected BS will be equal to a predefined

threshold ρ. After a device failed to connect with the intended BS in a time

slot, it continues to send RACH access request in the following time slots

until it makes a successful attempt.

Our objective is to calculate the RACH access failure probability for each

time slot which is defined as the probability that the SINR is lower than a

given threshold. This probability is derived in the section 3.2.
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Figure 3.4: Assignment of orthogonal ZC sequences for i′th cluster. Each
BS has nZ number of orthogonal codes. Different colour represents

different ZC codes. Csi
′

jz indicates this zth ZC code is associated with jth

BS of i′th cluster.
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3.2 Mathematical Analysis

3.2.1 Failure Probability

The connection failure probability corresponds to the probability of fail-

ure to obtain RACH access in each time slot. So, it is defined as the prob-

ability that a device is failed to connect to its intended BS, i.e., the SINR

is below a certain threshold. Let us use γ to denote SINR and θ to denote

the SINR threshold, i.e, the required SINR to connect with intended BS.

Probability of failure is then written as [24]

Pf = P[γ < θ], (3.1)

where, P[x] denotes the probability of x. The SINR is given by

γ =
ρh

σ2 + Iintra + Iinter
, (3.2)

where ρ is the received power threshold, h is the fading channel gain from

the device to its intended BS, and σ2 is the noise power, while Iintra and

Iinter represent the intra-cell and inter-cell interference powers, respectively,

which will be discussed in detail in Section 4.2.3.

Since h is exponentially distributed, using eqs. (3.1) and (3.2), Pf can

be calculated as

Pf = 1− exp

{

−
σ2θ

ρ

}

LIinter

{

θ

ρ

}

LIintra

{

θ

ρ

}

, (3.3)

where, LX{s} denotes the Laplace transform of random variable X which

is defined in eq. (2.8).

3.2.2 Laplace Transform of Interference

3.2.2.1 Inter-cell interference

The inter-cell interference, Iinter, is the aggregate interference coming

from devices in other cells, i.e., devices connected to different BSs. Since each
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device is connected to its closest BS, and the transmit power is adjusted such

that the received power at the connecting BS is equal to ρ, the interference

from an inter-cell interfering device is always strictly less than ρ. Thus,

Iinter can be formulated as

Iinter =
∑

ui∈φD\{0}

✶Pi||ui||−η<ρPigi||ui||
−η, (3.4)

where ||ui|| is the Euclidean norm of the distance between the interfering

device to the intended BS of reference device. In eq. (3.4), ✶E is the indicator

function of event E. Following [12, 24] the Laplace transform of eq. (3.4) is

obtained as

LIinter
(s) = exp

(

−2πλ̃us
2

η❊P [P
2

η ]

∫ ∞

(sρ)
−1
η

y

yη + 1
dy

)

, (3.5)

where ❊x[.] is the expectation with respect to the random variable x. In

eq. (3.5), ❊P [P
2

η ] is obtained by following [Lemma 1,[46]]. While deriving

the moments of transmit power, we consider the fact that the transmit power

of IoT device is sufficient for uplink path-loss inversion, without violating its

own maximum transmit power constraint [34]. For our single-tier network

where BSs are distributed according to PPP, ❊P [P
2

η ] can be obtained as

❊P [P
2

η ] =
ρ

2

η

π λBS
. (3.6)

For the second case of BSs’ distribution, where the BSs are distributed

according to children points of MCP, ❊P [P
2

η ] can be obtained as

❊P [P
2

η ] =
ρ

2

η

π λBS
=

ρ
2

η

π(λpλchπR
2
th)
. (3.7)

For the third case of BSs’ distribution, where the BSs are distributed
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according to children points of TCP, ❊P [P
2

η ] can be obtained as

❊P [P
2

η ] =
ρ

2

η

π λBS
=

ρ
2

η

π(λpm̃)
. (3.8)

3.2.2.2 Intra-cell interference

The intra-cell interference is the aggregate interference coming from all

the devices connected to the same BS of the reference device. Since all

devices adjust their power such that the received power is equal to ρ, the

intra-cell interference conditioned on number of neighbours n, is given by

Iintra|Nc=n =
n
∑

k=1

ρg, (3.9)

where Nc is the distribution of the number of devices connected to the same

BS. As the devices are distributed according to PPP, the Laplace transform

of intra-cell interference is given by

LIintra
(s) =

∑∞
n=0

(λ̃u Ac A)n exp(−λ̃u Ac A)
n! (1+sρm)nAc

, (3.10)

where Ac is the probability that a typical device is connected to its nearest

BS namely, association probability which in detailed in section 3.2.3.

3.2.3 Association Probaility

In order to calculate LIintra
(s) in eq. (3.10), we first need to calculate

Ac. We define the distance from a typical device to its nearest BS as ru and

the distance from a typical device to vth BS as rv, where v ∈ {1, 2, · · ·V }.

Hence, Ac is derived as

Ac = ❊
[

P[ru < min
v,v 6=u

rv]
]

(3.11)

=

∫ ∞

0
P(ψc(D(O, ru)) = 0)rudru, (3.12)
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where P(ψc(D(O, ru)) = 0) denotes the probability that BS from ψc is closer

than the BS at distance ru from the typical device. Hence, this is the void

probability of BS in the circular area with radius ru around the device.

It is clear that the void probability depends on the distribution of BSs.

Association probability for different distributions of BSs are shown below.

3.2.3.1 PPP distributed BSs

For PPP distribution the void probability is well defined. The probability

that there is no point from a PPP distribution φr of intensity λr within a

distance Z from a reference point at O can be expressed as

P(φr(D(O,Z)) = 0) = exp(−λrπZ
2). (3.13)

Hence, for single-tier network, where BSs are distributed according to PPP,

eq. (3.12) can expressed as

Ac =
1

2πλBS
. (3.14)

3.2.3.2 MCP distributed BSs

The void probability of children points of MCP in distance ru can be

written as

P(ψc(D(O, ru)) = 0) =

exp

(

− 2πλp

(

∫ Rth

0

[

1− exp

[

− λchπR
2
th

(

(min(ru, Rth − x))2

R2
th

+ I1(x, ru)

)]

]

xdx+

∫ ∞

Rth

[

1− exp

(

− λchπR
2
thI2(x, ru)

)

]

xdx

))

.

(3.15)

Proof. Detailed derivation of eq. (3.15) is given in Appendix A. We also

define lower bound for eq. (3.15). Then, we derive eq. (3.15) in a closed

form for a given range of distance.
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Hence, for single-tier network, where BSs are distributed according to

children points of MCP, (3.12) can expressed as

Ac =

∫ ∞

0
exp

(

− 2πλp

(

∫ Rth

0

[

1− exp

[

− λchπR
2
th

(

(min(ru, Rth − x))2

R2
th

+ I1(x, ru)

)]

]

xdx+

∫ ∞

Rth

[

1− exp

(

− λchπR
2
thI2(x, ru)

)

]

xdx

))

rudru.

(3.16)

3.2.3.3 TCP distributed BSs

The void probability of children points of TCP in distance ru can be

written as

P(ψc(D(O, ru)) = 0) =

exp

[

−2πλp

∫ ∞

0

[

1−

(

exp

(

−m̃

(

1−Q1(
q

σv
,
ru

σv
)

)))]

qdq

]

, (3.17)

where Q1(a, b) is the first order Marcum-Q-function.

Proof. Detailed derivation of eq. (3.17) is given in Appendix B.

Hence, for single-tier network, where BSs are distributed according to

children points of TCP, (3.12) can expressed as

Ac =
∫ ∞

0
exp

[

−2πλp

∫ ∞

0

{

1−

(

exp

(

−m̃

(

1−Q1(
q

σv
,
ru

σv
)

)))}

qdq

]

rudru.

(3.18)

3.3 Numerical Results and Discussion

In our presented scenarios, we consider a network over an area of 100 km2.

The collected statistics are taken for IoT devices located within 1 km from

the origin in order to avoid the edge effects. Unless otherwise stated,

we set the network parameters as follows: nZ = 60 ZC sequences/BS,
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Figure 3.5: Failure probability versus SINR threshold θ for single-tier UL
network where BSs are distributed according to PPP.

λu = 12nZ per km2, η = 4, σ2 = −90 dBm. We vary the target SINR

threshold, θ from −25 to 5 dB. We set the MCP parameters, λp = 1 per km2,

λch = 3
π
per km2, and Rth = 1 km. Hence, it makes λBS = 3 per km2. For

TCP parameters we set, λp = 1 per km2, m̃ = 3 per km2, and σ2v = 1.

Hence, for TCP, it makes λBS = 3 per km2. For PPP, we set the parameter,

λBS = 3 per km2.

In Fig. 3.5, we plot the failure probability versus target SINR threshold

using our approach for a single-tier network where BSs are distributed ac-

cording to PPP. In order to compare our approach and the Voronoi cell area

approximation based calculation, in this figure, we also plot the connection

failure probability using the approach in [24]. This figure shows that our

proposed approach is more accurate than the Voronoi cell area approxima-

tion based approach. In Figs. 3.6 and 3.7 we plot the failure probability
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Figure 3.6: Failure probability versus SINR threshold θ for single-tier UL
network where BSs are distributed according to MCP.
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Figure 3.7: Failure probability versus SINR threshold θ for single-tier UL
network where BSs are distributed according to TCP.

versus target SINR threshold where BSs are distributed according to MCP

and TCP rspectively. From these figure, it is obvious that the analytical

results are in agreement with the simulation results which are obtained us-

ing Monte Carlo method. We also observe that for all cases, the failure

probability increases as the SINR threshold increases, as expected.

One of the main objectives of our performance derivation is to study

how to ensure a certain failure probability for given SINR requirement and

devices’ intensity. As such network designer can set values of various design

parameters. Thus, in Figs. 3.8, 3.9, and 3.10, we show the failure proba-

bility for different ratio of the devices and BS’ intensities ( λu
λBS

). From these

figures, one can estimate the required intensity of the deployed BSs, λBS for

given values of θ, devices intensity, λu, and connection failure probability.

For example, from Fig. 3.9, if we fix the SINR threshold θ = −20 dB and
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Figure 3.8: Failure probability for different λu
λBS

, where λBS = 3 per km2,

λu = 16nZ , 20nZ , 24nZ , 28nZ per km2, and BSs are distributed according
to PPP.
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Figure 3.9: Failure probability for different λu
λBS

, where λBS = 3 per km2,

λu = 16nZ , 20nZ , 24nZ , 28nZ per km2, and BSs are distributed according
to MCP.
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Figure 3.10: Failure probability for different λu
λBS

, where λBS = 3 per km2,
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to TCP.
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we want to ensure the failure probability to be less than 12% in a network

model where BSs are distributed according to single-tier MCP, the intensity

of the devices should be maximum 320 times of the intensity of BSs while 60

orthogonal ZC sequences are associated with a BS. These figures also con-

firms the trend of saturation of the network with the increase of the devices’

intensity.

In order to calculate the failure probability, we derive the void probability

for MCP and TCP in Appendix A and B. In this section, we also validate

the analytical expressions for void probability using simulation results. In

Fig. 3.11, we plot the void probability versus distance to validate our derived

void probability for MCP in eq. (A.8). The figure depicts that the analytical

result converges with the simulation result. We plot void probability for

different cluster size. The figure clearly shows that the void probability

decreases as the value of Rth increases. This is due to the reason that when

the value of Rth increases, more BS are deployed in a given area. As such,

a typical device has a higher probability to find for a BS within a smaller

area.

In Fig. 3.12, we plot our derived lower bound for void probability using

eq. (A.12) for different values of Rth. In this figure, we also plot the exact

void probability. From this figure, we can observe that the lower bound

becomes tighter when the value of Rth is higher. The reason can be ex-

plained as follows. For very high value of Rth, I1(x, Z) and I2(x, Z) become

significantly low. On the other hand, 1− exp(−y) ≈ y for very small value

of y. Hence, with these two facts it is obvious that for very high value of

Rth, PL(ψc(D(O,Z)) = 0) ≈ P(ψc(D(O,Z)) = 0). From this figure, we also

observe that the lower bound is valid for any range of Rth and Z. Such an

observation is mathematically expected as well. In Fig. 3.13, we plot the ap-

proximate void probability using eq. (A.13) for different values of Rth. Since

this approximation is only valid for the range: Z ≤ Rth

2 , we have plotted this

approximation only for this range. This figure shows there is a negligible

difference between the approximation and the exact void probability in the

given range.

In Fig. 3.14, we plot the void probability versus distance to validate
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our derived void probability for TCP in eq. (B.6). The figure depicts that

the analytical result converges with the simulation result. We plot void

probability for different value variance, which is the scattering factor of the

offspring points. The figure clearly shows that the void probability decreases

as the value of σ2v increases. This is due to the reason that when the value

of σ2v increases, BS are deployed in a wider area. As such, a typical device

has a higher probability to find for a BS within a smaller area.

3.4 Summary

Exploiting stochastic geometry, in this chapter, we have developed a

novel mathematical approach to calculate connection failure probability in

each time slot for cellular based single-tier UL IoT network. Presented nu-

merical results have demonstrated that our approach is accurate and adapt-

able for general scenarios of BSs’ distribution. As demonstrated via example

applications, the presented analysis provides engineering insights that can

assist network designers to tune various design parameters to meet certain

connection failure probability.

48



Chapter 4

Performance Analysis of

Multi-Tier Cellular Based

IoT Network

In Chapter 3, we have developed a novel and generalized mathematical

approach for calculating failure probability in each time slot in RACH access

phase considering IoT enabled single-tier cellular networks. In this chapter

we introduce a generalized approach to calculate the delay and failure proba-

bility for each time slot in RACH access phase considering multi-tier cellular

based IoT networks. For association, we consider two different device associ-

ation schemes, namely, distance threshold-based association and power-based

association. We derive mathematical model for different distributions of BSs

to show the adoptability of our approach. Finally, we present some selected

numerical examples3 to show the accuracy of our derived expressions.

4.1 System Model

Our proposed approach, to calculate connection failure probability, can

be adopted for multi-tier networks; however, for simplicity we consider a

two-tier network. We consider that the devices are distributed according to

PPP, and BSs are distributed according to

− case 1: PPP,

− case 2: parents and children points of MCP, and

3Colour version of the figures, in this chapter, are available in the online copy.
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− case 3: parents and children points of TCP.

4.1.1 Network and Propagation Model

As mentioned earlier, we consider three different distributions of BSs

which are described below.

First, we consider that the MBSs and SBSs are distributed in an area

A ⊂ ❘
2 (0 < |A| < ∞) according to a homogeneous PPP, denoted by ψp

and ψc respectively, with intensity λMBS and λSBS.

Second, the MBSs are distributed in an area A ⊂ ❘
2 (0 < |A| <∞) ac-

cording to a homogeneous PPP {x1, x2, x3, · · · } (denoted as ψp) with den-

sity λp = λMBS , and these points are the parent points (cluster centres)

of the MCP. A set of SBSs are distributed according to PPP, denoted as

ψc = {cb; b = 1, 2, 3, · · · }, with density λch within a cluster centered at

xi′ ⊂ ψp around the parent point xi′ in the circle of radius Rth; hence, SBSs

are the children points of MCP. The intensity of SBS in the whole area A is

λSBS = πR2
thλchλp.

Third, we consider that MBSs are distributed in an area A ⊂ ❘
2 (0 <

|A| < ∞) according to a homogeneous PPP {x1, x2, x3, · · · } (denoted as

ψp) with density λp = λMBS . These points are the parent points of the

TCP around which children points are distributed according to a symmetric

normal distribution, denoted by ψc, with variance σ2v . The number of points

per cluster, i.e., around per parent point, is Poisson distributed with mean

m̃. Hence, SBSs are the children points of TCP. The intensity of SBSs in the

whole area A is λSBS = λpm̃. For all the different cases of BSs’ distribution,

devices are distributed according to a homogeneous PPP, denoted as φD =

{ui; i = 1, 2, 3, · · · }, with intensity λu. Realizations of the system models

are shown in Figs. 4.1, 4.2, and 4.3.

We consider an exponential path-loss model where the received power

decays with a rate d−η where d is the distance from device to desired BS

(propagation distance) and η is the path loss exponent. In addition to

the path-loss attenuation, Rayleigh fading for multi-path environment is

assumed [24, 25]. We denote the intended channel power gain by hk and
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macro base station

small base station

IoT device

Figure 4.1: A realization of system model, where devices, SBSs and MBSs
are distributed according to PPP.
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macro base station

small base station

IoT devices

Figure 4.2: A realization of system model, where devices are distributed
according to PPP, and MBSs and SBSs are distributed according parents

and children points of TCP.
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macro base station

small base station

IoT device

Figure 4.3: A realization of system model, where devices are distributed
according to PPP, and MBSs and SBSs are distributed according parents

and children points of TCP.
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interfering channel power gain by gk for kth tier (i.e., hk and gk are expo-

nentially distributed with unity mean). All channel gains are assumed to

be independent of each other, independent of the spatial locations, and are

identically distributed.

4.1.2 Association Schemes

For association of the devices to BSs we consider two schemes: (i) dis-

tance threshold-based association, and (ii) power-based association. For dis-

tance threshold-based association [35], it is considered that if there is any

SBS within a certain distance threshold Dth from the device, the device

will be connected to the nearest SBS. Otherwise, it will be connected to the

nearest MBS. Tuning this threshold value the traffic load in a given tier, can

be controlled. In other words, Dth is a load balancing parameter. For exam-

ple, if the the threshold distance, Dth = 0, all devices will be connected to

the MBSs which corresponds to a single-tier PPP network. For power-based

association, a particular device will be connected to the BS for which it has

to transmit the lowest amount of power.

4.1.3 RACH Access

To request channel access, each device in the cluster randomly and inde-

pendently transmits its request on one of the available prime-length Zadoff-

Chu (ZC) sequences, defined by the LTE physical random access channel

(PRACH) preamble. It is assumed that there are always multiple active

devices in each BS using the same ZC sequence requesting channel access.

Without loss of generality, we assume that all BSs have nZ number of ZC

codes that are orthogonal. Moreover, we assume that devices interfering on

the same ZC code constitute a PPP ψ̃D ⊂ ψD with intensity λ̃u = λu
nZ

.

We make similar assumption as in [24, 25] that each device uses full-

inversion power control, i.e., it adjusts its transmit power Pi such that the

average received power at the connected BS will be equal to a predefined

threshold/ power control threshold ρk. A device sends the RACH access re-

quest to the intended BS following the aforementioned power-control law. A
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successful RACH access attempt allows subsequent transmission from device

to BS. The device will have an unsuccessful/failed RACH access attempt if

it fails to reach the required SINR level. If the device fails to have a success-

ful RACH access it will resend the request at the following time slot until

it succeeds to establish the connection. To resend the request it will adjust

its transmit power with the same power control threshold ρk.

Our objective is to calculate the RACH access failure probability for each

time slot which is defined as the probability that the SINR is lower than

a given threshold. This probability is derived in the Section 4.2. We also

compute average waiting time for a successful RACH, which is a function of

failure probability for each time slot.

4.2 Performance Analysis

4.2.1 Failure Probability and Delay for Successful RACH

Access

Let us use γk to denote SINR and θk to denote the SINR threshold, i.e.,

required SINR to connect with intended BS, for kth tier. Without loss of

generality, we consider θk= θ for all tiers. The failure probability of kth tier

Pfk can be written as

Pfk = P[γk < θ], (4.1)

where, P[x] denotes the probability of event x. The SINR, γk is expressed

as

γk =
ρkhk

σ2 + Iintrak + Iinterk
, (4.2)

where ρk is the received power threshold for kth tier BS where k ∈ {m, s}, i.e.,

ρm and ρs denote the received power threshold for macro-tier and small-tier

BSs, respectively. hk denotes the fading channel gain from the device to

its intended BS, and σ2 is the noise power. Iintrak and Iinterk represent the

intra-cell and inter-cell interferences for kth tier, respectively.

Since hk is exponentially distributed, using eqs. (4.1) and (4.2), Pfk
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can be calculated as [24]

Pfk = 1− exp

{

−
σ2θ

ρk

}

LIinterk

{

θ

ρk

}

LIintrak

{

θ

ρk

}

, (4.3)

where, LX{s} denotes the Laplace transform of random variable X which

is defined as

LX(s) = ❊[exp{−sX}]. (4.4)

Calculation of eq. (4.3) requires derivation for Laplace transform of inter-

cell and intra-cell interferences which are derived in Section 4.2.3. By using

Pfk and corresponding association probability, the overall probability of

connection failure can be obtained as

Pf =
K
∑

k=1

PfkAk. (4.5)

Note that, the association probability for tier k, Ak depends on the employed

devices’ association scheme4. For brevity, we introduce Aa
k to denote the

association probability of kth tier with association scheme a ∈ {d, p} where

d stands for distance threshold-based association, and p stands for power-

based association. This probability corresponds to the probability that a

typical device is connected to a BS in kth tier for given association scenario.

An IoT device will continue to submit RACH request until one successful

RACH. Therefore, the average waiting time for the successful RACH, D is

given by

D =
1

1− Pf

. (4.6)

In order to calculate failure probability in eq. (4.5) and correspondingly the

average wait time in eq. (4.6), we need to calculate association probability

Aa
k.

4For ease of demonstration we consider two-tier network, i.e., K = 2 and k ∈ {m, s}.
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4.2.2 Exact Calculation of Association Probability for a

Given Tier, Aa
k

The association probability for a given tier k, Aa
k where k ∈ {m, s} and a ∈

{d, p}, can be defined as the probability of a typical device is associated with

one BS of kth tier with a given association scheme. In order to calculate the

association probability, we calculate the void probability. For a given distri-

bution φr, this probability is defined as the probability of having no points

from φr in a given distance from a reference point which is not a part of φr.

4.2.2.1 Distance threshold-based association

With the distance threshold-based association, a typical device

a. will be connected to the nearest MBS if there is no SBS at distance

Dth from the user,

b. will be connected to nearest SBS if the nearest SBS is in distance Dth

from the user.

The probability of having no point from point process ψc in a disk of ra-

diusDth having the device in the centre; which is denoted by P(ψc(D(O,Dth)) =

0). So, the association probability of tier of MBS with distance threshold-

based association Ad
m can be written as

Ad
m(Dth) = P(ψc(D(O,Dth)) = 0), (4.7)

where a device is situated at point O. Since a particular device will be

associated with either MBS or SBS, the association probability of tier of

SBS Ad
s can be written as

Ad
s(Dth) = 1−Ad

m(Dth). (4.8)

Hence, the association probability for a given tier is a function of void

probability of the respective distribution. Association probabilities for macro-

tier and small tier, for the three different distributions of BSs, are discussed

below.
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4.2.2.1.1 PPP distributed BSs: The void probability for PPP is given

in eq. (3.13). For this case, where both MBSs and SBSs are distributed

according to PPP, the association probability of tier of MBS with distance

threshold-based association Ad
m can be written as

Ad
m(Dth) = P(ψc(D(O,Dth)) = 0)

= exp(−λSBSπD
2
th). (4.9)

Hence, the association probability of the tier of SBS Ad
s can be written as

Ad
s(Dth) = 1− exp(−λSBSπD

2
th). (4.10)

4.2.2.1.2 MCP distributed BSs: The void probability of children points

of MCP is given in eq. (A.8). For this case, where MBSs and SBSs are dis-

tributed according to parents and children points of MCP, the association

probability of tier of MBS with distance threshold-based association Ad
m can

be written as

Ad
m(Dth) = P(ψc(D(O,Dth)) = 0)

= exp

(

− 2πλp

(

∫ Rth

0

[

1− exp

[

− λchπR
2
th

(

(min(Dth, Rth − x))2

R2
th

+ I1(x,Dth)

)]

]

xdx+

∫ ∞

Rth

[

1− exp

(

− λchπR
2
thI2(x,Dth)

)

]

xdx

))

,

(4.11)

where I1(x,Dth) and I2(x,Dth) are given in eqs. (A.9) and (A.10). Hence,

the association probability of the tier of SBS Ad
s can be written as

Ad
s(Dth) =

1− exp

(

− 2πλp

(

∫ Rth

0

[

1− exp

[

− λchπR
2
th

(

(min(Dth, Rth − x))2

R2
th
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+ I1(x,Dth)

)]

]

xdx+

∫ ∞

Rth

[

1− exp

(

− λchπR
2
thI2(x,Dth)

)

]

xdx

))

.

(4.12)

4.2.2.1.3 TCP distributed BSs: The void probability of children

points of TCP is given in eq. (B.6). For this case, where MBSs and SBSs are

distributed according to parents and children points of TCP, the association

probability of tier of MBS with distance threshold-based association Ad
m can

be written as

Ad
m(Dth) = P(ψc(D(O,Dth)) = 0)

= exp

[

−2πλp

∫ ∞

0

{

1−

(

exp

(

−m̃

(

1−Q1(
q

σv
,
Dth

σv
)

)))}

qdq

]

,

(4.13)

where where Q1(a, b) is the first order Marcum-Q-function. . Hence, the

association probability of the tier of SBS Ad
s can be written as

Ad
s(Dth) =

1− exp

[

−2πλp

∫ ∞

0

{

1−

(

exp

(

−m̃

(

1−Q1(
q

σv
,
Dth

σv
)

)))}

qdq

]

.

(4.14)

4.2.2.2 Power-based association

For this association scheme a typical device will be connected to the BS

for which it requires the lowest amount of power. A typical device will be

associated with kth tier when the transmit power to connect with a BS in

kth tier is lower than the transmit power to connect to all other BSs in all

jth tier, i.e., ρkR
η
k < ρjR

η
j where j ∈ {1, 2, · · ·K} considering total number

of tiers is K, Rk and Rj is the minimum distance from the typical user to

the BS of kth tier and jth tier, respectively; whereas for two-tier network we

define Rm and Rs as the minimum distance from the typical user to the BS

of macro-tier and small-tier, respectively. Then, association probability for
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kth tier can be derived as

Ap
k = ❊Rk

[

P[ρkR
η
k < min

j,j 6=k
ρjR

η
j ]
]

= ❊Rk

[

K
∏

j=1,j 6=k

P[ρkR
η
k < ρjR

η
j ]
]

= ❊Rk

[

K
∏

j=1,j 6=k

P[Rj > (
ρk

ρj
)
1

ηRk]
]

=

∫ ∞

0

K
∏

j=1,j 6=k

P[Rj > (
ρk

ρj
)
1

η rk]fRk
(rk)drk. (4.15)

In eq. (4.15), P[Rj > (ρk
ρj
)
1

η rk] is the void probability of jth tier BS in the

circular area with radius (ρk
ρj
)
1

η rk around the device. For two-tier network,

from eq. (4.15), association probability in macro-tier and small-tier can be

written as

Ap
m((

ρm

ρs
)
1

η ) =

∫ ∞

0
P(ψc(D(O, ((

ρm

ρs
)
1

η rm))) = 0)fRm(rm)drm, (4.16)

Ap
s((

ρm

ρs
)
1

η ) = 1−Ap
m((

ρm

ρs
)
1

η ), (4.17)

where P(ψc(D(O, (ρm
ρs

1

η rm))) = 0) is void probability for point process ψc in

the circular area of radius (ρm
ρs

)
1

η rm around the device. Hence, the calcula-

tion of P(ψc(D(O, (ρm
ρs

1

η rm))) = 0) depends on the distribution of ψc. For

all different cases of BSs’ distribution, the MBSs are always considered to

be PPP distributed, so fRm(rm) can be written as

fRm(rm) = 2πrm λMBS exp(−πr
2
mλMBS). (4.18)

Hence, the association probability for macro-tier, Ap
m((

ρm
ρs

)
1

η ) and small-tier,

Ap
s((

ρm
ρs

)
1

η ) for different distributions of BSs are shown below.
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4.2.2.2.1 PPP distributed BSs: For this case, where both MBSs and

SBSs are distributed according to PPP, the association probability for macro-

tier, Ap
m((

ρm
ρs

)
1

η ) nd small-tier, Ap
s((

ρm
ρs

)
1

η ) can be written as, respectively,

Ap
m((

ρm

ρs
)
1

η ) =

∫ ∞

0
P(ψc(D(O, ((

ρm

ρs
)
1

η rm))) = 0)fRm(rm)drm

(a)
=

∫ ∞

0
exp(−λSBSπ((

ρm

ρs
)
1

η rm)
2)2πrmλMBS exp(−πr

2
mλMBS)drm

=
λMBS

(

ρm
ρs

)
1

η
λSBS + λMBS

, (4.19)

Ap
s((

ρm

ρs
)
1

η ) =
λSBS

(

ρs
ρm

)
1

η
λMBS + λSBS

. (4.20)

Here, (a) follows the void probability of PPP, which is given in eq. (3.13).

4.2.2.2.2 MCP distributed BSs: For this case, where MBSs and SBSs

are distributed according to parents and children points of MCP, the associ-

ation probability for macro-tier, Ap
m((

ρm
ρs

)
1

η ) and small-tier, Ap
s((

ρm
ρs

)
1

η ) can

be written as, respectively,

Ap
m((

ρm

ρs
)
1

η ) =

∫ ∞

0
P(ψc(D(O, ((

ρm

ρs
)
1

η rm))) = 0)fRm(rm)drm

(a)
=

∫ ∞

0

(

exp

(

− 2πλp

(

∫ Rth

0

[

1− exp

[

− λchπR
2
th

×

(

(min(((ρm
ρs

)
1

η rm), Rth − x))2

R2
th

+ I1(x, ((
ρm

ρs
)
1

η rm))

)]

]

xdx

+

∫ ∞

Rth

[

1− exp

(

− λchπR
2
thI2(x, ((

ρm

ρs
)
1

η rm))

)

]

xdx

)))

× 2πrmλMBS exp(−πr
2
mλMBS)drm, (4.21)

Ap
s((

ρm

ρs
)
1

η ) = 1−

∫ ∞

0

(

exp

(

− 2πλp

(

∫ Rth

0

[

1− exp

[

− λchπR
2
th
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×

(

(min(((ρm
ρs

)
1

η rm), Rth − x))2

R2
th

+ I1(x, ((
ρm

ρs
)
1

η rm))

)]

]

xdx

+

∫ ∞

Rth

[

1− exp

(

− λchπR
2
thI2(x, ((

ρm

ρs
)
1

η rm))

)

]

xdx

)))

× 2πrmλMBS exp(−πr
2
mλMBS)drm. (4.22)

Here, (a) follows the void probability of MCP, which is given in eq. (A.8).

4.2.2.2.3 TCP distributed BSs: For this case, where MBSs and SBSs

are distributed according to parents and children points of TCP, the associ-

ation probability for macro-tier, Ap
m((

ρm
ρs

)
1

η ) and small-tier, Ap
s((

ρm
ρs

)
1

η ) can

be written as, respectively,

Ap
m

(

(
ρm

ρs
)
1

η

)

=

∫ ∞

0
P(ψc(D(O, ((

ρm

ρs
)
1

η rm))) = 0)fRm(rm)drm

(a)
=

∫ ∞

0
exp

[

− 2πλp

∫ ∞

0

{

1−

(

exp

(

− m̃

×

(

1−Q1(
q

σv
,
((ρm

ρs
)
1

η rm)

σv
)

)))}

qdq

]

2πrmλMBS exp(−πr
2
mλMBS)drm,

(4.23)

Ap
s

(

(
ρm

ρs
)
1

η

)

= 1−

∫ ∞

0
exp

[

− 2πλp

∫ ∞

0

{

1−

(

exp

(

− m̃

×

(

1−Q1(
q

σv
,
((ρm

ρs
)
1

η rm)

σv
)

)))}

qdq

]

2πrmλMBS exp(−πr
2
mλMBS)drm.

(4.24)

Here, (a) follows the void probability of TCP, which is given in eq. (B.6).
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4.2.3 Laplace Transform of Interference

4.2.3.1 Inter-cell interference

The inter-cell interference for kth tier BS, Iinterk , is the aggregate in-

terference coming from devices in the other cells, i.e., devices connected to

different BSs.

4.2.3.1.1 Distance threshold-based association: For this associa-

tion scheme, we consider ρk = ρ. So, according to power-control law, the

transmit power of devices is adjusted such that the received power at the

connecting BS is equal to ρ. The devices associated with a given tier, is con-

nected with the nearest BS in that tier. As a result, the interference from

an inter-cell interfering device associated with the same tier of the reference

device is always strictly less than ρ. The interference from an inter-cell in-

terfering device associated with other tier is less than ∞. The interfering

devices, which are associated with a given tier k, constitute a PPP ψkD ⊂ ψD

with intensity λku = Ad
k(Dth)λu, where k ∈ {m, s}.

Thus, if the device is associated with macro-tier, Iinterm can be written

as

Iinterm =
∑

ui∈ψm
D
\{0}

✶Pi||ui||−η<ρPigi||ui||
−η+

∑

ui∈ψs
D
\{0}

✶Pi||ui||−η<∞Pigi||ui||
−η,

(4.25)

where ||ui|| is the Euclidean norm of the distance between the interfering

device to the intended BS of reference device. If the device is associated

with small-tier, Iinters can be written as

Iinters =
∑

ui∈ψs
D
\{0}

✶Pi||ui||−η<ρPigi||ui||
−η+

∑

ui∈ψm
D
\{0}

✶Pi||ui||−η<∞Pigi||ui||
−η.

(4.26)

Following [12, 24] the Laplace transform of eqs. (4.25) and (4.26) can be
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obtained as, respectively,

LIinterm
(s) = exp

(

−2π
λmu
nZ

s
2

η❊
d
Pm

[P
2

η
m]

∫ ∞

(sρ)
−1
η

y

yη + 1
dy

)

, (4.27)

LIinters
(s) = exp

(

−2π
λsu
nZ

s
2

η❊
d
Ps
[P

2

η
s ]

∫ ∞

(sρ)
−1
η

y

yη + 1
dy

)

, (4.28)

where ❊dx[.] is the expectation with respect to the random variable x for

distance threshold-based asscociation. In eqs. (4.27) and (4.28), ❊dPm
[P

2

η
m]

and ❊dPs
[P

2

η
s ] are obtained by following [Lemma 1,[46]]. While deriving the

moments of transmit power, we consider the fact that the transmit power of

an IoT device is sufficient for uplink path-loss inversion, without violating

its own maximum transmit power constraint [34]. For different distributions

of BSs ❊dPm
[P

2

η
m] and ❊dPs

[P
2

η
s ] can be obtained as below.

4.2.3.1.1.1 PPP distributed BSs: For this case both MBSs and SBSs

distributed according to PPP and hence, ❊dPm
[P

2

η
m] and ❊

d
Ps
[P

2

η
s ] can be

obtained as

❊
d
Pm

[P
2

η
m] =

ρ
2

η

πλMBS
, (4.29)

❊
d
Ps
[P

2

η
s ] =

ρ
2

η

πλSBS
. (4.30)

4.2.3.1.1.2 MCP distributed BSs: For this case MBSs and SBSs dis-

tributed according to parent and children points of MCP. Hence, ❊dPm
[P

2

η
m]

and ❊dPs
[P

2

η
s ] can be obtained as

❊
d
Pm

[P
2

η
m] =

ρ
2

η

πλMBS
=

ρ
2

η

πλp
, (4.31)

❊
d
Ps
[P

2

η
s ] =

ρ
2

η

πλSBS
=

ρ
2

η

π(πR2
thλchλp)

. (4.32)

4.2.3.1.1.3 TCP distributed BSs: For this case MBSs and SBSs dis-

tributed according to parent and children points of MCP. Hence, ❊dPm
[P

2

η
m]
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and ❊dPs
[P

2

η
s ] can be obtained as

❊
d
Pm

[P
2

η
m] =

ρ
2

η

πλMBS
=

ρ
2

η

πλp
, (4.33)

❊
d
Ps
[P

2

η
s ] =

ρ
2

η

πλSBS
=

ρ
2

η

πλpm̃
. (4.34)

4.2.3.1.2 Power-based association: For power-based association sce-

nario devices are associated with the BS for which they have to transmit the

lowest power. The transmit power of devices is adjusted such that the re-

ceived power at the connecting BS is equal to ρk. As a result, for power-based

association scenario the interference from an inter-cell interfering device is

always strictly less than ρk. So, Iinterk can be written as

Iinterk =
∑

ui∈ψD\{0}

✶Pi||ui||−η<ρk
Pigi||ui||

−η. (4.35)

The Laplace transform of eq. (4.35) can be written as

LIinterk
(s) = exp

(

−2πλ̃us
2

η❊
p
Pk

[P
2

η

k ]

∫ ∞

(sρk)
−1
η

y

yη + 1
dy

)

, (4.36)

where ❊px[.] is the expectation with respect to the random variable x for

power-based association. By following [Lemma 2,[46]], we derive ❊pPk
[P

2

η

k ]

for different BSs’ distribution, which is shown below.

4.2.3.1.2.1 PPP distributed BSs: For this case, ❊pPk
[P

2

η

k ] can be writ-

ten as

❊
p
Pk

[P
2

η

k ] =
ρ

2

η

k

π(λMBS + λSBS)
. (4.37)

4.2.3.1.2.2 MCP distributed BSs: For this case, ❊pPk
[P

2

η

k ] can be

written as

❊
p
Pk

[P
2

η

k ] =
ρ

2

η

k

π(λMBS + λSBS)
=

ρ
2

η

k

π(λp + πR2
thλchλp)

. (4.38)
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4.2.3.1.2.3 TCP distributed BSs: For this case, ❊pPk
[P

2

η

k ] can be writ-

ten as

❊
p
Pk

[P
2

η

k ] =
ρ

2

η

k

π(λMBS + λSBS)
=

ρ
2

η

k

π(λp + λpm̃)
. (4.39)

4.2.3.2 Intra-cell interference

The intra-cell interference is the aggregate interference coming from all

the devices connected to the same BS of the reference device. So the inter-

ference coming from an individual intra-cell interfering device is equal to ρk

considering the reference device is connected to a BS of kth tier. Hence, all

devices adjust their power such that the received power is equal to ρk, the

intra-cell interference conditioned on number of neighbours n, is given by

Iintrak|Nc=n =

n
∑

n′=1

ρkgk, (4.40)

where Nc is the distribution of the number of devices connected to the

BS using same orthogonal sequence. As devices are distributed according

to PPP, the Laplace transform of intra-cell interference for kth tier with

association scheme a is given by

LIintrak
(s) =

∞
∑

n=0

(−λ̃u Aa
k Ak A)

n exp(−λ̃u Aa
k Ak A)

n! (1 + sρk)
nAa

k
Ak

, (4.41)

where Ak is the probability that a typical device is connected to its nearest

BS in a given tier k. Aa
k given in eq. (4.41) can be found from Section 4.2.2

for respective distribution and association scheme. As mentioned earlier, for

distance threshold-based association, we consider ρk = ρ.

To calculate eq. (4.41), we need to calculate Ak. We define the distance

from a typical device to its nearest BS as ru and the distance from a typical

device to vth BS in a given tier as rv, where v ∈ {1, 2, · · ·V }. Hence, Ak can

be derived as

Ak = ❊
[

P[ru < min
v,v 6=u

rv]
]
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=

∫ ∞

0
P[ru < min

v,v 6=u
rv]rudru, (4.42)

where P[ru < minv,v 6=u rv] is the probability that no BS from kth tier is

closer than the BS at distance ru from the typical device. Hence, this is the

void probability of kth tier BS in the circular area with radius ru around

the device. It is clear that the void probability depends on the distribution

of BSs of a given tier. In the considered two-tier network models the MBSs

PPP distributed. The void probability for PPP is given is eq. (3.13). So,

the probability that a typical device is connected to its nearest BS from

macro-tier, Am can be obtained as

Am =

∫ ∞

0
exp(−λMBSπr

2
u)rudru. (4.43)

For different distributions of SBSs, the probability that a typical device is

connected to its nearest BS from small-tier, As can be obtained as below.

4.2.3.2.1 SBSs are distributed according to PPP: For this case,

As can be written as

As =

∫ ∞

0
exp(−λSBSπr

2
u)rudru. (4.44)

4.2.3.2.2 SBSs are distributed according children points to MCP:

The void probability for children points of MCP is given in eq.(A.8). So, for

this case, As can be written as

As =

∫ ∞

0
exp

(

− 2πλp

(

∫ Rth

0

[

1− exp

[

− λchπR
2
th

(

(min(ru, Rth − x))2

R2
th

+ I1(x, ru)

)]

]

xdx+

∫ ∞

Rth

[

1− exp

(

− λchπR
2
thI2(x, ru)

)

]

xdx

))

rudru,

(4.45)

where I1(x, ru) and I2(x, ru) are given in eqs. (A.9) and (A.10).
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4.2.3.2.3 SBSs are distributed according children points to TCP:

The void probability for children points of TCP is given in eq.(B.6). So, for

this case, As can be written as

As = exp

[

−2πλp

∫ ∞

0

{

1−

(

exp

(

−m̃

(

1−Q1(
q

σv
,
ru

σv
)

)))}

qdq

]

.

(4.46)

4.3 Numerical Results and Discussion

Unless otherwise stated we consider RACH phase of a two-tier UL net-

work, and set the network parameters as follows: nZ = 60 ZC sequences per

BS, λu = 6nZ per km2, η = 4, σ2 = −90 dBm. In our presented numerical

results, we consider a network over an area of 100 km2. The collected statis-

tics are taken for IoT devices located within 1 km from the origin in order to

avoid the edge effects. For distance threshold-based association, we consider

Dth = 0.8 km and ρ = −90 dBm whereas for power-based association, we

consider ρm = −90 dBm and ρs = −100 dBm. We vary the target SINR

threshold, θ from −25 to 5 dB.

For the intensity of the MBSs, we set λp = λMBS = 1 per km2. In case

of network model where both MBSs and SBSs are distributed according

to PPP, we set λSBS = 3 per km2. For system model, where SBSs are

distributed according to children points of MCP, we choose Rth = 1 km,

λch = 3
π
per km2, and hence, it makes λSBS = 3 per km2. In order to set

the intensity of the BSs in the network we define λBS = λp(πR
2
thλch + 1).

For the third considered model, where SBSs are distributed according to

children points of TCP, we set σ2v = 1, m̃ = 3 per cluster, and hence, it

makes λSBS = 3 per km2. In order to set the intensity of the BSs in the

network we define λBS = λp(m̃+ 1).

We subdivide this section into two parts as follows. In the first part,

we validate our derived analytical expressions with numerical simulation.

In the second part, we study the effect of varying different parameters of

interest.
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Figure 4.4: Failure probability versus SINR threshold θ for two-tier UL
network where SBSs and MBSs are distributed according to PPP.
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4.3.1 Validation of Analytical Results

4.3.1.1 Failure probability

In Figs. 4.4, 4.5, and 4.6 we plot the failure probability versus target

SINR threshold for distance threshold-based association and power-based

association for all three system models considered. Corresponding simula-

tion results are also plotted in these figures. We use Monte Carlo method

for obtaining the simulation results. From these figures, it is obvious that

the analytical results are in agreement with the simulation results. We

also observe that for all cases, the failure probability increases as the SINR

threshold increases, as expected. An interesting observation is, for power-

based association the failure probability if higher than distance threshold-

based association. The reason is, while following the power-based association

scheme, the device transmits the connection request with the lowest amount

of power. The lowest amount of power leads to lower SINR, which causes

the high failure probability. However, the difference in connection failure

probability, between the two schemes, depends on the cluster size, distance

threshold and the power control thresholds.

4.3.2 Effect of Varying Network Parameters:

In this section, we study the effect of varying the different network pa-

rameters on failure probability for each time slot. In particular, for the

network model where BSs are distributed according to MCP, we vary clus-

ter radius and device density on association probability, connection failure

probability and average waiting time.

4.3.2.1 Effect of cluster size of on the association probability

Fig. 4.7 shows association probability of SBSs for different radius of

Matérn cluster with distance threshold-based association scheme. For higher

radius of Matérn cluster, the association probability of SBSs is also higher

with distance threshold-based association scheme. When the radius of the

cluster increases, more SBSs are distributed within a given area. Therefore,
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the probability of a SBS being closer to a device is increased.

In Fig. 4.8, we show the association probability of SBSs for different

values of radius of cluster when the power-based association scheme is em-

ployed. To plot this figure, we vary the ratio of ρm and ρs from 101 to 105

where we fix ρm = −90 dBm. From Fig. 4.8, we observe that as the value

of ρm
ρs

increases, the association probability corresponding to the small-tier

increases. The reason is explained as follows. As the value of ρm
ρs

increases

the received power threshold for small-tier is (proportionally) lower than the

macro-tier. So, in order to connect with a SBS, a device has to transmit a

lower amount of power compared to that of a MBS. As such, the association

probability of small-tier increases. From this figure, it is also obvious that

as the Rth increases, the association probability corresponding to small-tier

increases. This is expected as the value of Rth increases, more SBSs are

deployed in a given area.

4.3.2.2 Effect of cluster size on the failure probability:

In order to show the effect of radius of the cluster on the failure probabil-

ity, in Figs. 4.9 and 4.10, we plot failure probability versus SINR threshold

for distance threshold-based and power-based associations schemes, respec-

tively. For distance threshold-based association scheme, failure probability,

plotted in Fig. 4.9, clearly shows that the failure probability increases as the

value of Rth increases. This is due to the reason that when the value of Rth

increases, more SBS are deployed in a given area. As such a typical device

has a higher probability to connect to a BS within a smaller area.

Interestingly, for power-based association scheme, the failure probability

plotted in Fig. 4.10 shows crossovers in high SINR threshold (θ) region. In

other words, in the higher target SINR region, with the increment of Rth,

failure probability increases rather than decreasing. The reason can be ex-

plained as follows. With the increment of Rth the association probability to

connect with SBSs increases. As the devices follow the full-inversion power-

control law, while the device intends to connect with a SBS, it experiences

a lower signal power and a higher interference power. For lower values of
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θ, it is easy to achieve such a threshold value for even higher values of Rth.

Hence, the failure probability decreases with the increment of Rth up to

a certain value of θ. After that value of θ, due to the higher interference

power and the lower signal power, the devices tend to fail to achieve the

higher SINR threshold when the value of Rth increases. Therefore, the tar-

get threshold increases with the increment of Rth, and failure probability

increases instead of decreasing. In this region failure probability decreases

with decrement of Rth. In distance threshold-based association scheme, we

do not observe this trend because of the assumption of same received power

threshold for all tiers.

The analysis provides an engineering insight that can assist to design net-

works as demonstrated via example applications. For example, the radius of

cluster size, Rth should be higher to minimize the connection failure proba-

bility when the distance threshold-based association scheme is employed as

shown in Fig. 4.9. On the other hand, when power-based association scheme

is employed, the value of Rth should be chosen based on the target SINR, θ.

For example, as shown in Fig. 4.10, for the given parameters, if the target

SINR threshold is below −4 dB, then Rth should be higher to achieve a

lower connection failure probability. However, if the SINR requirement is

larger than −4 dB, we should choose a lower value of Rth to have a lower

value of failure probability.

4.3.2.3 Effect of traffic per BS:

One of the main objectives of our performance derivation is to study

how to ensure a certain failure probability for given SINR requirement and

devices’ intensity. As such network designer can set values of various design

parameters.

In Figs. 4.11 and 4.12, we plot the failure probability for different ratio

of the devices’ and BSs’ intensities. From these figures, one can estimate

the required intensity of the deployed BSs, λBS for given values of θ, λu,

and connection failure probability. For example, from Fig. 4.11, if we fix the

SINR threshold θ = −5 dB and we want to maintain the failure probability
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Figure 4.11: Failure probability versus θ for different λu
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to be less than 80% the intensity of the devices should be maximum 90 times

of the intensity of BSs, where nZ = 60 ZC sequences per BS. These figures

also confirm the trend of saturation of the network with the increase of the

devices’ intensity.

4.3.2.4 Effect of cluster size and device density on average

waiting time for RACH success:

In this section we analyze the average waiting time (in no. of time slots)

for RACH success by varying the cluster size and the device density by plot-

ting the average waiting time in Fig. 4.13. From this figure, we observe that

with a smaller cluster size and a higher device density, delay for successful

connection increases. Apart from this, from Fig. 4.13 it can be seen that

for a smaller cluster size, the spread of average waiting time between device

densities is higher than that of larger cluster size. This result enlightens

the fact that with a larger cluster size the delay in successful connection

can be decreased even with higher user density. Fig. 4.13 considers distance

threshold-based association; however, the power-based association concludes

with similar remark.

4.4 Summary

In this chapter, we have developed a generalized approach to calculate

connection failure probability of IoT devices in the RACH phase of UL

transmission in a multi-tier network. The proposed approach was used to

study the failure probability under two different association schemes. Using

our derived failure probability, we have investigated the effect of various

parameters on connection failure probability. As demonstrated via example

applications, the presented analysis can assist network designers to tune

various design parameters in multi-tier network in order to meet certain

connection probability.
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Chapter 5

Conclusion and Future

Direction

In this chapter, we summarize the contributions of this thesis, and pro-

pose some future works that have ensued from my research works.

5.1 Conclusion

Stochastic geometry, nowadays, has been popular to derive the perfor-

mance metrics for networks with massive number of devices. PPP has re-

cently been used for random network modeling due to its well-defined closed

form expressions. If the BSs are PPP distributed, most recent literatures

have considered Voronoi tessellations’ cell area distribution to calculate the

coverage area of each BS. However, the Voronoi cell area distribution is not

a good approximation when the BSs are distributed according to PCP. In

this work, we have developed a generalized approach to calculate connection

failure probability of IoT devices in the RACH phase of UL transmission for

IoT enabled cellular network.

In particular, we have derived association probability for different distri-

butions of BSs. Using our approach, the performance metric is calculated for

different BSs’ distribution in single-tier and multi-tier topology. In Chap-

ter 3, we have developed a novel approach for calculating failure probability

of each time slot for RACH scheme in single-tier network. In Chapter 4, we

extended our approach for RACH phase for different association schemes in

multi-tier network. Presented numerical results showed the accuracy and

adaptability for our mathematical model.

We have also shown that even for PPP, our approach for calculating fail-
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ure probability is more accurate than the method using Voronoi tessellation’s

cell area distribution. Moreover, for a particular distribution in multi-tier

network, when power-based association scheme is applied, some interesting

behaviour of the network is observed in high SINR region with varying clus-

ter sizes. The proposed approach, in this thesis, is novel, generalized, and

more accurate than the existing framework.

5.2 Future Works

In what follows, we have mentioned three research works that can be

pursued in future.

− In this work, we consider Rayleigh fading channel model because of its

analytical tractability. Using Rayleigh fading it is possible to derive

concise equation for Laplace transform of interference. One potential

extension is to assume other fading models, e.g., Nakagami fading. We

conjecture that other fading models may not lead to concise equation

for Laplace transform of interference. As such, an approximation of

Laplace transform or different options can be explored.

− While considering RACH access phase, we consider the failed devices

will resend the RACH access request with same received power thresh-

old at next time slot. This medium access control (MAC) transmission

scheme, namely baseline scheme, can be replaced by other MAC trans-

mission schemes, e.g., power ramping scheme.

− In this work, we consider the devices are distributed according to PPP.

However, in real world devices can be dense at some places. To por-

tray those cases PCP can be considered for devices’ distribution and

necessary derivations can be carried out.
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Appendix A

Derivation of Void

Probability with MCP

Let us consider a set of points are distributed in an area A ⊂ ❘2 (0 <

|A| < ∞) according to a homogeneous PPP {x1, x2, x3, · · · } (denoted as

ψp) with density λp, and these points are the parent points (cluster centres)

of the MCP. A set of SBSs are distributed according to PPP, denoted as

ψc = {cb; b = 1, 2, 3, · · · }, with density λch within a cluster centered at

xi′ ⊂ ψp around the parent point xi′ in the circle of radius Rth. To derive

the void probability, without loss of generality, we consider, a reference IoT

device placed at the origin O. Let us denote P[ψc(D(O, r)) = 0] as the

probability that there is no point from ψc in the disk D(O, r) of radius r.

By conditioning over the clusters, this probability expression is written as

P[ψc(D(O, r)) = 0] = ❊


 ∏

x∈ψp

∏

c∈◆x

✶(x+ c) 6∈ D(O, r)


 , (A.1)

where x is a parent position of the cluster, ψp is the distribution of the

clusters’ parents, which is PPP distributed, ◆x is the set of children of

the parent x, and c is a children of that cluster. Using the Probability

Generating Function (PGF) for PCP [32], eq. (A.1) can be simplified as

P[ψc(D(O, r)) = 0] =

exp

{
−λp

∫

❘

(
1− e−πR

2

th
λch
)∫

D(x,Rth)∩D(O,r)
fz(z|x)dzdx

}
. (A.2)

To find out fz(z|x) in eq. (A.2) we consider two cases shown in Fig. A.1.

93



Appendix A. Derivation of Void Probability with MCP

1. Case 1 (||x|| < Rth) : In this case, the cluster centered at x includes the

origin O. So, the children points, i.e., the BSs of this cluster, will reside

either inside the disk D(O,Rth−x) or in areaD(x,Rth)\D(O,Rth−x),

where C\B = {y ∈ C | y /∈ B}. So, for this case fz(z|x) can be

computed using [Theorem 2.3.6,[47]] as

fz(z|x) =




A1(z, x), if 0 ≤ z < Rth − x,

A2(z, x), if Rth − x ≤ z ≤ Rth + x,
(A.3)

where A1(z, x) and A2(z, x) are respectively defined as

A1(z, x) =
2z

R2
th

, (A.4)

A2(z, x) =
2z

πR2
th

cos−1(
z2 + x2 −R2

th

2zx
). (A.5)

2. Case 2 (||x|| > Rth) : In this case, the cluster centered at x does not

include the origin O. So, the children points, i.e., the BSs of this

cluster, reside inside disk D(x,Rth). For this case, x − Rth ≤ z ≤

Rth + x, and fz(z|x) is equal to A2(z, x) defined in eq. (A.5).

In order to compute eq. (A.2), we need to find out the integral limits.

For outer integral, in eq. (A.2) it is quite obvious to say that for Case 1,

the integral limit spans from 0 to Rth whereas for Case 2, it spans from

Rth to ∞. The inner integral,
∫
D(x,Rth)∩D(O,r) fz(z|x)dz, in eq. (A.2) can be

simplified as

∫

D(x,Rth)∩D(O,r)
fz(z|x)dz =





∫ min(r,Rth−x)
0 A1(z, x)dz, if 0 ≤ r < Rth − x and ||x|| < Rth
∫ min(r,Rth+x)
min(r,Rth−x)

A2(z, x)dz, if Rth − x ≤ r ≤ Rth + x and ||x|| < Rth
∫ min(r,x+Rth)
min(r,x−Rth)

A2(z, x)dz, if x−Rth ≤ r ≤ x+Rth and ||x|| > Rth.

(A.6)
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D1 Represents D (O,r) when r < Rth-x

D2 Represents D (O,r) when Rth-x ≤ r  ≤ Rth-x

D3 Represents D (O,r) when x-Rth ≤ r  ≤ x+Rth

D1         D3

Denotes x (position of parent point)

R1 R2 R3
R4R5

D (0,Rth)

D (x,Rth)

(i) (ii)

D2

Figure A.1: Void probability scenarios: (i) Region R1 and R2 depict the
scenarios for Case 1, and (ii) Region R3 depicts the scenario for Case 2.
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Using eqs. (A.4) , (A.5) and (A.6) in eq. (A.2) we obtain the void

probability as

P[ψc(D(O, r)) = 0] = exp

(
− 2πλp

(∫ Rth

0

[
1− exp

[
− λchπR

2
th

×

(∫ min(r,Rth−x)

0
A1(z, x)dz +

∫ min(r,Rth+x)

min(r,Rth−x)
A2(z, x)dz

)]]
xdx

+

∫ ∞

Rth

[
1− exp

(
− λchπR

2
th

∫ min(r,x+Rth)

min(r,x−Rth)
A2(z, x)dz

)]
xdx

))
. (A.7)

After some manipulation in eq. (A.7) and changing the parameter from r to

Z we obtain the void probability expression as

P(ψc(D(O,Z)) = 0) =

exp

(
− 2πλp

(∫ Rth

0

[
1− exp

[
− λchπR

2
th

(
(min(Z,Rth − x))

2

R2
th

+ I1(x, Z)

)]]
xdx+

∫ ∞

Rth

[
1− exp

(
− λchπR

2
thI2(x, Z)

)]
xdx

))
, (A.8)

where I1(x, Z) and I2(x, Z) are expressed as

I1(x, Z) = C(min(Z,Rth + x), x)− C(min(Z,Rth − x), x), (A.9)

I2(x, Z) = C(min(Z, x+Rth), x)− C(min(Z, x−Rth), x), (A.10)

where, C(v, x) can be expressed as

C(v, x) =
R2

thv

2π

{
2v cos−1

(
v2 + x2 −R2

th

2vx

)

− x

√
−R4

th + 2R2
th(x

2 + v2)− (x2 − v2)2

x2v2

}

−
R4

th

π
tan−1

(
−v2 + x2 +R2

th√
−R4

th + 2R2
th(x

2 + v2)− (x2 − v2)2

)
. (A.11)
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Eq. (A.8) can readily be used to calculate the association probability. How-

ever, we can obtain the lower boundary of void probability in eq. (A.8). Let

us use two inequalities: (1− exp(−ax)) < ax and exp(−y1) < exp(−y2) for

y1 > y2. Now the lower bound of P(ψc(D(O,Z)) = 0) in eq. (A.8) can be

written as

PL(ψc(D(O,Z)) = 0) =

exp

(
− 2πλp

(∫ Rth

0

[[
λchπR

2
th

(
(min(Z,Rth − x))

2

R2
th

+ I1(x, Z)

)]]
xdx

+

∫ ∞

Rth

[(
λchπR

2
thI2(x, Z)

)]
xdx

))
. (A.12)

This lower bound is useful for approximating the highest association

probability of the tier with SBSs as well as the highest failure probability

for a given cluster size. For very high value of Rth, we can show that

PL(ψc(D(O,Z)) = 0) ≈ P(ψc(D(O,Z)) = 0) is satisfied.

Then, we approximate eq. (A.8) in a closed form for a given limit of

distance. We conclude the fact that for very small values Z, I1(x, Z) → 0

and I2(x, Z)→ 0. Using this fact, eq. (A.8) can be approximated as

P̂(ψc(D(O,Z)) = 0) = exp[−πλpR
2
th{1− exp(−πλchZ

2)}]. (A.13)

Note, this approximation is only true when Z < Rth

2 .
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Derivation of Void

Probability with TCP

Let us consider that the parent points of TCP are distributed in an area

A ⊂ ❘2 (0 < |A| < ∞) according to a homogeneous PPP {x1, x2, x3, · · · }

(denoted as ψp) with density λp. Around these parent points, children points

are distributed according to a symmetric normal distribution, denoted by

ψc, with variance σ2v . Let us denote ◆x is the set of offspring points for the

cluster which is centred at x ∈ ψp. The number of children points per cluster,

i.e., around per parent point, is Poisson distributed with mean m̃. To derive

the void probability, without loss of generality, we consider, a reference IoT

device placed at the origin O. Let us denote P[ψc(D(O, r)) = 0] as the

probability that there is no point from ψc in the disk D(O, r) of radius r.

Let us denote ❉x is the sequence of distance from a reference point to the

offspring points of the cluster, i.e.; {p : p = ||x+y||, ∀y ∈ ◆x}. For any choice

of the reference point, conditioning over the location of cluster parent, the

conditional distribution of P is Rician with density function fP (p|q), where

q = ||x|| [48]. fP (p|q) can be written as

fP (p|q) = fP

(
p|q,

√
σ2v

)
=

x

σ2v
exp

(
−(p2 + q2)

2σ2v

)
I0

(
pq

σ2v

)
, (B.1)

where I0(.) is modified Bessel function with order zero.

To find out P[ψc(D(O, r)) = 0], we use the properties of PGF. By def-

inition [32], PGF of of a non-negative integer-valued random variable R is

given by

GR(s) = ❊(s
R), ∀s ∈ [0, 1]
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=
∞∑

n=0

snP[R = n]

(a)
=

∞∑

n=0

snpn

(b)
= p0s

0 + p1s
1 + p2s

2 + p3s
3 + · · · , (B.2)

where (a) follows from conversion of parameter P[R = n] to pn, and (b)

follows from Maclaurian series expansion. From eq. (B.2) we can derive the

void probability as

p0 = P[R = 0] = GR(0). (B.3)

This property of PGF holds for both random variables and random pro-

cess. Hence, deriving PGF for TCP leads to calculation of void probability

of TCP. For a Poisson point process, φr with intensity λr in area ❘2, the

PGF can be defined as [32]

G(s) = ❊


∏

x∈φr

s(x)


 = exp

(
−λr

∫

❘2

(1− s(x))dx

)
. (B.4)

The PGF of of number of points, from the cluster residing in the disk

D(O, r), can be derived as

GR(s) = ❊(sR)

= ❊

(
s
∑
x∈ψp

∑
y∈◆x

)

= ❊


∏

x∈ψp

∏

y∈◆x

s✶{||x+y||<r}




(a)
= ❊


∏

x∈ψp

exp

(
−m̃

∫

❘2

(
1− s✶{||x+y||<r}

)
fY (y)dy

)


(b)
= exp

[
−λp

∫

❘2

{
1−

(
exp

(
−m̃

∫

❘2

(1− s✶{||x+y||<r})fY (y)dy

))}
dx

]

(c)
= exp

[
−λp

∫

❘2

{
1−

(
exp

(
−m̃

∫

❘2

(1− s✶{||z||<r})fY (z − x)dz

))}
dx

]
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(d)
= exp

[
−2πλp

∫ ∞

0

{
1−

(
exp

(
−m̃

∫ r

0
(1− s)fP (p|q)dp

))}
qdq

]
, (B.5)

where (a) holds due to the reason that number of children points in each

cluster is a PPP, (b) holds due to the fact that the parents points are dis-

tributed according to PPP, with fY (y) defined in eq. (2.4), (c) follows from

change in variable z ← x + y, and (d) follows from changing Cartesian to

polar coordinates. In eq. (B.5), fP (p|q) is given in eq. (B.1). Hence the void

probability P[ψc(D(O, r)) = 0] can be derived from eq. (B.5) as

P[ψc(D(O, r)) = 0] = GR(0)

= exp

[
−2πλp

∫ ∞

0

{
1−

(
exp

(
−m̃

∫ r

0
fP (p|q)dp

))}
qdq

]

= exp

[
−2πλp

∫ ∞

0

{
1−

(
exp

(
−m̃

(
1−Q1(

q

σv
,
r

σv
)

)))}
qdq

]
,

(B.6)

where Q1(a, b) is the first order Marcum-Q-function. Marcum-Q-function of

orderM is defined as QM (a, b) = exp−a2+b2

2

∑∞
M−1(

a
b
)M−1IM−1(ab), where

IM−1(ab) is modified Bessel function of order M − 1.
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