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Abstract

Over the last decade, integrated circuit technology has witnessed a surge in interest toward millimeter-wave (mm-wave) frequencies (30 to 300 GHz), mainly due to the increasing number of promising applications enabled by and implemented in this frequency band. Imaging and biomolecular spectroscopy are among the main applications of mm-wave frequencies. The ability to characterize nanostructures could have a dramatic impact on basic research in materials design and biosensing. Many magnetic-resonance (MRI) based imaging techniques used to explore biological structures benefit partly from being carried out at very low temperatures. Lack of transistor models at such low temperatures is a major challenge for circuit design. In the first part of this thesis, we address the fundamentals of signal generation at low temperatures and develop a custom-designed, application-specific signal source for an imaging experiment implemented in a 0.13-µm bipolar/complementary metal-oxide semiconductor (BiCMOS) process. The basics of signal generation outlined in this part can be expanded to include other needs for cryogenic applications.

Radio technology has evidenced a rapid evolution with the launch of the analogue cellular systems in 1980s. As technology evolves, so does our expectation on how we could use it. Growing demand for high throughput and capacity on one end, and the ever-increasing desire towards ubiquitous connectivity on the other end, have strained current schemes and standards, calling for alternative novel high capacity systems. To address capacity demands, mm-wave spectrum provides a unique opportunity due to the availability of wider and unpopulated frequency bands which better facilitate high-speed communications. In this context, the emerging 5th Generation Mobile Network (5G) is also expected to use mm-wave bands. However, energy efficiency...
remains a critical issue for all of these applications and has become an important challenge to deal with in face of higher performance requirements. In the second part of this thesis, we propose circuit solutions and strategies for efficient signal generation at very high-frequency bands and demonstrate state-of-the-art mm-wave signal sources implemented in 65-nm and 0.13-μm CMOS with DC-to-RF efficiencies of around 15%, the highest efficiencies reported to date for CMOS oscillators operating in the vicinity of and beyond 100 GHz.
Lay Summary

This thesis summarizes the efforts toward approaching the limits of silicon-based technologies for efficient signal generation at millimeter-wave frequencies. We push the limits of electronic design in various silicon-based integrated circuit technologies and exploit transistor capabilities to achieve high speed, low power consumption, an improved performance overall. To validate the concepts developed in this research, proof-of-concept prototypes are implemented in different technologies and are successfully tested. The proposed design approaches can be employed to develop circuits and systems that further enable applications such as imaging, radar, sensing and communications for medical, security and Internet of Things (IoT) systems.
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What is millimeter-wave technology? 4\textsuperscript{th} generation (4G) long term evolution (LTE) wireless technology currently employs lower frequency bands of the electromagnetic (EM) spectrum, generally below 5 gigahertz (GHz), to deliver data at improved speeds as compared to previous generations of mobile communication protocols. The speeds achieved via 4G LTE have dramatically transformed the way we communicate and manage our daily lives. However, as technology evolves, so do our expectations on how we need to harness and use it. As people and societies become more and more reliant on digital data and technologies, the demands created by increasingly data-intensive applications necessitate to reimagine the fundamentals of how the data flows. To this end, in the recently introduced 5\textsuperscript{th} generation (5G) wireless systems, higher frequency bands— such as, the 28 and 39 GHz frequency bands—are being considered. These frequencies are within the millimeter-wave (mm-wave) band. In general, frequencies within 30 to 300 GHz are referred to as mm-wave frequencies. These higher frequency bands offer an increased absolute bandwidth, and thus facilitate carrying larger amounts of data at higher speeds and with a negligible (almost) zero latency, or lag. To intuitively explain, we can think of mm-wave spectrum as a superhighway where fleets of trailers transport gigantic shipment packs of data around in all directions with no restriction on speeds. Higher frequencies create the condition where tens of thousands of gigantic lanes can be put together instead of the individual small lanes. This is an ideal choice for accommodating a massive increase in data demands brought in by data-intensive applications such as mobile-first users, connected homes, cloud gaming systems, self-driving vehicles, and IoT (Internet-of-Things) sensors. Historically, mm-wave bands have been used almost exclusively for
government and non-commercialized applications due to the costly nature of semiconductor technologies such as Gallium Arsenide that could operate at such high frequencies. In the recent years, the maturation of silicon technologies such as CMOS and SiGe BiCMOS has created the possibility for both commercialized and non-commercialized products uniquely suited for mm-wave operation. This has been pushing silicon deeper into mm-wave realm. Despite great advances, there are still bottlenecks resulting from the less-explored aspects of the high-frequency circuit design that need to be addressed by the low-cost and versatile CMOS electronics. For instance, in the context of battery-powered wireless/wireline connectivity solutions low power operation is one of the important design objectives and operation at high frequency while keeping the power consumption as low as possible is a nontrivial task.

1.1 mm-Wave Technology Overview

Over the last decade, integrated technology has witnessed a surge in interest toward mm-wave frequencies (30 to 300 GHz), due to the increasing number of promising applications implemented in this frequency band. With an increased available absolute bandwidth, the lower frequency bands into mm-wave spectrum (<110 GHz) are presently being explored for most notably a variety of communication and imaging applications [1]. Imaging and bio/molecular spectroscopy were the first and main applications of mm-wave frequencies. Other examples include, automotive radar at 77-GHz band with a massive commercialized viability [2], passive radar imaging in W-band (75 to 110 GHz) [3], and multi-Gbps (giga-bit-per-second) wireless communication at 60 GHz [4], [5]. The effective short wavelength on silicon in such a band (in the order of millimeter) facilitates on-chip antennas design, thereby enabling the implementation of multi-element transceivers with electronic beamforming (mm-wave phased-array) that overcomes the large inherent path-loss and
fading at mm-wave frequencies [6]–[8]. This can improve range and capacity by providing access to spatial diversity and point-to-point wireless links. The critical requirement to implement such systems, especially for proliferation into mobile devices, is the power efficiency of the mm-wave links. Solutions that consume several watts of power to realize such links cannot be readily integrated into portable devices. In this context, the ability to generate low-power millimeter-wave signals in low-cost silicon technologies, for instance, can enable inexpensive in-home treatment options as a mm-wave medical benefit [9], [10]. Fig. 1.1 illustrates a few examples of mm-wave spectrum opportunities.

Figure 1.1 mm-wave spectrum applications
1.2 mm-Wave Signal Generation

Despite all recent advances to realize highly integrated systems, due to the close proximity of the operating frequency with the transistors’ $f_{\text{max}}$ (maximum oscillation frequency), high-power signal generation at mm-wave frequencies is still a major challenge in solid-state electronics. In the context of CMOS, the challenges associated with signal generation is primarily attributed to three factors: (a) Despite the aggressive scaling trend in CMOS technology, the maximum oscillation frequency ($f_{\text{max}}$) of transistors are still below 300 GHz. This number is even lower especially when the device interconnects are included. This imposes a theoretical limitation on the device which no fundamental oscillation nor power amplification is conceivable beyond [11], (b) As the gate oxide thickness shrinks in advanced technology nodes, the breakdown voltage of the device diminishes. This prohibitively reduces the maximum allowable voltage swing of the device, thereby limiting the generated output power, (c) The passive components which are fabricated in a CMOS process are very lossy, particularly with the presence of the lossy silicon substrate. This is originated from the slim nature of the top metal layers and the thick silicon substrate that collectively deteriorate the quality-factor (Q) of such elements. Due to these drawbacks, compound semiconductors (e.g., bulky group III-V solutions) have been traditionally used to demonstrate high-frequency signal generation at mm-wave and terahertz frequencies provided the high transit frequency ($f_T$) offered by these devices [12]–[14]. This solution, however, is very costly and inefficient and does not lend itself into integration. In the recent years, SiGe and CMOS transistors have also been employed to demonstrate signal generation using fundamental and push-push oscillator structures [15]–[20]. Even with demonstrating decent performances, the oscillation frequency ($f_{\text{osc}}$) in all of these works remains well below the transistors’ maximum oscillation
frequency \( f_{osc} \sim 0.5 * f_{max} \). The question arises is whether these oscillators are capable to exploit the full capacity of the devices in terms of the signal frequency and output power. In [21], the authors address this fundamental question by investigating the effect of oscillator topology and the quality factor of the passive components using the activity condition of transistors [22]. The result is an oscillation frequency very close to the \( f_{max} \) with a decent generated output power. This facilitates on-chip high-power signal generation at frequencies close to or beyond \( f_{max} \) which is not a trivial task to accomplish. The limited \( f_{max} \) of today’s silicon CMOS technology at mm-wave frequencies, rules out the choice of generating the high-frequency signal independently and then utilizing a power amplifier (PA) to efficiently boost the close-to-\( f_{max} \) generated signal’s power. Motivated by this finding, we investigate circuit techniques required to realize high-frequency fundamental oscillators.

1.3 mm-Wave Signal Generation at Cryogenic Temperatures

Today’s need for cryogenic electronics are very diverse and include a set of varied applications such as deep-space probes and planetary mission sensors, cooled IR (Infrared) detectors arrays, ultra-low-noise radio-astronomy receivers, quantum computing, and health imaging systems. There are clearly compelling reasons (e.g., low cost) that push toward utilization of conventional electronics to implement such applications. It is a generally true that a cryogenic environment presents a serious reliability issues to conventional electronics, requiring the designer to apply changes to the circuit topology and/or system architectures. Recently, chip-scale high-frequency oscillators have been developed for magnetic resonance spectroscopy and imaging applications. Many of the associated experiments in such applications either take place at cryogenic
temperatures or would benefit from the use of low-noise oscillators operating at very low temperatures [23]–[31]. Several chip-scale radio-frequency (RF) transmitters and receivers suitable for nuclear magnetic resonance (NMR) spectroscopy and imaging measurements have been demonstrated so far [23]–[25]. There are also precedents for exciting and detecting electron-spin resonance (ESR) using single-frequency CMOS circuits operating at frequencies ranging from 9 GHz to 146 GHz and at temperatures of 300 K, 77 K, 30 K, 10 K and 4 K [26]–[30]. A variable-frequency chip-scale 14-GHz source has recently been developed for use in electron spin resonance experiments at room temperature [31]. Even with the above developments, there is still a high demand for increasing the sensitivity in the imaging experiments. For instance, a high-resolution microwave-enhance magnetic resonance force microscopy (MRFM) imaging experiment calls for the design of higher frequency chip-scale microwave sources that oscillate up to 200 GHz, are tunable, have an output power of 100s of microwatts, and operate down to 4.2 K. Lack of device models that are valid at such low temperatures is one of the major obstacles for designing cryogenic circuits. Transistor models in simulation packages are typically optimized for operations at or near room temperature. These tools rarely include low-temperature models below −50 ºC. Thus, they become ineffective for designs at cryogenic temperatures (−150 ºC). In [32], test structures are fabricated and measured to develop a low-temperature model for CMOS transistors. The developed custom-model is then incorporated in to the simulation packages to design circuit blocks. This approach, in most cases, may be troublesome, time-consuming, and inefficient. Recently, people have utilized silicon-germanium hetero-junction bipolar transistors (SiGe HBT) as the inherently “environmentally invariant” platform to design cryogenic circuit blocks. In this approach, given the knowledge that HBT functions well across a wide range of temperatures [33], the circuit is designed at room temperature and expected to operate even
superiorly at cryogenic temperatures [34]. This method also entails its own difficulties as the method does not design for the targeted optimized performance at low temperatures. Motivated by the above findings, we investigate procedures for designing circuit blocks for operations at low temperatures that sidestep the need to develop and test low-temperature transistor models and at the same time effectively optimize the circuit performance for low temperatures.

1.4 mm-Wave High-Power Signal Generation

As far as signal generation for mm-wave applications is concerned, a signal source that can generate high radiation power to overcome large propagation loss at this frequency range is a highly desirable building block. Typically imaging, radar, and communication application require about 1 to 10 mW of power (equal to 0 to 10 dBm). As the frequency of operation in such applications normally lies within the proximity of the transistor cut-off frequency ($f_T$), or in most cases beyond this frequency, therefore, no circuit block can be realized to proceed and amplify the output power of the generated signal. This mandates designing a power-oscillator as an alternative approach. To address the issue of power generation close to $f_{max}$ in CMOS, the device nonlinearity and harmonic generation are the schemes that have been utilized in prior art. The signal sources based on such principle can be partitioned into two categories, first frequency multipliers and second harmonic VCOs. The frequency multipliers normally demonstrate high bandwidth. They, however, introduce a large power conversion loss that requires implementation of power-hungry PAs inside the multiplier chain to boost the power level [35]. This increases the silicon area as well as the DC power consumption. Additionally, the power variation increases across the bandwidth due to inter-stage mismatches. These multipliers also need a large-power and wide-tuning-range fundamental signal source to be driven, introducing another challenge. In
comparison, the second nonlinear circuit category, i.e., the harmonic oscillator, has the advantage of being self-sustainable, compact, and power efficient with no inter-stage mismatch issue. The output power is competitive in such oscillators to that of the frequency doublers, especially with multi-cell power combining solutions. This, however, is also very inefficient in majority of designs. The state-of-the-art value for DC-to-RF efficiency of such sources barely exceeds a few percent [36], meaning that for achieving 1 mW of power almost 100 mW must be wasted as DC power. Therefore, it is desired to adopt novel design approaches to design high-power single block fundamental oscillators and fully exploit the transistors’ capabilities while achieving a high value of DC-to-RF efficiency for power generation.

1.5 High-Efficiency Broad-Band mm-Wave Signal Generation

In addition to the signal power level and efficiency, another challenge in CMOS mm-wave sources is the output frequency bandwidth. It is especially important for material identifications using mm-wave spectroscopy. For example, prior research shows that many types of materials exhibit vibrational resonance between 200 GHz to 300 GHz. To obtain such spectrum, a broadband radiation source is required. As another example, many frequency-modulated continuous wave (FMCW) radar application require a wide tuning range VCOs. In such imaging radars the range resolution determines the minimum distance between two objects which can be resolved clearly. In LC-resonator-based voltage-controlled oscillators (VCO), varactors are placed in the resonator in order to tune the oscillating frequency. Although this tuning method works well at radio frequencies, it achieves low tunability at lower mm-wave frequencies due to the limited $C_{\text{max}}/C_{\text{min}}$. At these frequencies the varactor quality factor is low. This lowers the achievable output power and degrades the phase noise performance. Moreover, as the operation frequency increases, the
parasitic capacitances become comparable with the tuning varactors, thus dominating the tank and limiting the tuning capability. These challenges impose an important trade-off in the design of high frequency oscillators. Therefore, CMOS oscillators above 100 GHz with high output power should not use varactors and as a result their frequency cannot be tuned or, otherwise, tunable oscillators at these frequencies must yield very low output powers due to the use of tuning varactors. Consequently, power generation along with frequency tuning above 100 GHz is normally realized by employing frequency multipliers. Frequency multiplication per se requires a high-power external source which is not desirable in a fully integrated mm-wave source, in addition to the problems mentioned earlier. To address this challenge, prior works at lower frequencies (< 60 GHz) propose tuning methods for oscillation frequency without using varactors. The magnetically-tuned and the transconductance-tuned VCOs are two examples where instead of capacitive tuning, the oscillation frequency is changed by manipulating the inductive loads. In such approach, the inductor of the tank is effectively tuned through using different circuit techniques. These techniques still require additional active devices inside the oscillator tank in many cases that can undermine the power efficiency or the phase noise performance. A recent work employs an interpolative-phase tuning technique in an LC ring oscillator at the mm-wave frequency range to enhance the tuning range [37]. All these techniques have been used to generate output powers well below the cut-off frequency of the transistors. We will demonstrate design techniques so that the trade-off between frequency tuning and power efficiency in conventional fundamental VCOs is largely resolved.

1.6 Outline

The objectives, contributions, and organization of the thesis are as follows:
1. Circuit design techniques are employed to realize signal generation across a wide range of temperatures, with a focus on cryogenic temperatures in Chapter 2. This paves the way for implementation of many cryogenic applications.

2. Design techniques are introduced to aim for developing efficient high-power oscillators at operating frequencies close to maximum oscillation frequency ($f_{\text{max}}$) in Chapter 3. As the principle objective, we investigate the fundamental behavior of power amplifiers’ operation to arrive at efficient high-frequency signal generation.

3. A large-signal understanding of transistor operations is developed in Chapter 4 to realize monolithic oscillators with more than 10% DC-to-RF efficiency operating beyond 100 GHz with wide tuning range.

4. In Chapter 5, utilizing a proposed inductive tuning method, we present a low phase noise wide tuning range 60-GHz VCO. The proposed techniques can be used in many high-frequency communication and imaging applications.

We conclude the thesis in Chapter 6.
Chapter 2: A SiGe HBT mm-Wave Oscillator for MRFM Imaging

2.1 Introduction

Recent emerging applications of cryogenic electronics have drawn considerable attention toward this important growing market. Applications ranging from high-sensitivity cooled sensors and detectors, satellite communication systems, medical electronics (e.g., CT scanners), and very low noise receivers for astronomy demand a comprehensive study to explore cryogenic electronics [38]. Another area of interest is magnetic resonance imaging (MRI) where the three-dimensional structure of biomolecular complexes (e.g., proteins) can be studied at the nanometer scales. By mechanically detecting magnetic resonance, magnetic resonance force microscopy (MRFM) has demonstrated the ability to perform atomic scale MRI under cryogenic condition [39]. This is realized by imaging electron spin radicals affixed to a single copy of a molecule of interest [40] or by imaging nuclear spin resonance [39]. The current sensitivities in a proton imaging experiment can be even further increased by introducing the dynamic nuclear polarization (DNP) effect [41]. DNP enhances the proton polarization by letting spin polarization transfer from highly polarized electron spins to the lesser polarized nuclear spins. An electron spin polarization of near unity is achievable at temperatures near or below 4 kelvin and in static magnetic fields ($B_0$) above 6 T [42]. However, the electron spin resonance frequency required to saturate electron spins under such conditions exceeds 150 GHz. Record nuclear spin polarization enhancements (exceeding $100\times$) have been achieved at static fields greater than 7 T, where the electron-spin resonance frequency exceeds 200 GHz [43], [44]. While commercial sources operating at these high frequencies are available, the technical challenges associated with delivering 200 GHz microwaves to a vibration-sensitive, cryogenic MRFM experiment are still enormous [45]. The fundamental
details of an MRFM imaging experiments has been outlined in the Appendix section (A.1). In this context, several groups have demonstrated chip-scale radio-frequency CMOS transmitters and receivers suitable for nuclear magnetic resonance spectroscopy [45] and/or imaging measurements [46]- [48]. Fixed-frequency CMOS oscillators have been used to excite and detect electron-spin resonance at frequencies ranging from 9 to 146 GHz and at temperatures of 300 K [49], 77 K [50], 30 K, 10 K [51] and 4 K [52]. An on-chip 14-GHz VCO has recently been developed for use in electron spin resonance (ESR) at room temperature [53]. However, none of the circuits and systems described in these works are developed as a custom-designed chip specifically optimized for operation at low temperatures. This work proposes a procedure to design a VCO optimized for operation at cryogenic temperatures. The proposed method sidesteps the need for fabrication and measurement of the test structures required to develop low-temperature transistor models. The required specifications for a single-molecule DNP-enabled MRFM experiment entails the design of a VCO oscillating at up to tens of GHz and generating 100s of microwatt of power at 4.2 K.

2.2 Low-Temperature Electronics

2.2.1 Magnetic Resonance and Sample Considerations

In all MRFM experiments carried out to date, microwaves are generated at room temperature and guided to the vacuum/cryogenic sample space using waveguides or coaxial cables. Using a chip-scale source to generate the microwaves in close proximity to the sample would simplify the MRFM experiment considerably and facilitate the delivery of the high-frequency irradiation needed to achieve both single-nitroxide-spin detection and high-efficiency DNP. In this section, we analyze the frequency, power, and efficiency required for the source to be used in an MRFM experiment.
The $^1$H- and electron-spin signal in force-gradient detected magnetic resonance experiments like those performed in [41] is proportional to the spin polarization. At achievable magnetic fields and temperatures, proton spin polarization is $p_p \ll 1$ at thermal equilibrium. To increase the polarization of a sample’s protons via the DNP effect, a paramagnetic dopant is added to the sample, microwaves are applied to saturate the electron-spin transitions in the dopant, and magnetization flows from electron spins to nuclear spins. The proton polarization achievable in a DNP experiment is, at its upper limit, equal to the electron-spin polarization. Thus, we want the electron-spin polarization to be as close to unity as possible, ideally in the range from 0.1 to 1. The polarization of the sample’s electron spins ($p_e$) is,

$$p_e = \tanh \left( \frac{\hbar \gamma_e B_0}{2 k_B T} \right)$$

(2.1)

with $\hbar$ Planck’s constant divided by $2 \pi$, $\gamma_e = 1.76 \times 10^{11} \text{s}^{-1} \text{T}^{-1}$ the gyromagnetic ratio of the electron, $B_0$ the magnetic field, $k_B$ Boltzmann’s constant, and $T$ temperature. The resonance (Larmor) frequency of electron-spin transitions is given by,

$$\omega_0 = \gamma_e B_0$$

(2.2)

Therefore, the associated resonance field for $f_{osc} = 40 \text{ GHz}$ is $B_0 = 2 \pi f / \gamma_e = 1.4 \text{ T}$. Thus, at $T = 4.2 \text{ K}$ and $B_0 = 1.4 \text{ T}$, $p_e$ becomes $\sim 0.3$, within our target polarization range.

The irradiation intensity required to observe signal depends on the magnetic resonance technique used to manipulate the electron spin magnetization and on the efficiency of the coil or waveguide used to generate the resonant oscillating magnetic field. The irradiation intensity is specified in terms of the magnitude $B_1$ of the irradiation’s transverse oscillating magnetic field. To achieve saturation requires a $B_1$ exceeding,
with $\tau_1$ the spin-lattice relaxation time and $\tau_2$ the spin dephasing time. For a nitroxide-radical dopant like the one used in the DNP experiments in [41], $\tau_1 = 1.3$ ms and $\tau_2 = 450$ ns at $T = 4.2$ K and $B_0 = 0.6$ T; the computed saturation field is $B_{\text{sat}} = 2$ $\mu$T. To flip an electron spin using a short pulse of irradiation requires a $B_1$ exceeding,

$$B_{\text{pulse}} = \frac{1}{\gamma_e \tau_2}$$

which gives $B_{\text{pulse}} = 80$ $\mu$T for the representative nitroxide radical and waveguide discussed. In the experiments in [41], a coplanar waveguide (CPW) was used to generate the transverse oscillating magnetic field. We carried out SONNET simulations to obtain a lower-bound estimate of the microwave power ($P$) required to achieve a given $B_1$ using such a waveguide. Simulating the performance of a 50-$\Omega$ CPW on silicon whose centerline was 5 $\mu$m wide and 300 $\mu$m long with an input power of $P = 300$ $\mu$W gives a calculated $B_1 = 54$ $\mu$T. The calculated coil constant was thus $c = 3.1$ $\mu$T/$\sqrt{\mu}$W. Given $P_{\text{sat/pulse}} = (B_{\text{sat or pulse}}/c)^2$, the input power required for saturation is $P_{\text{sat}} = 0.4$ $\mu$W. The corresponding power for a pulsed magnetic resonance experiment is $P_{\text{pulse}} = 670$ $\mu$W. The saturation condition depends on the electron-spin relaxation times, which are not a strong function of the applied magnetic field for the nitroxide radical used in [41]. Thus, the estimated $P_{\text{sat}}$ is approximately the waveguide input power required for any nitroxide DNP experiment at 4.2 K, carried out in the 20 to 250 GHz frequency range.

With the chip-scale microwave source operating in close proximity to the sample, heat generated by the source becomes a concern. Any power lost in the conversion between the dc
input and the ac output of the chip shows up as heat. Heat transmitted to the sample will lower the spin polarization, based on (2.1), and heat transmitted to the cantilever will increase its thermo-mechanical motion; both of these changes decrease the MRFM experiment’s signal-to-noise ratio. Pulsed magnetic resonance experiments are the most demanding. Given that the CPW is interposed between the IC and the sample and taking into account the losses associated with wire-bonds from the IC to CPW, with a DC-to-RF efficiency exceeding 40% at cryogenic temperatures, an output power of $P_{\text{pulse}} = 400 \, \mu W$ requires around 50 mW of dc input power and generates 40 mW of heat. Even hundreds of milli-watts of heating is still well within the cooling budget of a cryogenic MRFM experiment operating at $T = 10 \, \text{K}$.

Using a chip-scale microwave source in a magnetic resonance experiment raises the concern of 'bleed-through' while the oscillator is in the off state. In the electron-spin-detection MRFM experiments of [41], bursts of saturating microwaves were applied periodically; the microwave duty cycle – the ratio of the microwave-on to microwave-off times – was kept low to minimize heating. With a typical pulsed-source on/off power ratio of 40, the low-level irradiation present during the “off” period could cause a deleterious saturation of the sample’s electron spins. This unwanted saturation can be eliminated by shifting the microwave source’s off-resonance operating frequency during the “off” period. For a 40 GHz oscillator, with a tuning range of 2 GHz, this change in irradiation frequency is equivalent to a field sweep of $\Delta B_0 = 71 \, \text{mT}$. This $\Delta B_0$ is two to three orders of magnitude larger than the saturation linewidth and therefore more than sufficient to eliminate the possibility of off-state saturation.

Sweeping the magnetic field rapidly and adiabatically through resonance is a particularly versatile and power-efficient way to invert spin magnetization. The expected switching time of the oscillator presented here is on the order of ~nanoseconds. The large and rapid frequency sweep
created by an on-chip oscillator facilitates using adiabatic rapid passages to manipulate electron-spin magnetization. To maintain magnetization during the sweep, a $B_1$ large enough to meet the adiabatic condition,

$$B_1^2 \gg \frac{1}{2 \pi \gamma_e} \frac{\Delta B_0}{\Delta t}$$  

is required. In (2.5), $\Delta t$ is the field-switching (or frequency-switching) time. To maintain magnetization during a sweep of width $\Delta B_0 = 71$ mT and duration $\Delta t = 1 \mu$s requires $B_1 \gg 630 \mu$T. This $B_1$ is comparable to the pulsed-field value. One additional concern is that phase noise could lead to a decay of spin-locked magnetization during the passage through resonance. The decay rate on resonance is estimated by,

$$k \sim (\gamma_e B_1)^2 P_{\delta \phi}(\gamma_e B_1)$$  

where $P_{\delta \phi}(\gamma_e B_1)$ is the oscillator phase noise, evaluated at the frequency offset of $\omega = \gamma_e B_1$.

### 2.2.2 Cryogenic Device Physics Considerations

Electronics that are intended to be used for extreme environments (e.g., very low/high temperatures) must be “hardened” against the detrimental effects thereof. Hardening is accomplished through changing the underlying fabrication flow and/or incorporating circuit techniques to mitigate the unwanted phenomena. SiGe HBT represents a platform that offers a great potential for cryogenic environment electronics [33]. Unlike a silicon bipolar-junction transistor where cooling leads to an exponential drop in the current gain ($\beta$) and a concomitant increase in the base resistance due to carrier freeze-out, SiGe HBT offers a solution that naturally benefits from cooling [33]. Cooling boosts the speed of SiGe HBTs by magnifying the favorable
effects of bandgap engineering. Cooling also reduces the transistor-limiting parasitics such as base resistance and junction capacitances, while greatly improving transit and charging times. SiGe HBT reliability is typically improved at low temperatures. This is in contrast to conventional CMOS that, for instance, suffers from enhanced hot carrier damage at cryogenic temperatures. From a circuit-level perspective, cooling improves almost all of the transistor attributes including current gain, transconductance ($g_m$), transit frequency ($f_T$), maximum oscillation frequency ($f_{max}$), and broadband noise. However, unusual phenomena that can be observed in SiGe HBTs at very low temperatures, including higher leakage, barrier effect, negative-differential-resistance (NDR) effect, and collector-current kink in the Gummel characteristics [54] must be considered. These effects should remain second-order if the circuit is designed properly. Since cooling reinforces the desired effects of bandgap engineering, cryogenic operation is typically utilized as a “scaling lever” to gain better insight into the scaling limits in SiGe HBT technology. In this context, cooling is demonstrated to be qualitatively similar to combined vertical and lateral scaling at room temperature with respect to dc, ac, and noise-performance metrics of SiGe HBTs [55]. That is, cooling impacts the terminal characteristics of transistors in the same manner as scaling. In other words, the transistor is virtually scaled by cooling. Unlike scaling, cooling can improve the transistor metrics without affecting the breakdown voltages, i.e., the reduction in $\tau_{BE}$ (base-emitter transit time) is achieved without aggressive collector scaling.

Transistor models in simulation packages are typically optimized for operations at or near room temperature. These tools rarely include low-temperature models below $-50 \, ^\circ C$. Thus, they become ineffective for designs at cryogenic temperatures ($<-150 \, ^\circ C$). In [56], test structures are fabricated and measured to develop a low-temperature model for CMOS transistors. The developed custom-model is then incorporated in to the simulation packages to design circuit
blocks. This approach, in most cases, may be troublesome, time-consuming, and inefficient. Here, we propose using the relationship between cooling and transistor scaling to intelligently design circuits without the need for low-temperature models. In short, SiGe HBTs can be thought of as the enabling technology for cryogenic electronics that can be utilized at room temperature to yield better performance results at low temperatures [33]. For a detailed discussion on the low-temperature electronics and the equivalency between scaling and cooling, theoretical derivations and reported experimental results have been compared extensively in the Appendix section (A.2). SiGe technology is typically practiced as a BiCMOS platform (SiGe technology exists in a BiCMOS implementation as an adder process module to the core CMOS platform), thus, care must be exercised with respect to the behavior of CMOS transistors within the BiCMOS platform at cryogenic temperatures. The threshold voltage in CMOS transistors rises with cooling, diminishing the achievable current drive and $g_m$ and degrading the linearity. CMOS transistors also suffer from an enhanced hot-carrier damage at reduced temperatures [33]. Nevertheless, CMOS is well-behaved at low temperatures in other respects [33]. Examples of SiGe HBT circuits operating cryogenically can be found in [57]–[58].

2.2.3 Circuit Design Given the “Hypothetical Ongoing Scaling”

Due to the favorable impacts of cooling, in almost all works where cryogenic circuit blocks are implemented in a SiGe platform, the circuits are designed at room temperature with results expected to improve at low temperatures. In this context, the circuit output is not specifically optimized for a target temperature. In [34], for instance, a low-noise amplifier (LNA) designed at room temperature to achieve a low-power performance exhibits a low-noise performance at cryogenic temperatures. This finding shows the importance of having low-temperature models, if
aiming to optimize a circuit parameter for cryogenic operation. For the purposes of circuit design, the effect of reducing the temperature on a transistor’s metrics can be quantified given the relation between cooling and scaling. To do so, we begin by investigating whether scaling from one technology node to the next impacts transistors to the same extent as reducing the temperature from 300 to 4 K.

A literature review suggests that cooling more strongly impacts the transistors than scaling [60]. A well-balanced increase of about 60% for both $f_T$ and $f_{max}$ at 48 K is reported in [60]. The increase in $f_T$ is almost uniform for transistors with different vertical profiles and/or lateral layout while devices with thin base layers and high collector doping level exhibit a moderate increase in $f_{max}$. To improve $f_{max}$, in addition to $L_E$, the emitter width ($W_E$) of the transistor must also be scaled to reduce collector-base capacitance and base resistance as per (lateral scaling is impactful on $f_{max}$ and vertical scaling on $f_T$)

$$f_{max} = \sqrt{\frac{f_T}{\frac{8\pi R_B C_{BC}}}} = \frac{1}{4\pi \sqrt{\tau_{EC} \tau_{BC}}}$$

(2.7)

where $R_B$ is the base resistance, $C_{BC}$ is the base-collector capacitance, $\tau_{EC}$ is the emitter-to-collector delay, and $\tau_{BC}^* = R_B C_{BC}$. The $f_T$ and $f_{max}$ parameters are improved by ~40% in [61] due to technology scaling from 0.13-µm BiCMOS9MW to 55-nm BiCMOS055. In the BiCMOS055 process, high-speed SiGe HBTs exhibit a superior performance as a result of vertical and lateral scaling and an improved architecture.

In each technology, the peak $f_T$ and $f_{max}$ are achieved if the transistors are biased with optimum collector current density or have the proper corresponding size (In the SiGe HBT case, this size corresponds to the emitter length ($L_E$) of the transistors) [55], [61].
Fig. 2.1 presents the same trend as that of seen in the prior works for the current gain cut-off frequency versus the collector current for the available processes. In this figure, the transit frequency \( f_T \) augmentation is achieved with a lower collector current for the scaled SiGe HBTs. In addition to \( f_T \), to engineer the transistor to yield a high level of performance at high frequencies, the optimum collector current for the peak \( f_{\text{max}} \) or U (unilateral power gain or Mason invariant) is required \([63]\).

![Figure 2.1 \( f_T \) versus the collector current for a SiGe HBT with \( L_E = 3 \ \mu m \)](image)

**Figure 2.1** \( f_T \) versus the collector current for a SiGe HBT with \( L_E = 3 \ \mu m \)

![Figure 2.2 \( f_{\text{max}} \) variations as a function of transistor size.](image)

**Figure 2.2** \( f_{\text{max}} \) variations as a function of transistor size.
Fig. 2.2 plots the $f_{max}$ as a function of the size of SiGe heterojunction bipolar transistors. As indicated, arbitrarily small emitter lengths are not capable to achieve the peak $f_{max}$. This sets a minimum on the emitter length for a SiGe HBT to fully benefit from scaling and consequently cooling. To elaborate on this; the effect that cooling has on a SiGe HBT performance level is equivalent to that of scaling if that specific same level of performance can be achieved due to scaling, given a certain size of a transistor. For instance, with a too small-size transistor, e.g., $L_E < 3 \, \mu m$, the “peak” $f_T$ and $f_{max}$ values are not resulted whatsoever in a process. This implies that cooling and scaling are no longer similar in, at least, some performance respects in this region.

In Fig. 2.2, the shaded area ($L_E > 3 \, \mu m$) marks the region where cooling and scaling can be potentially similar/equivalent. This splits the design space into two sub-regions in terms of the transistor performance; the equivalency region (shaded area on the plot) and the semi-equivalency area. By way of explanation, the scaling-cooling equivalency has been observed for the cases where we can fully gain from scaling benefits. In this context, more or less, cooling makes the transistor undergo a continuous “virtual” scaling while in operation toward lower temperatures. The superior high-speed performance in BiCMOS055 process is resulted by vertical and lateral scaling together with an improved transistor architecture. The devices provided by both processes enjoy from a double-polysilicon fully self-aligned (FSA) structure using selective epitaxial growth (SEG) of the SiGe:C base and a selective implanted collector (SIC) to achieve a balanced set of $f_T$ and $f_{max}$, as mentioned earlier [55].

Figure 2.3 illustrates the ac transconductance versus the emitter-base voltage for several SiGe HBTs with various emitter lengths ($L_E$). The transconductance curves exhibit smoother peaks and lower sensitivity for small emitter lengths. That is, the transconductance level is less prone to changes with variations in $V_{BE}$ which is a helpful fact for a cryogenic design where $V_{BE}$ needs to
be adjusted due to cooling. This significantly assists with having a more predictable loop gain for oscillation build-up at cryogenic temperatures.

According to this plot, for instance, $V_{BE}$ must be reduced by almost a volt to accommodate the same level of peak $g_m$ while the device is being cooled for a large $L_E$. This is opposite to the fact that $V_{BE}$ needs to increase at low temperatures to supply the same $I_C$. Thus, the smallest transistor size which happens to be in the equivalency region is highly desirable. This SiGe HBT is expected to yield a lower sensitivity with different $V_{BE}$ levels.

![Figure 2.3 The transconductance sensitivity as a function of emitter length versus base-emitter voltage.](image)

In the simulations, the transistor layouts are changed from a CBE to a CBEBBC structure to reduce base and collector resistances for a more balanced $f_T$ and $f_{max}$ numbers [55]. This would make the results of the simulations to be increasingly similar to that of resulted by the cooling effect where an increased, balanced values of $f_T$ and $f_{max}$ are resulted at reduced temperatures.

Essentially, higher VBE is needed at cryogenic temperatures to bias the transistor having the same level of collector current density at room temperatures [55]. Figure 2.4 displays the forward
Gummel characteristics for the employed SiGe HBT for the available technology nodes, 0.13-µm BiCMOS9MW to 55-nm BiCMOS055 from STMicroelectronics. As observed, the drive-current capability of SiGe HBTs are enhanced as the transistor scales. In other words, scaled HBTs supply an increased collector current with a constant value of VBE which is in agreement with the fact that scaled devices function with increased operation current densities [64]. This, however, is in sharp contrast with the behavior seen in Gummel characteristics in cooled SiGe HBTs [55].

Figure 2.4 Gummel characteristics for the employed HBTs from BiCMOS9MW and BiCMOS055 processes.

Figure 2.5 conceptually compares the resulting Gummel characteristic plots due to scaling and cooling. In this figure, the solid line represents the transistor under normal conditions. As observed, if a SiGe HBT is cooled, there is a necessity to increase VBE to supply the same level of collector current density as in the room temperature. As a result of cooling, the JC plot shifts to the right and this is translated to a higher VBE for a fixed JC.

On the contrary, when a SiGe HBT device is scaled, its current-generating capability improves, and the device can afford a higher JC with the same VBE. This recommends designing the transistors
with a low level of $V_{BE}$. This leaves the transistor with an adequate $V_{BC}$ range even in case that the base voltage is required to increase to secure the corresponding fixed current density level at room temperature. This has to be accounted for with respect to the biasing circuitry at circuit design level. Nonetheless, even with the opposite current trend in biasing, the current gain ($\beta$) still increases with scaling similar to that of a cooled operation [55].

![Figure 2.5 Change in the trend of Gummel characteristics due to (a) scaling (b) cooling with respect to room-temperature condition.](image)

In this approach, scaling mimics the effect of cooling down to $\sim 77$ K while we aim for an operation near $\sim 45$ K (which is the operating temperature close to the IC). In this respect, we investigate whether a $\Delta T$ reduction in temperature below 77 K would affect the transistor metrics to the same extent as a similar temperature change would do at higher temperatures (i.e., going from 0 to $-50 \, ^\circ$C). The details has been provided in the Appendix section (A.3). In short, setting the simulation temperature to be at $-45 \, ^\circ$C in simulations, we can confidently predict and simulate the performance parameters, i.e., the circuit block operation, up down to 55 K. In these plots, the transistor layout has been changed from a CBE to a CBEBC structure to reduce base and collector resistance for a balanced $f_T$ and $f_{max}$. 
2.2.4 An Efficient High-Power Fundamental Oscillator

Efficiency is the metric that measures how much input power in a power amplifier, including the input ac ($P_{\text{in}}$) and power supply dc ($P_{\text{dc}}$), converts into desired output power. In drain efficiency, the definition drops the input power needed to drive the amplifier and is the ratio between the output power and dc input power. An amplifier can have a high drain efficiency while its genuine “efficiency” is low due to a relatively low power gain ($P_{G}$). In those cases, drain efficiency becomes a misleading indicator and power-added efficiency is rather considered to present a device’s potentiality for efficient power conversion and delivery. In this context, PAE is a measure that shows a transistor talent for efficient operation when it is stable as, at very high frequencies, a transistor’s power gain significantly falls with frequency. As such, even if the drain efficiency is high the amount of that is needed to derive the input becomes considerable. This is more crucial for bipolar transistors where the input power can be significantly higher compared to CMOS transistors. This all suggests PAE as the most relevant metric if one is to find the efficiency limits of the transistors.

To design a high-efficiency power amplifier, therefore, the first step is to find the maximum achievable PAE ($\text{PAE}_{\text{max}}$) for transistors given an available process at hand. For a single-transistor stage, the maximum achievable PAE is resulted if high-order passive networks consisting of a large number of ideal energy-storing elements and bias nodes are utilized, similar to the concepts in class-F power amplifiers. In this setting, a large number of passives facilitate harmonics utilization, i.e., harmonic wave-shaping, to enhance efficiency. The next phase is to replicate this ideal condition for transistors in power amplifier structures using the actual lossy components, approaching the actual efficiency limits of the device. The same idea can be effectively employed
to design high-efficiency oscillators with some additional considerations. First, the loop gain for start-up condition must also provide by the design and secondly, one should ensure that $P_{in}$ is greater than zero. The second condition implies that the transistor is internally stable in the proposed oscillator topology. In [63], for instance, the authors propose a method to internally destabilize the transistor by putting a capacitor at the source and increase the unilateral power gain. Obtaining the maximum achievable PAE for the available 0.13-$\mu$m BiCMOS process, 80%, we notice a significant difference between the state-of-the-art efficiency numbers reported so far on oscillators (16% DC-to-RF efficiency at 40 GHz) with the achieved number. This is despite that there are decent works on power amplifiers with PAE = 45% at 30 GHz on CMOS. This well exhibits the gap in oscillators and implies that the full capacity of the transistors in prior designs are not effectively exploited overall. With the setting shown in Fig. 2.6, we find the maximum achievable PAE for a transistor size of $L_E = 6\ \mu$m.

![Figure 2.6 The employed setting to achieve maximum PAE](image)

For the employed SiGe HBT, the base bias voltage ($V_B$) and the voltage swing on the base ($S_B$) primarily controls $\text{PAE}_{\text{max}}$ as they have key roles in power maximization and power consumption. Based on the simulations, the maximum PAE of 70% is obtained for the employed transistor with
700 mV voltage swing ($S_B$) on the base and $V_B = 0.3 \, V$. With a typical conventional cross-coupled structure as shown in Fig. 2.7, these conditions, however, cannot lead to oscillation and based on the calculations $a \ V_B = 0.75 \, V$ (independent of the voltage amplitude) is necessary to provide the required $g_m$.

![Figure 2.7 Conventional cross-coupled structure](image)

This bias voltage also gives rise to a voltage swing which is not close to the ideal swing (i.e., 700 mV). In bipolar transistors, if $P_{in} > 0$, the base draws current when the transistor is on. This gives a periodic waveform for the base current. The pictorial representation of the resulted base current $i_B$ is presented in Fig. 2.8. In this waveform, the dc value, $I_{ave}$, is a function of both $V_B$ and $S_B$. The figure shows that in a bipolar-based oscillator topology, $I_{ave}$ can increase as the oscillation builds up. As a result, the voltage bias on the base is lowered in the steady state as shown in Fig. 2.9.

![Figure 2.8 Pictorial representation of the base current in time.](image)
In this figure, $V_{Bl}$ represents the initial state where the oscillation waveform forms its initial cycles and $V_{Bf}$ represents the base voltage in the steady-state. $V_{on}$ represents the on-voltage of the transistors. With larger voltage swing on the base, the transistor draws more current and, as a result, the base voltage average decreases. Such an operation type can inherently bring the transistor closer to the ideal condition. In this situation, $I_{ave}$ can be provided through biasing the base using a resistor, $R_B$, as shown in Fig. 2.10. Knowing the ideal conditions for the start-up and the maximum PAE, the initial base bias voltage ($V_{Bl}$) must be 0.75 V and the final bias voltage ($V_{Bf}$) and $S_{Bf}$ in the steady-state mode must be equal to 0.3 V and 700 mV, respectively. As such, we modify the transistor embeddings and manipulate the decoupling capacitor ($C_d$), $R_B$, $V_B$, and the transistor size to set the above values for when the signals are small and when they are large. In this circuit, number of degrees of freedom are greater than the required unknowns ($V_{Bf}$ and $V_{Bl}$). As at PAE$_{max}$, the swing on the drain is maximum, $V_B$, $C_d$ and $C_\pi$ set the desired $S_B$. Given that,

$$V_{Bf} = V_{Bl} - R_B \times i_B|_{dc} = V_{Bl} - R_B \times I_{ave}$$  \hspace{1cm} (2.8)

The biasing circuitry must employ a resistive load to sustain the dc drop across. In this context, an RF choke (RFC), cannot be employed to yields the maximum efficient condition. If the ideal $V_B$ and $S_B$ happen to be close to the initial swings and bias voltage, then RFC can be a possible solution.
for biasing. Figure 2.11 displays the simulated base-voltage waveform as it evolves in time which confirms the above conclusion.

![Diagram of equivalent transistor embedding](image)

**Figure 2.10** The equivalent transistor embedding to achieve maximum PAE in an oscillator.

![Base-voltage waveform evolution](image)

**Figure 2.11** A simulated sample of base-voltage waveform evolution in time

If the transistor gain is not large enough to generate the required swing levels at the steady state, the optimum $S_B$ for maximum PAE cannot be achieved. Figure 2.12 compares two cases where in (a) the transistor gain is sufficiently high that it gives swing levels close to the ideal condition with that in (b) where the oscillation level cannot reach that of the optimum condition. To supply the required gain, a tail current source is designed to yield the needed $g_m$. Transistor size can also vary
while it is preferred to shrink it for maximum frequency tuning. In this structure, the tail current source consumes no more than 0.3 mW.

![Diagram of Required SBF](image)

**Figure 2.12** The oscillation build-up in time (a) when the transistor’s gain is not sufficient (b) when the oscillation swings reach the required $S_{BF}$.

The input-drive condition of a transistor governs the intensity of the NDR-induced instabilities at cryogenic temperatures [54]. A transistor can be driven by an ideal current source (forced-$I_B$) or an ideal voltage source (forced-$V_{BE}$) at the two extreme input-drive cases. Equivalently, assuming a series resistance ($R_{B,series}$) between the transistor base and the voltage source (Fig. 2.13), $R_{B,series} = 0$ represents the constant-voltage mode and $R_{B,series} = \infty$ typifies the constant-current condition. In practical cases, circuits operate in an intermediate state. The operative NDR in a forced-$I_B$ derive is reduced as each generation of a technology scales the device. In contrast, the constant-voltage input NDR is increasingly worsened with scaling [54]. Thus, to avoid the NDR effect, the transistor must be driven to operate in a forced-$I_B$ mode. From a circuit-design perspective, the output impedance of the preceding stage or the biasing circuitry should be incorporated in the design to assess the NDR intensity. In Fig. 2.14, with a high $V_{CE}$, a voltage divider is designed for biasing the base that gives $R_{B,series} = R_{eq} = R_1 \parallel R_2$. Choosing large values of $R_1$ and $R_2$ (on the order of KΩ) increases $R_{B,series}$. Biasing the transistors with a small $V_{BE}$ can alleviate the concerns of NDR entirely [54].
Figure 2.13 The equivalent series resistance at the base to determine the input derive conditions.

Figure 2.14 Forced-\(I_B\) mode implementation to avoid NDR.

Passive circuit components require especial attention at low temperatures. In particular, capacitive changes are dominant at reduced temperatures while changes in dielectric constant are not remarkable. Cooling positively impacts the conductivity of metallic interconnects by lowering the inherent resistivity. The behavior of semiconductor-based resistors deviates from that at 300 K, depending on the type. Polysilicon-based resistors show no significant change due to cooling [56], unlike N-well resistors where changes are large.

### 2.3 Implementation and Circuit Design

The proposed 40-GHz fundamental VCO is implemented in a 0.13-\(\mu\)m BiCMOS process while being simulated in a 55-nm BiCMOS process. Figure 2.15 displays the schematic of the proposed VCO. The core oscillatory structure is followed by two amplifiers at the outputs and utilizes a tail
current source to generate the required swing level and improve the phase noise of the circuit. The tail current source \((I_T)\) is implemented using CMOS transistors where they operate at the edge of saturation over the entire oscillation period, consuming the minimal power \((\leq 0.3 \text{ mW})\). The core transistors will have \(L_E = 6 \text{ μm}\) in \(N_x\)-(CBEB)-C configuration to increase \(f_{max}\). In Fig. 2.10, \(C_d\), \(C_a\), \(C_{var}\), and size of the transistor are co-designed to maximize the tunability for the oscillator while not degrading the efficiency significantly. This imposes an extra constraint for efficiency enhancement such that \(C_d\) and \(C_a\) are shifted from the theoretical optimum values. With \(C_{max}/C_{min} = 2.8\), the quality factors of the varactors do not exceed 6, so \(C_{var}\) is set to be 120 fF.

At the amplifier stage, the transistors are sized to take on a larger value, \(L_E = 8 \text{ μm}\), and the power amplifier is designed to yield the maximum PAE. Simulations show a PAE of more than 40% for the output stage. The inductive loads required for the core tank and the outputs are implemented as CPW transmission-lines (TLs) with ground shielding. The lengths and dimensions of the TLs are simulated using an electromagnetic (EM) solver to maximize Q. NMOS current mirrors are used to bias the tail current source. To account for the parasitics contributed by the RF pad, this component is also simulated in HFSS to obtain an equivalent capacitance to the substrate (in this case, 30 fF at 40 GHz). The inductance of traces and other interconnects are also carefully modeled and included in the simulations. Remarks: most of the design variables have been optimized for the low-temperature performance. However, the large number of bias points provided by the base voltage and the current source \((I_T)\) permits to tune the performance such that it is boosted at room temperature as well.
2.4 Prototype Measurement and Results

The implemented fundamental VCO is tested in chip-on-board configuration through on-chip probing at room temperature. The frequency and power measurement setup is shown in Fig. 2.16. For the measurement of the oscillation frequency \( f_{\text{osc}} \) and the phase noise (PN), we have used 8565E Agilent 50-GHz spectrum analyzer (SA). The output of the chip is connected to the SA using low-loss microwave cables through a GSGSG 60-GHz Cascade Infinity probe with a power loss of \( \sim 1 \) dBm. The same setting is utilized to measure the output power. The power levels in this plot are those after de-embedding the loss from the cables and the probe used in the measurement. Table 2.1 summarizes the measured performance results at room temperature.

The low-temperature measurements are done using a vacuum electrical characterization probe station. Figure 2.17 presents the measurement setup along with the annotated chip micrograph of the cryogenic VCO.
Fig. 2.16 The measurement setup for the proposed VCO at room temperature

<table>
<thead>
<tr>
<th>reference</th>
<th>process</th>
<th>Freq. (GHz)</th>
<th>TR (%)</th>
<th>Eff (%)</th>
<th>P_{out} (mW)</th>
<th>P_{DC} (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[65]</td>
<td>45-nm CMOS SOI</td>
<td>45.7</td>
<td>4.3</td>
<td>15.7</td>
<td>6.62</td>
<td>42.2</td>
</tr>
<tr>
<td>[66]</td>
<td>90-nm CMOS</td>
<td>46.2</td>
<td>10.4</td>
<td>13.6</td>
<td>11.5</td>
<td>84.4</td>
</tr>
<tr>
<td>[67]</td>
<td>90-nm CMOS</td>
<td>30</td>
<td>20</td>
<td>4.6</td>
<td>1</td>
<td>21.7</td>
</tr>
<tr>
<td>[68]</td>
<td>0.12-µm BiCMOS</td>
<td>22.4</td>
<td>5.5</td>
<td>1</td>
<td>0.28</td>
<td>27</td>
</tr>
<tr>
<td>This work</td>
<td>0.13-µm BiCMOS</td>
<td>40.4</td>
<td>11.2</td>
<td>25.5</td>
<td>14</td>
<td>55</td>
</tr>
</tbody>
</table>

Table 2.1 Comparison with the prior art

The PCB-mounted chip is heat sunk to the probe-station’s copper cold finger in vacuum and the VCO is coupled through aluminum wire bonds to a lithographically defined coplanar waveguide first to verify if the fabricated VCO features the desired expected performance for the experiment. In this setting, the CPW is tapered to a micro wire in the center [41]. The narrow micro wire concentrates the microwaves delivered in an MRFM experiment to generate a micro tesla-strength $B_1$ field. The VCO’s inverting output is left unconnected. The output of the CPW is delivered to a 50-GHz spectrum analyzer (Agilent 8565E) using a 60-GHz Cascade GSG Infinity Probe and low-loss coaxial cables. The chip’s temperature is measured using a sensor located on
the underside of the probe station’s cold finger and is regulated using a feedback controller. Each temperature set point is reached by adjusting a heater and controlling the flow of liquid helium beneath the probe’s cold finger. At each temperature setup point, the system is allowed to settle for >15 minutes, permitting the copper cold plate and the PCB/VCO/CPW setup to equilibrate.

![Cryogenic measurement setup and chip micrograph of the VCO](image)

**Figure 2.17** The cryogenic measurement setup and the chip micrograph of the VCO.

Fig. 2.18 shows the measured VCO’s oscillation frequency versus the control voltage \( V_{\text{tune}} \) at several temperatures **at the output of the CPW**. The VCO consumes almost 55.8 mW of dc power and has a tuning range of more than 5.4% at low temperatures. The measured data shows a slight shift in the frequency of operation moving from 300 K to 12 K. The reduction in the capacitance of MIM capacitors is mainly responsible for this frequency shift (the inductance’s temperature coefficient is expected to be on the order of ppm/°C [69]). The electron spin resonance field corresponding to the VCO’s center frequency at room temperature is 1.29 T; the associated proton nuclear magnetic resonance frequency at this field is 54.7 MHz. The relative 5.4% tuning range of the proposed VCO at all temperatures corresponds to a field-sweep range of 70 mT, more than sufficient for use in an electron spin resonance-MRFM experiment.
Figure 2.18 $f_{osc}$ vs. control voltage at various temperatures.

Fig. 2.19 plots the measured DC-to-RF efficiency versus $V_{tune}$. This data was collected directly from the output of the CPW; no calibration techniques are utilized to de-embed the effect of loss. From a separate measurement of the transmission losses through the CPW and SMA cables used in the measurements, the setup is conservatively estimated to have an attenuation of $\sim 14$ dB ($\sim 25 \times$) compared to a direct measurement of the VCO, without the losses from the wire-bonds.

Figure 2.19 Measured DC-to-RF efficiency at the CPW output vs. $V_{BE}$. 
The measurements also show that output power exceeds 300 µW at the output of the CPW. Based on SONNET simulations this power should produce $B_1 \sim 54 \mu T$ of transverse oscillating magnetic field. This $B_1$ is large enough for pulsed experiments and more than sufficient for electron spin resonance and DNP experiments. Replacing the 1 mm-long wire bonds with a low-temperature flip-chip connection could improve the $B_1$ by an order of magnitude.

The commonly used X5R and X7R on-board capacitors and potentiometer used on the board are known to exhibit large variations at extremely low temperatures (up to a 90% change from the nominal value [56]), leading to significant changes in the bias currents. In this context, the bias points should be manually adjusted to compensate for such changes. Low-temperature capacitors such as NP0/COG also show large variations at cryogenic temperatures. These capacitors are unable to filter the supply noise near 4 K [56]. Figure 2.20 shows the measured phase noise (PN) near 36 GHz.

![Figure 2.20 Measured phase noise vs. $f_{offset}$ for various temperatures.](image)

The higher PN at low offsets, down to mid-range cryogenic temperatures (i.e., 77 K), confirms that the on-board capacitors cannot filter the supply noise. In contrast, PN at lower temperatures
behaves as expected, resulting from an additional increase in the bias current. For a field strength of $B_1 = 1$ mT, the relevant offset frequency is $\gamma_e B_1 = 28$ MHz. For a phase noise at this offset of $-100$ dBc/Hz, $P_{\delta \phi} = 1.0 \times 10^{-10}$ Hz$^{-1}$ and the electron-magnetization decay time is $\tau = 1/k = 13$ $\mu$s. At high offset and low temperature, the phase noise approaches $-120$ dBc/Hz and $\tau$ becomes 1.3 ms which avoids magnetization loss from phase noise during an adiabatic sweep.

To verify the accuracy of the proposed cooling-scaling-mapping based approach, we also measured the performance of the chip without the presence of the CPW at low temperatures utilizing the exact same measurement setting. The cryogenic measurement results of the fabricated VCO is presented in table 2.2.

<table>
<thead>
<tr>
<th>Temp. (K)</th>
<th>Freq. (GHz)</th>
<th>TR (%)</th>
<th>Eff (%)</th>
<th>$P_{\text{out}}$ (mW)</th>
<th>$P_{\text{DC}}$ (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>77</td>
<td>37.7</td>
<td>6.2</td>
<td>40</td>
<td>22.1</td>
<td>55.2</td>
</tr>
<tr>
<td>50</td>
<td>37.8</td>
<td>6.1</td>
<td>44.9</td>
<td>24.9</td>
<td>55.5</td>
</tr>
<tr>
<td>20</td>
<td>37.6</td>
<td>6.1</td>
<td>51</td>
<td>28.4</td>
<td>55.8</td>
</tr>
<tr>
<td>12</td>
<td>37.4</td>
<td>6.15</td>
<td>50.2</td>
<td>28</td>
<td>55.8</td>
</tr>
</tbody>
</table>

Table 2.2 the performance summary of the fabricated cryogenic VCO at multiple temperatures

Simulations show a peak DC-to-RF efficiency of 34% at 77 K and 36% at 55 K which is slightly smaller than the measured values. However, the accuracy of the proposed design methodology is good enough for the purpose of circuit design, given no low-temperature transistor model is available. The larger-than-expected estimated efficiency numbers can be attributed to the enhancement in the tank’s Q. At low temperatures, magnetically induced eddy currents from the
tank barely flow in the high-resistive substrate because of carrier freeze-out. We postulate that the freeze-out reduces the substrate loss and prevents the degradation of the Q.

2.5 Conclusions

In this work, we develop a semi-quantitative approach for low-temperature circuit design. The proposed approach is capable to acceptably predict the circuit performance at low temperatures without resorting to low-temperature transistor models. Once the low-temperature design procedure is established, we utilize circuit techniques to boost the efficiency of the oscillator. The proposed VCO employs SiGe HBTs to operate cryogenically at frequencies up to tens of gigahertz. The result is a 40-GHz efficient cryogenic VCO, implemented in a 0.13-μm BiCMOS process. With 300 μW output power, 5.4% tuning range, and 25% DC-to-RF efficiency at the output of the CPW in the experiment setting, the VCO satisfies the requirements for exciting electron spin resonance and initiating dynamic nuclear polarization in an MRFM experiment.
Chapter 3: Efficient Signal Generation Close-to-$f_{\text{max}}$

3.1 Introduction

The demand for signal generation at mm-wave frequencies has demonstrated an upward trend in the recent years. This increasing demand can be attributed to the numerous applications that are being implemented in the mm-wave frequency band including high data-rate wireless communication in 60-GHz band, automotive radar at 77-GHz band, and passive radar imaging in W-band (75-110 GHz) [70]. Millimeter-wave sources, especially those that can operate at the frequencies in W-band and above are needed for advanced imaging, remote sensing and radar applications. W-band radiation, in particular, offers an interesting balance between spatial resolution, material penetration, and atmospheric absorption for these applications. Depending on the application and the required resolutions the bandwidth can be different. However, output power and efficiency are the critical parameters at such high frequencies.

On-chip power generation at frequencies close to or beyond $f_{\text{max}}$ is not a trivial task to accomplish. The limited $f_{\text{max}}$ of today’s silicon CMOS technology at mm-wave frequencies, rules out the choice of generating the high-frequency signal independently and then utilizing a power amplifier (PA) to efficiently boost the close-to-$f_{\text{max}}$ generated signal’s power. This calls for alternative power-oscillator design approaches that are capable of enhancing the output power of generated signals. In such schemes, the oscillator is typically the “power-hungry” circuit block of the system, requiring its efficiency to be improved. As an alternative, the signal can be generated at 45 GHz, then use a 45 GHz PAs followed by bias-optimized frequency doublers to achieve the target operating frequency. This is practically challenging. The frequency multipliers normally have both high output power and bandwidth. However, these multipliers suffer from large power
conversion loss. Hence, they need power hungry power amplifiers to boost the power level. This increases the power consumption and silicon area and largely deteriorates the efficiency that is the main concern of the proposed approach. In terms of phase noise, there are two sources of noises, the noise from the passives and the noise from the active devices. It is practical to achieve a better quality-factor at 45 GHz, but it is not significantly larger, based on the simulations it differs by a factor of about 12%. In terms of noise performance of the device itself, the noise performance is better at 45 GHz in general. However, we need to consider that the noise of the doubler needs to be considered for the overall phase noise performance. Specially since the doubler is a non-linear component which folds the noise around the harmonics back to the fundamental and can increase the noise level and hence the overall PN. This is especially important for phase noise at higher offset frequencies which might limit the phase noise to the noise level of the doubler. We should also note that the doubler is usually optimized for the lowest conversion loss, hence it is not optimized for noise performance and can have a high noise level. For a VCO at 90 GHz, we do not need to deal with the noise of the frequency doubler which makes it easier to manage the noise contribution of the devices to the phase noise.

Several studies have been carried out to address the design of high-efficiency oscillators at mm-wave frequencies [71]–[75]. The voltage-controlled oscillator (VCO) in [71] utilizes a band switching technique and controls the effective gate inductance to increase the tuning range. The resulted VCO demonstrates a peak DC-to-RF efficiency of 3.7% as a by-product. In this design, the output power drops as the bias changes to tune the frequency. In [72], a varactor-less technique is employed that tunes the circuit with minimal degradation of the generated output power. In [73], a more inclusive approach is adopted to systematically maximize the available power of a single transistor regardless of the circuit topology and in [74] the method is improved by standardizing
the methodology of arriving at the passive network for a multistage ring oscillator. Despite being the common approach in most of the recent works, this method does not maximize the efficiency as it discards the DC power consumption and only focuses on maximizing the generated small-signal power. In [75] a modified differential Colpitts oscillator employs larger transistors to enhance linearity and then exploits the improved linearity to achieve a DC-to-RF efficiency of 4.9%. Yet, the differential output of the VCO in this design needs a supplementary lossy network for power combining.

In this work, we will primarily focus on maximizing the efficiency of oscillators. Inspired by switching-type PAs, we propose a high-efficiency oscillator at mm-wave frequencies. The result is a fundamental oscillator operating at a center frequency of 91 GHz and achieving a state-of-the-art DC-to-RF efficiency of 6.1% while generating a maximum measured output power of 4.5 dBm. The proposed oscillator attains the phase noise figure of merit (FoM) of $-169.6$ dBc/Hz at 1–MHz offset frequency.

### 3.2 A High-Efficiency Class-E-Like Oscillator Topology

#### 3.2.1 Drain Efficiency in A Single-Transistor Power Amplifier

The drain efficiency of a single-transistor power amplifier ($\eta$) is defined as:

$$
\eta = \frac{P_{L-f0}}{P_{DC}} = \frac{P_{L-f0}}{P_{\text{dissipated-transistor}} + P_{\text{dissipated-passives}} + P_{L}} 
\approx \frac{P_{L-f0}}{P_{\text{dissipated-transistor}} + P_{\text{dissipated-passives}} + P_{L-f0}}
$$

(3.1)

where $P_{L-f0}$ denotes the fundamental output power, $P_L$ is the overall power delivered to the load, and $P_{DC}$ is the average DC power from the supply voltage. Assuming that the output power of
harmonics is much lower than the fundamental power, the latter approximation holds. If $P_{\text{dissipated-passives}}$ is negligible, and $P_{\text{dissipated-transistor}}$ substituted by the corresponding instantaneous currents and voltages,

$$
\eta \approx \frac{P_{L-f_0}}{P_{\text{dissipated-transistor}} + P_{L-f_0}} = \frac{P_{L-f_0}}{\frac{1}{T} \int_0^T I_D(t)V_D(t)dt + P_{L-f_0}}
$$

(3.2)

where $I_D(t)$ and $V_D(t)$ are the transistor drain current and voltage waveforms respectively. To reduce power consumption, ideally, it is desired to shape $I_D$ and $V_D$ waveforms to minimize the time during which the transistor simultaneously carries a large current and sustains a large voltage. This basic approach has been extensively investigated in the context of switching amplifiers. Class-E stages are nonlinear switching PAs that achieve high efficiency while delivering full power [76]. Nonetheless, switching PAs in CMOS still need to be explored at mm-wave frequencies. The lack of capability to shape a sharp pulse-like drain current at mm-wave frequencies and beyond limits utilization of the switching concepts to enhance efficiency. This is essentially due to the presence of parasitics which prohibit hard switching. Besides, the tightly coupled nature of input and output makes harmonic shaping of voltages and currents challenging. Thus, at mm-wave frequencies, one can merely borrow the class-E principals to practically implement a “switch-like” PA [77]. To maximize the ratio in (3.2), one technique is to lower the DC component of $P_{\text{dissipated-transistor}}$ while keeping $P_{L-f_0}$ constant. This can be achieved, if the transistor is turned off for a certain period of time while its drain current waveform shape and amplitude is preserved. The low-frequency oscillator works that employ similar waveform shaping approaches for improving aspects of oscillator performance have been presented in [78]–[80].
To explain the idea, an idealized representation of the transistor output current is shown in Fig. 3.1. When the transistor is on for nearly the entire period, $I_D$ waveform ideally resembles a sine-shape wave, Fig. 3.1(a). If the gate-bias voltage ($V_G$) is lowered below $V_{th}$, the transistor is turned off for a portion of the time and the corresponding $I_D$ waveform becomes as shown in Fig. 3.1(b). In this figure, $P$ marks the point where the transistor is turned off or equivalently the position that $I_D$ waveform departs its ideal sine shape. Location of $P$ is a function of $V_G$ and specifies the initial charges on the parasitics once the transistor is powered off.

![Figure 3.1](image)

**Figure 3.1** Conceptual representation of the possible $I_D$ waveforms for various bias levels. (a) The ideal case; (b) When the transistor turns off; (c) Closer to ideal case (d) Resulted waveform beyond the optimum case.

While being off, the transistor presents a high-impedance path to the rest of the circuit and as a result, an increased portion of $I_D$ must be discharged through the path consisting of $C_{GS}$ and $C_{GD}$, shown by Path-I in Fig. 3.2, the current would discharge to ground with a slope ($S$) proportional to the time constant of the parasitic network ($\tau$). If $V_G$ is reduced while the drain voltage remains
almost unchanged (and consequently $C_{DB}$ stays the same), the location of $P$ is changed. If $r$ is also modified, current can be quickly discharged as if the $I_D$ trajectory resumes its original sine-shape waveform from the point ($P$) that it had initially stopped when the transistor was turned off. Subsequently, the waveform in Fig. 3.1(c) is resulted where it is notably similar to its ideal counterpart in Fig. 3.1(a), but with a lower DC value ($V_{G3} < V_{G1}$).

![Figure 3.2 Simplified model of the mm-wave transistor in the circuit when the transistor is turned off.](image)

This ensures the same level of generated fundamental component of the drain current ($i_D$) with a lower DC value of $I_D$. Hereafter, if $V_G$ is reduced any further, the transistor is kept off for a longer time interval and $i_D$ is significantly attenuated, giving rise to the waveform in Fig. 3.1(d). Likewise, any further increase beyond the optimum value of $V_G$ does not enhance the overall efficiency as it mostly contributes to the growth of DC component, similar to the case in Fig. 3.1(a). The simulated $i_D$ (fundamental component) and DC component of $I_D$ for the NMOS transistor ($W/L = 15\mu m/0.13\mu m$) used in the oscillator are plotted in Fig. 3.3 for various levels of $V_G$. As seen, the DC component of the current consumption is reduced by approximately a factor of 1.7 for $V_G = 0.8$ V compared to the case where the transistor remains on for nearly the entire period ($V_G = 1.2$ V). At the same time, the generated fundamental component reaches its peak at $V_G = 0.8$ V.
The waveforms in Fig. 3.1 may seem not similar to the class-E like waveforms of reference [76] where a concerted effort has been made to ensure that the switch current and voltage waveforms have zero overlap (The residual overlap is due to finite switch loss at mm-wave). As such the relationship of the Fig. 3.1 waveforms, and the final VCO topology might seem to be unclear as to the class-E or class-E like PAs. However, In [77], the fundamental limits on achievable performance in stacked CMOS Class-E-like PAs are analyzed and presented in Fig. 2 of the paper. Quoted from this paper, “In practical implementations, the main non-ideality that causes deviation from these limits is soft switching of the stacked devices due to the lack of square wave drives”.

Therefore, soft switching debilitates the transistor to generate pulse–shape output currents required to realize an improved efficiency. In contrast, hard switching would make the generation of the pulse-like currents possible. In the absence of square wave drives, we can modify the output current waveforms to resemble that of an ideal sharp pulse wave achieved by hard switching. In real cases, the output current of the transistor at mm-wave frequencies does not look like what presented in Fig. 3.1(a) which is an ideal sine-shape wave. In contrast, it is conceptually very
similar to the case presented by Fig. 3.1(d) mainly due to the parasitics. This exaggerated representation of the output current significantly departs from the sharp pulse-like ideal current waveform. Figure 3.1 pictorially represents an example where a sine-shape output is considered as the ideal output, outlining the overall concept and suggesting how a deteriorated output waveform can be modified back to approach the ideal sine-shape case in the presence of extreme non-idealities. Once this is established, we can further manipulate other effective parameters to go toward creating an ideal pulse-like waveform. This is doable by placing a capacitor at the source of the transistor, as discussed subsequently. The first step to ensure ideal zero overlap condition is to favourably shape the output current waveform and next form the output voltages. The first part that is the idealization of current signals takes place in this work.

In addition, it appears that the voltage and current sinusoids in Fig. 3.1 still overlap. By changing the gate bias, the duty-cycle is altered so that the transistor is off for a finite time. This may seem closer to a duty-cycle reduction in linear PAs like class AB, B and C. This, however, is inevitable as the oscillation frequency is very high. This mainly stems from the tightly coupled nature of the input-output and the non-idealities outlined earlier. However, the overlap is reduced by shaping the output current waveforms. Having a more pulse-like sinusoid waveform, the current reduces its overlap with the voltage. In PAs that are more linear (such as class-AB, B, and C) the transistor is to remain a current source. Then the minimum required drain voltage and the maximum value of the gate voltage must be carefully designed such that the transistor does not enter triode region. This translates to a lower efficiency in theory due to the minimum required drain-source voltage. In contrast, the gate-drain voltage of the transistor can take on values as close as to 0.2 ($V_{th}$) or even larger in a switching amplifier to allow the transistor to enter the triode region.
As shown in Fig. 3.4, the transistor operates in the triode region for almost more than 35% of the period. Of course, these concepts poorly retain their original meaning at mm-wave frequencies in the neighborhood of 90 GHz. Figure 3.5 compares the output current of the transistor with the corresponding conceptual waveforms. As observed, at optimum value of $V_{G}$-bias ($V_{G}$=0.8 V), the current waveform looks more like a pulse (in this figure, $V_{G}$=1.2 V corresponds to the Case-1, and $V_{G}$=0.4 V to the Case-4). Figure 3.6 represents the gate and drain voltages and the drain current waveform in the final topology.

![Figure 3.4 Gate-drain voltage of the single transistor.](image)

For best efficiency, it might appear that the gate bias should not be chosen just on the basis of the lowest $I_{\text{fundamental}}/I_{\text{DC}}$ in Fig. 3.3. It should be based on the bias that maximizes $P_{\text{fundamental}}/P_{\text{DC}}$. These are the same in the presence of passive loss which can be the significant determiner of $P_{\text{fundamental}}$ ($I_{\text{fundamental}}^2R_{\text{passive}}$) at these frequencies. In other words, it is not sufficient to make the current look sinusoidal. The loss in the passives that assist in shaping the current (in this case making it more sinusoidal in Fig. 3.1) at these frequencies can play a critical role in what power is actually delivered at the fundamental. It may even be possible that the loss in the passives that makes the
current sinusoidal may be large enough, that a design point with less fundamental component but lower loss may result in better efficiency.

![Figure 3.5](image1.png)

Figure 3.5 The output current of the transistor that also shows the corresponding cases in Fig. 3.1.

![Figure 3.6](image2.png)

Figure 3.6 The output waveforms of the final oscillator, including $V_G$, $V_D$, and $I_D$.

To provide more details on locating the point of maximum efficiency where $\eta = \frac{P_{\text{fundamental}}}{P_{\text{DC}}}$ is maximized especially after including passives that provide the waveform shaping for maximum $\eta$, we add the following.
At the target frequency, on-chip inductors normally exhibit lower quality factor as compared to capacitors. This is specially the case when capacitors with small values are used in the design. In regard to the value of the inductive load at the output load, a large value is desired as explained later. Once, the maximum allowable, proper inductor size is chosen based on the maximum achievable quality factor at the frequency of interest (in this case 91 GHz), the rest of the wave shaping is carried out through putting only an additional capacitor at the source of the transistor. The design parameters are selected through finding the optimum values by simulation. As a result, the small number of passives utilized in the design do not introduce much loss. Besides, a large inductive load directs the current toward the load at the output. At mm-wave t-lines are a better choice than inductors. T-lines are implemented by coplanar transmission lines that have a well-defined return path, high isolation, reduced coupling to substrate, and accordingly a lower loss. Improving $I_{\text{fundamental}}/I_{\text{DC}}$ by primarily reducing $I_{\text{DC}}$, can have its own share in efficiency enhancement. Of course, there are other factors that can boost the efficiency that is not of main concern in this design. Hence for simplicity we have neglected the power dissipation in the matching network which we believe can be tolerated as the Q of the T-line is typically large enough. To reiterate, in connection with our design, the small number of passives employed to perform wave shaping do not contribute much loss. This is one of the factors which results in efficiency improvement in this work.

As pointed out, the general shape of $I_D$ is also correlated to the time-constant of the RC parasitic path when the transistor is off. Hence, the efficiency can still be boosted if the time-constant is further modified. This is accomplished by placing a capacitor ($C_S$) at the source of the transistor. As such, the additional capacitor would be effectively in series with $C_{GS}$, further reducing the time-constant of the parasitic network. This allows $C_S$ to shape the $I_D$ waveform, enabling the designer
to produce a closer-to-ideal sine-shape signals. $C_S$ can also increase the delivered power without affecting the DC power consumption. In general, power gain ($P_G$) is a measure expressing how efficiently a transistor operates. A high $P_G$ implies a higher conversion between the DC power and the generated output power. Therefore, to boost $P_G$, one can possibly reduce the input power while keeping $P_{L-f_0}$ constant. If the transistor is pushed to the verge of instability, its input resistance ($R_{in}$) becomes very small. Any further push beyond this point turns $R_{in}$ negative, delivering power rather absorbing any thereafter. The presence of $C_S$ at the source affects the input resistance favorably and enhances $P_G$.

Fig. 3.7 illustrates the value of the input resistance seen at the transistor gate versus $C_S$. As discussed, $C_S$ reduces the input resistance. Also, Fig. 3.8 shows how the proper choice of $C_S$ can improve both efficiency and $P_G$. Suggested by the figure, choosing a small value $C_S$ can improve the transistor $P_G$ and efficiency while it also helps form a pulse-like signal by improving $\tau$.

![Figure 3.7](image.png)

*Figure 3.7 Equivalent negative resistance for both of the single-transistor and cross-coupled structure as a function of $C_S$.***
3.2.2 The Start-up/Loop Gain Condition for Oscillation Build-up

A major difference between the design of an amplifier and an oscillator is the start-up condition. Single-transistor implementation of the proposed oscillator is not feasible at the target center frequency (91 GHz) as it is too close to the $f_{\text{max}}$ (the post-layout simulated maximum oscillation frequency of the employed process is under 116 GHz). Even with the boosting effect introduced by using $C_s$, still the transistor cannot sustain oscillation due to the poor Q of the passives. Therefore, having an additional active network around the transistor is critical to “start-up” the oscillation. In this setting, the transistors are configured in a cross-coupled structure. The small-signal analysis of the equivalent resistance seen from the drains of the transistors yields to,

$$Re\left(Z_m\right) = -\frac{\omega^2 g_m C_{GS} + \omega^2 g_m C_s (C_{GS} + C_s)}{(\omega^2 g_m C_{GS})^2 + (\omega g_m C_s)^2} \approx -\frac{2C_{GS}}{g_m C_s} - \frac{1}{g_m}$$  \hspace{1cm} (3.3)

where $\omega$ is angular frequency, $g_m$ is the transistor transconductance, $C_{GS}$ is the gate-source parasitic capacitance, and $C_s$ is the proposed capacitor at the source. The latter approximation
holds at the target operation frequency. As seen in Equ. (3.3), a small capacitor ($C_S$) at the source can potentially further relax the start-up condition, if $C_{GS} > C_S$. The trade-off is that the transistor transconductance can be degraded. Figure 3.8 also shows the effect of such capacitor on the equivalent negative resistance for the cross-coupled structure.

As confirmed by the plot, a smaller $C_S$ results in a larger negative $R$. In addition, a negative input resistance for each single transistor in the loop independently results in a higher voltage swing, thereby enhancing the power generation. Also, the presence of the second transistor allows for using smaller size transistors, offering a smaller subsequent $C_{GS}$ that have the dominant effect on the RC-network time constant.

It seems there are three criteria to select $C_S$ for the best performance; maximize $P_G$, guarantee start up, and adjust time constant of the circuit when the switch is OFF to maintain $P_L$. To describe how $C_S$ is chosen to address these three criteria successfully, the trade-offs are as follow. In general, if a capacitor is placed at the source of an NMOS transistor, the resulted network pushes the transistor toward instability. As observed in Fig. 3.7, reducing $C_S$ improves the negative resistance seen looking into the drain of the cross-coupled structure. This is also confirmed by Eq. (3.3). At the same time, this capacitor also independently pushes each individual transistor in the cross-coupled configuration to the verge of instability. The blue line represents the equivalent resistance looking into the gate for each of the single transistors in the cross-coupled circuit in Fig. 3.7. A small input resistance translates to smaller input power while the generated output power remains almost intact. $P_G$-wise, one can surmise that the power gain is boosted. Thus, a small value of $C_S$ enhances both the $P_G$ and the start-up condition. On the other hand, if $C_{GD}$, $C_{GS}$, and $C_S$ considered to primarily form the input capacitive network, a small $C_S$ can improve the time constant when the transistor is turned off. As such, $C_S$ would be in series with the other two
capacitors, lowering the total equivalent capacitance and reducing the consumed power ($I_D$) by the transistor. This effect can maximally enhance the efficiency up to 1% in the final oscillator structure. On the downside, the transistor transconductance reduces which can turn out to be prohibitively low at smaller gate bias levels. This proves to be the trade-off between the $V_{G,bias}$ and the value of $C_S$. Also, $C_S$ and the associated feed-line required to bias the source in the proposed configuration dissipate power and thus introduce power loss.

3.3 Circuit Implementation Details

Figure 3.9 depicts the schematic view of the proposed VCO architecture. Compared to the conventional cross-coupled structure, the proposed topology benefits from an additional set of capacitors at the source to improve the efficiency. Also, the capacitive connections ($C_C$) between the transistors remove the bias dependency between the gate and drain nodes. A buffer is included at the output to absorb the loading effect. The buffer receives the generated power from the oscillator and transfers the energy to the 50Ω load. In the buffer, the transistor is no longer expected to yield a large power gain and thus consumes the minimal DC power. A matching network including the feedline $TL_3$ and the RF pad parasitic capacitance (around 30 fF) is designed at the buffer output. While the transistor being off, the parasitics, output resistive load, and inductive load in the tank form a high-order filter. With no matching at the output, if the whole parasitic network presents an equivalent capacitance of $C_T$ to the rest of the network, the result can be approximated by a second-order parallel RLC circuit. If $L$ increases and $C_T$ is reduced, the circuit is pushed to be operating in an under-damped mode (damping factor < 1) and the initial charges can be discharged more quickly. Therefore, the inductive load is designed to take on the largest possible value, given the achievable quality factors at the target frequency and $C_T$ is further
reduced. A large inductive load can also more effectively direct the current toward the output. Given a Q of 30 achievable at 91 GHz, L is set to be around 80 pH initially. Next, assuming that L is large enough to supply a nearly constant current for design purposes, transistors widths are selected based on the analysis. Gate bias voltages ($V_G$) and the nominal value of the source capacitors ($C_s$) are chosen to be 0.8 V and 60 fF based on the considerations in Section 3.2.

In this design, turning off the transistor clips the drain current. Linear PAs typically recover this by using filtering. In this work, the device capacitances are exploited to effectively perform this waveform shaping. Clearly any finite PA choke (tank inductance or t-line when in a VCO configuration) will also play a critical role in shaping this waveform, (not just the RC time constant).

Figure 3.9 Schematic of the implemented high-efficiency fundamental VCO, the output buffer, and the matching network.
How are the values of passives chosen to ensure a sinusoidal waveform for the current? Once the transistor is powered off, the transistor’s parasitic capacitance together with the output load, and the inductive load form an RLC circuit. Assuming that the whole parasitic network presents a $C_T$ to the rest of the circuit and having no matching between the transistor and the load, the RLC circuit can be approximated as a second-order parallel RLC. If the circuit is pushed to be operating in an under-damped mode (damping factor ($\xi$) < 1) as mentioned earlier, the initial charges can be discharged more quickly. As a result, to increase Neper frequency or attenuation ($\alpha$), we design the inductive load to be as large as possible (given the achievable quality factors at the target frequency) and modify the $C_T$ network subsequently. As a result, given the L set first, the device capacitance and bias voltage is exploited to effectively perform wave shaping. In such a scheme, we can assume that L is large enough to supply a nearly constant current (for design purposes). Therefore, $C_T$ plays the critical role hereafter.

In Fig. 3.1, it may seem that is not clear why the current reduces linearly when the device is off (which would happen if the inductive load was shorted directly to ground. To comment on this, it is repeated that the decay would be in the form of a natural response of an approximately a second-order parallel RLC circuit and, in case of a large L, an RC-discharging circuit as in Fig. 3.1(c). However, in this figure, we conceptually draw the line to further highlight the effect of time-constant and illustrate how non-idealities can impact the waveform in extreme cases, shown in Fig. 3.1. To bias the transistor source a $\lambda/4$ transmission line is implemented as an RF choke (RFC). The designed feedline presents an open-circuit condition at the frequency of operation. The transmission lines are implemented as coplanar waveguide with ground shielding. The efficiency boosting source capacitors are implemented using a pair of accumulation-mode varactors ($C_{var}$) to tune the frequency as well. To account for the effect of interconnects, the entire structure is
simulated using HFSS. However, $C_{\text{var}}$ ($C_5$) in Fig. 3.9 affect the phase noise and negative resistance since $C_{\text{var}}$ ($C_5$) has a loss. In other words, $C_{\text{var}}$ at 91 GHz would have very low Q. So, why it is a good idea to use a varactor, and not a capacitor across the source terminals? How would the VCO output swing vary across the tuning range?

The main reason for utilizing $C_{\text{var}}$ and not a capacitor at the source is to provide a tuning range. Putting $C_{\text{var}}$ in parallel with the tank can potentially kill the oscillation at such a high frequency. Even if the oscillation sustains, the output power would be small, the efficiency would be poor, and the noise performance would be bad. Of course, employing $C_{\text{var}}$ instead of $C_s$ degrades the negative resistance and the phase noise performance as the quality factor is very low. However, if the capacitive range ($C_{\text{max}}/C_{\text{min}}$) is selected to be small with small $C_{\text{var}}$, the varactor yields an acceptable quality factor. As such, we can accommodate a tuning range while not diminishing the quality factor directly. In this design, however, due to a high oscillation frequency ($0.8 \times f_{\text{max}}$), the transistor models become inaccurate and the idea of tuning has not been well worked (inaccurate models have resulted in discrepancies between simulation and measurement). Thus, the measured tuning range is limited. Nevertheless, if the VCO output is considered for the whole frequency range, the output swing does not vary much as the output power maintains almost the same value (to be presented in the next section).

### 3.4 Measurement Setup and Experimental Results

The implemented fundamental VCO is tested in chip-on-board configuration through on-chip probing. A WR-08 GSG Picoprobe is used to probe the output of the VCO. The circuit is connected to a Rhode & Schwarz FSW 67-GHz spectrum analyzer (SA) with a WR-8 frequency extender for frequency and phase noise measurements. Figure 3.10 presents the measured PN of the VCO at 1,
3 and 10 MHz offsets from the carrier which features a phase noise of better than \(-86.2\) dBC/Hz at 1–MHz offset. The output power is measured using an Erikson PM4 power meter. The measured oscillation frequency and the calibrated efficiency versus control voltage \(V_{\text{tune}}\) are plotted in Fig. 3.11(a). The proposed oscillator consumes 46 mW of DC power and achieves a peak output power of 4.5 dBm with the record efficiency of 6.1%. Figure 3.11(b) illustrates the simulated efficiency and output oscillation frequency \(f_{\text{osc}}\) plots versus \(V_{\text{tune}}\).

The difference between the simulation and measurement can be attributed to inaccuracy of device models at frequencies very close to \(f_{\text{max}}\). As observed, the tuning range of the VCO is limited. The principal objectives of this work have been improving efficiency and then output power.

![Figure 3.10](image-url) The measured phase noise of the proposed VCO at 89.75 GHz offset frequency. The simulated PN at the same offset frequency is also denoted by the red dotted line for comparison.

The tuning range has also been considered for the oscillator to meet the system requirements and account for uncertainties introduced as a result of variations in temperature and process. Nonetheless, no specific circuit technique is employed to improve the tuning range in this design.
The varactors are placed at the source of the cross-coupled oscillator to restrict their negative impact on the oscillation, attributed to their limited quality factor.

![Figure 3.11](image)

(a) Measured oscillation frequency ($f_{\text{osc}}$) and calculated efficiency vs. $V_{\text{tune}}$; (b) Simulated oscillation frequency and the corresponding calculated efficiency vs. control voltage ($V_{\text{tune}}$).

This, however, cannot handle the negative impact of the varactors on the oscillation entirely. The designed VCO is operating at $0.8 \times f_{\text{max}}$ that is too close to the transistors’ $f_{\text{max}}$. This implies that the transistor models are rather inaccurate. The difference between the measured and the simulated tuning range points to the same fact in this regard. Simulations exhibit a tuning range of more than 2.2%. The inaccuracy in device models is mainly attributed to the significant parasitics contributed by the transistor at a close-to-$f_{\text{max}}$ frequency. The tuning range can be improved by selecting smaller transistors in general (that is almost impossible in this design due to proximity to $f_{\text{max}}$; we need “start-up”) or scarifying a little bit of output power to accommodate some frequency variations. The oscillation frequency also can be lowered a bit to have a more accurate transistor model.
It is noteworthy that the negative effect of varactor’s low-quality factor has already been compensated for in the proposed VCO. Furthermore, Fig. 3.12 shows the calculated peak efficiency as a function of the supply voltage level (V\text{DD}) along with the corresponding oscillation frequencies. The figure suggests that the efficiency is boosted if V\text{DD} is increased.

Figure 3.12 The measured efficiency vs. supply voltage.

Figure 3.13 depicts the chip micrograph of the fabricated VCO. Table 3.1 compares this work with the prior art for two different supply voltage values. The 6.1% power efficiency is reported under 1.8-V V\text{DD} in 0.13-\textmu m CMOS (nominal V\text{DD} of 1.2 V). We can comment on the voltage swing in the oscillator and the long-term reliability considerations of using such a high-power supply in a power oscillator? For example, if we assume 0.8 V swing (= V_{gate,bias}) with anti-phase swing in a cross-couple oscillator this corresponds to a V\text{gd} voltage of 2.6 V which is more than the typical 2\times V\text{DD} limit on the voltage between any two device node for long term reliability. Although the nominal V\text{DD} for the 0.13-\textmu m CMOS process employed in this work is 1.2 V, based on the design kit the devices can almost reliably operate with the supply voltage of 1.5 V and even 1.6 V.
Figure 3.13 The die micrograph of the 91 GHz VCO.

We have reported the efficiency values for $V_{DD}$ greater than 1.6 V to have a complete set of measurement results. In regard to “ac-reliability”, the gate swing in this design barely reaches values as high as 1.6 peak-to-peak. As such, even assuming an entirely anti-phase swing between the gate and drain voltages (which rarely happens at such mm-wave frequencies), the peak-to-peak $V_{gd}$ does not exceed the $2 \times V_{DD}$ limit. The drain voltage swing is around 400 mV in this design. The designed VCO shows the peak-to-peak of ~2.4 V for $V_{gd}$.

The standard oscillator figure of merit does not reward high efficiency (DC-to-RF efficiency), which is the focus of this work. Possibly that is why many authors generally do not report FoM in the comparison table when the focus is the efficiency. The generated output power of this work is significantly higher than the other reported works. That is the case for efficiency too. The only comparable work in terms of power is the VCO in [81] with a lower efficiency, implemented in a CMOS process with a higher $f_{\text{max}}$. As can be observed, the phase noise performance of the VCO in [81] is very poor. Thus, overall, given the output power and efficiency to be the target
specifications, the presented VCO offers the highest efficiency while having an acceptable phase noise performance. Implementing the VCO with a CMOS process suffering from having transistors with lower value of $f_{\text{max}}$ exhibits the effectiveness of the design method. We have removed the FoM data from the table of comparison to avoid any possible confusion.

<table>
<thead>
<tr>
<th>Table 3.1 Table of comparison with the-state-of-the-art</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ref.</strong></td>
</tr>
<tr>
<td><strong>CMOS Tech.</strong></td>
</tr>
<tr>
<td><strong>Freq. [GHz]</strong></td>
</tr>
<tr>
<td><strong>FTR [%]</strong></td>
</tr>
<tr>
<td><strong>P_{dc} [mW]</strong></td>
</tr>
<tr>
<td><strong>P_{out} [dBm]</strong></td>
</tr>
<tr>
<td><strong>DC-to-RF [%]</strong></td>
</tr>
<tr>
<td><strong>PN [dBc/Hz]</strong></td>
</tr>
<tr>
<td><strong>V_{DD}</strong></td>
</tr>
</tbody>
</table>

*Power consumption of the buffer not included.
†Differential output power.
‡Use of an off-chip external bias-T for the RF output.

3.5 Conclusion

In this work, we demonstrate the merits of employing a fundamental approach to primarily design a high-efficiency oscillator. Adopting the proposed method, we introduce techniques to successfully design and implement a VCO in a 0.13-µm CMOS process with record DC-to-RF efficiency numbers. The proposed VCO incorporates a capacitor at the source and manipulates the gate voltage of the transistors to improve the efficiency and relax the start-up condition. The
presented VCO achieves a DC-to-RF efficiency of 6.1% which to the best of the authors’ knowledge is the highest among the W-band and higher-frequency CMOS sources. The proposed VCO can be used in high-efficiency power sources required to realize low-power transceivers.
Chapter 4: Efficient mm-Wave Signal Generation on CMOS

4.1 Introduction

Due to availability of wider bandwidth and less populated frequency spectra, the lower frequency bands of the mm-wave spectrum are being explored for a variety of communication, surveillance, and imaging applications [1]. This includes automotive radar at 77-GHz band with a great commercialized viability [83], passive radar imaging in W-band [84], and multi-gigabit wireless communication at 60 GHz [85]. For many of these applications, especially those that are portable, energy efficiency is a critical issue, requiring circuit and system solutions with minimal impact on battery life.

Recent examples of high-efficiency mm-wave oscillators have been demonstrated on CMOS in [86] and [81]–[82] to realize the above-mentioned systems. In [86], the fundamental VCO effectively manipulates the dc current of the drain of the transistors to minimize the time during which the transistor is on while maintaining the same fundamental generated power. The oscillator achieves 6.1% DC-to-RF efficiency in 0.13-μm CMOS with a limited tuning range. In [65], the theoretical limits on the drain efficiency for a single transistor are investigated and the major differences between theory and practice are explored to design a high-efficiency mm-wave oscillator utilizing a Class-E oscillator operating at 45 GHz. The design achieves a DC-to-RF efficiency of 15.6%. In this design, the underlying assumption that in an ideal Class-E power amplifier the main switch is opened and closed with zero rise/fall time pulses is revisited. Using a CMOS transistor as a switch, the associated on-resistance and the parasitic drain capacitance are identified as the primary sources that cause departure from the ideal Class-E behavior. Thus, the maximum oscillation frequency ($f_{osc}$) for the minimal efficiency degradation is achieved. This
approach, however, imposes a limit on $f_{osc}$ in the design. In [88], an 88-GHz fundamental SiGe HBT oscillator is presented by utilizing a device-centric design technique to achieve a high efficiency. The oscillator benefits from a self-feeding oscillator topology, employing the technique presented in [21] to optimize the fundamental power generation and exhibit 19.4% DC-to-RF efficiency. The oscillator, however, does not fully exploit the device capacity as it requires a low supply voltage for the optimum condition.

4.2 A High-Efficiency Single-Active-Device-Based Oscillator

At very high frequencies, e.g., mm-wave frequencies, the share of passive devices in power loss become significant due to the limited quality factors ($Q$) offered by these elements. Any oscillator design at very high frequencies are highly impacted by such detrimental effects. In other words, the maximum achievable quality factor numbers at high frequencies impose a limit on the minimum size of the transistor required for oscillation buildup. This inherently increases the power dissipation by the transistor itself. In fact, the dominance of the parasitics in large transistors restricts power conversion capability in transistors, i.e., conversion of dc supply power to $P_{out}$. In CMOS, this forces the transistors to operate in current limited mode with a certain voltage swing on the gate, failing to generate large swing levels at the output. This significantly reduces the transistor efficiency when it is places in a feedback loop to form an oscillator. As such, it is required to lower the supply voltage level to enable efficient active operations when it is undesirable by nature.

To design a high-efficiency oscillator, it is necessary to obtain the power efficiency limits of a single transistor. With the setting in Fig. 4.1, we obtain the maximum power added efficiency (PAE) for a single transistor without employing wave-shaping techniques. To maximize the
efficiency except for the inductive load at the output, the bias voltage of the gate, $V_B$, and the voltage amplitude on the gate, $S_B$, are the key parameters.

![Fig. 4.1 The setting utilized to obtain maximum PAE for a transistor.](image)

![Fig 4.2 PAE versus $V_B$ for several voltage amplitudes on the gate.](image)

The simulations show that in CMOS transistors, PAE increases with the growing voltage amplitude on the gate, as shown in Fig. 4.2. In this figure, PAE is plotted versus the gate bias voltage for a number of swing levels. In Fig. 4.3, the same plot is presented for the power consumption, $P_{dc}$. As observed, the peak PAE for larger swings in Fig. 4.2 occurs at $V_B$ where the $P_{dc}$ becomes independent of the voltage level on the gate in Fig. 4.3, $V_B|_{optimum} = V_B = 0.8 \, V$. It
is an important finding in oscillator design where providing the start-up condition does not degrade the transistor efficiency. This effectively allows to set the $V_B$ required to provide the loop transfer when the transistor is placed in an oscillator architecture while accommodating the ideal condition for the peak PAE. In this context, $V_B$ is a function of voltage swing and is larger for higher $S_B$. The inductive load on the drain side is the other parameter which controls $V_B$. Once the optimum $V_B$ is set, the swing must be increased to achieve the best performance according to Fig. 4.2. The simulation shows a voltage swing of 700 mV is required for $\text{PAE}_{\text{max}} = 25\%$ (with wave-shaping, PAEs as large as 35% are achievable).

The waveforms in Fig. 4.4 explain the presence of such swing-independent point. The dc component ($I_{\text{DC}}$) in the output drain current is a function of voltage swing on the gate and also the bias level. In this context, $V_B$ is the primary factor in determining $I_{\text{DC}}$ for bias voltages greater than $V_B|_{\text{optimum}}$ while the voltage swing on the gate mainly controls this component for $V_B < V_B|_{\text{optimum}}$. 

**Fig. 4.3** $P_{\text{dc}}$ versus $V_B$ for several swing levels.
In any single-transistor oscillator topology the output swing can be sent back to the input with maximum a ratio of 1. With limited maximum swing at very high frequencies, this returning swing is not sufficient to reproduce the ideal efficient condition for the transistor. Furthermore, to implement a single-transistor oscillator (to achieve maximum DC-to-RF efficiency at mm-wave frequencies), the output must be connected to the input such that it provides the required power and phase condition for oscillation.

Colpitts oscillator topology is a candidate where the start-up condition is harder to be provided. Additionally, the resulting voltage swing at the input side due to a capacitive voltage division is even smaller than the output. In self-feeding oscillator topologies, a transmission line is employed with a certain loading condition to sustain oscillation [73]. However, the limited number of degrees of freedom in this configuration and limitations in passive usage do not allow the transistor to capture the ideal condition for a high efficiency at the input and output. Hence, a feedback network with higher number of degrees of freedom is required.

Fig. 4.4 Gate voltage and drain current waveforms for different levels of swing and bias voltage.
As pointed out, higher-order passive feedback circuits are not viable options at frequencies up to 100 GHz. This leads to utilization of active-based feedbacks where the degrees of freedom are numerous while not consisting of passives. In this topology, the transistor in the active feedback network (AFN) does not participate in the oscillation necessarily and, as a result consumes power minimally.

To increase the swing on the gate with $V_B = V_B|_{optimum}$, the AFN must source an in-phase current as shown by red arrow in Fig. 4.5. To this end, we inspect the input impedance of the core transistor looking into the gate ($Z_{in}$). In Fig. 4.6, $|Z_{in}|$ is plotted versus frequency. With a peak at the design frequency, it is reliably concluded that the voltage amplitude on the gate is increased (remarks: in CMOS, the input power increases with increasing swing slightly even at higher frequencies and does not impact the efficiency significantly). To tolerate the minimum power consumption in the AFN stage, the size of the transistor, the gate voltage bias, and the inductive load cannot be arbitrarily large and thus, the resulting $S_G$ on the gate still might not be as large as desired. As $P_{dc \ (total)} = P_{dc \ (core \ transistor)} + P_{dc \ (AFN)}$, it turns out that that $S_B = S_{ideal}$ is achieved where $P_{dc \ (AFN)}$ levels up. This is one of the reasons why $V_B = V_B|_{optimum}$ so that the efficiency is minimally impacted where $S_B \neq S_{ideal}$.

Utilizing the ideal passive components in the proposed structure, we observe that the oscillator has been able to achieve efficiency numbers close to the efficiency limits of the transistors in the process. This well shows the merits of the proposed method. In conventional cross-coupled topologies, the oscillator cannot achieve a DC-to-RF efficiency close to those of the transistors. The comparison has been presented in Fig. 4.7.
To enable tuning, we substitute the source capacitors with varactors \( (C_{\text{var}}) \) [72]. By placing the varactors at the source of the core transistors, the original tank is shielded from the negative impacts of the low quality-factor varactors at such high frequencies of operation.

Fig. 4.5 Pictorial representation to implement the AFN for an increased swing.

Fig. 4.6 \( |Z_{\text{in}}| \) versus frequency.
The capacitor $C_{\text{var}}$ changes the equivalent inductance of the proposed topology, thereby tuning the frequency of the oscillation. As the optimized value of $R_L$ is larger than 50 $\Omega$ (based on simulations), a capacitive matching network can perform the load transformation (and no inductors are needed in the matching network).

Fig. 4.7 DC-to-RF efficiency versus frequency for the proposed AFN-based oscillator structure and the conventional cross coupled oscillator.

### 4.3 Circuit Implementation Details

As a proof-of-concept for the presented circuit techniques, we have designed, implemented, and tested a fundamental VCO with the center frequency of 85.75 GHz in a 65-nm CMOS process. Figure 4.8 displays the schematic view of the proposed VCO. The proposed VCO benefits from an included active-feedback single-transistor architecture. The core transistor has $W = 15$ $\mu$m with 10 fingers (of 1.5 $\mu$m each) and the AFN stage incorporates a smaller transistor with $W = 8$ $\mu$m with 8 fingers. To implement the decoupling capacitors ($C_d$), the interdigitated capacitors are used.
to improve the quality factor and provide a higher intrinsic self-resonance frequency (SRF). The VCO uses a varactor in the source of the core transistor to tune the frequency. To bias the transistors’ sources and have freedom in selecting the value of the varactor’s size and also lowering the silicon area, an $LC$ tank is employed at the source of the transistor instead of an RF-chock. As such, the tuning range can potentially be extended as the value of $C_{\text{var}}$ does not have to be close to $C_{\text{GS}}$ necessarily. To achieve the maximum $Q$ at the target frequency, the inductive loads are implemented as CPW transmission-lines with ground shielding.

![Figure 4.8 The schematic view of the proposed 85.75 GHz VCO.](image)

The equivalent inductance of the implemented transmission-lines are around 140 pH and 90 pH. The varactor in the core stage provides a reasonable tuning range (TR) and adding another varactor in AFN can extend the tuning range for an additional percent (~0.9%). At the output, the oscillator is connected to a small, low-capacitive RF pad (30 μm × 45 μm). The capacitance of the pad from the simulations is estimated to be around 10 fF. A small capacitor, $C_m = 20 fF$, is placed at the
output to form the required matching network with pad to transform the 50-Ω load to the optimum value of \( R_L \) required for maximum PAE. The inductance of supply (\( V_{DD} \)) traces and other interconnects are also carefully modeled and included in the simulation.

4.4 Measurement Setup and Experimental Results

For the purpose of testing, the chip is mounted on a printed circuit board (PCB) and all the dc biases are wire bonded. Figure 4.9 shows the measurement setup for the VCO to determine the frequency of oscillation, phase noise and output power. A 75-to-110 GHz GSG (ground-signal-ground) Cascade Infinity Probe is used to probe the output of the VCO. The probe is directly connected to a harmonic mixer to mix down the signal. The local oscillator (LO) and intermediate frequency (IF) ports of the mixer are connected to the corresponding outputs on a spectrum analyzer. The output frequency is determined by sweeping LO frequency at various harmonics and measuring IF change. The output power of the oscillator is measured using a VDI Erikson PM4 power meter. Figure 4.10 presents a chip photograph of the fabricated VCO.

Fig. 4.9 The measurement setup for the proposed VCO.
Figure 4.10 The annotated die micrograph of the fabricated fundamental 89.3 GHz VCO.

The measured peak output power and $f_{osc}$ are plotted in Fig. 4.11. In Fig. 4.12 the simulated peak DC-to-RF efficiency and $f_{osc}$ are compared with those from measurement. The measurement results are in good agreement with the simulations. The proposed VCO consumes ~8.5 mW of dc power and achieves a measured output power of 1 dBm for the record peak DC-to-RF efficiency of 14.8% when operating at 89.3 GHz. In Fig. 4.12(a), the output frequency can be continuously tuned from 82.2 GHz to 89.3 GHz which is translated to a frequency tuning range of more than 8.2%.

The measurement results are in a good agreement with the simulation results. The proposed VCO consumes 8.5 mW of dc power and achieves a measured peak output power of 1 dBm with the record DC-to-RF efficiency of 14.8% when operating at 89.3 GHz (the high end of tuning range).
Fig. 4.1 The measured oscillation frequency and output-power versus $V_{tune}$.

Figure 4.12 (a) The measured oscillation frequency and DC-to-RF efficiency vs. $V_{tune}$ (b) The simulated oscillation frequency and efficiency vs. control voltage.

As seen in Fig. 4.12(a), the output frequency can be continuously tuned from 82.2 GHz to 89.3 GHz which is translated to a frequency tuning range of more than 8.2%. Figure 4.13 also includes the measured PN of the VCO at 100–kHz, 1–MHz, and 10–MHz offsets from an 89.3-GHz carrier which features a phase noise of better than $-91.8$ dBc/Hz at 1–MHz offset.
Figure 4.13: The measured phase noise at 89.3 GHz.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Tech.</th>
<th>Freq. [GHz]</th>
<th>FTR [%]</th>
<th>$P_{DC}$ [mW]</th>
<th>$P_{out}$ [dBm]</th>
<th>DC-to-RF [%]</th>
<th>PN [dBc/Hz]</th>
<th>V$_{DD}$ [V]</th>
<th>(1) FOM$^*$ [dBc/Hz]</th>
<th>(4) FOM$^*$ [dBc/Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[86]</td>
<td>0.13-µm CMOS</td>
<td>91</td>
<td>0.5</td>
<td>46</td>
<td>4.5</td>
<td>6.1</td>
<td>-86.2 @ 1 MHz</td>
<td>1.8</td>
<td>-168.8 @ 1 MHz</td>
<td>-142.8 @ 1 MHz</td>
</tr>
<tr>
<td>[72]</td>
<td>65-nm CMOS</td>
<td>105</td>
<td>9.5</td>
<td>(1) 54</td>
<td>4.5</td>
<td>(1) 5.2</td>
<td>-92.8 @ 1 MHz</td>
<td>1.2</td>
<td>-175.9 @ 1 MHz</td>
<td>-175.5 @ 1 MHz</td>
</tr>
<tr>
<td>[70]</td>
<td>65-nm CMOS</td>
<td>103.3</td>
<td>5.2</td>
<td>21</td>
<td>-2</td>
<td>3</td>
<td>-112.1 @ 10 MHz</td>
<td>1.2</td>
<td>-179.2 @ 10 MHz</td>
<td>-175.5 @ 10 MHz</td>
</tr>
<tr>
<td>[71]</td>
<td>65-nm CMOS</td>
<td>98</td>
<td>8.7</td>
<td>21.6</td>
<td>-1</td>
<td>3.7</td>
<td>-90 @ 1 MHz</td>
<td>1.8</td>
<td>-176.5 @ 1 MHz</td>
<td>-175.3 @ 1 MHz</td>
</tr>
<tr>
<td>[88]</td>
<td>0.13-µm BiCMOS</td>
<td>88</td>
<td>1.1</td>
<td>29</td>
<td>7.5</td>
<td>19.4</td>
<td>-107 @ 1 MHz</td>
<td>1.6</td>
<td>-191.1 @ 1 MHz</td>
<td>-</td>
</tr>
<tr>
<td>This Work</td>
<td>65-nm CMOS</td>
<td>89.3</td>
<td>8.3</td>
<td>8.5</td>
<td>1</td>
<td>14.8</td>
<td>-91.8 @ 1 MHz</td>
<td>1.2</td>
<td>-181.5 @ 1 MHz</td>
<td>-179.8 @ 1 MHz</td>
</tr>
</tbody>
</table>

(1) Buffer’s $P_{dc}$ not included.
(2) $FOM = PN(f_{offset}) - 20\log(f_{offset}) + 10\log(P_{DC}/1\text{mW})$
(4) $FOM_F = PN(f_{offset}) - 20\log(f_{offset}/10^4) + 10\log(P_{DC}/1\text{mW})$

Table 4.1 Performance comparison of W-band VCOs with this work.
The VCO attains the figure of merit (FoM) of -181.5 dBc/Hz and FoM$_T$ of -179.8 dBc/Hz at 1-MHz offset frequency. The performance of the chip is summarized in Table 4.1.

### 4.5 Conclusion

In this work, we propose an active-feedback-based single-transistor oscillator architecture to demonstrate a high-efficiency 85.75-GHz VCO that is implemented in a 65-nm CMOS process. A single-transistor active feedback network is used to provide the optimum signal swing condition at the gate of the core transistor for maximum PAE. This transistor offers additional degrees of freedom to realize the oscillator with the maximum PAE with minimal power overhead. The fabricated VCO achieves a record peak DC-to-RF efficiency of 14.8%, which to the best of authors’ knowledge is the highest reported for mm-wave CMOS oscillators to date. The DC-to-RF efficiency number reported in this work is close to those from compound-semiconductor oscillators [89].
Chapter 5: A mm-Wave VCO with Switchable Triple-Coupled Transformer

5.1 Introduction

The availability of a wide bandwidth in the mm-wave frequency spectrum, in general, and the 60-GHz band, in particular, makes it attractive for implementation of high-data-rate wireless communication standards such as IEEE 802.15.3c and IEEE 802.11ad. Such frequency band allocations enable multi-gigabit wireless communication services, including wireless personal area networks (WPANs) and wireless local area networks (WLANs) at the 60 GHz frequency band. Moreover, the mm-wave bands above 60 GHz support services such as 77-GHz automotive radars and passive radar imaging. In this context, 5G wireless systems are also expanding their operation frequency to mm-wave bands where an increased signal bandwidth is available [90].

VCOs are amongst the essential building blocks required for operation of integrated mm-wave transceivers. One of the main challenges in designing such transceivers is to synthesize an on-chip local oscillator (LO) with PN and wide tuning range (TR). Design of LO-generation circuits at high frequencies requires special considerations due to the following reasons. First, the low Q of passive elements and the lossy silicon substrate largely limit the tank’s equivalent Q which, in turn, degrades the overall noise performance. Secondly, at very high frequencies a large gm-cell is required to establish the oscillation as the frequency of operation becomes close to the transistors’ $f_{\text{max}}$ (maximum oscillation frequency). Finally, the parasitics contributed by the gm-cell and interconnects significantly restrain the TR.

In general, capacitive and inductive tuning are the two methods to realize the tuning range in VCO topologies [91]–[93]. Capacitive tuning techniques, however, are not commonly employed at mm-wave frequencies due to the degraded Q of required capacitive components [91]. In contrast,
several number of mm-wave VCOs have been introduced based on the inductive tuning methods thus far [91]–[93]. In these works, two variable inductor-based VCOs are introduced to achieve a wide TR. In these structures, the effective inductance is varied by either a resistor or varactor in the secondary coil which are controlled by an analog input signal. However, the designs consume a large amount of power which results in a degraded figure-of-merit (FOM). An inductor-loaded transformer is proposed in [91] with switches placed on the secondary coil at different locations, creating an increased number of sub-bands to extend the tuning range. The relatively large number of switches required for the symmetric implementation in this work increases the total load capacitance reflected back to the primary coil. In [92], a coupled VCO with two core blocks is designed to realize a dual-mode operation at the cost of a higher power consumption and a larger occupied area. In [93], switched inductors are utilized to change the effective inductance of the tank, thereby extending the tuning range at the cost of a degraded noise performance. The designed VCO also occupies a large area and has a high power-consumption. In another example, Reference [94] benefits from two active-mode switching blocks where by turning these blocks on and off, the overall VCO achieves a wide tuning range and a high output power while the PN and area are compromised. In short, a mm-wave VCO which can achieve a decent performance (i.e., with an extended TR and improved PN performance) is highly desirable.

In this work, we introduce a design guideline for a transformer-based mm-wave VCO architecture to extend the TR. The analysis for the proposed transformer, presented in section 2, shows that the TR can be extended while the PN degradation is minimal. Based on the analysis, differential switches are utilized in the secondary and tertiary coils to reduce the off-state parasitic capacitance. This improves the effective quality factor seen by the primary coil as well as the TR. Employing a three-dimensional (3D) implementation of the transformer (i.e., each coil is laid out
in a different metal layer), the mutual coupling factors between each pair of the coupling coils are improved, leading to a lowered effective on-state resistance (due to the switches) at the primary coil. In overall, the proposed VCO offers a compact size, wide tuning range, and low phase noise. An NMOS Class-C VCO is used as the core oscillator as this structure typically exhibits a better performance in terms of power consumption and phase noise as compared to traditional cross-coupled LC-VCOs.

5.2 The Coarse Tuning Approach

An inductive tuning method based on mutual coupling between the coils is proposed. In this method, the coarse tuning is realized by switching the loads at the secondary and tertiary coils in and out of the equivalent circuit seen by the primary coil. As such, the magnetic flux passing through the primary coil is varied which in turn changes the effective inductance seen at the primary side. The proposed transformer structure includes three distinct magnetically coupled one-turn spiral inductors where the secondary and tertiary coils each is terminated by a switch. In this setting, four distinct frequency sub-bands are formed by virtue of different possible states of the switched coils. To fine tune the circuit, varactors are utilized to continuously cover the entire frequency tuning range. In the following, we present a design guideline for achieving a wide tuning range and a low phase noise VCO with a compact area, using the switchable transformer-based tank described in [95]. The major issues arise in the design of the proposed transformer-based VCO and various design trade-offs to be made are discussed in this section. Furthermore, analytical expressions are derived for the proposed transformer to highlight the effects of non-idealities introduced by the switches.
5.2.1 The Proposed Triple-Coupled Transformer Model

Unlike capacitors, developing an accurate model for on-chip inductors is a challenging task in general. In an on-chip inductor, the terminal characteristics is strongly correlated to its geometric layout dependent due to the skin effects, eddy currents, and displacement currents emerging at very high frequencies. A simple and relatively accurate model for an integrated inductor is presented in Fig. 5.1. Shown in this figure, in this model, $L$, $R$, $C_X$, $C_P$, $R_{Sub}$, and $C_{Sub}$ represent the self-inductance, series resistance of the inductor, total parallel stray capacitance, parasitic capacitance, and the substrate resistance and capacitance, respectively. To evaluate and compare the performance of different inductor geometries, these parameters should be modelled with an acceptable precision. In the proposed triple-coupled transformer we incorporate the presented simple model in Fig. 5.1 for each individual coil to model the whole transformer. The resulted model is shown in Fig. 5.2. In this figure, $k_{ij}$ and $R_{si}$ represent the coupling factor between the corresponding $i^{th}$ and $j^{th}$ coils and the total loss of the $i^{th}$ inductor, respectively. The transformer model shown in Fig. 5.2 complicates the analysis. To gain a better understanding of the behavior of the transformer, thus, we propose to simplify the circuit to arrive at the model in Fig. 3 that includes the switches. This model is more practical and relatively accurate due to following reasons.

First, as the frequency of operation is significantly lower than the self-resonance frequency (SRF), one can ignore the effect of the parasitic capacitance $C_X$ which affects the SRF. Also, the substrate loss and the parasitic capacitance $C_P$ affect the quality factor of the inductor without losing the generality of the proposed technique.
Figure 5.1 A high-frequency circuit model of an integrated inductor.

Figure 5.2 The high-frequency circuit model of the proposed triple-coupled transformer.
This effect is considered in the simulations later. Note that presented simplified model well provides the insights and intuitions required to understand the proposed technique.

Figure 5.3 A simplified circuit model of the proposed switchable triple-coupled transformer.

To analytically examine the circuit shown in Fig. 5.3, without loss of generality, the following simplifying assumptions are considered; (i) the off-state resistance and on-state parasitic capacitance of the switches are negligible. (ii) The loss of the secondary and tertiary coils are assumed to be the same ($R_{s2} = R_{s3} = R_s$), and (iii) the mutual inductance between the secondary and primary coils is the same as that of the individual auxiliary and the primary one ($M_{12} = M_{13} = M$). The assumption of $M_{12}=M_{13}=M$ was made as it greatly simplifies the derivations. In the implemented prototype, the values of $M_{12}$ and $M_{13}$ are indeed close. However, this is a design choice and, in general, $M_{12}$ and $M_{13}$ can be different. According to Fig. 5.3, we can write the following equations;

\[
\begin{bmatrix}
V_1 \\
V_2 \\
V_3
\end{bmatrix} = \begin{bmatrix}
-j\omega L_1 & j\omega M & j\omega M \\
-j\omega M & j\omega L_2 & j\omega M_{23} \\
-j\omega M & j\omega M_{23} & j\omega L_3
\end{bmatrix} \times \begin{bmatrix}
I_1 \\
I_2 \\
I_3
\end{bmatrix} \tag{5.1}
\]
\[
\begin{pmatrix}
V_2 \\
V_3
\end{pmatrix} = \begin{pmatrix}
-Z_{L2} & 0 \\
0 & -Z_{L3}
\end{pmatrix} \times \begin{pmatrix}
I_2 \\
I_3
\end{pmatrix}
\]  \hspace{1cm} (5.2)

where \(Z_{L2}\) and \(Z_{L3}\) include the equivalent impedance of the switch and the loss of the corresponding coil as shown in Fig. 5.3. From (5.1) and (5.2), \(I_3\) can be found as;

\[
I_3 = I_2 \left[ \frac{j \omega L_2 + Z_{L2} - j \omega M_{23}}{j \omega L_3 + Z_{L3} - j \omega M_{23}} \right] = T_1 I_2
\]  \hspace{1cm} (5.3)

By substituting (5.3) in (5.1), \(I_2\) can be written as;

\[
I_2 = \left[ \frac{-j \omega M}{j \omega L_2 + Z_{L2} + j \omega M_{23} T_1} \right] I_1 = T_2 I_1
\]  \hspace{1cm} (5.4)

where \(T_1\) and \(T_2\) are defined as;

\[
T_1 = \frac{j \omega L_2 + Z_{L2} - j \omega M_{23}}{j \omega L_3 + Z_{L3} - j \omega M_{23}}
\]  \hspace{1cm} (5.5)

\[
T_2 = \frac{-j \omega M}{j \omega L_2 + Z_{L2} + j \omega M_{23} T_1}
\]  \hspace{1cm} (5.6)

By substituting (5.3) and (5.4) in (5.1), the input impedance of \(Z_{in}\) can be found as;

\[
Z_{in} = j \omega L_1 + j \omega M T_2 (1 + T_1) \Rightarrow
\]

\[
Z_{in} = j \omega L_1 + \frac{\omega^2 M^2 (j \omega L_2 + j \omega L_3 + Z_{L2} + Z_{L3} - j 2 \omega M_{23})}{\omega^2 M_{23}^2 - \omega^2 L_2 L_3 + Z_{L2} Z_{L3} + j \omega L_2 Z_{L3} + j \omega L_3 Z_{L2}}
\]  \hspace{1cm} (5.8)

Note that (5.8) is symmetric with respect to \(L_2\) and \(L_3\). This holds for all the possible switch states.

In the following, we derive the input impedance at the primary coil, specifically for each switch state.

84
a) **State 1: (on-on)**

In this state both switches are on and \(Z_{L2}\) and \(Z_{L3}\) are equal to \((R_S+R_{ON})\). The value of \((R_S+R_{ON})\) is relatively small and is negligible as compared to other terms in both the numerator and denominator of (5.5), and thus \(T_1\) simplifies as;

\[
T_1 \approx \frac{L_2 - M_{23}}{L_3 - M_{23}} \tag{5.9}
\]

The input impedance in (5.8) is simplified as;

\[
Z_{in} \approx j\omega L_1 + \frac{\omega^2 M^2}{j\omega L_2 + Z_L + j\omega M_{23} T_1} (1+T_1) \tag{5.10}
\]

Next, defining A and B as;

\[
A = \frac{[L_2 + L_3 - 2M_{23}]}{L_3 - M_{23}} = 1 + T_1 \tag{5.11}
\]

\[
B = M_{23} \times \frac{L_2 - M_{23}}{L_3 - M_{23}} = M_{23} T_1 \tag{5.12}
\]

Then, \(Z_{in}\) can be written as;

\[
Z_{in} \approx j\omega L_1 + \frac{A\omega^2 M^2}{(R_S + R_{in}) + j\omega(L_2 + B)} \tag{5.13}
\]

Equation (5.13) is not symmetric with respect to \(L_2\) and \(L_3\) (it can be shown that it has a symmetric imaginary part while its real part is asymmetric), however, in the frequency band of interest (5.9) presents a good approximation of the original equation which is symmetric. As such, the equivalent inductance and resistance seen by the primary coil can be found as;
\[ L_{eq} \approx L_1 - \frac{\omega^2 M^2 \cdot (1 + \frac{L_2 - M_{23}}{L_3 - M_{23}}) \cdot (L_2 + M_{23}, \frac{L_2 - M_{23}}{L_3 - M_{23}})}{(R_s + R_{on})^2 + \omega^2 \left( L_2 + M_{23}, \frac{L_2 - M_{23}}{L_3 - M_{23}} \right)^2} \approx L_1 - C_2 \]  

(5.14)

\[ R_{eq} \approx \frac{\omega^2 M^2 \cdot (1 + \frac{L_2 - M_{23}}{L_3 - M_{23}}) \cdot (R_s + R_{on})}{(R_s + R_{on})^2 + \omega^2 \left( L_2 + M_{23}, \frac{L_2 - M_{23}}{L_3 - M_{23}} \right)^2} \approx (R_s + R_{on}) C_1 \]  

(5.15)

where \( C_1 \) and \( C_2 \) are defined as;

\[ C_1 = \frac{M^2 \cdot (1 + \frac{L_2 - M_{23}}{L_3 - M_{23}})}{(L_2 + M_{23}, \frac{L_2 - M_{23}}{L_3 - M_{23}})^2} \]  

(5.16)

\[ C_2 = \frac{M^2 \cdot (1 + \frac{L_2 - M_{23}}{L_3 - M_{23}})}{L_2 + M_{23}, \frac{L_2 - M_{23}}{L_3 - M_{23}}} \]  

(5.17)

The approximations in (5.14) and (5.15) hold if \((R_{on} + R_s)\) is small compared to the second term in the denominator which is a reasonable assumption in the frequency band of interest. According to (5.16) and (5.17), \( C_1 \) and \( C_2 \) have the same nominator while the denominator of \( C_1 \) is the square of that of \( C_2 \). Thus, from (5.14) and (5.15), one can manipulate \( C_1 \) and \( C_2 \) to reduce \( R_{eq} \) at the cost of a small increase in \( L_{eff} \). For a fair comparison of the PN performance, the effective quality factor can be written as;

\[ Q_{eff} \approx \frac{(L_1 - C_2) \omega}{(R_s + R_{on}) C_1} \]  

(5.18)
From (5.16) to (5.18) and considering that $M_{23} = k_{23} \sqrt{L_2 L_3}$, $Q_{\text{eff}}$ is a strong function of the coupling factor between the secondary and tertiary coils ($k_{23}$) and in turn mutual inductance ($M_{23}$). This also implies that an increase in the value of $k_{23}$ drops the equivalent resistance while slightly increasing the equivalent inductance, thereby improving the quality factor at the cost of a slightly degraded TR. In this context, if $k_{23}$ increases from 0.3 to 0.5, the equivalent resistance reduces by ~20% while the corresponding inductance increases by only ~7%. These changes result in an overall improvement of ~34% in the tank quality factor. To assess the coarse-tuning, we define a parameter called “effective inductance variation”, EIV, as $EIV = \frac{\Delta L_{\text{eff}}}{L_1} \times 100 = \frac{c_2}{c_1} \times 100$. This parameter approximately predicts the tuning range behavior. Fig. 5.4 shows $Q_{\text{eff}}$ and $EIV$ versus $k_{23}$ for the design parameters used in the setting. The plots confirm the above observations.

![Figure 5.4 Q_{\text{eff}} and C_2 versus k_{23} for given design parameters.](image)

To intuitively explain this observation, we consider two ideal cases shown in Fig. 5 where $k_{23} = 0$ and $k_{23} = 1$, respectively. In Fig. 5.5(a), assuming $L_2 = L_3 = L$ and
$Z_{L2} = Z_{L3} \approx R_{on}$, we analyze the case where both switches are either on or off (that is, $Z_{L2}=Z_{L3}$).

For simplicity, we also assume that $L_2=L_3=L$ and $R_{S2}=R_{S3}=R_{S}$. Thus, we have $V_2=V_3$ and $I_2=I_3=I$. If the transformer is designed such that $M_{12} \approx M_{13} \approx M$, applying the aforementioned assumption in (1), we arrive at;

$$
\begin{pmatrix}
V_1 \\
V_2 \\
V_3
\end{pmatrix} =
\begin{pmatrix}
 j\omega L_1 & j\omega M & j\omega M \\
 j\omega M & j\omega L & j\omega M_{23} \\
 j\omega M & j\omega M_{23} & j\omega L
\end{pmatrix}
\times
\begin{pmatrix}
I_1 \\
I_2 \\
I_3
\end{pmatrix}
$$

(5.19)

If $k_{23}=0$, we have;

![Figure 5.5 Simplified π-model of the proposed transformer when; (a) $k_{23} = 0$. (b) $k_{23} = 1$.](image)

If the three coils structure is modeled as in Fig 5.6,

![Figure 5.6 Simplified π-model of the proposed triple-coupled transformer.](image)

$V_1$ and $V_2$ can be rewritten as,
Comparing (5.20) and (5.21), the right-hand side of (5.20) should be equal to that of (5.21). This gives $L_{eq}=0.5L$ and $i_2=2I_2$, and thus, $\frac{V_2}{i_2} = \frac{V_2}{I} = R_{ON}$ and $R_{eq} = \frac{V_2}{i_2}$. Given $i_2=2I_2$, we can conclude that $R_{eq}=0.5R_{on}$. For the other case where $k_{23}=1$, $V_1$ and $V_2$ are derived as:

$$\begin{pmatrix} V_1 \\ V_2 \end{pmatrix} = \begin{pmatrix} j\omega L_1 & j\omega M \\ j\omega M & j\omega L_{eq} \end{pmatrix} \times \begin{pmatrix} i_1 \\ i_2 \end{pmatrix}$$

(5.21)

Comparing (5.20) and (5.21), again the right-hand side of (5.20) should be equal to that of (5.21), resulting in $L_{eq}=0.5L$ and $i_2=2I_2=2I_2$ and consequently $\frac{V_2}{i_2} = \frac{V_2}{I} = R_{ON}$ and $R_{eq} = \frac{V_2}{i_2}$. With $i_2=2I_2$, we have $R_{eq}=0.5R_{on}$. Hence, the equivalent inductance and resistance at the primary coil are derived as $L_{eq} = 0.5L - M$ and $R_{eq} = 0.5R_{on}$ in Fig. 5.5(a) while the corresponding parameters are obtained as $L_{eq} = L - M$ and $R_{eq} = 0.5R_{on}$ in Fig. 5.5(b) where $k_{23} = 1$. Thus, the quality factor at the primary side is doubled if the two loads are perfectly coupled. This is in agreement with our previous observation that increasing $k_{23}$ improves the effective quality factor at the primary side. As can be seen from (5.14) to (5.18), the effective inductance and quality factor at the primary side are also dependent on the values of $L_2$ and $L_3$ (remember $M_{23} = k_{23}\sqrt{L_2L_3}$). As discussed earlier, $k_{23}$ can be maximized in order to achieve the maximum quality factor. Then, for a given $k_{23}$, $L_2$ and $L_3$ can be optimized, based on (5.18), to achieve a better phase noise performance. As the coupling factor is geometry dependent, the values of $L_2$ and $L_3$ can be varied by changing the width of the coils with only a small change in the geometry which in turn approximately keeps the corresponding coupling factor ($k_{23}$) constant. Simulation results show that $k_{23}$ remains almost intact by preserving the original structure of the coils even if $L_2$ and $L_3$ vary.
Figures 5.7 and 5.8 show the plot of the effective quality factor and inductance variation for different values of $L_2$ and $L_3$. As observed, $L_2$ and $L_3$ should increase to improve $Q_{\text{eff}}$. In other words, for a given $k_{23}$, larger coupled inductors enhance $Q_{\text{eq}}$. However, we cannot increase $L_2$ and $L_3$ arbitrarily as it leads to a larger occupied area, higher parasitic capacitance, and larger loss with only a marginal improvement in $Q_{\text{eq}}$. Therefore, $L_2$ and $L_3$ are optimized to achieve a low phase noise while having minimal adverse effect on the tuning range.

![Figure 5.7 Effective quality factor versus $L_2$ with a constant $L_3$.](image)

b) **State 2: (off-off)**

If both switches are off, $Z_{L2}$ and $Z_{L3}$ are equal to $(R_S - \frac{j}{\omega C_{\text{off}}})$. Having a high $Q$ for each inductor, $R_S$ can be neglected as compared to other terms in (23). Thus, the simplified $T_1$ becomes;

$$T_1 = \frac{R_S + j\omega (L_2 - (\omega^2 C_{\text{off}})^{-1} - M_{23})}{R_S + j\omega (L_3 - (\omega^2 C_{\text{off}})^{-1} - M_{23})} \approx \frac{L_2 - (\omega^2 C_{\text{off}})^{-1} - M_{23}}{L_3 - (\omega^2 C_{\text{off}})^{-1} - M_{23}}$$

(5.23)
The input impedance in this case can be calculated as:

\[
Z_{in} \approx j\omega L_1 + \frac{\omega^2 M^2}{j\omega L_2 - j(\omega C_{off})^{-1} + R_s + j\omega M_{23} T_1} (1 + T_1)
\]  \hspace{1cm} (5.24)

Again, defining \(A\) and \(B\) as:

\[
A = \frac{[L_2 + L_3 - 2(\omega^2 C_{off})^{-1} - 2M_{23}]}{L_3 - (\omega^2 C_{off})^{-1} - M_{23}}
\]  \hspace{1cm} (5.25)

\[
B = M_{23} \times \frac{L_2 - (\omega^2 C_{off})^{-1} - M_{23}}{L_4 - (\omega^2 C_{off})^{-1} - M_{23}}
\]  \hspace{1cm} (5.26)

In this case, the input impedance can be re-written as:

\[
Z_{in} \approx j\omega L_1 + \frac{A \omega^2 M^2}{j\omega (L_2 + B) - j(\omega C_{off})^{-1} + R_s}
\]  \hspace{1cm} (5.27)
Thus, the effective inductance and resistance can be found as;

\[
L_{eq} \approx L_4 - \frac{A\omega M^2}{\omega(L_2 + B) - (\omega C_{off})^{-1}}
\]

\[
R_{eq} = \frac{\omega^2 M^2}{[\omega(L_2 + B) - (\omega C_{off})^{-1}]^2} R_s
\]

As can be observed, although both switches are off, they still adversely affect the performance of the VCO by reducing the effective inductance and in turn \(Q_{eff}\). To minimize the adverse effect of \(C_{off}\) on the performance, this capacitance must be as small as possible, dictating a small size for the switch. On the other hand, a small size switch increases the on-state resistance which deteriorates the phase noise performance. To lower \(C_{off}\) without compromising \(R_{on}\), a differential switch is utilized, shown in Fig. 5.9. In this configuration, the on-state resistance of \(M_3\) is halved as compared to a single-ended switch with the same size. Thus, a halved size switch is required in the differential implementation to have the same on-state resistance. This means that the off-state capacitance is halved which increases \(L_{eff}\) and subsequently \(Q_{eff}\). Figure 5.10 illustrates the variations of the effective inductance versus the off-state parasitic capacitance. By reducing \(C_{off}\) from 60 fF to 30 fF, effective inductance increases by \(~44\%\).

![Figure 5.9 Circuit implementation of the differential switch.](image)
Figure 5.10 Effective inductance variation versus the off-state parasitic capacitance of the switch.

c) State 3: (on-off)

In Fig. 3, if SW1 is on and SW2 is off, we have $Z_{L2} = R_{on} + R_s$ and $Z_{L3} = \frac{1}{j\omega C_{off}} + R_s$.

Thus, the input impedance (refer to (5.7)) can be found as;

$$Z_{in} = j\omega L_1 + \frac{\omega^2 M^2}{j\omega L_2 + (R_{on} + R_s) + j\omega M_{23} T_1} (1 + T_1)$$  \hspace{0.5cm} (5.30)$$

where $T_1$ is modified as;

$$T_1 \approx \frac{L_2 - M_{23}}{L_3 - (\omega^2 C_{off})^{-1} - M_{23}}$$  \hspace{0.5cm} (5.31)$$

Thus, the equivalent inductance and resistance seen by the primary coil can be found as;
\[ L_{eq} \approx L_1 - \frac{\omega M^2}{\omega L_2 + \frac{\omega^2 M_{23}(L_2 - M_{23})}{\omega L_3 - (\omega C_{off})^{-1} - \omega M_{23}}} \] (5.32) 
\[ L_2 + L_3 - 2M_{23} - (\omega^2 C_{off})^{-1} \]
\[ L_3 - (\omega^2 C_{off})^{-1} - M_{23} \]

\[ R_{eq} \approx \frac{\omega^2 M^2}{(\omega L_2 + \frac{\omega^2 M_{23}(L_2 - M_{23})}{\omega L_3 - (\omega C_{off})^{-1} - \omega M_{23}})^2} \] (5.33) 
\[ L_2 + L_3 - 2M_{23} - (\omega^2 C_{off})^{-1} \]
\[ L_3 - (\omega^2 C_{off})^{-1} - M_{23} \]
\[ (R_S + R_{on}) \]

Equations (5.32) and (5.33) indicate that the existence of the tertiary coil still impacts the equivalent inductance and resistance at the primary even when the switch is off and the tertiary coil is open. The design parameters \( C_{off} \) and \( k_{23} \) (and in turn \( M_{23} \)) significantly affect the performance. Figures 5.11 and 5.12 show the effective quality factor and effective inductance variation versus \( C_{off} \) and \( k_{23} \), respectively. As seen, the PN and TR performance behavior of this sub-band are the same as those of state-1 and state-2 which were discussed earlier.

Figure 5.11 Effective quality factor and effective inductance variation versus the off-state parasitic capacitance of the switch.

94
d) State 4: (off-on)

In the last state, the secondary coil is open and the tertiary one is shorted. Thus, the equivalent inductance and resistance can be found as:

\[
L_{eq} \approx L_1 - \frac{\omega M^2}{\omega L_3 + \frac{\omega^2 M_{23}(L_3 - M_{23})}{\omega L_2 - (\omega^2 C_{off})^{-1} - \omega M_{23}}},
\]

\[
R_{eq} \approx \frac{\omega^2 M^2}{(\omega L_3 + \frac{\omega^2 M_{23}(L_3 - M_{23})}{\omega L_2 - (\omega^2 C_{off})^{-1} - \omega M_{23}})^2},
\]

\[
\frac{L_2 + L_3 - 2M_{23} - (\omega^2 C_{off})^{-1}}{L_2 - (\omega^2 C_{off})^{-1} - M_{23}} \cdot \frac{R_S + R_{on}}{L_2 - (\omega^2 C_{off})^{-1} - M_{23}}.
\]
By comparing (5.34) and (5.32) and considering that \( L_2 \) is not equal to \( L_3 \), we can conclude that the center frequency of the second and third sub-bands are different. Thus, two distinct sub-bands can be achieved where just one of the switches are on. The behavior of this sub-band is the same as that of the previous state.

5.2.2 Verification of The Proposed Model

To validate the simplified model of the proposed transformer, we compare simulation results for the cases in which inductors are modelled in Keysight’s advanced design system (ADS) Momentum on the layout of the proposed transformer and the case employing the simplified \( R \) and \( L \) model with constant mutual coupling. In the latter case, the equivalent \( L \) and \( R \) of each inductor are extracted from electromagnetic (EM) simulation of the corresponding individual inductor. Figure 5.13 compares the simulated quality factor seen at the primary coil in two cases when \( k_{23} = 0 \) and \( k_{23} = 0.5 \), respectively.

The quality factor at the primary coil is improved as the coupling factor between the loads increases (in this case from 0 to 0.5). Both the EM simulations on the layout and simulations on the simplified schematic view show the same trend. Thus, although the quality factor extracted from the simplified model is different from that of the EM layout, the predicted trends derived in equations from the simplified circuit are still valid and the effective quality factor is improved as the coupling factor increases. Same conclusion can be drawn for the effective inductance. This confirms the usefulness of the proposed model (Fig. 5.3) in predicting the behavior of the circuit and its design.
Figure 5.13 Quality factor comparison between the proposed model and simulation of the transformer.

Fig. 5.14 shows the flowchart for the step-by-step guideline to design the wide tuning range VCO.

5.3 VCO Implementation and Design

An NMOS class-C topology with a better performance in terms of PN and power consumption is utilized to design the core oscillator in this work. The schematic view of the proposed VCO is shown in Fig. 5.15. In this figure, M₄ and M₅ are the cross-coupled transistors configuring the $g_m$-cell of the VCO. $C_{d1}$ and $C_{d2}$ are the decoupling capacitors that are chosen to be large so as to lower the loop gain degradation. The combination of control voltage and digital inputs allows for having fine and coarse control over the entire frequency tuning range.

Two bits are considered to control the two NMOS switches which are placed in the secondary and tertiary coils. The size of the switches are optimized to achieve a reasonable compromise between the on-state resistance and the off-state parasitic capacitance. Thus, the width of M₁,₂ and M₃ are selected to be 5 and 25 μm, respectively, with the minimum length of 60 nm.
This would result in $R_{on}$ and $C_{off}$ of 7 ohms and 28 fF, correspondingly. The tank quality factor is mainly determined by the loss of the inductor, metal-insulator-metal (MIM) capacitors, and MOS varactors. At mm-wave frequencies, the quality factor of MOS varactors limits the tank quality factor. Therefore, the varactors are designed large enough to cover the minimum required overlap between the adjacent sub-bands. The length and width of the varactors are set to be 600 nm with a finger number of 4, respectively.

To begin the design, it is necessary to know the initial values of the quality factor and the effective inductance for various switch states. Figures 5.16 and 5.17 present and compare the EM simulation results of $Q_{eff}$ and $L_{eff}$ over different switch states.
As can be seen, when both switches are off, the auxiliary coils have minimum effect on the primary coil due to the relatively high-impedance of off-state parasitic capacitance of switches, and thus, the quality factor and effective inductance in the off-off state are the highest amongst all the possible states. When SW\(_1\) is off and SW\(_2\) is on, the tertiary coil is shorted while the secondary one is open. This configuration achieves the second highest effective inductance and quality factor due to the lower coupling factor among the corresponding coil owing to larger distance to the primary coil. When SW\(_1\) is on and SW\(_2\) is off, due to the higher coupling factor which is the corollary of a shorter distance to the primary coil, the effective inductance of this sub-band is lower than that of the previous sub-band. However, the quality factor is the worst compared to the other states due to the lower effective inductance as well as larger switch loading of this sub-band. Finally, for the state when both switches are on, the effect of both auxiliary coils are added to further reduce the effective inductance. The quality factor of this setting is better than that of the
previous sub-band (SW₁ on and SW₂ off). Although the effective inductance is reduced in this state, the loading effect is further reduced (we can intuitively say that the loads are in parallel which in turn results in a lower loss), which reduces the Q-factor degradation. Thus, the on-on state achieves a lower effective inductance along with a larger Q compared to the on-off state.

![Figure 5.16 The simulated Q-factor over all switch states.](image1)

![Figure 5.17 Simulated effective inductance over the entire frequency tuning range.](image2)
As discussed earlier, increasing the coupling factor between the coils can improve the phase noise by reducing the loading effect of the switches. To improve the coupling factor while occupying a compact area, the triple-coupled coils are implemented in the topmost three thick metal layers in the 65 nm CMOS technology which are metal 9 (M9), metal 8 (M8), and aluminum layer (AP). In this setting, the primary, secondary, and tertiary coils are implemented in M9, M8, and AP, respectively. As such, to increase the coupling factors, especially $k_{23}$, we implement the auxiliary coils in M8 and AP layers instead of utilizing the same M8 layer. There are challenges associated with a planar implementation of the auxiliary coils. This includes a larger silicon area, a smaller coupling factor, proximity effect due to the adjacent traces, and a higher parasitic capacitance between adjacent traces which can be alleviated by the proposed implementation. In this configuration, the minimum distance between two adjacent traces with the same metal layer, enforced by the design rules, is irrelevant as the coils are sitting on the different metal layers. Therefore, the coupling factor is improved due to the smaller distance between the implemented coils. Thus, the proposed three-dimensional transformer achieves a higher coupling factor as compared to the simple planar implementation. This would also minimize the occupied silicon area.

The quality factor differences among the four states would substantially degrade the performance. Figure 5.18 shows the frequency allocation based on the achieved quality factor of all the possible switch states. The 3rd and 4th sub-bands (on-off state and on-on state, respectively) have the worst quality factor (refer to Fig. 5.16) due to a larger loading effect and also lower effective inductance (refer to Fig. 5.17). In addition, the PN performance is further degraded in such sub-bands as the oscillation frequency is higher. The proposed transformer can ameliorate the aforementioned issue. The M8 layer is utilized to implement the secondary coil since a larger
inductance with a smaller inner radius is required due to having a higher inductance per unit length as compared to AP. On the other hand, AP layer is an appropriate choice for the implementation of the tertiary coil since the outermost coil has a lower coupling factor to the primary coil. Thus, a ticker metal layer is required to compensate for the lower coupling factor. Note that AP layer can achieves a higher quality factor compared to M8 thanks to its larger thickness and skin depth.

Figure 5.18 Frequency allocation of the four switch states based on the effective quality factor.

According to the discussion in section 2, for a given coupling factor and switch size, the effective quality factor can be enhanced by enlarging the auxiliary coupled inductors in the proposed transformer at the cost of a slightly degraded tuning range. Therefore, it is recommended to design a larger coupled inductor to improve the PN performance. In this regard, there are two options for the implementation of the auxiliary coils; placing the tertiary coil either inside or outside of the secondary coil. Figures 5.19 (a) and (b) show the simulated coupling factor and Q for various possible configurations. In these configurations, the secondary coil is implemented in M8 layer and the tertiary coil can be either implemented using M8 (planar structure) or AP (the proposed structure). The tertiary coil can also be placed either outside or inside of the secondary coil. For a fair comparison, the spacing between the secondary and tertiary coils is chosen to be
the minimum distance allowed by the design rules for the planar implementation. As observed, implementing the tertiary coil using AP layer outside of the secondary coil achieves the highest coupling and quality factors amongst the possible configurations.

![Simulation results of the proposed geometry for different configurations (a) k; (b) Q.](image)

The cross-sectional view and the top view of the proposed three-dimensional transformer used in the tank which consists of three mutually coupled one-turn inductors shown in Figs. 5.20 and 5.21, respectively. The design parameters \( r, W_i, \) and \( S_i \) are the inner radius, width of \( i^{th} \) inductor, and the spacing between adjacent traces, respectively. The inner radius of the primary, secondary, and tertiary coils is 23, 50, and 62 μm. The width of the inductors is optimized to be 12 μm in order to have a large inductance while keeping the \( Q_{\text{eff}} \) high. \( S_2 \) and \( S_3 \) are chosen to be zero in order to maximize the coupling factor without increasing the inter-layer parasitic capacitance. \( S_1 \) is chosen to be 3 μm to maximize the quality factor of the overall tank at the target frequency.

Based on the EM simulation results, the self-inductance of the primary, secondary, and tertiary coils are 137, 168, and 192 pH, respectively, and the resulted coupling factor between the adjacent
coils is about 0.55 at 60 GHz. The self-resonant frequency of the proposed triple-coupled transformer including the switches is 85 GHz.

Typically, the quality factor of a spiral inductor is degraded at mm-wave frequencies due to the loss originating from the substrate and parasitic capacitances. Some layout-related techniques are utilized in this work to lower the associated high-frequency loss with the spiral inductors. A solution to reduce the substrate loss is to lower the number of turns as well as the width of the inductor in order to lower the effective substrate area under the inductor.

This would also increase the FTR and SRF of the tank. Moreover, a striped inductor structure is used in the tank to mitigate the loss at high frequencies [96]. Furthermore, a grounded shield ring using M₉ is designed to enhance the quality factor. This structure functions similar to a coplanar waveguide in which the space between the ground and signal planes is optimized to achieve the maximum possible quality factor at the frequency band of interest. The optimized distance (r) in our design is 25 μm.
5.4 Measurement Results

To confirm the effectiveness of the proposed architecture, a proof-of-concept prototype chip is designed and fabricated in a 65-nm CMOS process. Figure 5.22 shows the die micrograph of the fabricated VCO which is packaged in a ceramic flat package (CFP) with 24 pins (CFP-24) to facilitate DC biasing of the chip using bond wires. Excluding the pads, the active area of the circuit is 260 μm × 250 μm. Two open-drain output buffers are designed at the output of the VCO to drive a 50 Ω load. The gate of the buffers are connected directly to the output of the VCO to avoid using decoupling capacitors which limit the tuning range. The drain of the buffers are biased using external bias-tees. These buffers collectively draw 8 mA from a 1-V supply. The VCO output is measured using on-wafer probing while the DC biasing of the circuit is supplied by bond wires. Two Zprobe Z067V3N-GSG-100 are used as the output probes. The VCO output is measured
single-ended while the other output is terminated by a 50 Ω load. The output of the VCO is measured using a Rohde & Schwartz (R&S) FSW 26.5 GHz spectrum analyzer with an external R&S Z75 harmonic mixer to extend the operation frequency to V-band.

The loss of the cable, probe, and the harmonic mixer are estimated to be 5.5 and 28 dB, respectively, which are calibrated by the spectrum analyzer. At the center frequency, the fabricated VCO achieves a phase noise of –89.9 and –111.72 dBc/Hz at 1 and 10-MHz offset, respectively. The measured PN at 10-MHz offset from the carrier frequency is plotted for the entire frequency range in Fig. 5.23. In this figure, the best, average, and the worst-case phase noise are –114.2, –111.9, and –109.9 dBc/Hz, respectively. Also, the best PN performance is achieved in the first frequency band because; first, in this sub-band both switches are off which minimizes the loading effect of the switches, and secondly, the operation frequency is lower than that of other sub-bands which entails a better PN due to a larger signal period. The measured calibrated output power over the entire frequency tuning range is also shown in Fig. 5.24. As seen, the first sub-band achieves the largest output power as the transformer load is lower, compared to those of other sub-bands. Furthermore, based on Fig. 5.25, over different states of the switches, the tuning range including four frequency bands is over 18%, from 50.1 to 59.8 GHz, resulting in a FOM and FOMT of –178.9 and –184 dBc/Hz at 10-MHz offset, respectively.

Table 5.1 summarizes the performance summary of the proposed VCO and compares this work with the state-of-the-art. The performance of the VCO, particularly in terms of FOM and FOMT, compares favorably with other designs.
Figure 5.22 Micrograph of the fabricated mm-wave VCO.

Figure 5.23 The measured PN at 10-MHz offset over the entire frequency tuning range.
Figure 5.24 The measured output power over the entire frequency tuning range.

Figure 5.25 Measured tuning range versus control voltage.
Table 5.1: Performance summary of 60-GHz VCOs in 65-nm CMOS

<table>
<thead>
<tr>
<th>Reference</th>
<th>[91]</th>
<th>[97]</th>
<th>[98]*</th>
<th>[99]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freq. (GHz)</td>
<td>61</td>
<td>77</td>
<td>63</td>
<td>66.1</td>
<td>55</td>
</tr>
<tr>
<td>Ave. PN at 10 MHz (dBc/Hz)</td>
<td>-108.3</td>
<td>-108.4</td>
<td>-92.2</td>
<td>-103</td>
<td>-111.9</td>
</tr>
<tr>
<td>TR (%)</td>
<td>14.2</td>
<td>15.8</td>
<td>24.6</td>
<td>27.9</td>
<td>18</td>
</tr>
<tr>
<td>Power(mW)</td>
<td>6</td>
<td>14.3</td>
<td>21.5</td>
<td>13</td>
<td>6.2</td>
</tr>
<tr>
<td>FOM @ 10 MHz (dBc/Hz)</td>
<td>-176.2</td>
<td>-174.5</td>
<td>-174.7</td>
<td>-168.3</td>
<td>-178.9</td>
</tr>
<tr>
<td>FOMT @ 10 MHz (dBc/Hz)</td>
<td>-179.3</td>
<td>-178.5</td>
<td>-182.6</td>
<td>-177.2</td>
<td>-184</td>
</tr>
</tbody>
</table>

* Measured at 1 MHz offset

\[
FOM = PN(f_{offset}) - 20\log\left(\frac{f_{osc}}{f_{offset}}\right) + 10\log\left(\frac{P_{DC}}{1mW}\right)
\]

\[
FOM_T = PN(f_{offset}) - 20\log\left(\frac{f_{osc}}{f_{offset}}\cdot\frac{\Delta f}{10}\right) + 10\log\left(\frac{P_{DC}}{1mW}\right)
\]

5.5 Conclusion

A mm-wave triple-coil transformer-based VCO with wide tuning range and low phase noise is presented. It is proposed that maximizing the coupling factor between the secondary and tertiary coils as well as optimizing their individual values improves the phase noise substantially as compared to the conventional transformer-based designs. By switching in and/or out the secondary and tertiary coils of the transformer, 4 overlapping frequency sub-bands are resulted which collectively enable designing a wide tuning range. The design techniques that are introduced to
implement the high-Q tunable inductor for the tank allow the VCO to achieve a competitive phase
noise and FOM. As a proof of concept, a 55-GHz VCO is implemented in a 65-nm CMOS process.
Table 1 summarizes the performance of the proposed design and compares it with that of the state-
of-the-art.
Chapter 6: Conclusion

This thesis outlines the efforts on the road to touch the limits of silicon-based technologies for efficient signal generation at mm-wave frequencies. It goes beyond the current limits of electronic design in CMOS/BiCMOS technologies to achieve high speed, efficient, high performance circuits and systems overall. The proposed design procedures are employed to develop circuit topologies and system architectures offering the promise to realize applications in imaging, radar, sensing and communications for medical, security and internet systems within mm-wave band and beyond. This includes the circuits, systems, and the links for IoT as well. The major resulting achievements are summarized as below.

6.1 Achievements

6.1.1 A SiGe HBT mm-Wave Source for MRFM Imaging

As discussed in Chapter 2, the ultra-sensitive mechanical detection of electron spin resonance is opening up exciting possibilities for determining the three-dimensional structure of individual biomolecules and biological assemblies using nanoscale magnetic resonance imaging. In this work, we report on the design of chip-scale microwave sources, along with the required specifications, that are intended for use in a microwave-enhanced nanoscale magnetic resonance imaging experiment carried out at cryogenic temperatures. A methodology is proposed to systematically design, without the need for low-temperature transistor models, a VCO optimized for operation at low temperatures. Utilizing the proposed approach, a 40-GHz HBT VCO is designed and implemented in a 0.13-µm BiCMOS process. The VCO operates at temperatures ranging from 300 K to 12 K, efficiently furnishing the minimum output power required for a
nanoscale magnetic resonance imaging experiment. The cryogenic VCO meets the technical requirements needed to implement the dynamic nuclear polarization effect in microcantilever-based cryogenic nanoscale magnetic resonance imaging experiments. In brief, the fundamentals of signal generation at very low temperatures is outlined.

6.1.2 Close-to-$f_{\text{max}}$ Efficient Signal Generation

As discussed in Chapter 3, in this work, we present a systematic method for designing high-efficiency, high-power mm-wave oscillators. This method effectively manipulates the DC current of the drain of the core transistors to minimize the time during which the transistor is on. Furthermore, an additional capacitor at the source of the transistor assists lowering the power consumption while maintaining the same fundamental generated power. To show the feasibility of this method, a class-E-type oscillator architecture is implemented in a 0.13-µm CMOS technology ($f_{\text{max}} = 116$ GHz). The proposed VCO achieves the record DC-to-RF efficiency of 6.1% at a center frequency of 91 GHz ($\sim 0.8 \times f_{\text{max}}$) on CMOS. The measured peak output power is 4.5 dBm while the VCO consumes 46 mW of DC power and features a phase noise figure of merit (FoM) of $-169.6$ dBc/Hz at 1–MHz offset frequency. The fabricated VCO occupies 0.51 mm$^2$ of silicon area including the pads.

6.1.3 Super-Efficient mm-Wave Signal Generation on CMOS

As discussed in Chapter 4, in this work, we present circuit techniques to design fundamental mm-wave high-efficiency VCOs. To increase the efficiency, we propose an oscillator topology that employs an active feedback network around the core transistor to amplify the voltage swing on the gate, thereby enhancing the generated fundamental current by the transistor and, in turn, the
DC-to-RF efficiency. Utilizing the proposed method, an 85.75-GHz VCO is designed and implemented in a 65-nm CMOS process. In this VCO, the tradeoffs among efficiency and tuning range are also considered and the VCO achieves a peak DC-to-RF efficiency of 14.8% at 89.3 GHz and a wide tuning range of more than 8.2% while consuming only 8.5 mW of dc power from a 1.2-V supply. Compared to the prior art, the fundamental VCO exhibits more than twice improvement in DC-to-RF efficiency. The oscillatory circuit occupies a silicon area of less than 0.25 mm$^2$ including the pads.

6.1.4 A mm-Wave VCO with Switchable Triple-Coupled Transformer

As discussed in Chapter 5, in this work, we present a circuit technique to design a wide tuning range VCO. The employed technique extends the TR with a minimal adverse effect on the PN. In this context, a switchable triple-coupled transformer, implemented utilizing the topmost three metal layers of the process, is proposed to achieve a wide TR and a low PN. In the proposed configuration, the mutual coupling between the loads is increased while canceling the negative effects of the switches on the transformer performance. Depending on the possible states of the switches used in the secondary and tertiary coils, four overlapping frequency sub-bands are introduced. An extensive set of analysis are provided to support the idea. As a proof-of-concept, a 55-GHz VCO is implemented in a 65-nm CMOS process. Based on the measurement results, the VCO achieves an average PN of $-111.9$ dBc/Hz at 10-MHz offset over the entire frequency range and a TR of $\sim18\%$, from 50.1 to 59.8 GHz, exhibiting a figure of merit incorporating the tuning range (FOM$_T$) of $-184$ dBc/Hz at 10-MHz. The VCO core consumes 6.2 mW from a 1-V supply and, excluding the pads, occupies a compact silicon area of 0.06 mm$^2$. 
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Appendix

A.1 Magnetic Resonance Force Microscopy Imaging (MRFM)

The ability to characterize organic nanostructures could have a dramatic impact on basic research in materials design, biomolecular power and energy generation, biosensing, virology, and regenerative medicine. It is required to develop a procedure to image individual molecules and biomolecules such as proteins complexes at nanometer or sub-nanometer resolutions. For instance, proteins are the worker molecules that are necessary for every activity in the body. Hence, studying the shapes of such structures reveals the proteins functionality in our bodies and helps one understand diseases by observing abnormality in proteins’ shapes. Magnetic resonance imaging (MRI) is a medical imaging technique used in radiology to image the anatomy and physiological processes of the human body at nanometer scales. There are biological molecules imaging techniques such as x-ray crystallography, nuclear magnetic resonance (NMR), cryo-electron microscopy (cryo-EM), electron spin resonance (ESR), and magnetic resonance force microscopy (MRFM) among which the last method (i.e., MRFM) is the most promising technique for three-dimensional (3D) of disordered molecules in situ. Being capable to yield resolutions as low as 500 protons compared to an improved-MRI imaging method proves the superiority of such an imaging method. This resolution is translated to $10^{10}$ to $10^{17}$ improvement in sensitivity. The MRFM imaging combines the ideas of MRI and atomic force microscopy (AFM), using cantilever-tipped with a ferromagnetic particle to directly detect a modulated spin gradient force between sample spins and the tip. As the cantilever tip is brought close to the sample, the atoms’ nuclear spins response and generate a small force on the cantilever. The spins are then repeatedly flipped,
causing the cantilever to gently move back and forth in a synchronous motion. The displacement then is measured to generate images.

To help attain a further enhanced sensitivity, the dynamic nuclear polarization effect (DNP) is introduced. Dynamic nuclear polarization (DNP) is a widely-used approach for increasing the signal-to-noise ratio in conventional magnetic resonance experiments. DNP achieves an improved signal-to-noise ratio by increasing the polarization — e.g., the net alignment — of the nuclear spins in the sample. In this method, the microwave irradiation of free-radical polarizing agents is utilized to create hyper-polarized nuclear spins in a cryogenic MRFM experiment. DNP results from transferring spin polarization from electrons to nuclei, thereby aligning the nuclear spins to the extent that electron spins are aligned.

![Diagram of an MRFM imaging experiment](image)

**Figure A.1** The details and the primary principals of an MRFM imaging experiment

A.2. A Semi-Quantitative Mapping Between Cooling and Device Scaling

Cryogenic SiGe HBTs are intriguing for a number of cryogenic applications as mentioned earlier. This includes modern space systems (e.g., the equipment needed for earth orbit or outer planets and their moons) where the extreme cold ambient temperatures are encountered. Low
temperature condition can be highly detrimental to conventional electronics. A wide range of space electronics are currently being deployed to operate at very low temperature ambient environments utilizing bulky and power-hungry heating units. It has been demonstrated that operation at cold environments is a natural fit for SiGe transistors since the performance is improved with cooling. This bandgap-engineered platform enables cryogenic electronics tailored for space missions without the required heating tools. Pioneering works on cryogenic SiGe HBTs demonstrate an enhanced performance at low temperatures [33]. The level of cooling-induced performance improvements, nonetheless, were not remarkable in first-generation SiGe HBTs [100]. In contrast, in scaled modern SiGe HBTs, with relatively generous bandgap grading in advanced generations and increased level of base doping, the improved performance level observed is tremendous [33]. In this context, the effect of cooling on SiGe HBTs in many aspects is similar to the combined effect of vertical and lateral device scaling [55]. Moreover, cooling helps identify the key optimization issues required for the new scaling rules and roadmap [55].

It is well known that a tuned reduction in both vertical and lateral dimensions of the device is a key for an optimized scaling in SiGe HBTs. Vertical scaling is accomplished by reducing the base width ($W_B$) of the transistor while base and collector doping ($N_B$, $N_C$) are increased to lower the base and collector transit times ($\tau_b$, $\tau_c$, and $\tau_{bc}$). As a result of vertical scaling, the transistor’s current gain ($\beta$) is augmented. Vertical scaling, also, influences $f_T$ if an HBT by effecting the components forming the total emitter-to-collector transit time, $\tau_{ec}$. These components are shown in Fig. A.2.

In emitter-to-collector transit time calculations, it is costumery to drop $\tau_{eb}$ as it is very hard to decouple this component from $\tau_b$ and $\tau_e$ [55]. In this scheme, thus, $f_T$ of a SiGe HBT is primarily governed by the base minority carrier storage time ($\tau_b$) [101].
The emitter minority carrier storage charge and the base-collector space charge region (SCR) transit times are the next two dominant components. On the downside, in vertical scaling, the collector-emitter breakdown voltage ($BV_{CEO}$) is degraded as a result of increasing $N_C$ [102].

In addition, vertical scaling introduces large device parasitics such as base resistance and BC junction capacitance, if it is not associated with lateral scaling. Even though vertical scaling does not deteriorate $f_T$ necessarily, it directly degrades $f_{max}$. From a circuit perspective, however, it is ideal to have a more balanced set of $f_T$ and $f_{max}$ for transistors for mm-wave amplification [103]. In this context, lateral scaling is prescribed to compensate for the degradations resulting from vertical scaling to lower parasitics. Lateral scaling per se is associated with additional struggles to reduce $R_E$ and $R_C$. This entails a fundamental trade-off which obliges one to employ a more balanced approach for vertical and lateral scaling. Recently, raised extrinsic base technique and the selectivity implanted collector method have been introduced to alleviate the trade-off. This has resulted in more balanced $f_T$ and $f_{max}$ in advanced modern SiGe HBT technologies.

In SiGe HBTs, the presence of Ge grading in the base introduces the similar desired effects of vertical profile scaling. In these devices, as shown in Fig. A.3, Ge lowers the conduction-band barrier by $\Delta E_{g,Ge}(0)$ at the emitter side and enhances the electron injection toward the collector.
In the context of SiGe platform, one needs to manipulate $\Delta E_{g,Ge}(0)/kT$ and $\Delta E_{g,Ge}(grade)/kT$ to improve ac and dc performance characteristics of the device, as will be shown later [55].

![Si and SiGe HBT schematic band diagram in the presence of Ge grading.](image)

As opposed to scaling, cooling effectively reduces the primary performance-limiting parasitics of SiGe HBTs without having to physically scaling the lateral dimensions. This is accomplished by introducing modifications and improvements to the base-emitter transit components such as $\tau_{be}$. The mechanisms by which cooling reduces the charging times and the parasitics can be explained from the fundamentals of physics. For instance, the reduction in $C_{BC}$ is resulted from the following mechanism. The fermi level of the n-type collector region moves closer to the conduction band due to cooling [104]. This introduces an additional potential across the p-n junction and widens the space charge region with a fixed bias and accordingly the carrier movements are accelerated. As for the base, the increased base doping level can be associated with a higher chance of freeze-out. However, increasing the doping level beyond the Mott transition to degenerate the semiconductor guarantees that the dopants remain active even at deep cryogenic temperatures. This, indeed, suggest that $R_B$ is reduced with decreasing the temperature. In addition, $\tau_{be}$ is
reduced through the changes introduced by cooling in space charge region in BE junction. This is achieved as follow; in advanced generation SiGe HBTs, the semiconductors are heavily degenerated and hence, the fermi levels are close to the conduction band in the emitter and the valence band in the base. At deep cryogenic temperatures, a higher $V_{BE}$ required for operation effectively reduces the BE junction width. Therefore, $C_{BE}$ is increased and the electron transit time through the BE SCR is decreased.

In general, cooling bolst the favorable effects of bandgap engineering [55]. This simply comes from the positive role of $kT$ in the device performance and the increase in carrier mobility at low temperatures [33], [105]. As pointed out, the consequences of cooling on SiGe HBTs in many ways match that of the resulting from a coordinated lateral and vertical scaling. There are extensive numbers of works that characterize the ac and dc performance metrics of SiGe HBTs across a wide range of temperatures to explore similarities between cooling and scaling [106–109]. For instance, in [55], $f_T$ and $f_{max}$ of a second-generation SiGe HBT is presented at 300 K and 93 K. The $f_T/f_{max}$ of a cooled device increase from 117/124 GHz at 300 K to 182/295 GHz at 93 K which is comparable to the room-temperature performance of a scaled third-generation SiGe HBT with $f_T/f_{max}$ of 207/285 GHz at 300 K. Likewise, a $f_T/f_{max}$ of 260/310 GHz is achieved by cooling to 85 K which is close to the performance of a room-temperature fourth generation SiGe HBT. Hence, it is logical to establish a semi-quantitative mapping between cooling and scaling by further investigations. In [62], the evolution of the $f_T$ is presented as a function of the transistor collector current density for a number of high-speed SiGe technologies. If $f_T$ is plotted versus $1/J_C$ the graphs in Fig. A.4 are obtained.
Fig. A.4 (a) Evolution of the current gain cut-off frequency vs. the inverse of collector current density in STMicroelectronics SiGe BiCMOS technologies. The plot is reproduced from the data in [14]. (b) The peak $f_T$ values of the plot in (a) versus the minimum emitter width of the transistors.

Fig. A.4 (a) shows the high-frequency performance of SiGe HBTs versus $1/J_C$ values. The dotted line in this figure indicates the trend by which the peak values of $f_T$ ascend as the technology nodes evolve. The trajectory of peak $f_T$ well scales with $1/W_E$. The similar trend is reported in [64] for the current density at peak $f_T$ over the emitter width with a scaling factor of $\lambda^{0.97}$. Fig. A.4(b) plots the peak $f_T$ for STMicroelectronics high-speed SiGe BiCMOS technologies versus the minimum corresponding emitter widths. This exhibits that peak $f_T$ varies approximately with $\frac{c}{W_E}$ (which is similar to $\lambda^{0.97}$) where $c$ is a constant and the upper bound and lower bound are $c'(\frac{1}{W_E} - \frac{1}{W_E'})$ and $c''(\frac{1}{W_E} - \frac{1}{W_E'})$, respectively. The trends is almost analogous to the high-frequency performance characteristics of CMOS transistors as a function of gate length ($L_G$) [62]. To obtain an expression for the collector current density in a SiGe HBT as a function of temperature, using the generalized Moll-Ross relation in [110], we write $J_{c, SiGe}$ as in [105],
where $\Delta E_{g, Ge}(0)$ and $\Delta E_{g, Ge}(\text{grade})$ are shown in Fig. 3. In (A.1), $W_b$ is the quasi-neutral base width at $V_{BE}$, $D_{nb}$ is the minority electron diffusivity in the base, $n_{i0}^2$ is the effective intrinsic carrier density, $N_b$ is a constant base doping profile, $\gamma$ accounts for the reduction in the effective density-of-states with increasing Ge content, $\eta$ is the strain-enhancement of the minority electron mobility, and $k$ is the Boltzmann constant. Concerning the improvement in the ac performance of SiGe HBTs at cryogenic conditions, we investigate the variations of transit frequency as a function of temperature. A simplistic equation for $f_T$ is presented below,

$$f_T = \frac{1}{2\pi} \left( \frac{kT}{qe} \left( C_{EB} + C_{CB} \right) + \tau_b + \tau_e + \tau_{bc} \right)^{-1}$$  (A.2)

In the above equation, $\tau_b$, $\tau_e$, and $\tau_c$ are the base, emitter, and collector transit time, respectively, and other parameters are usual HBT parasitics. In (2), term $\frac{kT}{qe} \left( C_{EB} + C_{CB} \right)$ encapsulate the effect of $\tau_{bc} + \tau_{ec}$. As outlined earlier, we expect the base transit time to be the dominant components in $f_T$ equation. This plus the summation of $\tau_{bc}$ and $\tau_{ec}$ would be well enough to explore how $f_T$ changes with variations in ambient temperature to the first-order. Theoretically, the base transit time for a SiGe HBT with a constant base doping written as,

$$\tau_{b, SiGe} = \frac{W_b^2}{D_{nb} \Delta E_{g, Ge}(\text{grade})} \left[ 1 - \frac{kT}{\Delta E_{g, Ge}(\text{grade})} \left( 1 - e^{-\Delta E_{g, Ge}(\text{grade})/kT} \right) \right]^{-1}$$  (A.3)

At low temperatures, (A.3) becomes,
\[ \tau_{b,\text{SiGe}} \approx \frac{W_b^2}{D_{nb} \Delta E_{g,\text{Ge}}(\text{grade})} kT \]  \hspace{1cm} (A.4)

In (A.4), the minority electron diffusivity in the base is proportional to \( aT^b \) where \( b \) is a number between -1 and -2. Thus, \( \tau_{b,\text{SiGe}} \) is proportional to temperature as follow,

\[ \tau_{b,\text{SiGe}} \propto k'T^{b+1} \]  \hspace{1cm} (A.5)

Assuming a typical \( b = -1.6 \) gives \( \tau_{b,\text{SiGe}} \propto k'T^{-0.8} \).

On the other hand, \( \frac{kT}{qI_c} (C_{EB} + C_{CB}) \) can be approximated by \( \frac{g_m}{C_D} \) where \( g_m \) is the transistor transconductance and \( C_D \) is \( \sim C_{EB} + C_{CB} \). For an HBT, if we assume that that modulations do not impact the width of the base significantly,

\[ g_{m,\text{SiGe}} = \frac{\partial J_c}{\partial V_{BE}} \bigg|_{V_{BE}} = \left( \frac{\partial J_c}{\partial W_b} \right) \left( \frac{\partial W_b}{\partial V_{BE}} \right) \bigg|_{V_{BE}} \approx \alpha \frac{\partial J_c}{\partial V_{BE}} \]  \hspace{1cm} (A.6)

In (A.1), assuming that \( n_{i0}^2D_{nb} \) does not change by temperature, we can conclude that,

\[ J_{c,\text{SiGe}} \propto \frac{e^{-1}}{kT} \]

Using the above relation, we conclude that \( g_{m,\text{SiGe}} \) is proportional to \( \frac{e^{-1}}{(kT)^2} \). If we assume that changes in \( C_D \) is not extensive due to cooling,

\[ \frac{g_m}{C_D} = \frac{J_c}{V_{T,C_D}} \propto \frac{e^{-1}}{(kT)^2} \]  \hspace{1cm} (A.7)

Hence, \( f_T \) in (A.2) becomes,

\[ f_T \approx \frac{1}{2\pi} \left( \frac{kT}{qI_c} (C_{EB} + C_{CB}) + \tau_b \right)^{-1} \propto k'T^{-0.8} + \frac{e^{-1}}{(kT)^2} \]  \hspace{1cm} (A.8)
The term on the right-hand side in (A.8) can be written as,

\[
\frac{e^{-\frac{1}{T^2}}}{T} = \frac{1}{T} \left(1 - \frac{1}{T} + \cdots\right) \approx \frac{1}{T} - \frac{1}{T^2}
\]

The above trend exactly follows that of the upper-limit presented in Fig. A.4(b). That is, if \( T \) is substituted by \( W_E \) with proper corresponding coefficients, it approaches the limit in the plot. The entire process shows how the above equations can be exploited, at least to the first-order, to predict and obtain the ac and dc performance characteristics of SiGe HBTs at low temperatures.

Nevertheless, there are metrics that their variations and values at low temperatures cannot be well approximated even to the first-order using the above equations. For instance,

\[
f_{\text{max}} = \left\{ \frac{f_T}{8\pi C_C R_b} \right\}^{1/2}
\]

where \( C_C \) is approximately equal to \( C_{CB} \) and \( R_b \) is the base resistance. In (A.9), \( R_b \) benefits from cooling, for instance. However, the extent of variations cannot be well formulated as a function of temperature. Figure A.5 is reproduced using the published \( f_{\text{max}} \) data for a large set of SiGe HBTs with the corresponding cooled \( f_{\text{max}} \) values. As observed, the general trend for \( f_{\text{max}} \) analogously agrees with the ones discovered above. Therefore, given the mapping between scaling and cooling developed so far and the resembling matched trends, we need to resort to scaling onward to proceed with the circuit design.
Fig A.5 Published $f_{max}$ of SiGe HBTs with the corresponding cooled prototypes versus temperature.

A.3. Semi-Quantitative Temperature Prediction

In all reported cooled SiGe HBT characterizations to date, the improvements introduced in device metrics from a technology node to the next (~40%) are equivalent to that of induced by cooling from room temperature, i.e., 330 K, up down to almost liquid nitrogen temperature, i.e., ~77 K [33], [55], [106–109]. Any further reduction in temperature cannot be captured by scaling from a technology node to the next more advanced one and requires further scaling. Extensive prior studies show cooling down to temperatures as low as ~4 K is equivalent to two generation scaling pertaining to the SiGe HBTs device metrics [106-109]. Hence, with only two technology nodes at hand, any further cooling beyond almost 77 K necessitates employing the first-order SiGe HBTs model to compensate for the lack of more advanced technology nodes. Thermo-dynamical computations show that ambient temperature over the area very close to the IC in this work is higher than that of actually are being measured at the cryogenic chunk (the cryogenic measurement
procedure is explained in the subsequent sections). With the chunk’s temperature reading $T=12$ K, the $I_C$ is anticipated to be operating at $\sim 45$ K.

The commercial transistor models incorporated in the process design kits are customarily assembled to be valid for a temperature range where most practical applications are functional. In regard to low-temperature applications, the models are valid within the range of $-45 \, ^\circ C < T(\, ^\circ C) < 80 \, ^\circ C$ corresponding to $228 \, K < T(K) < 353 \, K$ with $T=298 \, K$ being the room temperature. As said earlier, any further reduction in temperature beyond $77 \, K$ cannot be captured by the advanced technology node in use. Therefore, using the proportionalities in (A.7) and (A.8), for instance, we can, with the a good approximation, compute the relative changes in ac parameters from $75 \, K$ to $45 \, K$ (the operating temperature of the IC), e.g., $f_T$ and $g_m$, utilizing the corresponding changes resulted by cooling the transistor from room temperature, $298 \, K$, to the temperature where the same relative changes in the parameters of interest are achieved. In such a case, if $T$ happens to be greater than $228 \, K$, then the PDK models can well simulate for the additional temperature decrement down to $45 \, K$. If the first term in (A.8) is ignored for simplicity,

$$\left(\frac{e^{-\frac{1}{228^2}} - e^{-\frac{1}{298^2}}}{e^{-\frac{1}{45^2}} - e^{-\frac{1}{75^2}}}\right) \approx 0.6$$

(A.10)

In (A.10), any ratio smaller than 1 suggests that the low temperature models provided by the PDK are not sufficient. The above equation indicates that a change in temperature ($\Delta T$) of $\sim 140^\circ$ is required (from room temperature) to fully compensate for the lack of transistor models and the employed scaled technology at $T=45 \, K$. Differently stated, setting the simulation temperature to be at $-45 \, ^\circ C$, we can confidently predict and simulate the performance parameters, i.e., the circuit
block operation, up down to 55 K. The improvement trend in ac and dc parameters onward is predicted to adhere to the corresponding above equations yet.

Remarks: to be more rigorous, $\Delta T$ should be estimated for every one of the device attributes as the proportionality relations are different according to (A.5) to (A.8). For example, a $\Delta T=140^\circ$ may model the performance up down to 55 K in terms of $f_T$ while it does so down to 50 K with respect to $g_m$. In the above estimation in (A.10), the changes are calculated for the worst case of $f_T, f_{\text{max}},$ and $g_m$ (i.e., for the parameter which requires the highest reduction in temperature).